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A Multigrid method as an iterative method is proposed to solve a reaction-diffusion system. The model we are concerned in this thesis is a system of parabolic partial differential questions for two chemical species. A fully implicit finite difference scheme is used to discretize the differential equations. A V-cycle scheme with one smoothing step per grid is then applied to the Helmholtz equations [54] arising at each time step. The convergence of the V-cycle scheme for solving the linear system at each time step is obtained. The stability and convergence of the fully implicit scheme along with V-cycle as the iterative solver are proved. Numerical results for a reaction-diffusion system are presented.
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## Introduction

Reaction-diffusion systems are systems of parabolic partial differential equations. They have been used successfully to model chemical and biological processes which involve pattern formation in morphogenesis. Since all models for spatial pattern generation are necessarily nonlinear, analytical solutions are generally not available. Numerical solutions of such equations are thus important for computer simulation of patterns and data analysis. In this thesis, general two-dimensional reaction diffusion systems are considered. A multigrid method is proposed for solving the system. Analysis and applications will be discussed.

Fascinating spatial patterns, such as animal coat patterns and butterfly wing patterns, are exhibited on living creatures. The development of pattern and form in embryology is known as morphogenesis. It begins from a more or less homogeneous egg. The final complexity of pattern and form are generated during its development. How the patterns are established is still unknown. Although the process of the development is genetically determined, the genes themselves cannot generate the pattern since the genetic material in most cells of an organism can be assumed the same [39]. Much research has tried to determine the mechanisms that can explain the generation of patterns developed from less structured tissues. Therefore any mechanism assumed to explain this development must be capable of generating spatial patterns from almost homogeneous initial conditions. Several mechanisms have been proposed as possible pattern formation mechanisms in morphogenetic situations. Among these,
the most powerful mechanism for forming coat patterns is a reaction diffusion mechanism proposed by Turing [3]. A. M. Turing first suggested in 1952 that some patterns that occur in chemistry result from interaction between chemical reaction and diffusion. Since then a substantial amount of research has been done on this subject. See [41] for a survey of related developments.

According to Turing's chemical prepattern approach, the first step of development in the morphogenetic process is the creation of a morphogen concentration spatial pattern. The underlying prepattern is believed to be laid down in the very early stages of the embryogenesis. Consider the case of the zebra. The gestation is about 360 days with the prepattern laid down about $3-5$ weeks. After the prepattern is once established, the cells differentiate accordingly to produce melanin to reflect the spatial pattern of morphogen concentration. For example, the pattern of the giraffe could be generated when the morphogen concentration level is greater than some threshold level.

When applying Turing's theory of morphogenesis, an important step is to identify the chemical elements for the morphogens. For example, calcium has been identified as a morphogen for hair initiation in Acetabularia. In this thesis, we will assume that the pattern is generated when one of the morphogen concentrations is above some threshold level. Now let us consider the following two-dimensional reaction-diffusion system:

$$
\begin{gather*}
\left\{\begin{array}{c}
u_{t}=D_{u} \Delta u+f(u, v) \\
v_{t}=D_{v} \Delta v+g(u, v)
\end{array}\right.  \tag{0.1}\\
\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=\left.\frac{\partial v}{\partial n}\right|_{\partial \Omega}=0, \\
\text { where } u(x, 0) \text { and } v(x, 0) \text { are given. }
\end{gather*}
$$

Here we take the rectangular domain : $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right] \subset R^{2}, \partial \Omega$ is the boundary of $\Omega$, and $u$ and $v$ are considered as two morphogen concentrations; $f(u, v)$ and
$g(u, v)$ are reaction kinetics which describe the interrelation between morphogens. The diffusion terms, $D_{u} \Delta u$ and $D_{v} \Delta v$, reflect that each molecule can move around randomly with diffusivities $D_{u}>0$ and $D_{v}>0$.

Reaction-diffusion mechanisms suggest that spatial patterns are evolved from diffusion-driven instability. Turing also demonstrated that, under certain conditions, two interactive morphogens could form a stable inhomogeneous concentration pattern. He suggested that without diffusion, $u$ and $v$ tend to a uniform steady state - no pattern will form. In the presence of diffusion, the system is unstable to small disturbances but the instability will be bounded by nonlinear reaction terms. Thus the inhomogeneous steady state is obtained and spatial patterns are generated [52]. All that is required for the creation of pattern is some sort of nonlinear activatorinhibitor mechanism [26]. The analysis of whether or not the systems are able to generate spatial patterns and how the pattern and mode is selected can be found in [41].

To formulate the mathematical model, we need initial and boundary conditions. Since the formation of the underlying prepattern could arise from instability to small perturbations in the featureless tissue, a natural way to simulate this situation in numerical computations is by introducing a small random perturbation about the uniform steady state. In the system given above, we assume initial conditions are given. As for the choice of boundary conditions, we take zero flux boundary conditions because it implies no external forces.

Under certain conditions, the reaction-diffusion system described above has a unique solution. The proof of the existence and uniqueness of the solution can be found in [11]. The system is useful for modeling patterns in chemistry and biology. A few examples can be found in [13]. In these examples, the concentration of nutrient and the concentration of buffer satisfy a reaction-diffusion system as given in (0.1).

Since the reaction term, $f$ and $g$, in (0.1) is nonlinear, one can not hope in general
to obtain analytical solutions. Numerical solutions with preliminary linear analyses are required in studying the patterns generated by a given reaction-diffusion system. Attempts have been made to demonstrate the patterns formed by such mechanisms and compare them with the mammalian coat patterns [3] [41]. Since the spatial patterns are generated by diffusion-driven instability, the system has to be unstable. Because of this nature, highly stable numerical methods are necessary for computer simulations of these patterns to ensure that the patterns obtained by computer simulations are formed by the instability of the original system, not by numerical instability.

One approach is an ADI (alternating direction implicit) type of scheme [13] [14]. Other numerical methods that have been used to solve reaction-diffusion systems are finite element techniques, monotone iterative methods and explicit finite difference schemes [21] [27] [40] [46] [56]. Finite difference schemes have been used due to their simplicity. Explicit finite difference schemes are especially easy to implement but the conditional stability forces small step size in time in numerical experiments. Consequently, the explicit schemes require long runtime. Another intuitive approach is using a fully implicit scheme which is unconditionally stable. The discrete problem arising from a fully implicit finite difference scheme is a large sparse system of linear equations. Existing methods for solving linear systems can be grouped into two branches: direct methods and iterative methods. Although direct methods produce exact solutions in a finite number of steps (regardless of roundoff errors), they can not be applied here because the complexity needed to invert the matrix is of cubic order, and because the inverse of a sparse matrix may not be sparse. The computation time and computer memory for a solution obtained by direct methods are much too great. We therefore consider using iterative methods.

Our concern about the numerical scheme now turns to its convergence rate in practice. In order to obtain the inhomogeneous solutions, the computations have to be carried on until equilibrium is reached. Even though the unconditional stability
of fully implicit finite difference schemes enable us to take a much greater step size in $t$, it still requires thousands of steps in $t$ to reach the steady state. Thus in these numerical computations, we need to solve a pair of large linear systems at each time step for at least thousands of time steps. Therefore, the running time mainly depends on the efficiency of the iterative method used for solving the linear system at each time step. Unfortunately, the classic iterative methods, namely Jacobi, weighted Jacobi and Gauss-Seidel methods, have unsatisfactory convergence rates. They have been known to be able to remove the high frequency modes in an error efficiently, but are unable to damp the low frequency modes. Finding a fast solver for a large linear system becomes an important issue. In this thesis, a multigrid method is proposed for solving this problem. Consider that the smooth components which are efficiently approximated on coarse grids and the oscilatory components are fast to converge on fine grids. Multigrid techniques could eliminate all frequency components.

Multigrid methods as iterative methods have been known to be a fast solver for linear systems arising from the discretization of partial differential boundary-value problems [4] [35]. Numerous works about numerical experiments and theoretical understanding of the convergence properties of these methods have appeared in the past three decades [2] [4]-[8] [20] [29]-[38]. Reported numerical experiments suggest that these methods are very efficient for a wide range of practical problems [10] [54].

There are many convergence proofs to multigrid algorithms. One approach to these methods is local Fourier analysis [22] [28] [54]. It is not generally rigorous. Local Fourier analysis gives realistic quantitative results on the convergence behavior yet assumes an unbounded domain in space. Thus it can be regarded as an analysis only for problems with periodic boundary conditions. With Neumann boundary condition in our model problem (0.1), we can view the multigrid as a single operator and study the norm of the operator. Some of the proofs have been given in [16]-[18] yet these proofs require a sufficiently large number of relaxation sweeps. In practice, multigrid
is used only with one or a few relaxation sweeps. In our numerical computations (Chapter 5), only one presmoothing and one postsmoothing are needed in almost every example.

Other proofs are based on the approach for variational formulation. Intensive research into the convergence of multigrid methods for variational problems can be seen in [4] [7]-[9] [29]-[38]. These proofs usually require a 'regularity and approximation' assumption. Convergence rates have been guaranteed with any amount of smoothing for solving linear systems $A x=b$, with $A$ symmetric positive definite. The linear system arising from discretization of (0.1) is unfortunately nonsymmetric. Then redefining an inner product and its corresponding norm by the midpoint rule [13] is proposed to formulate a variational-like problem and construct the proof of the Vcycle algorithm. Variational framework is a natural formulation when finite element discretization is used. In this thesis, since finite difference discretization is used and a new inner product is defined, more attention needs to be paid to the constructions of the transformations between grids. For the choice of the smoother, a red-black Gauss-Seidel method is applied because it has been used extensively as a smoother in multigrid methods [54] [60]. The convergence of this smoother under the norm used in this thesis is discussed in Chapter 3. The rigorous proof of the convergence of a V-cycle algorithm is also given with any amount of smoothing.

This thesis focuses on the construction of the multigrid algorithm that can be applied to our model problem and the proof of the convergence of the algorithm followed by the demonstration of the efficiency of the algorithm. In the numerical computations, two reaction systems have been used to demonstrate the V-cycle algorithm. They are able to generate spots and stripes on rectangular domains. We should note that even the analysis has been discussed on a general rectangular domain due to its simplicity. We believe the V-cycle algorithm constructed in this thesis is also valid for domains in other shapes. Thus the pattern on the surface of a cone has been
simulated in numerical experiments. Finally, we compare the running time of the V-cycle algorithm with that of the computations carried out only on the fine grid to demonstrate the high efficiency of the former.

The outline of this thesis is as follows. In Chapter 1, the finite difference scheme is constructed. In Chapter 2, the two-grid algorithm is developed and its convergence is proved. In Chapter 3, we extend the two-grid algorithm to a V-cycle algorithm and its convergence is obtained. In Chapter 4, we discuss the stability and convergence of the fully implicit finite difference scheme along with the V-cycle algorithm described in Chapter 1 and 3. Finally in Chapter 5, the experimental results for the numerical solutions to two reaction-diffusion systems are presented.

## CHAPTER 1

## Fully implicit discretization

In this section we begin our study of the fully implicit finite difference discretization of the reaction-diffusion system (0.1). For simplicity, consider a uniform rectangular mesh on a rectangular domain $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right]$ with mesh size $h=L_{1} / N_{1}=L_{2} / N_{2}$. Let $\left(x_{i}, y_{j}\right) \in \Omega$ be a grid point then $x_{i+1}=x_{i}+h$ and $y_{j+1}=y_{j}+h$. The increment in $t, t^{n+1}-t^{n}$, will be denoted by $\Delta t$, and we adopt the standard notation $u_{i j}^{n} \approx u\left(x_{i}, y_{j}, t^{n}\right)$.

The basic idea of the finite difference discretization is to approximate the derivatives in a differential equation by the difference quotients. For example,

$$
\frac{\partial u}{\partial t}\left(x_{i}, y_{j}, t^{n}\right) \simeq \frac{u_{i j}^{n+1}-u_{i j}^{n}}{\Delta t}
$$

can be seen from the derivative formula

$$
\frac{\partial u}{\partial t}(x, y, t)=\lim _{\varepsilon \rightarrow 0} \frac{u(x, y, t+\varepsilon)-u(x, y, t)}{\varepsilon}
$$

Similarly, the second order derivative $\frac{\partial^{2} u}{\partial x^{2}}\left(x_{i}, y_{j}, t^{n}\right)$ can be approximated as follows:

$$
\frac{\partial^{2} u}{\partial x^{2}}\left(x_{i}, y_{j}, t^{n}\right) \simeq u_{i+1 j}^{n}-2 u_{i j}^{n}+u_{i-1 j}^{n}
$$

Here we propose to use a fully implicit scheme. We approximate (0.1) by the
backward-time central-space scheme [53]. We have

$$
\left\{\begin{array}{l}
\frac{u_{i j}^{n+1}-u_{i j}^{n}}{\Delta t}=D_{u}\left(\frac{\Delta_{x h} u_{i j}^{n+1}}{h^{2}}+\frac{\Delta_{y h} u_{i j}^{n+1}}{h^{2}}\right)+f\left(u_{i j}^{n}, v_{i j}^{n}\right)  \tag{1.1}\\
\frac{v_{i j}^{n+1}-v_{i j}^{n}}{\Delta t}=D_{v}\left(\frac{\Delta_{x h} v_{i j}^{n+1}}{h^{2}}+\frac{\Delta_{y h} v_{i j}^{n+1}}{h^{2}}\right)+g\left(u_{i j}^{n}, v_{i j}^{n}\right),
\end{array}\right.
$$

where $\Delta_{x h}$ and $\Delta_{y h}$ are the centered second order difference operators such that

$$
\left(\Delta_{x h}+\Delta_{y h}\right) u_{i j}^{n}=\left(u_{i+1 j}^{n}-2 u_{i j}^{n}+u_{i-1 j}^{n}\right)+\left(u_{i j+1}^{n}-2 u_{i j}^{n}+u_{i j-1}^{n}\right) .
$$

The zero flux boundary condition is approximated by

$$
\left\{\begin{array}{ll}
u_{i N_{2}+1}^{n}=u_{i N_{2}-1}^{n}, & u_{i(-1)}^{n}=u_{i 1}^{n}, \\
u_{N_{1}+1 j}^{n}=u_{N_{1}-1 j}^{n}, & u_{(-1) j}^{n}=u_{1 j}^{n},
\end{array} \quad \text { for all } i, n, ~\right.
$$

The boundary treatment for $v$ can be defined in the same way. Let $u^{n}=\left[u_{i j}^{n}\right]$ and $v^{n}=\left[v_{i j}^{n}\right]$ be the vectors obtained by the usual ordering. Then (1.1) can be written in the following matrix forms:

$$
\begin{align*}
(I+\tau \tilde{A}) u^{n+1} & =u^{n}+\Delta t f^{n}  \tag{1.2}\\
\left(I+\tau^{\prime} \tilde{A}\right) v^{n+1} & =v^{n}+\Delta t g^{n} \tag{1.3}
\end{align*}
$$

where $\tau=D_{u} \Delta t / h^{2}, \tau^{\prime}=D_{v} \Delta t / h^{2}, \tilde{A}$ is the standard matrix resulting from the discretization operator $-\Delta_{x h}-\Delta_{y h}, f^{n}=\left[f\left(u_{i j}^{n}, v_{i j}^{n}\right)\right]$, and $g^{n}=\left[g\left(u_{i j}^{n}, v_{i j}^{n}\right)\right]$. Let $A=I+\tau \tilde{A}$ and $A^{\prime}=I+\tau^{\prime} \tilde{A}$. Then (1.2) and (1.3) become

$$
\begin{align*}
A u^{n+1} & =u^{n}+\Delta t f^{n}  \tag{1.4}\\
A^{\prime} v^{n+1} & \doteq v^{n}+\Delta t g^{n} \tag{1.5}
\end{align*}
$$

$A$ can be represented by the matrix

$$
A=\left[\begin{array}{cccccccc}
W & -2 \tau I & & & & & & \\
-\tau I & W & -\tau I & & & & & \\
& -\tau I & W & -\tau I & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \ddots & \ddots & \ddots & \\
& & & & & -\tau I & W & -\tau I \\
& & & & & & -2 \tau I & W
\end{array}\right]
$$

with $I$ the $\left(N_{1}+1\right) \times\left(N_{1}+1\right)$ identity matrix and

$$
W=\left[\begin{array}{cccccccc}
1+4 \tau & -2 \tau & & & & & & \\
-\tau & 1+4 \tau & -\tau & & & & & \\
& -\tau & 1+4 \tau & -\tau & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \ddots & \ddots & \ddots & \\
& & & & & -\tau & 1+4 \tau & -\tau \\
& & & & & & -2 \tau & 1+4 \tau
\end{array}\right]
$$

a $\left(N_{1}+1\right) \times\left(N_{1}+1\right)$ matrix. Note that the operators $A$ and $A^{\prime}$ are five-point stencils.
The following lemma establishes the consistency of this fully implicit finite difference discretization.

Lemma 1.1 Let $\tilde{u}\left(x_{i}, y_{j}, t^{n+1}\right)$ and $\tilde{v}\left(x_{i}, y_{j}, t^{n+1}\right)$ be the exact solutions of (0.1). Assume that $\tilde{u}$ and $\tilde{v}$ are of class $C^{4}$. If the partial derivatives $f_{u}, f_{v}, g_{u}$, and $g_{v}$ are continuous and uniformly bounded, then

$$
\left\{\begin{array}{l}
\frac{\tilde{u}_{i j}^{n+1}-u_{i j}^{n}}{n t}=D_{u}\left(\frac{\Delta_{x h} \tilde{u}_{i j}^{n+1}}{h^{n}}+\frac{\Delta_{y h} \tilde{u}_{i v}^{n+1}}{h^{2}}\right)+f\left(\tilde{u}_{i j}^{n} \tilde{v}_{i j}^{n}\right)+r_{i j}^{n+1} \\
\frac{\tilde{v}_{i j}^{n+1}-\tilde{v}_{i j}^{n}}{\Delta t}=D_{v}\left(\frac{\Delta_{x h} \tilde{i}_{i j}^{n+1}}{h^{2}}+\frac{\Delta_{y h} \hat{h}_{i j}^{n+1}}{h^{2}}\right)+g\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)+s_{i j}^{n+1},
\end{array}\right.
$$

where

$$
r_{i j}^{n+1}, s_{i j}^{n+1}= \begin{cases}O\left(\Delta t+h^{2}\right) & \text { if ij is an interior index } \\ O(\Delta t+h) & \text { if ij is a boundary index. }\end{cases}
$$

Proof: Use the Taylor series expansion

$$
\tilde{u}_{i j}^{n}=\tilde{u}_{i j}^{n+1}-\Delta t\left(\tilde{u}_{t}\right)_{i j}^{n+1}+O\left(\Delta t^{2}\right)
$$

to obtain

$$
\frac{\tilde{u}_{i j}^{n+1}-\tilde{u}_{i j}^{n}}{\Delta t}=\left(\tilde{u}_{t}\right)_{i j}^{n+1}+O(\Delta t) \quad \text { for all } i j
$$

Consider the Taylor series expansions

$$
\tilde{u}_{i+1 j}^{n+1}=\tilde{u}_{i j}^{n+1}+h\left(\tilde{u}_{x}\right)_{i j}^{n+1}+\frac{h^{2}}{2}\left(\tilde{u}_{x x}\right)_{i j}^{n+1}+\frac{h^{3}}{6}\left(\tilde{u}_{x x x}\right)_{i j}^{n+1}+O\left(h^{4}\right)
$$

and

$$
\tilde{u}_{i-1 j}^{n+1}=\tilde{u}_{i j}^{n+1}-h\left(\tilde{u}_{x}\right)_{i j}^{n+1}+\frac{h^{2}}{2}\left(\tilde{u}_{x x}\right)_{i j}^{n+1}-\frac{h^{3}}{6}\left(\tilde{u}_{x x x}\right)_{i j}^{n+1}+O\left(h^{4}\right) .
$$

Add the equations above and use the approximation for the zero flux boundary condition to obtain

$$
\Delta_{x h} \tilde{u}_{i j}^{n+1}= \begin{cases}\left(\tilde{u}_{x x}\right)_{i j}^{n+1}+O\left(h^{2}\right) & \text { if } i \text { is an interior index } \\ \left(\tilde{u}_{x x}\right)_{i j}^{n+1} n+O(h) & \text { if } i \text { is a boundary index }\end{cases}
$$

Similar expansions also hold for $\Delta_{y h} \tilde{u}_{i j}^{n+1}$ as well as the other concentration function $\tilde{v}$. Also,

$$
f\left(\tilde{u}_{i j}^{n+1}, \tilde{v}_{i j}^{n+1}\right)=f\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)+f_{u}\left(\zeta_{i j}^{n+1}, \eta_{i j}^{n+1}\right)\left(\zeta_{i j}^{n+1}-\tilde{u}_{i j}^{n}\right)+f_{v}\left(\zeta_{i j}^{n+1}, \eta_{i j}^{n+1}\right)\left(\eta_{i j}^{n+1}-\tilde{v}_{i j}^{n}\right),
$$

where $\left(\zeta_{i j}^{n+1}, \eta_{i j}^{n+1}\right)$ is between $\left(\tilde{u}_{i j}^{n+1}, \tilde{v}_{i j}^{n+1}\right)$ and $\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)$. Since $\tilde{u}_{i j}^{n+1}-\tilde{u}_{i j}^{n}=O(\Delta t)$, we have $\zeta_{i j}^{n+1}-\tilde{u}_{i j}^{n}=O(\Delta t)$ and $\eta_{i j}^{n+1}-\tilde{v}_{i j}^{n}=O(\Delta t)$. Thus $f\left(\tilde{u}_{i j}^{n+1}, \tilde{v}_{i j}^{n+1}\right)=f\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)+$ $O(\Delta t)$. We have

$$
\begin{aligned}
& \frac{\tilde{u}_{i j}^{n+1}-\tilde{u}_{i j}^{n}}{\Delta t}=D_{u}\left(\frac{\Delta_{x h} \tilde{u}_{i j}^{n+1}}{h^{2}}+\frac{\Delta_{y h} \tilde{u}_{i j}^{n+1}}{h^{2}}\right)+f\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right) \\
&+ \begin{cases}O\left(\Delta t+h^{2}\right) & \text { if } i j \text { is an interior index } \\
O(\Delta t+h) & \text { if } i j \text { is a boundary index. }\end{cases}
\end{aligned}
$$

This proves the consistency of this discretization.

Normally (1.4) and (1.5) are large systems of linear equations and the matrices $A$ and $A^{\prime}$ are banded and sparse. Then direct methods are often impractical because the cost for inverting these two matrices is too expensive. Therefore we propose to use an iterative method to solve (1.4) and (1.5). However the classical iterative methods seem to have unsatisfactory convergence properties. Typically the high frequency components of the error damp out quickly while there is a very slow decay of the error on low frequency components. Then a multigrid technique becomes a natural way to accelerate the convergence.

## CHAPTER 2

## Two-grid algorithm and its

## convergence

In this chapter, we describe the fundamental multigrid idea. To this end, we construct a two-grid algorithm which is the basis of the multigrid method. There are many iterative methods that are directly relevant to the multigrid method. Within the two-grid method we will use the Gauss-Jacobi iteration as the smoother.

Let $\left\{\Omega_{k}\right\}_{k=0}^{k=J}$ be a nested sequence of vector spaces :

$$
\Omega_{0} \subset \Omega_{1} \subset \ldots \subset \Omega_{J} .
$$

The vector space $\Omega_{k}$ corresponds to the spatial discretization size, $h_{k}=h_{k-1} / 2$. Let $m_{1 k}=L_{1} / h_{k}$ and $m_{2 k}=L_{2} / h_{k}$. Then $\Omega_{k}$ is a mesh containing $\left(m_{1 k}+1\right) \times\left(m_{2 k}+1\right)$ points.

To define a multigrid algorithm, we need to define the linear projectors transferring vectors between vector spaces. There are various choices of such projectors [54]. Here


Figure 2.1: Grids for $\Omega_{k}$ and $\Omega_{k-1}$.
we use the full weighting restriction $P_{k}^{k-1}: \Omega_{k} \longrightarrow \Omega_{k-1}$ whose stencil is

$$
\frac{1}{16}\left[\begin{array}{ccc}
1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1
\end{array}\right] \quad \text { for an interior point }
$$

$\frac{1}{16}\left[\begin{array}{ccc}2 & 4 & 2 \\ 2 & 4 & 2 \\ 0 & 0 & 0\end{array}\right]$ for a boundary point with index $j=0$,
and

$$
\frac{1}{16}\left[\begin{array}{ccc}
0 & 4 & 4 \\
0 & 4 & 4 \\
0 & 0 & 0
\end{array}\right] \text { for the corner point with index } i, j=0
$$

This restriction takes fine grid vectors and produces the coarse grid vectors according to the rule $P_{k}^{k-1} u=v$ for $u \in \Omega_{k}$ and $v \in \Omega_{k-1}$, where

$$
\begin{aligned}
v_{i j} & =\frac{1}{16}\left[u_{2 i+1,2 j+1}+u_{2 i+1,2 j-1}+u_{2 i-1,2 j+1}+u_{2 i-1,2 j-1}+2\left(u_{2 i, 2 j+1}+u_{2 i, 2 j-1}\right.\right. \\
& \left.\left.+u_{2 i+1,2 j}+u_{2 i-1,2 j}\right)+4 u_{2 i, 2 j}\right], \quad 1 \leq i \leq\left(m_{1 k-1}-1\right) \text { and } 1 \leq j \leq\left(m_{2 k-1}-1\right), \\
v_{0 j} & =\frac{1}{16}\left[2 u_{1,2 j+1}+2 u_{1,2 j-1}+2 u_{0,2 j+1}+2 u_{0,2 j-1}+4 u_{1,2 j}+4 u_{0,2 j}\right]
\end{aligned}
$$

$$
1 \leq j \leq\left(m_{2 k-1}-1\right)
$$

and

$$
v_{00}=\frac{1}{16}\left[4 u_{00}+4 u_{01}+4 u_{10}+4 u_{11}\right] .
$$

The values $v_{i 0}, v_{m_{1 k-1}, j}, v_{i, m_{2 k-1}}, v_{m_{1 k-1}, 0}, v_{0, m_{2 k-1}}$, and $v_{m_{1 k-1}, m_{2 k-1}}$ are defined analogously.

This operator is represented by the $\left(m_{1 k} / 2+1\right)\left(m_{2 k} / 2+1\right) \times\left(m_{1 k}+1\right)\left(m_{2 k}+1\right)$ matrix

$$
P_{k}^{k-1}=\frac{1}{16}\left[\begin{array}{ccccccc}
2 \tilde{I}_{k} & 2 \tilde{I}_{k} & & & & & \\
& \tilde{I}_{k} & 2 \tilde{I}_{k} & \tilde{I}_{k} & & & \\
& & & & \ddots & & \\
& & & & & 2 \tilde{I}_{k} & 2 \tilde{I}_{k}
\end{array}\right]
$$

where $\tilde{I}_{k}$ is the $\left(m_{1 k} / 2+1\right) \times\left(m_{1 k}+1\right)$ matrix

$$
\tilde{I}_{k}=\left[\begin{array}{lllllll}
2 & 2 & & & & & \\
& 1 & 2 & 1 & & & \\
& & & & \ddots & & \\
& & & & & 2 & 2
\end{array}\right]
$$

For the prolongation, we use the bilinear prolongation $Q_{k-1}^{k}: \Omega_{k-1} \longrightarrow \Omega_{k}$. Its
stencil notation is given by
$\frac{1}{4}\left[\begin{array}{lll}1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1\end{array}[\right.$ for an interior point

$$
\frac{1}{4}\left[\begin{array}{ccc}
1 & 2 & 1 \\
2 & 4 & 2 \\
0 & 0 & 0
\end{array}[\text { for a boundary point with index } j=0\right.
$$

and

$$
\frac{1}{4}\left[\begin{array}{lll}
0 & 2 & 1 \\
0 & 4 & 2 \\
0 & 0 & 0
\end{array}[\text { for the corner point with index } i, j=0\right.
$$

If $u \in \Omega_{k}$ and $v \in \Omega_{k-1}$, then $Q_{k-1}^{k} v=u$ with the components of $u$ given by

$$
\begin{array}{rlrl}
u_{2 i, 2 j} & =v_{i j}, & 0 \leq i \leq m_{1 k-1} \text { and } 0 \leq j \leq m_{2 k-1} \\
u_{2 i+1,2 j} & =\frac{1}{2}\left(v_{i j}+v_{i+1, j}\right), & 0 \leq i \leq m_{1 k-1}-1 \text { and } 0 \leq j \leq m_{2 k-1}, \\
u_{2 i, 2 j+1} & =\frac{1}{2}\left(v_{i j}+v_{i, j+1}\right), & & 0 \leq i \leq m_{1 k-1} \text { and } 0 \leq j \leq m_{2 k-1}-1
\end{array}
$$

and

$$
\begin{aligned}
& u_{2 i+1,2 j+1}=\frac{1}{4}\left(v_{i j}+v_{i+1, j}+v_{i, j+1}+v_{i+1, j+1}\right), \quad 0 \leq i \leq m_{1 k-1}-1 \\
& \text { and } \quad 0 \leq j \leq m_{2 k-1}-1
\end{aligned}
$$

The operator is represented by the $\left(m_{1 k}+1\right)\left(m_{2 k}+1\right) \times\left(m_{1 k} / 2+1\right)\left(m_{2 k} / 2+1\right)$ matrix

$$
Q_{k-1}^{k}=\frac{1}{4}\left[\begin{array}{cccccc}
2 \tilde{J}_{k} & & & & & \\
\tilde{J}_{k} & \tilde{J}_{k} & & & & \\
& 2 \tilde{J}_{k} & & & & \\
& \tilde{J}_{k} & \tilde{J}_{k} & & & \\
& & & \ddots & & \\
& & & & \tilde{J}_{k} & \tilde{J}_{k} \\
& & & & & 2 \tilde{J}_{k}
\end{array}\right]
$$

where $\tilde{J}_{k}$ is the $\left(m_{1 k}+1\right) \times\left(m_{1 k} / 2+1\right)$ matrix

$$
\tilde{J}_{k}=\left[\begin{array}{cccccc}
2 & & & & & \\
1 & 1 & & & & \\
& 2 & & & & \\
& 1 & 1 & & & \\
& & & \ddots & & \\
& & & & & \\
& & & & 1 & 1 \\
& & & & & 2
\end{array}\right]
$$

From the matrix forms of $\tilde{I}_{k}$ and $P_{k}^{k-1}$, we see that the rank of $P_{k}^{k-1}$ is $\left(m_{1 k} / 2+\right.$ 1) $\left(m_{2 k} / 2+1\right)$ and so is that of $Q_{k-1}^{k}$.

Next define the coarse grid operator $A_{k-1}: \Omega_{k-1} \longrightarrow \Omega_{k-1}$, by $A_{k-1}=$ $P_{k}^{k-1} A_{k} Q_{k-1}^{k}$.

$$
\begin{aligned}
& \text { If } \\
& A_{k}=\left[\begin{array}{cccccccc}
S_{k} & 2 T_{k} & & & & & & \\
T_{k} & S_{k} & T_{k} & & & & & \\
& T_{k} & S_{k} & T_{k} & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \ddots & \ddots & \ddots & \\
& & & & & T_{k} & S_{k} & T_{k} \\
& & & & & & 2 T_{k} & S_{k}
\end{array}\right] \\
& S_{k}=\left[\begin{array}{cccccccc}
\alpha_{k} & 2 \beta_{k} & & & & & & \\
\beta_{k} & \alpha_{k} & \beta_{k} & & & & & \\
& \beta_{k} & \alpha_{k} & \beta_{k} & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \ddots & \ddots & \ddots & \\
& & & & & \beta_{k} & \alpha_{k} & \beta_{k} \\
& & & & & & 2 \beta_{k} & \alpha_{k}
\end{array}\right] \text {, } \\
& T_{k}=\left[\begin{array}{cccccccc}
\beta_{k} & 2 \gamma_{k} & & & & & & \\
\gamma_{k} & \beta_{k} & \gamma_{k} & & & & & \\
& \gamma_{k} & \beta_{k} & \gamma_{k} & & & & \\
& & \ddots & \ddots & \ddots & & & \\
& & & \ddots & \ddots & \ddots & & \\
& & & & \ddots & \ddots & \ddots & \\
& & & & & \gamma_{k} & \beta_{k} & \gamma_{k} \\
& & & & & & 2 \gamma_{k} & \beta_{k}
\end{array}\right] \text {, }
\end{aligned}
$$

and
then $A_{k-1}$ has the same form as that of $A_{k}$ with dimension the number of points on
the grid $\Omega_{k-1}$ and with components

$$
\begin{aligned}
\alpha_{k-1} & =\left(36 \alpha_{k}+96 \beta_{k}+64 \gamma_{k}\right) / 64 \\
\beta_{k-1} & =\left(6 \alpha_{k}+32 \beta_{k}+32 \gamma_{k}\right) / 64 \\
\gamma_{k-1} & =\left(\alpha_{k}+8 \beta_{k}+16 \gamma_{k}\right) / 64
\end{aligned}
$$

Recall that the fine grid operator $A_{J}=A$ is five-point. The transformation leads to a nine-point stencil for $A_{J-1}$. Fortunately, the coarser grids continue to have the nine-point stencils as shown above. This increases the computation cost somewhat. However the choices of the operators defined previously lead to nice properties by which the convergence of the multigrid process is guaranteed.

Now $\tilde{A}$ in (1.4) is symmetric and nonnegative definite with respect to the discrete $L^{2}$ inner product $(\cdot, \cdot)_{J}$ on $L^{2}\left(\Omega_{J}\right)$ determined by the midpoint rule [12]

$$
(u, v)_{J}=h_{J}^{2} \gamma_{i} \gamma_{j} \sum_{k, l=0}^{k, l=N} u_{k l} v_{k l},
$$

where $\gamma_{i}=1 / 2$ if $i=0$ or $i=N$, and $\gamma_{i}=1$ otherwise, and $h_{J}=h$. The corresponding norm is $\|u\|_{J}=\sqrt{(u, u)_{J}}$.

We also define the inner product on each $\Omega_{k}$ in the same way. The matrix $A=$ $I+\tau \tilde{A}$ is SPD (symmetric positive definite) with respect to $(\cdot, \cdot)_{J}$. Furthermore we have $\left(P_{k}^{k-1} u, v\right)_{k-1}=\left(u, Q_{k-1}^{k} v\right)_{k}$ for every $u \in \Omega_{k}$ and $v \in \Omega_{k-1}$. It will be shown in the following lemma that each $A_{k}$ is also SPD with respect to $(\cdot, \cdot)_{k}$.

Lemma 2.1 If $A_{k}$ is SPD with respect to $(\cdot, \cdot)_{k}$, then $A_{k-1}$ is SPD with respect to $(\cdot, \cdot)_{k-1}$. Therefore $\left(A_{k-1}\right)^{-1}$ exists.

Proof: Let $x \in \Omega_{k-1}$ and $x \neq 0$. Then

$$
\begin{aligned}
\left(A_{k-1} x, x\right)_{k-1} & =\left(P_{k}^{k-1} A_{k} Q_{k-1}^{k} x, x\right)_{k-1} \\
& =\left(A_{k} Q_{k-1}^{k} x, Q_{k-1}^{k} x\right)_{k} \\
& =\left(Q_{k-1}^{k} x, A_{k} Q_{k-1}^{k} x\right)_{k}
\end{aligned} \quad \text { (positive ) }
$$

$$
=\left(x, P_{k}^{k-1} A_{k} Q_{k-1}^{k} x\right)_{k-1}
$$

$$
=\left(x, A_{k-1} x\right)_{k-1} . \quad(\text { symmetric })
$$

Now $A_{k-1}$ is SPD with respect to $(\cdot, \cdot)_{k-1}$. Consider the linear system $A_{k-1} x=0$ with $x \in \Omega_{k-1}$. Note $\left(A_{k-1} x, x\right)_{k-1}=(0, x)_{k-1}=0$. But $\left(A_{k-1} x, x\right)_{k-1}>0$ unless $x=0$. But $x=0$ is the only solution to $A_{k-1} x=0$. Thus $\left(A_{k-1}\right)^{-1}$ exists. Since $A_{J}$ is SPD, from Lemma 2.1, $A_{k}$ is SPD for $1 \leq k \leq J$ and $\left(A_{k}\right)^{-1}$ exists.

Now we can define an inner product by $A(u, v)=\left(A_{k} u, v\right)_{k}$, with corresponding norm $\|\|u\|\|=\sqrt{A(u, u)}$ for $u, v \in \Omega_{k}$.

We recall the following well known properties of real symmetric matrices. The proof can be obtained by following the same procedure as for the standard 2-norm [1].

Lemma 2.2 (a) Let $B$ be $a\left(m_{1 k}+1\right)\left(m_{2 k}+1\right) \times\left(m_{1 k}+1\right)\left(m_{2 k}+1\right)$ matrix, symmetric with respect to $(\cdot, \cdot)_{k}$. Then $\|B\|_{k}=\rho(B)$, where $\rho(B)$ is the spectral radius of $B$.
(b) Let $C$ be a $\left(m_{1 k}+1\right)\left(m_{2 k}+1\right) \times\left(m_{1 k}+1\right)\left(m_{2 k}+1\right)$ matrix, symmetric with respect to $A(\cdot, \cdot)$. Then $\||C|\|=\rho(C)$.

For the purpose of analysis, we define an auxiliary operator $S_{k}^{k-1}: \Omega_{k} \longrightarrow \Omega_{k-1}$ by $S_{k}^{k-1}=\left(A_{k-1}\right)^{-1} P_{k}^{k-1} A_{k}$. So, we have

$$
A_{k-1} S_{k}^{k-1}=P_{k}^{k-1} A_{k}
$$

Next, we shall construct a two-grid scheme for the linear system in (1.4). Let $D_{J}$ be the diagonal matrix which consists of the diagonal elements of $A=A_{J}, f_{J}^{n}=$ $u^{n}+\Delta t f^{n}$, and $x^{n+1}$ be the exact solution of (1.4). So (1.4) becomes

$$
\begin{equation*}
A_{J} x^{n+1}=f_{J}^{n} \tag{2.1}
\end{equation*}
$$

The Gauss-Jacobi method can be expressed as follows. Let $A_{J}=B_{J}+D_{J}$,

$$
D_{J} u^{(i+1)}=-B_{J} u^{(i)}+f_{J}^{n}
$$

$$
\begin{aligned}
D_{J} u^{(i+1)} & =\left(D_{J}-A_{J}\right) u^{(i)}+f_{J}^{n} \\
u^{(i+1)} & =\left(D_{J}\right)^{-1}\left(D_{J}-A_{J}\right) u^{(i)}+\left(D_{J}\right)^{-1} f_{J}^{n} \\
u^{(i+1)} & =u^{(i)}-\left(D_{J}\right)^{-1} A_{J} u^{(i)}+\left(D_{J}\right)^{-1} f_{J}^{n} \\
u^{(i+1)} & =u^{(i)}+\left(D_{J}\right)^{-1}\left(f_{J}^{n}-A_{J} u^{(i)}\right) .
\end{aligned}
$$

The two-grid algorithm for solving (2.1) is given below.

## Algorithm 2.1

$$
\begin{aligned}
\text { Step1. } & u^{(0)}= & u^{n}+\left(D_{J}\right)^{-1}\left(f_{J}^{n}-A_{J} u^{n}\right) . \\
\text { Step2. } & u^{(1)}= & u^{(0)}+Q_{J-1}^{J} q, \\
& & A_{J-1} q=P_{J}^{J-1}\left(f_{J}^{n}-A_{J} u^{(0)}\right) . \\
\text { Step3. } & u^{n+1}= & u^{(1)}+\left(D_{J}\right)^{-1}\left(f_{J}^{n}-A_{J} u^{(1)}\right) .
\end{aligned}
$$

Where Step1 is a pre-relaxation sweep using the Gauss-Jacobi iteration on the fine grid. Step2 is coarse grid correction which solves the coarse grid problem exactly. Step3 is a post-relaxation sweep on the fine grid.

To establish the convergence of the two-grid algorithm, we need the following lemma.

Lemma 2.3 (a) $S_{k+1}^{k} Q_{k}^{k+1}=I_{k}$.
(b) $Q_{k-1}^{k} S_{k}^{k-1}$ is symmetric with respect to $A(\cdot, \cdot)$, i.e. for $u, v \in \Omega_{k}$, $A\left(Q_{k-1}^{k} S_{k}^{k-1} u, v\right)=A\left(u, Q_{k-1}^{k} S_{k}^{k-1} v\right)$.
(c) $Q_{k-1}^{k} S_{k}^{k-1}$ is idempotent, i.e. $\left(Q_{k-1}^{k} S_{k}^{k-1}\right)^{2}=Q_{k-1}^{k} S_{k}^{k-1}$, so its eigenvalues are 0 and 1.

Proof: (a) The result follows directly from the definitions of $A_{k}$ and $S_{k+1}^{k}$. $S_{k+1}^{k} Q_{k}^{k+1}=\left(A_{k}\right)^{-1} P_{k+1}^{k} A_{k+1} Q_{k}^{k+1}=\left(A_{k}\right)^{-1}\left(A_{k}\right)=I_{k}$.
(b) Let $u, v \in \Omega_{k}$, we have

$$
\begin{aligned}
A\left(Q_{k-1}^{k} S_{k}^{k-1} v, u\right) & =\left(A_{k} Q_{k-1}^{k} S_{k}^{k-1} v, u\right)_{k} \\
& =\left(S_{k}^{k-1} v, P_{k}^{k-1} A_{k} u\right)_{k-1} \\
& =\left(S_{k}^{k-1} v, A_{k-1} S_{k}^{k-1} u\right)_{k-1} \\
& =\left(A_{k-1} S_{k}^{k-1} v, S_{k}^{k-1} u\right)_{k-1} \\
& =\left(P_{k}^{k-1} A_{k} v, S_{k}^{k-1} u\right)_{k-1} \\
& =\left(A_{k} v, Q_{k-1}^{k} S_{k}^{k-1} u\right)_{k} \\
& =A\left(v, Q_{k-1}^{k} S_{k}^{k-1} u\right)
\end{aligned}
$$

(c) It follows from part (a) that $\left(Q_{k-1}^{k} S_{k}^{k-1}\right)^{2}=Q_{k-1}^{k} S_{k}^{k-1} Q_{k-1}^{k} S_{k}^{k-1}=$ $\left(Q_{k-1}^{k} I_{k-1} S_{k}^{k-1}\right)=\left(Q_{k-1}^{k} S_{k}^{k-1}\right)$. An idempotent matrix is similar to a diagonal matrix of the form $\operatorname{diag}(1, \ldots ., 1,0, \ldots .0)$ [59].

Let $x^{n+1}$ be the exact solution of the linear system (2.1) and $u^{n+1}$ be the numerical solution obtained by the two-grid algorithm described above. Let the initial error be $e_{0}=x^{n+1}-u^{n}$ and the error after the two-grid scheme be $e_{1}=x^{n+1}-u^{n+1}$.

Theorem 2.1 The error $e_{1}=K e_{0}$, and $\left\|\left|e_{1}\left\|\left|\leq|\|K\|| \cdot\left\|\left|e_{0}\right|\right\|\right.\right.\right.\right.$ where $K$ is the error operator with $|||K| \|<1$. The two-grid scheme is convergent.

Proof: Since

$$
\begin{aligned}
e_{1} & =x^{n+1}-u^{n+1} \\
& =x^{n+1}-u^{(1)}-\left(D_{J}\right)^{-1}\left(f_{J}^{n}-A_{J} u^{(1)}\right) \\
& =x^{n+1}-u^{(1)}-\left(D_{J}\right)^{-1} A_{J}\left(x^{n+1}-u^{(1)}\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(x^{n+1}-u^{(1)}\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(x^{n+1}-u^{(0)}-Q_{J-1}^{J}\left(A_{J-1}\right)^{-1} P_{J}^{J-1} A_{J}\left(x^{n+1}-u^{(0)}\right)\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J}\left(A_{J-1}\right)^{-1} P_{J}^{J-1} A_{J}\right)\left(x^{n+1}-u^{(0)}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J}\left(A_{J-1}\right)^{-1} A_{J-1} S_{J}^{J-1}\right)\left(x^{n+1}-u^{(0)}\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)\left(x^{n+1}-u^{(0)}\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)\left(I-D_{J}^{-1} A_{J}\right)\left(x^{n+1}-u^{n}\right) \\
& =\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)\left(I-\left(D_{J}\right)^{-1} A_{J}\right) e_{0},
\end{aligned}
$$

We have $K=\left(I-\left(D_{J}\right)^{-1} A_{J}\right)\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)\left(I-\left(D_{J}\right)^{-1} A_{J}\right)$. Next we shall verify that $\|\|K\|<1$.

Since $A$ is strictly diagonally dominant, $\rho\left(I-\left(D_{J}\right)^{-1} A_{J}\right)<1$. Also from Lemma 2.3(c), $\rho\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)=1$. Since $D_{J}$ is symmetric with respect to $(\cdot, \cdot)_{J}$, $I-\left(D_{J}\right)^{-1} A_{J}$ is symmetric with respect to $A(\cdot, \cdot)$. From Lemma 2.3(b), $I-Q_{J-1}^{J} S_{J}^{J-1}$ is also symmetric with respect to $A(\cdot, \cdot)$, so we have $\left\|I-D_{J}^{-1} A_{J}\right\| \|=\rho\left(I-D_{J}^{-1} A_{J}\right)<1$ and $\left|\left|\left|I-Q_{J-1}^{J} S_{J}^{J-1}\right| \|=\rho\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right)=1\right.\right.$.

Thus $\left|\left|\left|K\left\|\left|\leq\left\|\left|\left|I-\left(D_{J}\right)^{-1} A_{J}\| \| \cdot\left\|\left|I-Q_{J-1}^{J} S_{J}^{J-1}\right|\right\| \cdot\right|\right|\left|I-\left(D_{J}\right)^{-1} A_{J} \|\right|<1\right.\right.\right.\right.\right.\right.$. This completes the convergence of two-grid algorithm.

To see that the coarse grid correction Step2 in the two-grid algorithm reduces the norm of the error, assume that after Step1, the initial error $e_{0}$ becomes $e^{(1)}$. Let $x=Q_{J-1}^{J} S_{J}^{J-1} e^{(1)}$ and $y=\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right) e^{(1)}$, so $e^{(1)}=x+y$. From Lemma 2.3, parts (b) and (c), we have that $A(x, y)=0$ and $Q_{J-1}^{J} S_{J}^{J-1}$ is an $A$-orthogonal projector. We have $\left\|\left|e^{(1)}\right|\right\|^{2}=\left|\left\|x\left|\left\|^{2}+\right\|\right| y \mid\right\|^{2}\right.$. After Step2, the norm of error $\left\|\left|e^{(1)}\right|\right\|$ is altered to $\left\|\left|\left(I-Q_{J-1}^{J} S_{J}^{J-1}\right) e^{(1)}\right|\right\|=\|\mid y\| \|$, i.e. the coarse grid correction eliminates component errors in Range $\left(Q_{J-1}^{J} S_{J}^{J-1}\right)$.

Two-grid methods, however, usually are not used in practice. Note that (1.4) and (1.5) are large systems. Even if we reduce the number of grid points by $1 / 2$ in each direction in coarse grid correction, the resulting system in the next coarser grid is still large. Consequently, in the coarse grid correction step, we still need to invert a matrix of large size. To solve this problem, as we have pointed out, two-grid scheme
serves only as the basis of the multigrid methods. Thus instead of solving the grid $J-1$ problem exactly as in Step2 in the two-grid algorithm, we can modify Step2 as a recursive procedure which suggests a V-cycle algorithm. In the next chapter, we will further discuss the V-cycle algorithm which is used to solve (1.4) and (1.5) for the examples given in Chapter 5.

## CHAPTER 3

## V-cycle and its convergence

In this chapter, we shall construct a V-cycle algorithm to solve (2.1) and prove its convergence. Let $\left(R_{k}\right)^{-1}$ be the smoothing matrix for solving the linear system $A_{k} u_{k}=g_{k}:$

$$
\begin{aligned}
\left(R_{k}\right)^{-1} u_{k}^{(i)} & =\left(\left(R_{k}\right)^{-1}-A_{k}\right) u_{k}^{(i-1)}+g_{k}, \\
\left(R_{k}\right)^{-1} u_{k}^{(i)} & =\left(R_{k}\right)^{-1} u_{k}^{(i-1)}+g_{k}-A_{k} u_{k}^{(i-1)}, \\
u_{k}^{(i)} & =u_{k}^{(i-1)}+R_{k}\left(g_{k}-A_{k} u_{k}^{(i-1)}\right) .
\end{aligned}
$$

The V-cycle algorithm is given below.
Algorithm 3.1 If $k=1$, solve $A_{1} u_{1}=g_{1}$ exactly. We may assume that $B_{1}=$ $\left(A_{1}\right)^{-1}$.

For $k>1$, solve $A_{k} u_{k}=g_{k}$ by the algorithm described below with $g_{J}=f_{J}$ and $B_{k}$ is defined in terms of $B_{k-1}$.

$$
\text { Step 1. } u_{k}^{(1)}=u_{k}^{(0)}+R_{k}\left(g_{k}-A_{k} u_{k}^{(0)}\right),
$$

$$
\text { with } u_{k}^{(0)}=0 \text { if } k<J \text { and } u_{k}^{(0)}=u^{n} \text { if } k=J .
$$

Step2. $u_{k}^{(2)}=u_{k}^{(1)}+Q_{k-1}^{k} B_{k-1} g_{k-1}$, where $\quad g_{k-1}=P_{k}^{k-1}\left(g_{k}-A_{k} u_{k}^{(1)}\right)$.

Step3. $\quad B_{k} g_{k}=u_{k}^{(2)}+R_{k}\left(g_{k}-A_{k} u^{(2)}\right)$.

For the smoother $R_{k}$, it is sufficient to choose a convergent iterative method. Here we will use the red-black Gauss-Seidel method because of its good smoothing rate for elliptic problems [54] [60]. Let $\left(\left(R_{k}\right)^{-1}\right)^{t}$ be the adjoint of $\left(R_{k}\right)^{-1}$ with respect to $(\cdot, \cdot)_{k}$. It can be verified that $\left(\left(R_{k}\right)^{-1}\right)^{t}=A_{k}+D_{k}-\left(R_{k}\right)^{-1}$, where $D_{k}$ is the diagonal matrix which consists of the diagonal elements of $A_{k}$. In the following lemma, we will show that $\left(R_{k}\right)^{-1}+\left(\left(R_{k}\right)^{-1}\right)^{t}-A_{k}=D_{k}$ is positive definite. Thus red-black Gauss-Seidel method is convergent with respect to ||| •|||.

Lemma 3.1 (a) The diagonal elements of $A_{k}$ are positive for $1 \leq k \leq J$, so $D_{k}$ is positive definite.

$$
\text { (b) }\left|\left\|I_{k}-R_{k} A_{k} \mid\right\|<1\right. \text {. }
$$

Proof: (a) Since $A_{k}$ is $\operatorname{SPD},\left(A_{k} e_{i}, e_{i}\right)_{k}$ is positive and so is the $i$ th diagonal element of $A_{k}$ for $0 \leq i \leq m_{k}$, where $e_{i}$ is the vector with ' 1 ' on the $i$ th position and ' 0 ' at all other entries. Thus $D_{k}$ is also positive definite.
(b) For $u, v \in \Omega_{k}$, we need first to show that $A\left(R_{k} A_{k} u, v\right)=A\left(u,\left(R_{k}\right)^{t} A_{k} v\right)$ and $\left(\left(R_{k}\right)^{t}\right)^{-1}=\left(\left(R_{k}\right)^{-1}\right)^{t}$. Now

$$
\begin{aligned}
A\left(R_{k} A_{k} u, v\right) & =\left(R_{k} A_{k} u, A_{k} v\right)_{k} \\
& =\left(A_{k} u,\left(R_{k}\right)^{t} A_{k} v\right)_{k} \\
& =A\left(u,\left(R_{k}\right)^{t} A_{k} v\right)
\end{aligned}
$$

But

$$
\begin{aligned}
(u, v)_{k} & =\left(R_{k}\left(R_{k}\right)^{-1} u, v\right)_{k} \\
& =\left(\left(R_{k}\right)^{-1} u,\left(R_{k}\right)^{t} v\right)_{k} \\
& =\left(u,\left(\left(R_{k}\right)^{-1}\right)^{t}\left(R_{k}\right)^{t} v\right)_{k} .
\end{aligned}
$$

Since $\left(\left(R_{k}\right)^{-1}\right)^{t}\left(R_{k}\right)^{t}=I_{k}$, we have $\left(\left(R_{k}\right)^{-1}\right)^{t}=\left(\left(R_{k}\right)^{t}\right)^{-1}$.

Next we will prove the inequality in part (b).

$$
\begin{aligned}
0 & \leq A\left(\left(I_{k}-R_{k} A_{k}\right) u,\left(I_{k}-R_{k} A_{k}\right) u\right) \\
& =A\left(\left(I_{k}-\left(R_{k}\right)^{t} A_{k}\right)\left(I_{k}-R_{k} A_{k}\right) u, u\right) \\
& =A\left(\left[I_{k}-\left(R_{k}\right)^{t} A_{k}-R_{k} A_{k}+\left(R_{k}\right)^{t} A_{k} R_{k} A_{k}\right] u, u\right) \\
& =A(u, u)-A\left(\left[\left(R_{k}\right)^{t} A_{k}+R_{k} A_{k}-\left(R_{k}\right)^{t} A_{k} R_{k} A_{k}\right] u, u\right) \\
& =A(u, u)-A\left(\left[\left(R_{k}\right)^{t}\left(R_{k}\right)^{-1} R_{k} A_{k}+\left(R_{k}\right)^{t}\left(\left(R_{k}\right)^{t}\right)^{-1} R_{k} A_{k}-\left(R_{k}\right)^{t} A_{k} R_{k} A_{k}\right] u, u\right) \\
& =A(u, u)-A\left(\left(R_{k}\right)^{t}\left[\left(R_{k}\right)^{-1}+\left(\left(R_{k}\right)^{t}\right)^{-1}-A_{k}\right] R_{k} A_{k} u, u\right) \\
& =A(u, u)-\left(\left(R_{k}\right)^{t}\left[\left(R_{k}\right)^{-1}+\left(\left(R_{k}\right)^{t}\right)^{-1}-A_{k}\right] R_{k} A_{k} u, A_{k} u\right)_{k} \\
& =A(u, u)-\left(\left[\left(R_{k}\right)^{-1}+\left(\left(R_{k}\right)^{t}\right)^{-1}-A_{k}\right] R_{k} A_{k} u, R_{k} A_{k} u\right)_{k} \\
& =A(u, u)-\left(D_{k} R_{k} A_{k} u, R_{k} A_{k} u\right)_{k} \\
& <A(u, u) .
\end{aligned}
$$

Since $D_{k}$ is positive definite, $\left(D_{k} R_{k} A_{k} u, R_{k} A_{k} u\right)_{k}>0$ if $u$ is not zero. So $\left|\left|\left|I_{k}-R_{k} A_{k} \|\right|<1\right.\right.$ and the red-black Gauss-Seidel smoother is convergent for each $k$.

For analysis purposes we will define the following operators:

$$
\begin{aligned}
& S_{J}^{k}=S_{k+1}^{k} S_{k+2}^{k+1} \cdots S_{J}^{J-1} \\
& P_{J}^{k}=P_{k+1}^{k} P_{k+2}^{k+1} \cdots P_{J}^{J-1}
\end{aligned}
$$

and

$$
Q_{k}^{J}=Q_{J-1}^{J} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1}
$$

Then we have the following lemma.

Lemma 3.2 (a) $\left(P_{J}^{k} v, w\right)_{k}=\left(v, Q_{k}^{J} w\right)_{J} \quad$ if $v \in \Omega_{J}$ and $w \in \Omega_{k}$.
(b) $A_{k}=P_{J}^{k} A_{J} Q_{k}^{J}$.
(c) $A_{k} S_{J}^{k}=P_{J}^{k} A_{J}$.
(d) $S_{J}^{k} Q_{k}^{J}=I_{k}$.

Proof: To prove part (a),

$$
\begin{aligned}
\left(P_{J}^{k} v, w\right)_{k} & =\left(P_{k+1}^{k} P_{k+2}^{k+1} \cdots P_{J}^{J-1} v, w\right)_{k} \\
& =\left(P_{k+2}^{k+1} \cdots P_{J}^{J-1} v, Q_{k}^{k+1} w\right)_{k+1} \\
& =\left(v, Q_{J-1}^{J} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1} w\right)_{J} \\
& =\left(v, Q_{k}^{J} w\right)_{J} .
\end{aligned}
$$

For part (b),

$$
\begin{aligned}
P_{J}^{k} A_{J} Q_{k}^{J} & =P_{k+1}^{k} P_{k+2}^{k+1} \cdots P_{J}^{J-1} A_{J} Q_{J-1}^{J} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1} \\
& =P_{k+1}^{k} \cdots P_{J-1}^{J-2} A_{J-1} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1} \\
& =P_{k+1}^{k} A_{k+1} Q_{k}^{k+1} \\
& =A_{k} .
\end{aligned}
$$

For part (c),

$$
\begin{aligned}
A_{k} S_{J}^{k} & =A_{k} S_{k+1}^{k} S_{k+2}^{k+1} \cdots S_{J}^{J-1} \\
& =A_{k} A_{k}^{-1} P_{k+1}^{k} A_{K+1} S_{k+2}^{k+1} \cdots S_{J}^{J-1} \\
& =P_{k+1}^{k} A k+1 S_{k+2}^{k+1} \cdots S_{J}^{J-1} \\
& =P_{k+1}^{k} P_{k+2}^{k+1} A k+1 \cdots S_{J}^{J-1} \\
& =P_{k+1}^{k} P_{k+2}^{k+1} \cdots P_{J}^{J-1} A J \\
& =P_{J}^{k} A_{J} .
\end{aligned}
$$

For part (d),

$$
\begin{aligned}
S_{J}^{k} Q_{k}^{J} & =S_{k+1}^{k} \cdots S_{J-1}^{J-2} S_{J}^{J-1} Q_{J-1}^{J} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1} \\
& =S_{k+1}^{k} \cdots S_{J-1}^{J-2} I_{J-1} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1}
\end{aligned}
$$

$$
\begin{aligned}
& =S_{k+1}^{k} \cdots S_{J-1}^{J-2} Q_{J-2}^{J-1} \cdots Q_{k}^{k+1} \\
& =S_{k+1}^{k} \cdots I_{J-2} \cdots Q_{k}^{k+1} \\
& =S_{k+1}^{k} Q_{k}^{k+1} \\
& =I_{k}
\end{aligned}
$$

Next we want to find the relation between the errors before and after the V-cycle. Let $x_{k}$ be the solution of $A_{k} x_{k}=g_{k}$ and $u_{k}$ be the numerical solution obtained at Step3 in the V-cycle algorithm. Then

$$
\begin{align*}
& \left(I_{k}-B_{k} A_{k}\right) x_{k} \\
= & x_{k}-B_{k} g_{k} \\
= & x_{k}-u_{k} \\
= & x_{k}-u_{k}^{(2)}-R_{k} A_{k}\left(x_{k}-u_{k}^{(2)}\right) \\
= & \left(I_{k}-R_{k} A_{k}\right)\left(x_{k}-u^{(2)}\right) \\
= & \left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} P_{k}^{k-1} A_{k}\right)\left(x_{k}-u_{k}^{(1)}\right) \\
= & \left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(x_{k}-u_{k}^{(1)}\right) \\
= & \left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(I_{k}-R_{k} A_{k}\right)\left(x_{k}-u_{k}^{(0)}\right) . \tag{3.1}
\end{align*}
$$

For $k<J, u_{k}^{(0)}=0$,

$$
\left(I_{k}-B_{k} A_{k}\right) x_{k}=\left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(I_{k}-R_{k} A_{k}\right) x_{k} .
$$

Thus

$$
\begin{equation*}
I_{k}-B_{k} A_{k}=\left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(I_{k}-R_{k} A_{k}\right) . \tag{3.2}
\end{equation*}
$$

For $k=J$, let $x^{n+1}=x_{J}$. Then $A_{J} x^{n+1}=f_{J}^{n}=u^{n}+\Delta t f^{n}$. Let $u^{n+1}=u_{J}$, where $u_{J}$ is obtained by the V-cycle algorithm. Then

$$
x^{n+1}-u^{n+1}
$$

$$
\begin{align*}
& =x_{J}-u_{J} \\
& =\left(I_{J}-R_{J} A_{J}\right)\left(I_{J}-Q_{J-1}^{J} B_{J-1} A_{J-1} S_{J}^{J-1}\right)\left(I_{J}-R_{J} A_{J}\right)\left(x^{n+1}-u^{n}\right) \tag{3.3}
\end{align*}
$$

Next, we will show that $x^{n+1}-u^{n+1}$ can be witten as a product of operators. We have

$$
\begin{align*}
& I_{J}-Q_{k}^{J} B_{k} A_{k} S_{J}^{k} \\
= & I_{J}-Q_{k}^{J} S_{J}^{k}+Q_{k}^{J} S_{J}^{k}-Q_{k}^{J} B_{k} A_{k} S_{J}^{k} \\
= & I_{J}-Q_{k}^{J} S_{J}^{k}+Q_{k}^{J}\left(I_{k}-B_{k} A_{k}\right) S_{J}^{k} \\
= & I_{J}-Q_{k}^{J} S_{J}^{k} \\
& +Q_{k}^{J}\left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(I_{k}-R_{k} A_{k}\right) S_{J}^{k} \tag{3.4}
\end{align*}
$$

Here we used (3.2) to rewrite $\left(I_{k}-B_{k} A_{k}\right)$.
Next, using $S_{J}^{k} Q_{k}^{J}=I_{k}$, we have

$$
\begin{aligned}
Q_{k}^{J}\left(I_{k}-R_{k} A_{k}\right) & =Q_{k}^{J}-Q_{k}^{J} R_{k} A_{k} \\
& =Q_{k}^{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k} Q_{k}^{J} \\
& =\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) Q_{k}^{J}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\left(I_{k}-R_{k} A_{k}\right) S_{J}^{k} & =S_{J}^{k}-R_{k} A_{k} S_{J}^{k} \\
& =S_{J}^{k}-S_{J}^{k} Q_{k}^{J} R_{k} A_{k} S_{J}^{k} \\
& =S_{J}^{k}\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)
\end{aligned}
$$

Rewrite the last term of (3.4) to obtain

$$
\begin{aligned}
& Q_{k}^{J}\left(I_{k}-R_{k} A_{k}\right)\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right)\left(I_{k}-R_{k} A_{k}\right) S_{J}^{k} \\
= & \left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) Q_{k}^{J}\left(I_{k}-Q_{k-1}^{k} B_{k-1} A_{k-1} S_{k}^{k-1}\right) S_{J}^{k}\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) \\
= & \left(I_{J}-Q_{k}^{J} R_{K} A_{k} S_{J}^{k}\right)\left(Q_{k}^{J} S_{J}^{k}-Q_{k-1}^{J} B_{k-1} A_{k-1} S_{J}^{k-1}\right)\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)
\end{aligned}
$$

Thus we have

$$
\begin{align*}
& I_{J}-Q_{k}^{J} B_{k} A_{k} S_{J}^{k} \\
= & \left(I_{J}-Q_{k}^{J} S_{J}^{k}\right) \\
& +\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)\left(Q_{k}^{J} S_{J}^{k}-Q_{k-1}^{J} B_{k-1} A_{k-1} S_{J}^{k-1}\right)\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) \tag{3.5}
\end{align*}
$$

Again, since $S_{J}^{k} Q_{k}^{J}=I_{k}$,

$$
\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right) Q_{k}^{J} R_{k} A_{k} S_{J}^{k}=0
$$

and

$$
Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)=0,
$$

with

$$
\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)=\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)
$$

and

$$
\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)=\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)
$$

Thus

$$
\begin{equation*}
\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right)\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)=\left(I_{J}-Q_{k}^{J} S_{J}^{k}\right) \tag{3.6}
\end{equation*}
$$

Then from (3.4), (3.5), and (3.6),

$$
I_{J}-Q_{k}^{J} B_{k} A_{k} S_{J}^{k}=\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)\left(I_{J}-Q_{k-1}^{J} B_{k-1} A_{k-1} S_{J}^{k-1}\right)\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)
$$

Let

$$
\left\{\begin{array}{l}
T_{J}=I_{J}-R_{J} A_{J} \\
T_{k}=\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) \quad \text { for } 2 \leq k \leq J-1, \\
T_{1}=I_{J}-Q_{1}^{J} S_{J}^{1}
\end{array}\right.
$$

Then

$$
\begin{equation*}
I_{J}-Q_{k}^{J} B_{k} A_{k} S_{J}^{k}=T_{k}\left(I_{J}-Q_{k-1}^{J} B_{k-1} A_{k-1} S_{J}^{k-1}\right) T_{k}, \quad 2 \leq k \leq J \tag{3.7}
\end{equation*}
$$

Now we can write $x^{n+1}-u^{n+1}$ as a product of operators. From (3.3) and (3.7),

$$
\begin{aligned}
x^{n+1}-u^{n+1} & =\left(I_{J}-R_{J} A_{J}\right)\left(I_{J}-Q_{J-1}^{J} B_{J-1} A_{J-1} S_{J}^{J-1}\right)\left(I_{J}-R_{J} A_{J}\right)\left(x^{n+1}-u^{n}\right) \\
& =T_{J}\left(I_{J}-Q_{J-1}^{J} R_{J-1} A_{J-1} S_{J-1}^{J-}\right) T_{J}\left(x^{n+1}-u^{n}\right) \\
& =T_{J} T_{J-1}\left(I_{J}-Q_{J-2}^{J} R_{J-2} A_{J-2} S_{J}^{J-2}\right) T_{J-1} T_{J}\left(x^{n+1}-u^{n}\right) \\
& =T_{J} T_{J-1} \cdots T_{2} T_{1} T_{2} \cdots T_{J-1} T_{J}\left(x^{n+1}-u^{n}\right) \\
& =K\left(x^{n+1}-u^{n}\right),
\end{aligned}
$$

where $K=T_{J} T_{J-1} \cdots T_{2} T_{1} T_{2} \cdots T_{J-1} T_{J}$.
Since $T_{J}=I_{J}-R_{J} A_{J}$ and since we have shown that $\left\|\left\|T_{J}\right\|<1\right.$ in Lemma 3.1, the convergence will be obtained if we can show $\left\|\left\|T_{k}\right\|\right\|=\left\|I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right\| \| \leq 1$.

Lemma 3.3 (a) For $1 \leq k \leq J, Q_{k}^{J} S_{J}^{k}$ is symmetric with respect to $A(\cdot, \cdot)$.
(b) The eigenvalues of $Q_{k}^{J} S_{J}^{k}$ are 0 's and 1 's, for $1 \leq k \leq J$.
(c) For $u, v \in \Omega_{k}, A(u, v)=A\left(Q_{k}^{J} u, Q_{k}^{J} v\right)$.
(d) If $\left\|\mid I_{k}-R_{k} A_{k}\right\|<1$, then $\left\|\mid I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right\| \leq 1$.

Proof: The proofs of (a) and (b) and are similar to those of Lemma 2.3, parts (b) and (c).

To prove part (c), let $u, v \in \Omega_{k}$. Then

$$
\begin{aligned}
A\left(Q_{k}^{J} u, Q_{k}^{J} v\right) & =\left(Q_{k}^{J} u, A_{J} Q_{k}^{J} v\right)_{J} \\
& =\left(u, P_{J}^{k} A_{J} Q_{k}^{J} v\right)_{k} \\
& =\left(u, A_{k} v\right)_{k} \\
& =A(u, v) .
\end{aligned}
$$

For part (d), let $u \in \Omega_{J}$. Then

$$
\begin{aligned}
0 & \leq A\left(\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) u,\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) u\right) \\
& =A(u, u)-A\left(u, Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u\right)-A\left(Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u, u\right)
\end{aligned}
$$

$$
\begin{aligned}
& +A\left(Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u, Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-\left(A_{J} u, Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u\right)_{J}-\left(Q_{k}^{J} R_{k} A_{k} S_{J}^{k} u, A_{J} u\right)_{J} \\
& +A\left(R_{k} A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-\left(P_{J}^{k} A_{J} u, R_{k} A_{k} S_{J}^{k} u\right)_{k}-\left(R_{k} A_{k} S_{J}^{k} u, P_{J}^{k} A_{J} u\right)_{k} \\
& +A\left(R_{k} A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-\left(A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right)_{k}-\left(R_{k} A_{k} S_{J}^{k} u, A_{k} S_{J}^{k} u\right)_{k} \\
& +A\left(R_{k} A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-A\left(S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right)-A\left(R_{k} A_{k} S_{J}^{k} u, S_{J}^{k} u\right) \\
& +A\left(R_{k} A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-A\left(S_{J}^{k} u, S_{J}^{k} u\right)+A\left(S_{J}^{k} u, S_{J}^{k} u\right) \\
& -A\left(S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right)-A\left(R_{k} A_{k} S_{J}^{k} u, S_{J}^{k} u\right)+A\left(R_{k} A_{k} S_{J}^{k} u, R_{k} A_{k} S_{J}^{k} u\right) \\
= & A(u, u)-A\left(S_{J}^{k} u, S_{J}^{k} u\right)+A\left(\left(I_{k}-R_{k} A_{k}\right) S_{J}^{k} u,\left(I_{k}-R_{k} A_{k}\right) S_{J}^{k} u\right) \\
\leq & A(u, u)-A\left(S_{J}^{k} u, S_{J}^{k} u\right)+A\left(S_{J}^{k} u, S_{J}^{k} u\right) \\
= & A(u, u)
\end{aligned}
$$

Since $0 \leq A\left(\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) u,\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right) u\right) \leq A(u, u)$, $\left|\left|\left|\left(I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right)\right| \| \leq 1\right.\right.$.

Theorem 3.1 Let $e_{0}=x^{n+1}-u^{n}$ be the initial error and $e_{1}=x^{n+1}-u^{n+1}$ be the error after the $V$-cycle algorithm. Then $e_{1}=K e_{0}$ with $\|\mid K\|<1$. Therefore the $V$-cycle scheme is convergent.

Proof: $\quad$ Since $\left|\left|\left|I-R_{k} A_{k}\right| \|<1\right.\right.$ for $1 \leq k \leq J,\left|\left|\left|T_{k}\right|\left\|=\left|\left\|I_{J}-Q_{k}^{J} R_{k} A_{k} S_{J}^{k}\right\|\right| \leq 1\right.\right.\right.$ by Lemma 3.3 (d). We also have $\left\|T_{J}\right\|\|=\| I-R_{J} A_{J} \|<1$ and $\left\|\mid T_{1}\right\| \|=\rho\left(T_{1}\right)=\rho\left(I-Q_{1}^{J} S_{J}^{1}\right)=1$. Thus we have $\|\|K\|<1$. The V-cycle scheme is convergent.

## CHAPTER 4

## Stability and Convergence

Consider the linear systems (1.4) and (1.5). For each time step $n$, we solve each of (1.4) and (1.5) with $m$-cycles. Let $\left\|\|u\|_{A}=\sqrt{A(u, u)}\right.$ and $\|\|u\|_{A^{\prime}}=\sqrt{A^{\prime}(u, u)}$. For a V-cycle applied to (1.4) and (1.5), we have the convergent rates $\|\|K\|\|_{A}<1$ and $\mid\left\|K^{\prime}\right\| \|_{A^{\prime}}<1$ respectively. Consider $w=\binom{u}{v}$ on the vector space $\Omega \times \Omega$ with $u \in \Omega$ and $v \in \Omega$. We can define a norm for $w \in \Omega \times \Omega$ by $\||w|\|=\| \| u\| \|_{A}+\|v\|_{A^{\prime}}$. It can be verified that $|||\cdot|||$ satisfies the following properties:

$$
\begin{array}{cl}
|||w|||>0 & \text { if } w \neq 0 \\
|||w| \|=0 & \text { if } w=0 \\
|||c w|\|=|c| \cdot| ||w|\|| & \text { for any complex number } c, \\
\left|\left|\left|w_{1}+w_{2}\right| \|\left|\leq\left|\left|\left|w_{1}\right|\right|\right|+\left|\left|\left|w_{2}\right|\right|\right| .\right.\right.\right. &
\end{array}
$$

To show the stability and convergence of the scheme we need the following lemma.
Lemma 4.1 Let $B=\left[\begin{array}{cc}B_{1} & 0 \\ 0 & B_{2}\end{array}\right]$, where $B_{1}$ and $B_{2}$ have the same size as that of
A. Then $\||B|\|=\max \left\{\quad\left\|B_{1}\right\|_{A}, \quad\left\|\mid B_{2}\right\|_{A^{\prime}}\right\}$.

Proof: Note that

$$
\|\mid B\| \|=\max _{w \neq 0} \frac{\|B w\| \|}{\||\|\mid\|}=\max _{w \neq 0} \frac{\left\|\left|B_{1} u\| \|_{A}+\|\mid\| B_{2} v \|_{A^{\prime}}\right.\right.}{\left\||\|u\||_{A}+\right\| v \|_{A^{\prime}}} .
$$

But

$$
\begin{aligned}
\frac{\left\|B _ { 1 } u \left|\left\|_{A}+\left|\left\|B_{2} v \mid\right\|_{A^{\prime}}\right.\right.\right.\right.}{\left\|\left|\|u \mid\|_{A}+\|v\|_{A^{\prime}}\right.\right.} & \leq \max \left\{\frac{\| \| B_{1} u\| \|_{A}}{\| \| u \mid \|_{A}}, \frac{\| \| B_{2} v \|_{A^{\prime}}}{\|v v\|_{A^{\prime}}}\right\} \\
& \leq \max \left\{\left\|B_{1}\right\|\left\|_{A}, \quad\right\|\left|B_{2}\right|\| \|_{A^{\prime}}\right\} .
\end{aligned}
$$

Therefore

$$
\||B|\| \leq \max \left\{\quad\left\|\left|B_{1}\right|\right\|_{A}, \quad\left\|B_{2}\right\| \|_{A^{\prime}} \quad\right\}
$$

We want to study the stability of the fully implicit discretization with V-cycle scheme as a solver. The following theorem shows that the scheme is unconditionally stable. Then any instability exhibited in computation should come from the original reaction-diffusion system.

Theorem 4.1 Let $u^{n}$ and $v^{n}$ be the numerical solution of (1.4) and (1.5) with the initial values $u_{i j}^{0}=u_{0}\left(x_{i j}\right)$ and $v_{i j}^{0}=v_{0}\left(x_{i j}\right)$. Let $\tilde{u}^{n}$ and $\tilde{v}^{n}$ be the numerical solution of (1.4) and (1.5) with the initial values $\tilde{u}_{i j}^{0}$ and $\tilde{v}_{i j}^{0}$. Let $w=\binom{u}{v}$ and $\tilde{w}=\binom{\tilde{u}}{\tilde{v}}$. If the partial derivatives $f_{u}, f_{v}, g_{u}$, and $g_{v}$ are continuous and uniformly bounded, then

$$
\left|\left\|w^{n}-\tilde{w}^{n}\left|\left\|\leq(1+C \Delta t)^{n}| |\left|w^{0}-\tilde{w}^{0}\right|\right\|\right.\right.\right.
$$

where $C>0$ is a constant independent of $h$ and $\Delta t$.

Remark: The general definition of stability for finite difference schemes can be found in [51].

Proof: Let $K$ and $K^{\prime}$ be the error operator for a V-cycle (see Chapter 3) performed on (1.4) and (1.5) respectively. For each $n$, let $x^{n}, \tilde{x}^{n}, y^{n}$, and $\tilde{y}^{n}$ satisfy

$$
\begin{aligned}
& A x^{n}=u^{n-1}+\Delta t f^{n-1} \\
& A \tilde{x}^{n}=\tilde{u}^{n-1}+\Delta t \tilde{f}^{n-1}
\end{aligned}
$$

$$
\begin{aligned}
& A^{\prime} y^{n}=v^{n-1}+\Delta t g^{n-1} \\
& A^{\prime} \tilde{y}^{n}=\tilde{v}^{n-1}+\Delta t \tilde{g}^{n-1}
\end{aligned}
$$

and $u^{n}, \tilde{u}^{n}, v^{n}$, and $\tilde{v}^{n}$ be the numerical solutions after $m$ V-cycles are applied to the above linear systems respectively. So

$$
\begin{aligned}
& x^{n}-u^{n}=K^{m}\left(x^{n}-u^{n-1}\right) \\
& \tilde{x}^{n}-\tilde{u}^{n}=K^{m}\left(\tilde{x}^{n}-\tilde{u}^{n-1}\right) \\
& y^{n}-v^{n}=\left(K^{\prime}\right)^{m}\left(y^{n}-v^{n-1}\right) \\
& \tilde{y}^{n}-\tilde{v}^{n}=\left(K^{\prime}\right)^{m}\left(\tilde{y}^{n}-\tilde{v}^{n-1}\right)
\end{aligned}
$$

In Chapter 3, we have shown that $\mid\|K\| \|_{A}<1$. So $\left\|\mid K^{\prime}\right\| \|_{A^{\prime}}<1$ as well.
Since

$$
x^{n}=A^{-1} u^{n-1}+\Delta t A^{-1} f^{n-1}
$$

and

$$
\tilde{x}^{n}=A^{-1} \tilde{u}^{n-1}+\Delta t A^{-1} \tilde{f}^{n-1}
$$

we have

$$
\begin{align*}
\left(\tilde{x}^{n}-x^{n}\right)+ & \left(u^{n}-\tilde{u}^{n}\right)=K^{m}\left(\tilde{x}^{n}-x^{n}+u^{n-1}-\tilde{u}^{n-1}\right) \\
u^{n}-\tilde{u}^{n}= & \left(I-K^{m}\right)\left(x^{n}-\tilde{x}^{n}\right)+K^{m}\left(u^{n-1}-\tilde{u}^{n-1}\right) \\
u^{n}-\tilde{u}^{n}= & \left(I-K^{m}\right) A^{-1}\left(u^{n-1}-\tilde{u}^{n-1}\right)+\Delta t\left(I-K^{m}\right) A^{-1}\left(f^{n-1}-\tilde{f}^{n-1}\right) \\
& +K^{m}\left(u^{n}-\tilde{u}^{n-1}\right) \\
u^{n}-\tilde{u}^{n}= & \left(A^{-1}+K^{m}\left(I-A^{-1}\right)\right)\left(u^{n-1}-\tilde{u}^{n-1}\right) \\
& +\Delta t\left(I-K^{m}\right) A^{-1}\left(f^{n-1}-\tilde{f}^{n-1}\right) \tag{4.1}
\end{align*}
$$

Since

$$
f\left(u_{i j}^{n}, v_{i j}^{n}\right)-f\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)=f_{u}\left(\zeta_{i j}^{n}, \eta_{i j}^{n}\right)\left(u_{i j}^{n}-\tilde{u}_{i j}^{n}\right)+f_{v}\left(\zeta_{i j}^{n}, \eta_{i j}^{n}\right)\left(v_{i j}^{n}-\tilde{v}_{i j}^{n}\right),
$$

where $\left(\zeta_{i j}^{n}, \eta_{i j}^{n}\right)$ is between $\left(u_{i j}^{n}, v_{i j}^{n}\right)$ and $\left(\tilde{u}_{i j}^{n}, \tilde{v}_{i j}^{n}\right)$, (4.1) can be expressed as

$$
\begin{align*}
u^{n}-\tilde{u}^{n} & =\left(A^{-1}+K^{m}\left(I-A^{-1}\right)\right)\left(u^{n-1}-\tilde{u}^{n-1}\right)+\Delta t\left(I-K^{m}\right) A^{-1} B_{11}^{n}\left(u^{n-1}-\tilde{u}^{n-1}\right) \\
& +\Delta t\left(I-K^{m}\right) A^{-1} B_{12}^{n}\left(v^{n-1}-\tilde{v}^{n-1}\right) \tag{4.2}
\end{align*}
$$

where $B_{11}^{n}$ and $B_{12}^{n}$ are diagonal matrices depending on the values of $f_{u}$ and $f_{v}$. Similarly,

$$
\begin{align*}
v^{n}-\tilde{v}^{n} & =\left(\left(A^{\prime}\right)^{-1}+\left(K^{\prime}\right)^{m}\left(I-\left(A^{\prime}\right)^{-1}\right)\right)\left(v^{n-1}-\tilde{v}^{n-1}\right) \\
& +\Delta t\left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{21}^{n}\left(u^{n-1}-\tilde{u}^{n-1}\right) \\
& +\Delta t\left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{22}^{n}\left(v^{n-1}-\tilde{v}^{n-1}\right) \tag{4.3}
\end{align*}
$$

where $B_{21}^{n}$ and $B_{22}^{n}$ are diagonal matrices depending on the values of $g_{u}$ and $g_{v}$. Combining (4.2) and (4.3), we have

$$
\begin{aligned}
w^{n}-\tilde{w}^{n} & =\left(\begin{array}{cc}
A^{-1}+K^{m}\left(I-A^{-1}\right) & 0 \\
0 & \left(A^{\prime}\right)^{-1}+\left(K^{\prime}\right)^{m}\left(I-\left(A^{\prime}\right)^{-1}\right)
\end{array}\right)\left(w^{n-1}-\tilde{w}^{n-1}\right) \\
& +\Delta t\left(\begin{array}{cc}
\left(I-K^{m}\right) A^{-1} B_{11}^{n} & \left(I-K^{m}\right) A^{-1} B_{12}^{n} \\
\left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{21}^{n} & \left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{22}^{n}
\end{array}\right)\left(w^{n-1}-\tilde{w}^{n-1}\right)
\end{aligned}
$$

Because of the properties of $f_{u}, f_{v}, g_{u}$, and $g_{v}$,

$$
\left\|\left\|\left(\begin{array}{cc}
\left(I-K^{m}\right) A^{-1} B_{11}^{n} & \left(I-K^{m}\right) A^{-1} B_{12}^{n} \\
\left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{21}^{n} & \left(I-\left(K^{\prime}\right)^{m}\right)\left(A^{\prime}\right)^{-1} B_{22}^{n}
\end{array}\right)\right\|\right\| \leq C^{\prime}
$$

where $C^{\prime} \geq 0$ is a constant independent of $h$ and $\Delta t$. But $A^{-1}$ is symmetric with respect to $\|\|\cdot \mid\|\|_{A}$ and $\left|\left\|A^{-1} \mid\right\|_{A} \leq 1\right.$, and moreover $\||K|\|_{A}<1$ and $\left\|\mid K^{\prime}\right\| \|_{A^{\prime}}<1$. Thus if $m$ is large enough, $\left(\left|\left||K| \|_{A}\right)^{m}<C^{\prime} \Delta t\right.\right.$ and $\left.\|\right|\left(K^{\prime}\| \|_{A^{\prime}}\right)^{m}<C^{\prime} \Delta t$. Thus

$$
\begin{aligned}
\left\|\left\|A^{-1}+K^{m}\left(I-A^{-1}\right)\right\|_{A}\right. & \leq\| \| A^{-1}\| \|_{A}+\| \| K^{m}\left(I-A^{-1}\right) \|_{A} \\
& \leq\left\|\left|A^{-1}\| \|_{A}+\left(\| \| K\| \|_{A}\right)^{m}\left\|\mid I-A^{-1}\right\| \|_{A}\right.\right. \\
& \leq 1+C^{\prime} \Delta t
\end{aligned}
$$

Similarly,

$$
\left\|\left\|\left(A^{\prime}\right)^{-1}+K^{m}\left(I-\left(A^{\prime}\right)^{-1}\right)\right\|\right\|_{A^{\prime}} \leq 1+C^{\prime} \Delta t
$$

Using lemma 4.1 , we have

$$
\left\|\left\|\left(\begin{array}{cc}
A^{-1}+K^{m}\left(I-A^{-1}\right) & 0 \\
0 & \left(A^{\prime}\right)^{-1}+K^{m}\left(I-\left(A^{\prime}\right)^{-1}\right)
\end{array}\right)\right\|\right\| \leq 1+C^{\prime} \Delta t
$$

Set $C=2 C^{\prime}$. Then

$$
\begin{aligned}
\left\|w^{n}-\tilde{w}^{n}\right\| \| & \leq\left(1+C^{\prime} \Delta t\right)\left\|w^{n-1}-\tilde{w}^{n-1}\right\|\left\|+C^{\prime} \Delta t \mid\right\| w^{n-1}-\tilde{w}^{n-1}\| \| \\
& =(1+C \Delta t)\left\|\left|w^{n-1}-\tilde{w}^{n-1}\right|\right\| \\
& \leq(1+C \Delta t)^{n}\left\|\mid w^{0}-\tilde{w}^{0}\right\| .
\end{aligned}
$$

There is the well known Lax's equivalence theorem that guarantees that for a consistent finite difference scheme, stability is equivalent to convergence [51]. This theorem is only valid for linear equations. So, for our problem, we have to investigate the convergence of the scheme separately.

Theorem 4.2 Assume that a solution ( $\tilde{u}, \tilde{v}$ ) of (0.1) is of class $C^{4}$, and let ( $u, v$ ) denote the numerical solution for (0.1). Define the errors $E_{u}^{n}=\tilde{u}^{n}-u^{n}$ and $E_{v}^{n}=$ $\tilde{v}^{n}-v^{n}$. Then for $T>0$ fixed and any $n$ such that $n \Delta t \leq T$, we have

$$
\left\|\left|\left|E_{u}^{n+1}\right|\left\|_{A} \leq\right\|\right| \mid E_{u}^{0}\right\| \|_{A}+\Delta t \sum_{j=0}^{n}\left(\| \| \tilde{f}^{j}-f^{j} \mid\| \|_{A}+\epsilon^{j+1}\right)
$$

and

$$
\left\|\mid E_{v}^{n+1}\right\|\left\|_{A^{\prime}} \leq\right\|\left\|E_{v}^{0}\right\| \|_{A^{\prime}}+\Delta t \sum_{j=0}^{n}\left(\| \| \tilde{g}^{j}-g^{j}\| \|_{A^{\prime}}+\epsilon^{j+1}\right)
$$

where $\epsilon^{j}=O\left(\Delta t+h^{3 / 2}\right)$.

Proof: Again, we only establish the estimates for $u$, since the estimates for $v$ follow similarly. Lemma 1.1 shows that

$$
A \tilde{u}^{n+1}=\tilde{u}^{n}+\Delta t \tilde{f}^{n}+\Delta t R^{n+1}
$$

where $R^{n+1}$ is a vector whose components are $r_{i j}^{n+1}$ as in Lemma 1.1. Thus

$$
\tilde{u}^{n+1}=A^{-1} \tilde{u}^{n}+\Delta t A^{-1} \tilde{f}^{n}+\Delta t A^{-1} R^{n+1} .
$$

Set $A x^{n+1}=u^{n}+\Delta t f^{n}$. Then $x^{n+1}=A^{-1} u^{n}+\Delta t A^{-1} A^{-1} f^{n}$. Let $K$ be the error operator defined in Chapter 3 and assume $m$ V-cycles are performed at each time step. Then $x^{n+1}-u^{n+1}=K^{m}\left(x^{n+1}-u^{n}\right)$. Moreover

$$
\begin{aligned}
u^{n+1} & =\left(I-K^{m}\right) x^{n+1}+K^{m} u^{n} \\
& =\left(I-K^{m}\right)\left(A^{-1} u^{n}+\Delta t A^{-1} f^{n}\right)+K^{m} u^{n} \\
& =K^{m}\left(I-A^{-1}\right) u^{n}+A^{-1} u^{n}+\left(I-K^{m}\right) \Delta A^{-1} f^{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{u}^{n+1}-u^{n+1}= & A^{-1}\left(\tilde{u}^{n}-u^{n}\right)-K^{m}\left(I-A^{-1}\right) u^{n}+\Delta t A^{-1}\left(\tilde{f}^{n}-f^{n}\right)+K^{m} \Delta t A^{-1} f^{n} \\
& +\Delta t A^{-1} R^{n+1} \\
= & A^{-1}\left(\tilde{u}^{n}-u^{n}\right)+K^{m}\left[\Delta t A^{-1} f^{n}-\left(I-A^{-1}\right) u^{n}\right]+\Delta t A^{-1}\left(\tilde{f}^{n}-f^{n}\right) \\
& +\Delta t A^{-1} R^{n+1}
\end{aligned}
$$

Recall that $\left|\left|A^{-1}\right|\left\|_{A} \leq 1,\left|\left|\left|I-A^{-1}\right| \|_{A} \leq 1\right.\right.\right.\right.$, and $|\|K\|_{A}<1$. Thus we may assume $\left(\left|\left||K| \|_{A}\right)^{m} \leq(\Delta t)^{2}\right.\right.$. But then
where $\epsilon^{n+1}=(\Delta t)^{2}| |\left|f^{n}\right|\left\|_{A}+\left|\left|\left|R^{n+1}\right|\right|\left\|_{A}+\Delta t| |\left|u^{n}\right| \mid\right\|_{A}\right.\right.$. We have

$$
\begin{aligned}
\left\|\left\|R^{n+1}\right\|\right\|_{A} & =\max _{u \neq 0} \frac{A\left(R^{n+1} u, R^{n+1} u\right)}{A(u, u)} \\
& =\max _{u \neq 0} \frac{\left(A R^{n+1} u, R^{n+1} u\right)_{J}}{(A u, u)_{J}} \\
& =\max _{u \neq 0} \frac{\left(A R^{n+1} u, R^{n+1} u\right)_{J}}{\left(R^{n+1} u, R^{n+1} u\right)_{J}} \frac{\left(R^{n+1} u, R^{n+1} u\right)_{J}}{(A u, u)_{J}}
\end{aligned}
$$

Since $A=A_{J}$ are SPD with respect to $(\cdot, \cdot)_{J},(A u, u)_{J} \geq \lambda_{\min }(A)(u, u)_{J}$ and

$$
\frac{\left(A R^{n+1} u, R^{n+1} u\right)_{J}}{\left(R^{n+1} u, R^{n+1} u\right)_{J}} \leq\|A\|_{J}
$$

Therefore $\left|\mid R^{n+1}\| \|_{A} \leq \sqrt{\|A\|_{J}}\left\|R^{n+1}\right\|_{J}\right.$ and

$$
\left\|R^{n}\right\|_{J}^{2}=\sum_{x_{i j} \in \Omega} h^{2}\left(r_{i j}^{n}\right)^{2}+\sum_{x_{i j} \in \partial \Omega} \gamma_{i} \gamma_{j} h^{2}\left(r_{i j}^{n}\right)^{2}=\left(O\left(\Delta t+h^{3 / 2}\right)\right)^{2}
$$

since there are only $O(1 / h)$ boundary points where $r_{i j}^{n}=O(\Delta t+h)$. Thus $\epsilon^{n+1}=$ $\Delta t\left|\left|\left|f^{n}\right|\right|\right|_{A}+\left|\left|\left|R^{n+1}\right|\right|\right|_{A}+\Delta t| |\left|u^{n}\right| \|_{A}=O\left(\Delta t+h^{3 / 2}\right)$. This together with (4.4) gives

$$
\left|\left\|\tilde{u}^{n+1}-u^{n+1}\left|\left\|_{A} \leq\left|\left|\left|\tilde{u}^{0}-u^{0}\right| \|_{A}+\Delta t \sum_{j=0}^{n}\left(| |\left|\tilde{f}^{j}-f^{j}\right|\| \|_{A}+\epsilon^{j+1}\right)\right.\right.\right.\right.\right.\right.
$$

and

$$
\left|\left|| E _ { u } ^ { n + 1 } | \left\|\left\|_{A} \leq\left|| | E_{u}^{0}\| \|_{A}+\Delta t \sum_{j=0}^{n}\left(\left|\left\|\tilde{f}^{j}-f^{j} \mid\right\|_{A}+\epsilon^{j+1}\right) .\right.\right.\right.\right.\right.\right.
$$

Corollary 4.1 Let $E^{n}=\binom{E_{u}^{n}}{E_{v}^{n}}$ with $E_{u}^{n}$ and $E_{v}^{n}$ defined in Theorem 4.2. If the partial derivatives $f_{u}, f_{v}, g_{u}$, and $g_{v}$ are continuous and uniformly bounded, then for $T>0$ such that $n \Delta t=T$, we have

$$
\left\|\left\|E^{n}\right\| \mid \leq e^{C T}\left(\left\|E^{0}\right\| \|+e^{n}\right)\right.
$$

where $e^{n}=T O\left(\Delta t+h^{3 / 2}\right)$.

Proof: From the properties of $f_{u}, f_{v}, g_{u}$, and $g_{v}$ and the proof in Theorem 4.1, we obtain

$$
\binom{\tilde{f}^{j}-f^{j}}{\tilde{g}^{j}-g^{j}}=\left[\begin{array}{ll}
B_{11}^{j} & B_{12}^{j} \\
B_{21}^{j} & B_{22}^{j}
\end{array}\right]\left(\tilde{w}^{j}-w^{j}\right),
$$

with

$$
\left[\begin{array}{ll}
B_{11}^{j} & B_{12}^{j} \\
B_{21}^{j} & B_{22}^{j}
\end{array}\right] \leq C
$$

Here $B_{11}, B_{12}, B_{21}$, and $B_{22}$ are defined in Theorem 4.1 and the constant $C$ is independent of $h$ and $\Delta t$. Therefore

$$
\left.\left\|\left\|\binom{\tilde{f}^{j}-f^{j}}{\tilde{g}^{j}-g^{j}}\right\|\right\| \leq\| \| \tilde{w}^{j}-w^{j}\| \|=C \right\rvert\,\left\|E^{j}\right\| \|
$$

and

$$
\left\|\left|\tilde{f}^{j}-f^{j}\| \|_{A}+\left|\left\|\tilde{g}^{j}-g^{j}\right\|\left\|_{A^{\prime}} \leq C\right\|\right| E^{j}\| \| .\right.\right.
$$

Hence

$$
\left\|\left|E^{n}\right|\right\| \leq\left\|\left|E^{0}\right|\right\|+C \Delta t \sum_{j=0}^{n-1}\left|\left\|E^{j} \mid\right\|+\Delta t \sum_{j=0}^{n-1} \epsilon^{j+1}\right.
$$

Let $e^{n}=\Delta t \sum_{j=1}^{n} \epsilon^{j}=T O\left(\Delta t+h^{3 / 2}\right)$. Then $e^{j} \leq e^{n}$ for $0 \leq j \leq n$ and

$$
\begin{aligned}
& \leq(1+C \Delta t)^{n}\left(\left\|\mid E^{0}\right\| \|+e^{n}\right) \\
& \leq \exp ^{C n \Delta t}\left(\| \| E^{0}\| \|+e^{n}\right) \\
& =\exp ^{C T}\left(\| \| E^{0}\| \|+e^{n}\right)
\end{aligned}
$$

Remark: The number $m$ of V-cycles applied to (2.1) is assumed to be large in the proof above in order to obtain the stability and convergence theory. However, in the practical computations, one or two V-cycles performed at each time step are sufficient for the desired accuracy. This efficient scheme will be demonstrated in the next chapter.

## CHAPTER 5

## Experimental Results

In this chapter, two reaction-diffusion systems are used to demonstrate the efficiency of the fully implicit finite difference discretization with V-cycle as a solver. The first example is a substrate-inhibition reaction-diffusion mechanism experimentally studied by Thomas(1976). It has been shown to be able to form patterns on animal coats [42]. First, we do a linear stability analysis on a rectangular domain to predict the possible pattern on this domain. Then a numerical simulation is carried out to verify this estimated pattern. Finally, we use this system to generate spots and stripes by numerical simulations. To demonstrate that this numerical scheme is valid for other shapes of domains in practice, the pattern on a cone surface is also carried out.

There are many other systems which has been used to study spatial patterns [3] [26] [42]. All these systems are capable of generating animal coat markings. The second example we use is the $\operatorname{Schnakenberg}(1979)$ reaction [41]. It is used to generate spots, horizontal and vertical stripes in our numerical computations.

For each numerical simulation, the computer program terminates when the numerical solutions $u$ and $v$ reach their equilibrium. In the simulation of the pattern on a tail, it requires two V-cycles at each time step for the numerical solution to converge to the equilibrium. Each of other simulations requires only one V-cycle at each
time step for the numerical solution to converge. Thus at the end of this chapter, we compare the running time needed in using the multigrid technique with that needed in using a classical iterative method on the fine grid alone. The results show that multigrid technique is much more efficient.

### 5.1 The Thomas System

The example we consider here is taken from [41], the Thomas system. It is a substrate inhibition system:

$$
\left\{\begin{array}{l}
U_{t}=D_{U} \Delta U+F(U, V) \\
V_{t}=D_{v} \Delta V+G(U, V)
\end{array}\right.
$$

where

$$
F(U, V)=k_{1}-k_{2} U-\frac{k_{5} U V}{k_{6}+k_{7} U+k_{8} U^{2}}
$$

and

$$
G(U, V)=k_{3}-k_{4} V-\frac{k_{5} U V}{k_{6}+k_{7} U+k_{8} U^{2}}
$$

Here $U$ and $V$ are the concentrations of two chemical species with $U$ a substrate and $V$ an inhibitor. The constants $D_{U}$ and $D_{V}$ are positive diffusion coefficients and $F(U, V)$ and $G(U, V)$ are the kinetics with the positive rate constants $k s$. The nondimensional system is given by

$$
\left\{\begin{array}{l}
u_{t}=\Delta u+\gamma f(u, v) \\
v_{t}=d \Delta v+\gamma g(u, v)
\end{array}\right.
$$

where

$$
f(u, v)=a-u-\frac{\rho u v}{1+u+K u^{2}}
$$

and

$$
g(u, v)=\alpha(b-v)-\frac{\rho u v}{1+u+K u^{2}},
$$

with zero flux boundary condition $\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=\left.\frac{\partial v}{\partial n}\right|_{\partial \Omega}=0$ and initial condition $u(x, y, 0)$ and $v(x, y, 0)$ given on $\Omega$.

Let us choose $\Omega$ as $[0,2.1] \times[0,1.2]$ and parameter values $d=10, \gamma=20, \alpha=1.5$, $K=0.1, \rho=18.5, a=92$, and $b=64$. The parameter values determine a steady state $u_{s}=9.934$ and $v_{s}=9.289$. To form inhomogeneous spatial patterns, a reaction diffusion system must undergo diffusion driven instability or Turing instability. The uniform steady state is stable to small disturbance when the diffusion terms are absent but unstable to small spatial disturbance in the presence of diffusion. With the above parameter values, linear theory gives the range of modes $k^{2}$ that are driven unstable:

$$
10.5 \leq k^{2}=\pi^{2}\left(\frac{m^{2}}{2.1^{2}}+\frac{n^{2}}{1.2^{2}}\right) \leq 10.25
$$

which means

$$
1.0637 \leq \frac{m^{2}}{2.1^{2}}+\frac{n^{2}}{1.2^{2}} \leq 1.9507
$$

where $m$ and $n$ are integers. Details in deriving the range of unstable modes can be found in [41]. The above range of unstable wavenumbers admits only the wavenumber $m=2, n=1$. The solution which involves exponentially growing modes about the uniform steady state $u_{s}$ and $v_{s}$ is given as

$$
\begin{equation*}
C_{2,1} e^{\lambda\left(k^{2}\right) t} \cos \frac{2 \pi x}{2.1} \cos \frac{\pi y}{1.2} \tag{5.2}
\end{equation*}
$$

where $C_{2,1}$ is determined by initial conditions. Figure 5.1 is the pattern obtained from (5.2) to predict the pattern that could be formed. The values on the dark regions are greater than zero. The top graph is obtained with $C_{2,1}<0$ and the bottom with $C_{2,1}>0$. Which of these two solutions is obtained thus depends on the bias in the initial conditions.

Turing(1952) suggested that, under certain conditions, the homogeneous steady state was unstable to small spatial perturbations and the stable nonuniform spatial patterns could evolve by diffusion driven instability. In the numerical experiments, the initial conditions are taken as random perturbations confined to a small region about the steady state. Figure 5.2 shows the concentrations in the morphogen $u$.


Figure 5.1: Possible patterns estimated by linear stability analysis.

The dark regions represent $u<u_{s}$. There are two patterns formed by using different seeds in the function calls of random number generator. They agree with the patterns suggested by linear stability analysis.

The next three figures are obtained by numerical simulations of different patterns generated with different parameter values of $\gamma$ and different geometry. Each example is computed until the equilibrium is reached.

The computing details of the simulation are as follows. In Figure 5.3, the pattern (top) of morphogen concentration $u<u_{0}=10$ in system (5.1) is computed on a grid of $65 \times 257$ points with $\gamma=8$. The graph of the residual (bottom) shows that morphogen $u$ reaches the equilibrium at $t \approx 400$.

In Figure 5.4, the pattern of morphogen concentration $u<u_{0}=10$ in system (5.1) is computed on a grid of $65 \times 225$ points with $\gamma=48$. The graph of the residual shows that morphogen $u$ reaches the equilibrium at $t \approx 60$.

In Figure 5.5, the pattern of morphogen concentration $u<u_{0}=10$ in system


Figure 5.2: Turing's patterns obtained by numerical simulation.



Figure 5.3: Numerical simulation of Turing pattern of (5.1) and residual plot with $\gamma=8$.



Figure 5.4: Numerical simulation of Turing pattern of (5.1) and residual plot with $\gamma=48$.



Figure 5.5: Numerical simulation of Turing pattern of (5.1) and residual plot on a cone surface.
(5.1) is computed on a grid of $65 \times 225$ points with $\gamma=35$. The graph of the residual shows that morphogen $u$ reaches the equilibrium at $t \approx 120$.

Rings of pattern typical of many spotted animal tails are generated when the reaction diffusion domains are tapering cylinders. Rings are at the tip and spots are obtained as the circumference increases. Although the domain is not rectangular, V-cycle algorithm could still be applied analogously.

### 5.2 The Schnakenberg System

The main forms of patterns generated by a reaction-diffusion system are spots (Figure 5.4 and Figure 5.7), rings (Figure 5.5), horizontal stripes (Figure 5.8), and vertical stripes(Figure 5.3 and Figure 5.6). In this section, we choose another reaction kinetics. It is the simplest class of two-species reaction mechanism studied by Schnakenberg(1979) in limit cycle solutions of two-species reaction systems. It has also been shown to be able to generate animal coat markings [41]. Its nondimensionalization gives

$$
\left\{\begin{array}{l}
u_{t}=\Delta u+\gamma f(u, v) \\
v_{t}=d \Delta v+\gamma g(u, v)
\end{array}\right.
$$

where

$$
f(u, v)=a-u+u^{2} v
$$

and

$$
g(u, v)=b-u^{2} v
$$

with parameter values $d=50, a=0.2$, and $b=2$. Thus the uniform steady state is $u_{0}=2.2$ and $v_{0}=0.413$.

Next we demonstrate the V-cycle algorithm with this reaction-diffusion system. We change the scale factor $\gamma$ and the domain to obtain different forms of pattern. The computing details follow.


Figure 5.6: Numerical simulation of Turing pattern of (5.3) and residual plot of with $\gamma=15$.

In Figure 5.6, the pattern of morphogen concentration $u<u_{0}=2.2$ in system ( 5.3 ) is computed on a grid of $65 \times 225$ points with $\gamma=15$. The graph of the residual shows that morphogen $u$ reaches the equilibrium at $t \approx 54$.

In Figure 5.7, the pattern of morphogen concentration $u<u_{0}=2.2$ in system ( 5.3 ) is computed on a grid of $65 \times 217$ points with $\gamma=30$. The graph of the residual shows that morphogen $u$ reaches the equilibrium at $t \approx 100$.

In Figure 5.8, the pattern (top) of morphogen concentration $u<u_{0}=2.2$ in system ( 5.3 ) is computed on a grid of $65 \times 225$ points with $\gamma=50$. The graph of the residual (bottom) also shows that morphogen $u$ reaches the equilibrium at $t \approx 26$.



Figure 5.7: Numerical simulation of Turing pattern of (5.3) and residual plot with $\gamma=30$.



Figure 5.8: Numerical simulation of Turing pattern of (5.3) and residual plot with $\gamma=50$.

### 5.3 Comparison

We end this thesis by demonstrating the robustness of the V-cycle algorithm. We compute the solution of system (5.1) with $\gamma=25$ on the domain $[0,1.6] \times[0,1.6]$. We discretize (5.1) with different spatial and time step sizes. Both the V-cycle algorithm and direct iterative method using red-black Gauss-Seidel iteration are applied to each case. In each case, the solution is obtained when the morphogen concentrations $u$ and $v$ reach their equilibrium. The number of iterations at each step, the number of time steps needed for the morphogen concentration to reach its inhomogeneous steady state, and the running time for each case are recorded in the following tables. Notice that when the spatial step size in each direction is refined by half (see Table 1 and Table 2) in order to keep the same ratio of $\frac{\Delta t}{h^{2}}$, time step size is changed into a factor of $\frac{1}{4}$. Comparing the running time between these two cases it does not show the power of the V-cycle algorithm. Since the fully implicit finite difference discretization is unconditionally stable, we could exploit this advantage by increasing the step size in time to reduce the running time. Thus in Table 3, we double the time step size. Then only one V-cycle is needed, so the running time for V-cycle algorithm is reduced by about half. But the direct iterative method suffers from its limitations because of the change of the ratio $\frac{\Delta t}{h^{2}}$. Thus the number of iterations at each time step must be increased in order to have convergence. Even if the fully implicit finite difference scheme is unconditionally stable, the direct iterative method seems to be unable to take advantage of it. In Table 4, we can see when the spatial grid size is even finer - the running time for direct iterative method is almost 10 times that needed for V-cycle algorithm.


Figure 5.9: Numerical simulation of Turing pattern on a square.

| $h=0.05$ <br> $\Delta t=0.01$ | number of iterations <br> at each time step | number of <br> time steps | CPU <br> time |
| :---: | :---: | :---: | :---: |
| Red-black Gauss-Seidel iteration | 25 | 3000 | 39.78 seconds |
| V-cycle | 1 | 3000 | 10.8 seconds |

Table 5.1: Comparison between single grid and multigrid with $h=0.05$ and $\Delta t=$ 0.01 .

| $h=0.025$ <br> $\Delta t=0.0025$ | number of iterations <br> at each time step | number of <br> time steps | CPU <br> time |
| :---: | :---: | :---: | :---: |
| Red-black Gauss-Seidel iteration | 22 | 12000 | 607.54 seconds |
| V-cycle | 1 | 15000 | 219.18 seconds |

Table 5.2: Comparison between single grid and multigrid with $h=0.025$ and $\Delta t=$ 0.0025 .

| $h=0.025$ <br> $\Delta t=0.005$ | number of iterations <br> at each time step | number of <br> time steps | CPU <br> time |
| :---: | :---: | :---: | :---: |
| Red-black Gauss-Seidel iteration | 45 | 5600 | 569.86 seconds |
| V-cycle | 1 | 7000 | 103.43 seconds |

Table 5.3: Comparison between single grid and multigrid with $h=0.025$ and $\Delta t=$ 0.005 .

| $h=0.0125$ <br> $\Delta t=0.0025$ | number of iterations <br> at each time step | number of <br> time steps | CPU <br> time |
| :---: | :---: | :---: | :---: |
| Red-black Gauss-Seidel iteration | 85 | 11000 | 8205.23 seconds |
| V-cycle | 1 | 14000 | 857.52 seconds |

Table 5.4: Comparison between single grid and multigrid with $h=0.0125$ and $\Delta t=$ 0.0025 .
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