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ABSTRACT

SUPPORTING REAL-TIME AND MULTIMEDIA APPLICATIONS IN WIRELESS

NETWORKS

By

Fan Du

Wireless technology is one of the areas receiving most attention and investment.

Wireless services are quickly becoming part of people’s daily life. This dissertation

presents a framework for supporting real-time and multimedia applications in wireless

networks. Mobile applications require backbone network support from multiple aspects,

including QoS, secure multicast, seamless handoff and others. Included in the framework

presented in this dissertation is a set of new mechanisms addressing those requirements.

There are four components in the framework. Different needs of mobile

applications are addressed by different component. The first component, Wireless

Resource Reservation Protocol (WRSVP), enables wireless devices to reserve necessary

resources in wireless networks, which is a necessary condition for QoS. With help of

WRSVP, resources can be successfully reserved and refreshed without being affected by

poor links and handoffs.

The second component, Handoff Protocol for Overlay Network (HOPOVER), is a

handoff protocol designed specifically for overlay networks where multiple wireless

networks coexist. With increasing number of high-speed moving wireless devices,

smaller cell sizes, and more and more wireless networks being built, handoffs happen at

increasingly higher frequency both horizontally and vertically. HOPOVER. enables



wireless devices to move freely and smoothly intra- and inter- network.

The third component, Smart Server Selection (S3) helps wireless devices in

choosing the best server when they use replicated services. Traditional server selection

solutions are hard to use in wireless networks because network topology is unstable from

the viewpoint of both the servers and the clients. S3 enables accurate, fast and low

overhead server selection by utilizing the client side DNS server and up-to-data routing

information from routers.

The last component, Secure Transmission Backbone (STB) enables wireless

devices to participate in secure multicast sessions. STB effectively solves the multicast

key management problem and addressees the problems caused by handoffs and limited

resources in wireless environment.

In summary, with all these components, we have solid support for mobile

applications in overlay networks, thus help users to utilize their favorite applications

anytime, anywhere.
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1 Mobile Technology Overview and Trends

This dissertation is about providing better help for mobile applications. It is

necessary for us to have a good understanding of the current status and trends of mobile

services. In this chapter, we first review the current technologies, standards and proposals

in this area. Then, based on our observation and analyses, we forecast the trends in future

mobile services and applications.

1.1 Overview of Mobile Technologies

Current wireless networks can be categorized into two types. The first type

Operates over the distance of hundreds of meters, kilometers or even more. Examples of

this category include cellular telephone voice and data networks and satellite systems.

The other type of networks are designed to provide LAN connectivity over much shorter

distances, typically in meters and usually within a building or even a room. Examples

include IEEE 802.11 wireless LAN, HomeRF and Bluetooth.

1.1.1 Cellular Telephone Networks

In the wide area side, cellular telephone networks have evolved through 1G

(analog systems), 2G (digital systems), and 2.5G (transitional systems) generations. For

each generation, there are many networks in use. The new generation 36 has not been

defined completely and only one network of this category are in operation by the time of

this writing.

In cellular telephone networks, networks are organized into cells to enable radio

frequency reuse. Any neighboring cells cannot Shared the same frequency, but same



frequency can be reused in two cells which are not next to each other. The word cellular

in the name comes directly from this design. Figure 1 represents this idea.

1.1.1.1 First-generation cellular networks

First-generation cellular networks are analog systems. When a conversation is

started, the system allocates an unused frequency channel for it. During the whole

conversation process, the allocated channel is dedicated to that conversation only; no

other signal is transmitted on it. If there is no channel available, the users have to wait

and try later.

Advance Mobile Phone System (AMPS) [26] is the representative solution, and is

the only unified stande in North America. Any telephone that needs to support US

nationwide roaming must have AMPS capability. Therefore, in many cases, the phone

has two modes, one to be used for primary digital service and the other for AMPS.

 
Figure 1. Cellular Phone Networks



AMPS uses frequency division multiple access (FDMA) as the transmission

method. An AMPS system consists of two sets of channel pairs, each contains 416

3OKHz-wide receive/transmit channel pairs. Control information is transmitted on the

lowest 21 channels in each block, at the rate of 10Kbps. The control information includes

specifics such as telephone number called, system ID, and the transmission power setting.

1.1.1.2 Second-generation cellular networks

Second-generation cellular systems use digital transmission. Conversations are

sampled into digital signals, compressed, and then sent. By taking advantage of digital

technologies such as compression, second-generation systems greatly enhance the

efficiency of frequency channel use. Frequency channels can now be shared among

multiple conversations, thus more conversations can be carried on the system.

Major 2G systems use TDMA (Time Division Multiple Access) or CDMA (Code

Division Multiple Access). TDMA divides each frequency channel into time slots, and

assigns multiple digital Signals onto different time slots. This way, each frequency

channel can carry multiple conversations/data transmissions at the same time. Global

System for Mobil Communication (GSM) is a representative TDMA solution and the

dominant standard in Europe, Asia(except Japan and Korea), Australia, Africa and the

middle East. GSM divides each channel into eight time slots, allowing four simultaneous

calls, each using one Slot for reception and one slot for transmission. [79]

In CDMA, different codes are used to identify different sessions (calls or data

transmissions). All sessions within a cell are sent at the same time on the same range of

frequencies. Each session occupies nearly the entire bandwidth. This results in many



overlapping signals. The receiver needs to apply the correct code to the signal to retrieve

the real data. The representative CDMA solution is 18-95, also called cdmaOne.

1.1.1.3 Data transmission in 1G and ZG cellular networks

1G and 2G networks were designed primarily for voice conversations, but they

can also be used for data transmissions. All 1G and 2G networks allow data to be sent

using a modem. To the network, such data transmissions are of no difference with voice

conversations. Despite the simplicity, sending data in such way causes inefficient use of

spectrum compared with a packet data system. Also, the user is not online all the time

and must dial in to gain access.

Cellular Digital Packet Data (CDPD) is a technology designed to support packet

data transmission over AMPS cellular systems. [78] CDPD detects idle channels and

transmits data over them. If voice activity is detected anytime during data transmission,

CDPD interrupts the data transmission, scans for another channel and continues the data

transmission over the new channel. The data rate supported by CDPD is up to 19.2 Kbps.

For 2G systems, no equivalent system was designed. Packet data on the digital

cellular networks begins directly with 2.5G.

1.1.1.4 2.5 G cellular networks

The data rates supported in 2G systems are around 14.4 Kbps. To achieve higher

data rates, several technologies have been proposed. They are called 2.5 systems because

they extend the existing 2G standards. Important examples include 18-958 and IS-95C on

the CDMA side, and General Packet Radio Service (GPRS) on the TDMA side.



18-953 and IS-95C extends the current CDMA systems (IS-95A) to achieve data

rates of 64Kbps and 144Kbps respectively. The higher data rates are achieved by

replacing the overhead of voice channel with a packet-based system and by using more

efficient coding schemes. Unlike CDPD, 18-953 and IS-95C are not overlay mechanisms.

Instead, they fit into the system and use available bandwidth for transmission. That

means, cooperation between existing CDMA system and IS-95B/IS-95C is required in

bandwidth division and transmission scheduling. In the case of CDPD, no such

requirement is necessary, because CDPD detects and uses unused channels and it is

transparent to the original AMPS system.

GPRS was designed to enable current GSM systems to provide packet-based

applications and services. [68] To obtain higher data rates, GPRS uses multiple time slots

of GSM channels, with a target data rate of 115.2Kbps. GPRS requires modification to

the GSM protocol stack to accept, interpret and reassemble data fragments. In the

infrastructure part, a new, purely IP based backbone is introduced. The most important

parts of the new backbone are Serving GPRS Support Node (SGSN) and Gateway GPRS

Support Node (GGSN). SGSN is used to connect the GPRS backbone to the base

stations, and it handles mobile device mobility and authentication. GGSN connects the

GPRS backbone to the external data networks (the Internet), and it also performs

accounting of users’ resource usage. In addition to the backbone change, GPRS also

requires more computation power on mobile units for the processing of additional time

slots.



1.1.1.5 3G cellular networks

3G standards have not been completely defined yet. [65][66][67][68] The two

primary candidates are based on CDMA: Wideband CDMA (W-CDMA) and

CDMAZOOO. Both of them introduce higher chip rates to obtain higher data rates. Chips

are the smallest element of data in an encoded signal, even smaller than a bit. For

CDMAZOOO, it allows chip rates from 1.2288 megachips per second (Mcps) to

14.7456Mcps. For W-CDMA the range is 4.096 Mcps to 16.384Mcps. The target data

rates are 384Kbps to 2Mbps or even higher.

W-CDMA is planned to be backward compatible with GSM networks, while

CDMAZOOO is designed to be backward compatible with IS-95B. Both proposals are

endorsed by International Telecommunication Union (ITU) as part of the vision

definition standard for 3G cellular systems: International Mobile Communications-2000

(IMT-ZOOO). It is likely that both proposals will be widely used in the finture, and users

may need dual-mode wireless units to ensure service in all locations.

1.1.2 Satellite systems

Besides cellular systems, satellite systems provide another important way for

wide area wireless voice and data connection. Many satellite systems were deigned to

provide global connection and saw cellular systems as territorial solutions. Due to the

perception that global travelers will eventually be using a globally available 3G

infrastructure supported by major wireless carriers, this assumption is no longer very

valid. Still, the global mobile satellite data market is expected to grow rapidly.

An interesting satellite system is Global Positioning System (GPS), which is

implemented and operated by the US Dept. of Defense. What makes it famous is its



widely use as a navigation system for commercial purposes. The system consists of 24

medium earth orbit satellites. By extracting orbit and timing information from multiple

satellite signals in View (the arrangement of the satellites guarantees that 5-8 satellites are

in view at any position of the earth), mobile units are able to calculate its precise location.

It is forecasted that all future wireless phones will contain a GPS enabled positioning

system.

1.1.3 Wireless local area systems

As we mentioned earlier, cellular telephone voice and data networks and satellite

systems are designed to operate over the distance of hundreds of meters, kilometers or

even more. For short distances, such as the distance of meters and usually within a

building or even a room, numerous solutions/products/standards have been proposed or

deployed. We describe briefly the representative ones including IEEE 802.11 wireless

LAN, Home Radio Frequency (HomeRF), and Bluetooth.

IEEE 802.11 wireless LAN standard was first approved in 1997. [69][74][75]

Products providing data rates at 11Mbps are already widely available from companies

such as Cisco (by acquiring Aironet), Lucent, Nortel and others. 802.11 products operate

in the unlicensed 2.4GHz frequency band, using Direct-Sequence Spread Spectrum

(DSSS). 802.11 was designed to work as an counterpart of 802.3 in the wireless

environment to interconnect data devices such as PCS and printers. Compared with ISO

7-layer reference model, the standard includes specifications in both physical and data

link layers. The default upper layer interface is IP.



HomeRF [70] is a competing technology supported by Compaq, Intel, Microsoft

and other companies. The design goal of HomeRF is to interconnect home devices such

as PCs, phones, and PDAs in short distance. Similar to 802.11, HomeRF consists of

specifications for physical and data link layers. But HomeRF extends its data link layer to

support DECT (Digital Enhance Cordless Telephone) standard. This way, HomeRF

supports both data and phone connections through IP and DECT respectively. Figure 2

shows the protocol stack of HomeRF. Similar to 802.11, HomeRF can provide data rates

up to 11Mbps. But in physical layer, HomeRF chooses to use Frequency-Hopping Spread

Spectrum (FHSS).

Another big player in the short distance wireless communication area is Bluetooth

[71], which is a specification for small-form factor, low-cost, short range radio links

between mobile PCS, mobile phones and other portable devices. Unlike IEEE 802.11 and

HomeRF, there is usually no infrastructure part in Bluetooth environment. Devices are

expected to work in a purely ad hoc mode. Bluetooth simply enable devices to

communicate without the need of wires. Comparing with the other two technologies,

Bluetooth works in a much shorter distance (less than 10 meters compared to about 50
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meters for 802.11 and HomeRF) and supports fewer devices concurrently. Bluetooth also

makes use of FHSS.

Currently, 802.11, HomeRF and Bluetooth cannot coexist with each other, thus

makes it very difficult for customers to make decision in purchasing. IEEE formed the

802.15 committee in resolving the conflicting issues.

1.2 Mobile devices and applications

Traditionally, wireless networks are used for precisely defined narrow

applications. For example, cellular phone networks and most satellite systems are

primarily used to carry voice traffic, and wireless LANs are used to connect home or

office data devices such as PCS and printers in short range.

With the Internet’s explosive growth, people are getting used to utilize the

Internet for all kinds of personal and professional needs: shopping, banking, entertaining,

reading news and books, searching for references, downloading tools, and certainly,

gaming. The enthusiasm of being able to access the Internet anytime and anywhere

increases exponentially. To meet such needs, the capacity of wireless networks

continually to be enlarged and more and more Internet applications are being introduced.

The result is, wireless networks are no longer used for special purposes such as voice

conversation. Instead, they are used for all kinds of Internet applications.

The great popularity of mobile devices and applications can be proven by the

following numbers. In European Union countries, the mobile penetration in 2004 is

expected to be 3-4 times of the Internet penetration. Similar trends appear in USA and

Asian pacific countries. The transaction amount performed on mobile devices is expected

to be more than 1.4 trillion US dollars by the year 2003. And wireless service providers



already spent tens of billions of dollars in purchasing spectrum and upgrading their

networks.

To satisfy the need of accessing information at any time and anywhere, a wide

array of new mobile devices have been designed and introduced to the market. Also,

many devices that previously used only analog technologies have adopted digital

technologies in order to enhance capacity (for example, through digital compression),

service quality and easy of storage. Current popular mobile devices include notebook

PCs, Cell phone handsets, Personal Digital Assistants (PDAS) and other special purpose

devices such as BlackBerry wireless Email. Two trends are common for almost all those

mobile devices: 1) they are becoming in possession of greatly increased processing

power; and 2) they are becoming increasingly capable to access the Internet, and at high

speed (with advance both in mobile devices and network capacity). As the direct

consequence, more demanding applications can be supported, especially those with real-

time and multimedia requirements.

1.3 Trends of mobile technologies and applications

With observation and analysis of mobile technologies, services and applications,

we foresee a number of trends which will be reflected in the next several years.

1.3.1 Wireless becomes preferred method

Wireless technologies were viewed as expensive alternatives to wireline and used

only when wireline services are not available. With advances in wireless networks and

mobile device technologies. we begin to View wireless technologies as a cost-effective
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alternative to wireline. For many cases, wireless solutions are becoming the preferred

method even when wireline is available, due to the unmatchable convenience.

Factors contributing to such transition include: enlarged network capacity, higher

data rates, lower cost of network access, availability of inexpensive and powerful mobile

devices and diversified mobile applications.

1.3.2 Real-time and multimedia applications become popular

With the development of wireless networks and satellite technology, currently it is

possible in most places to connect mobile devices to a local, regional or international

network. In addition, higher data rates and easier access methods are continually

introduced. At the same time, mobile devices are becoming increasingly powerful with

advances in processor, display and accessories. Naturally, it becomes possible to support

high-demanding applications with real-time and multimedia requirements, such as video

conferencing, real-time stock purchasing, music and video streaming and multicast web

seminar participating. In reverse, the high demand of such applications will drive the

transition in networks and mobile devices to happen quicker.

1.3.3 Multiple networks coexist

Due to decreasing cost and increasing demand and competition, it will be

common that multiple networks will coexist to serve different purposes. Different

networks will be created for local, regional and international coverage. The competition

among vendors will result in the creation of multiple networks serving the same

geographic areas. Also, multiple wireless LANS could coexist, serving different business

entities or needs.
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1.3.4 Universal cooperation eventually but not in short term

The most significant feature ensuring the success of the Internet and Web is that

data and information can be exchanged effectively among computers, operating systems

and applications by different manufactures. Currently, the cooperation among different

wireless networks is still very limited, although several standardization efforts are in

process. For wireless networks, due to the huge market and complicated factors such as

government support, a single standard enabling effective information exchange is not

likely to be available in the near future. However, in long term, a unified standard is

unavoidable. With such a standard, mobile devices will be able to exchange information

effortlessly and roam to other networks seamlessly.
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2 Introduction: Supporting Mobile Applications

In concluding the trends of wireless networks, we found that diversified, highly

demanding applications will be running on heterogeneous and geographically coexisting

networks. The theme of this dissertation is to provide corresponding support. In this

dissertation, we present a new structure that enables close cooperation among wireless

networks and provides a set of backbone support for mobile applications.

2.1 Support Required by Mobile Applications

The support required by mobile applications is from multiple aspects. We discuss

some of the most important ones here. First, real-time applications require packets to be

transmitted within acceptable packet loss rate, latency and gitter. Such requirements are

generally called quality of service (QoS) requirements. [4][57][61][62][65][66][67][68]

Second, since many applications involve confidential information, there are security

requirements. Security requirements can be further divided into several cases. Secrecy

and authentication are the most important. [7] [23][24] [25][27] Third, many applications

are not in the one to one mode. Instead, they relate to multiple parties. In such cases,

multicast support is required. [17][18][2]

Many times, support from multiple aspects is desired at the same time. For

example, confidential video conferencing requires support in all the three categories

mentioned above. Data needs to be multicasted to multiple parties, securely, and within

acceptable delay, gitter and packet loss rate.

Compared to wired networks, wireless networks posses some inherent properties

that make it more difficult to meet such requirements. In wireless networks, usually, there
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are no abundant resources, including processing power, buffer, bandwidth and others.

Wireless links are subject to much higher bit-error-rate (BER) than wired links, so

transmissions in wireless networks are more prone to packet losses and attacks. Wireless

devices are often in movement and such movements cause changing network topology,

lost packets, and sometimes even broken connections.

To overcome these difficulties and provide satisfactory support for real-time and

multimedia applications in wireless networks, we propose a number of new mechanisms

in this dissertation.

2.2 Overlay Networks

One of the trends of wireless networks is that multiple networks will coexist

geographically. This is due to the decreasing cost and increasing demand and

competition. Different networks are created for local, regional and international level of

coverage. The competition among vendors will result in the creation of multiple networks

in each level, and serving the same geographic areas. Also, multiple wireless LANS could

coexist, serving different business entities or needs.

We refer to such geographically collocating, multiple wireless network structures

as overlay wireless networks (this term was first used in [5] and [6]). For example, a high

bandwidth office/lab wireless LAN could be overlaid with a more moderate bandwidth

building wireless LAN network. Or a building wireless LAN could be overlaid with a

PCS system, corresponding to local and wide areas connectivity. Figure 3 illustrates this

concept.
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2.3 Supporting Infrastructure for Mobile Applications (SIMA)

Given the current and future status of wireless networks, there clearly is the need

of cooperation between networks, especially in overlay networks. Such need is more

urgent than that of wired networks. Wired networks can be considered as flat, because

most machines participate only in one network and they never move into another

network. The only contact points of different networks are at routers. In the case of

wireless networks, each node can participate in multiple networks, and since they move,

the contact points or common members of different networks could be any mobile nodes.

In the case of wired networks, no cooperation between two networks means that the

member of one network cannot access information from the other. Since they do not

 

I Figure adopted from [6]
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move, they are still connected to and can work with the other members of the same

network. However, in the case of wireless networks, two incompatible networks could

result in total disconnection of mobile nodes which roam to the area of the other network.

In this dissertation, we present Supporting Infrastructure for Mobile Applications

(SIMA). SIMA is IP-based and it enables the internetworking of different and

heterogeneous wireless networks. The result is, mobile users could roam smoothly

between networks and without worry about disconnected connections or services. As we

discussed earlier, future mobile applications will be diversified. And many of them will

be multimedia and real-time. Designed to support such highly demanding applications,

SIMA include the following functions:

0 Handoff support

0 Resource reservation

0 Secure multicast

0 Application server selection

We briefly describe each of SIMA’ functions in the next. The detailed discussion

will be provided in later chapters.

2.3.1 Handoff support in overlay networks

First and most importantly, SIMA enables wireless networks to be closely

connected. This is represented by the support of overlay network handoffs. Handoffis the

process in which a wireless device moves from current cell to a new one. The

performance of handoff scheme directly affects the overall performance of mobile

applications. The importance of handoff performance keeps going up as today’s wireless

networks have increasingly large user population and decreasing cell size.
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Traditionally, the term handoff is used to refer to the case in which the two cells

involved belong to the same wireless network, as shown in the left side of Figure 4. As

we discussed earlier, the future wireless networks will be overlaid with each other to

form hierarchies. In such structures, mobile devices could perform handoffs within the

same networks as well as among different layers of networks. Handoffs of the former

case are referred as horizontal and those of the later case are referred as vertical. Vertical

handoff is shown in the right side of Figure 4

It is desirable that a handoff scheme enables mobile hosts (MH) to move among

cells smoothly and causes little or no interference on mobile applications. A lot of

research work has been done to improve the performance of horizontal handoffs, for

example [32][19][33][34][35][36][37][38][39][40][41] Many solutions can provide

satisfactory performance. However, much less effort has been spent on vertical handoff

research. Up to now, most networks still support vertical handoff through Mobil IP [30],

which was designed to provide macro-level and slow moving mobility. The scheme

 

 

   
Figure 4. Horizontal and Vertical Handoff
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suffers from high overhead when high frequency handoffs are needed. More importantly,

handoffs cause big gaps in packet flows under this scheme. Besides mobile IP, there are

only few other approaches and none of them got extensive use due to their limitations and

shortcomings.

To address this problem, we designed a new overlay handoff protocol named

HOPOVER (HandOflProtocol for OVERIay networks), which supports both horizontal

and vertical handoffs and is compatible with mobile IP. The main approaches used in this

protocol include: facilitating WRSVP (discussed below) to pre-reserve resources in the

new cell and along the path from the new cell to the flow transmission parties;

authenticating in advance of the actual handoff; buffering in the new network for the MH

and forwarding packets from the old network to the new network. With these

measurements, HOPOVER significantly enhances handoffs performance.

2.3.2 Resource reservation

To guarantee QoS of real-time flows, flows must be allowed to reserve network

resources. Resource ReSerVation Protocol (RSVP) [57][58][59][60] is a widely used

resource reservation protocol designed for wired networks. But in wireless networks,

there are two big problems preventing the direct use of RSVP. One is poor link problem

and the other is handoff problem. Poor link problem stems from the high bit error rate

associated with wireless links. Such poor links cause difficulties in reserving and

refreshing resources. Handoff problem occurs when the MH moves between cells.

Without special care, the MH could suffer terminated flows due to un-established

resource reservations in the new cell and along the path from the new cell to the

transmission parties.
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We integrated into SIMA structure a protocol named Wireless RSVP (WRSVP)

[l]. WRSVP enable mobile devices to reserve resources, and the scheme is compatible

with RSVP. We solve the poor link problem by separating resource reservation into wired

and wireless parts and by adding Ack messages into wireless message exchanges. Using

pre-reserving in neighbor cells, WRSVP protects flow reservations from handoffs, both

in the cell and along the path. Resource reservation becomes a natural part of handoff.

2.3.3 Server selection for replicated service

Replicated servers are often used for popular services with large amount of visits.

By putting replicated servers at appropriate places, replicated servers increase network

proximity and thus reduce access latency perceived by users. A fundamental issue for a

global-scale replicated service is how the best server is selected based on the user's

preference.

Nearly all the existing server selection schemes were designed with the

assumption of a fixed topology. But in wireless networks, the network topology changes

as clients move around. Naturally, such changing topology poses difficulties in server

selection. Also, many existing solutions require the clients to participate in choosing the

best server. For clients in wireless network, the lack of computing and bandwidth

resources sometimes makes such participation a difficult task.

In [3], we presented a new server selection scheme, Smart Server Selection (S3),

which utilizes client side DNS and routing information in choosing the best server. It

includes extensions to routers and DNS, so that DNS can collect routing metrics from

routers and select the best server for clients. S3 helps the mobile devices to select the best

server according to metrics such as distance, delay and cost, thus effectively enhances the
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quality of service perceived by the clients and reduces the overhead on both the network

and application servers.

In SIMA, we extend S3 server selection mechanism into wireless networks. For

static clients, in addition to regular S3 support, the clients’ current session statuses are

kept in SIMA servers. As a handoff happens, the status information is also transferred to

the new SIMA server. Such information is used in the new cell to perform background

server selection, then, the MH is notified about better server selections. This server

selection scheme involves primarily backbone components, which saves valuable wires

resources. What is more, the server selection process involves no remote information

exchange, which makes the process fast and reliable.

2.3.4 Secure multicast support

Secure multicast is the inter-network service that securely delivers data from a

source to multiple authorized receivers. Not only multicast has been proven to be

resource efficient, but also many applications involve multiple parties by nature. Thus

multicast is logically more natural for such applications. Example applications include

audio and video conferencing, software update distribution, and stock market information

services.

A key challenge of secure multicast lays in the handling of membership and

encryption key information for large multicast groups which could have thousands or

millions of members. Such groups have extremely high frequency membership-changes,

and each time membership change occurs, the encryption key needs to be replaced to

maintain security. This re-key process has to be scalable, reliable and highly secure.
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In addition to such common issues found in both wired and wireless networks, In

wireless networks, new issues arises due to problems imposed by wireless networks’

inherent attributes: high bit error rate, frequent handoff and limited resources. High bit

error rate limits the frequency of re-key process, because mobile devices need to be given

extra time for possible packet re-delivery. Frequent handoff requires the scheme to be

highly scalable, otherwise it will fail in front of large population of users.

SIMA includes a secure multicast solution we proposed in [2]. In this method, a

Secure Transmission Backbone (STB) is constructed. With such a backbone, it is no

longer necessary for each individual multicast group to maintain keys. Key management

problem is solved/avoided automatically. STB also successfully addresses the special

issues of wireless networks. It greatly reduces the number of re-key processes and it

limits most processes locally.

2.3.5 Relationship of SIMA Components

The above four components of SIMA are closely related. Each component is

designed to provide a specific function, but usually they are used in a combined manner.

For example, mobile hosts could choose the best multicast source using S3, establish

resource reservation using WRSVP, then join the multicast session using STB.

The cooperation is reflected especially apparently when a handoff happens. The

handoff process is handled by HOPOVER. And in this process, HOPOVER provides

corresponding support to ensure that WRSVP, STB and S3 daemons are aware of the

happening of the handoff and they can perform adjustment accordingly. The support

includes providing information available only to the handoff daemon, broadcasting

information for other daemons in beacons and others. For example, WRSVP daemon
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requests mobile hosts location information, which is only available from the handoff

daemon. Another example, STB requests the public key and key certificate authority

information to be included into base station (BS) beacons. The detail of how SIMA

components cooperate with each other will be explained in detail in corresponding

chapters.

2.4 Organization of This Dissertation

The remaining part of the dissertation is organized as follows. Chapter 3 presents

the main QoS components of SIMA: WRSVP, a resource reservation protocol for

wireless networks, and HOPOVER, an overlay handoff protocol. In Chapter 4, another

SIMA components contributing QoS, smart server selection (S3), is presented. In Chapter

5, we discuss how secure multicast is enabled using secure transmission backbone (STB),

and finally conclusion is given in Chapter 6.

2.5 Summary of Contributions

In this dissertation, a set of new mechanisms for supporting mobile applications

are presented. Our work mainly includes the following independent yet closely related

components:

0 WRSVP: A resource reservation protocol for wireless networks

- HOPOVER: An overlay handoff protocol

0 S3: A server selecting scheme using routing metric aware DNS servers

0 STB: A generic secure multicast support scheme

The first component enables wireless devices to reserve necessary resources in

wireless networks, which is a necessary requirement for QoS. WRSVP cooperates with
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the standard RSVP, and it supports multicast. The contribution of WRSVP lays in its

solution to the problems of poor links and frequent handoffs.

The second component enables wireless devices to move freely and smoothly in

overlay networks. Existing schemes incur long packet flow gaps and cannot meet the

requirement of real-time and multimedia applications. HOPOVER provides a satisfactory

solution through the use of resource pre-reserving, fast authenticatiOn, packet forwarding

and buffering.

The third component helps wireless devices in choosing the best server when it

uses a replicated service. Traditional server selection solutions are hard to use in wireless

networks because network topology is unstable from the point of view of both the servers

and the clients. S3 enables accurate, fast and low overhead server selection by uniquely

utilizing routing information combined with DNS server.

The last component enables wireless devices to participate in secure multicast

sessions. STB effectively solves the key management problem and addresses several

special issues found in wireless networks.

Put all the components together, we have a wireless network environment with

solid support for mobile applications. Different needs of mobile applications are

addressed by different SIMA component. When multiple components are needed, they

cooperate closely to deliver the required results.
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3 008 IN WIRELESS NETWORKS

In this chapter, we present the way SIMA supports Q08 in wireless networks.

QoS is the most important goal of SIMA. We have three components contributing to QoS

assurance: a wireless resource reservation protocol, WRSVP, an overlay handoff

protocol, HOPOVER and an application server selection scheme S3. While each of them

has different focus, they closely work together in the SIMA structure. The first two

components are presented in this chapter. The relatively more independent component for

server selection will be discussed in next chapter.

3.1 Background

Traditionally, the Internet only provides best effort service. Traffic is processed as

quickly as possible, but there is no guarantee as to timeline or actual delivery. With the

widespread use of World Wide Web, QoS has become a necessity in delivery of real-time

content and services.

According to the level of QoS requirement, applications can be divided into the

following four categories: conversational, streaming, interactive and background.

Conversational traffic requires the time relation between packets to be preserved. In

addition, the delay and gitter should be controlled at very low level. An example of this

class is voice conversation, and actually this is why this class is named as conversational.

Streaming traffic also requires the relation between packets to be preserved, but there is

no very stringent requirement on delay. An example of this class is streaming video. The

next class, interactive traffic is for applications such as web browsing. There are still

delay and gitter requirements, but they are much relaxed. The last class, background
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traffic only requires the data to be delivered correctly. The destination is not expecting

the data to be delivered within certain time. The example here is background file

downloading.

Same applications and QoS requirement appears in wireless networks as well. But

due to the special environment such as changing topology, high BER, lower bandwidth

and limited processing power, it is more challenging to meet such requirements.

In wired networks, no matter with Intserv or Diffserv, QOS is essentially provided

by allocating abundant resources (bandwidth, buffer, processing power etc.) to higher

priority traffic. If only such resources are available, usually packets can be delivered as

required.

In wireless networks, having enough resources is still critical for QOS. But in

addition to that, now there is an equally important factor, which is the performance of

handoffs. Without enough resources, no QOS can be talked about. Without a good

handoff scheme, no QOS can be sustained after a handoff takes place.

Correspondingly, in SIMA, QoS assurance is provided primarily by two

components: a wireless resource reservation protocol, WRSVP, and an overlay handoff

protocol, HOPOVER. The third QoS component, an application server selection scheme,

is supplemental to the first two components.

There are certainly other supports needed to guarantee QoS of mobile

applications. For example, the ISP backbone should support either Intserv or Diffserv

schemes to give better treatment of higher priority traffic. Also, special purpose

components such as proxy servers may be necessary for some applications. In our
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following discussion, we assume such support is already available, because in this

dissertation, we are focusing on issues unique to wireless networks.

In the remaining part of this chapter, we first review related work in section 3.2.

Then we present the design of WRSVP and HOPOVER in 3.3 and 3.4 respectively. In

3.5, we present the simulation results. Section 3.6 discusses issues and attributes of

WRSVP and HOPOVER. Finally, conclusion is given in 3.7.

3.2 Related Work

A lot of research work has been done in the area of providing QOS on data packet

networks, both for wired and wireless cases. We go through some of the most

representative ones.

3.2.1 Intserv and Diffserv

The two primary models for providing QOS in the Internet are Integrated services

(Intserv) and differentiated services (Diffserv). The essence of Intserv is to reserve

resources such as link bandwidth and buffer space for each individual flow so that QOS

can be guaranteed. The essence of Diffserv is to divide traffic into different classes and

give them differentiated treatment, resulting in better chance of meeting QoS requirement

for higher priority traffic.

In Intserv [61], there are four components: the signaling protocol (e.g. RSVP), the

admission control routine, the classifier and the packet scheduler. To receive QOS,

applications must set up the paths and reserve resources before transmitting packets. The

admission control routines decide whether such a request can be granted. The classifier
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resides on routers, and performs packet classification (based on header fields) on

incoming traffic. The packet scheduler then schedules the packets accordingly.

In Diffserv [62][63], the original IPv4’s “type of service” field is used to

differentiate traffic. Before sending out packets, applications should mark them according

to the desired service level. Or, ISP edge routers can mark them based on header fields.

Then inside the ISP networks, packets are treated differently. Since the way packets are

handled inside the network is unknown to users, ISPS have much flexibility in assigning

resources inside their networks.

Intserv leaves more control to customers while Diffserv gives it to ISPS. With

Intserv, the network only accepts traffic up to its capacity. Users will be able to know

immediately if the desired service is available or not. With Diffserv, they only receive

statistics from ISP about delivered traffic in pre—specified interval (hourly, daily or even

longer). The difference is most apparent when the chosen ISP suffers problems with their

network and becomes unable to provide required QOS. With Intserv, the application will

go to another ISP immediately due to failed resource reservation. With Diffserv, the

application will only go to another ISP when the degraded QOS is perceived.

We foresee in the near future, both Intserv and Diffserv will be widely used. From

the users’ point of View, there is not much requirement for Diffserv, because most of

time, the traffic is classified at the ingress routers of the ISP. But for Intserv, the required

support for signaling protocol (or resource reservation protocol) must be available from

the users’ backbone network.
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3.2.2 RSVP: Resource ReSerVation Protocol

Resource ReSerVation Protocol (RSVP) is a widely used resource reservation

protocol designed for wired networks. RSVP is useful in both Intserv and Diffserv. [64]

RSVP uses “flowspec” to describe the required resources. Admission control

looks at a new flow’s “flowspec” to decide whether or not to admit the flow. RSVP

requires senders to periodically send Path messages to their receivers. In a Path message,

the sender specifies the traffic characteristics of the flows it intends to send. These

characteristics are described in the form of token bucket filters. While the Path message

is being delivered, the routers along the path add their information to it. So, upon

received by a receiver, the Path message contains the route information from the sender

to the receiver. The receiver constructs a Reservation message, puts the token bucket

filter and its acceptable level of delay into the message, and then sends it along the path

indicated by the Path message (in reverse direction). If the network can handle this new

flow, it will be accepted and each router along the path reserves the required resources for

this flow. After that, the receiver periodically sends Refresh messages (contains similar

information as Reservation message) to the network to refresh the reservation. In the case

one or more routers along the route fail, the Path and Refresh messages will flow along a

new path created/chosen by the routing protocol of the network, thus the reservation is

retained.

RSVP is a nice solution to resource reservation. First, it is receiver initiated. It is

possible for a receiver to reserve resources according to its own need and its local

network condition. Second, it is easy to adjust the reservation dynamically according to

the change of the network condition because reservation is periodically refreshed. Third,

since only soft states are maintained in routers, it is not necessary to explicitly tear down
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flows. Instead, they will time out eventually and resources will be released. Forth, RSVP

supports multicast. Multiple senders can send to multiple receivers concurrently. RSVP

builds a multicast tree for each sender. For multiple senders, these trees are merged. In

many parts of these trees, receivers can share resources, so network utilization is

improved. Finally, “it adapts to changing multicast group membership” [57], which

means that it can automatically adjust the resources reserved in each router when flows

join or leave the multicast tree.

However, as we discussed earlier, RSVP was designed for wired networks, and it

is not straightforward to apply RSVP to wireless networks. Poor links and frequent

handoffs make the resource reservations unstable and sometimes unavailable.

3.2.3 Mobile IP

Traditionally, handoff schemes across networks are constructed based on Mobile

IP [30][3 8]. Mobile IP provides a simple and efficient solution to maintain IP connections

for MHS. It is a Proposed Standard Protocol by IETF, and it is widely used and supported

by current systems.

Mobile IP handles mobility as shown in Figure 5:

0 Every mobile host has a Home Agent (HA), which knows the MH’S

permanent IP address.

0 Every Site that wants to allow visitors creates a Foreign Agent (FA).

0 When a mobile host moves to a foreign network, it needs to register itself

with the FA and get assigned a care-of address (Step 1).
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o The FA notifies the HA of the mobile host’s current IP address, or care-of

address (Step 2). The FA also starts forwarding packets for the MH (Step

3).

0 When packets are sent to the MH’S home network (Step 4), the HA

forwards them to the current foreign network. At the same time, the HA

notifies the sender about the new location (Step 5.1 and 5.2).

o The sender then sends following packets directly to the new location (Step

6).

Mobile IP’s design principle was to support macro level mobility and slow

moving hosts. It requires that the HA be notified each time the MH receives a new care-
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off address, which happens when the MH moves into the foreign network or the MH

performs a handoff. Such requirement is OK when MHs move at low speed and handoffs

only happen at low frequency. However, as wireless communication evolves, the number

of mobile devices increases rapidly, and the use of high-speed moving mobile devices

becomes more and more popular. At the same time, to accommodate the increasingly

large number of devices, cells have to be designed smaller, thus result in even more

frequent handoffs for mobile devices. All of these made the design principle behind

mobile IP no longer suitable and the overhead associated with handoff too expensive.

3.2.4 Cellular IP

To provide a low-overhead handoff scheme, Cellular IP is proposed. [28][29]

Cellular IP adopts a hierarchical approach to manage mobility. At the higher level,

Mobile IP will still be used, and Cellular IP is used to handle lower level mobility.

More specifically, each Cellular IP wireless network has a Gateway Router (GW)

and all the Base Stations (BSS) use it. When a MH arrives a wireless network the first

time, traditional mobile IP operations are performed to inform its HA. Now all the

packets for the MH will be routed to the GW then to the MH. Later, when the MH moves

within the wireless network and performs handoffs, it only causes the gateway router to

change the base station to forward to. No operation with home agent is necessary. An

example is shown in Figure. 3. Here if MH moves from network A to B, Mobile IP will

be performed and the HA will be contacted. If MH moves inside network A, no contact

with its HA is necessary.
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Figure 6. Cellular IP2

A clear advantage of Cellular IP is that it greatly reduced the overhead associated

with handoff. At the same time, handoffs can be performed at higher speed and easier to

be made seamless since the new handoff process no longer involves contacting the home

agent.

However, Cellular IP did not provide solution for vertical handoffs directly. In

Cellular IP’s concept, any handoff between different networks is treated as macro-level

mobility and should be handled by Mobile IP. That forces a MH to register with new

network each time it connects to the new network. Without special measurements, all the

current transmission sessions of the MH will be lost.

3.2.5 BARWAN

The Bay Area Research Wireless Access Network (BARWAN) is a wide area

network project performed at University of California at Berkeley [6][31]. Using a

 

2 Figure adopted from [28]
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number of new backbone support mechanisms, BARWAN aims to help mobile devices

and applications to adapt quickly to changing network conditions as mobile devices

move. An important part of the project is a vertical handoff scheme.

BARWAN’S vertical handoff scheme is based on Mobile IP, but with some

modifications to make it fast and seamless. The procedure is as follows.

The HA for the MH creates a forwarding list, which is a multicast address.

It includes a small number of 885 and one of them is chosen by the MH to

be the “forwarding BS”. It is the BS that currently receives and forwards

packets for the MH.

The other BSs are “buffering 883”. They keep a small number of packets

for the MH in a circular buffer.

The MH detects if it is going to encounter a handoff by measuring the

strength of the BS beacon signals. If the beacon from current BS is

disappearing and the one from a neighboring BS become increasingly

strong, the MH will know a handoff is approaching.

When the MH detects such condition, it sends “start forwarding” packet to

the target BS it is moving to. This packet will make the new BS change

from buffering state into forwarding state. Is also sends a packet to the old

BS so it will change from forwarding to buffering state.

The new BS forwards the buffered packets that the mobile has not yet

received.

BARWAN improved handoff performance. However, its enormous overhead and

requirement of one multicast address for each MH make it an unrealistic approach in real
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life. Basically, BARWAN supports handoff by converting packet delivery mode from 1-1

to l-n. To support each mobile host, its packets are multicasted to a number of B83.

Considering the huge number of mobile devices today, clearly this is not a realistic

requirement. With IPv4, the limited number of multicast addresses simply has no way to

satisfy the requirement of so many mobile devices. IPv6 could be able to solve the

multicast address problem. But even so, the huge packet-transmitting burden placed on

the Internet backbone is still beyond the network’s ability.

3.2.6 Other Related work

[21] and [22] introduced the concept of wireless ATM. By setting up Virtual

channels and virtual paths, wireless ATM allows flows to reserve resources, and thus

ensure the required QOS. But there are several problems with that scheme. First, it does

not allow dynamic adjustment of reserved resources. Second, in wireless ATM, resource

reservations are sender initiated, instead of receiver initiated. It does not work well if the

sender is in the wired part and the receiver is in the wireless part of a heterogeneous

network. Under such circumstances, only the receiver knows the bottleneck: the

bandwidth available in the wireless part.

3.3 WRSVP: Wireless Resource ReserVation Protocol

The first component in SIMA for QOS assurance is a new resource reservation

protocol designed for wireless networks: Wireless Resource ReSerVation Protocol

(WRSVP).

To guarantee QOS of real-time flows, flows must be allowed to reserve network

resources. As we mentioned before, two big problems prevent RSVP from being used in
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wireless networks. One is the poor link problem, and the other is the handoff problem.

Poor link problem stems from the high bit error rate associated with wireless links. Such

poor links cause difficulties in reserving and refreshing resources. Handoff problem

occurs when the MH moves between cells. Without special care, the MH can suffer from

terminated flows due to un-established resource reservations in the new cell and along the

path from the new cell to the transmission parties.

These two problems are the most important motivation that we designed WRSVP.

Based on RSVP, it helps to solve these two problems and extend resource reservation to

wireless networks. At the same time, we try to provide mobile hosts more ability to make

use of dynamically changing bandwidth. In the following, we describe the design of

WRSVP. We discuss the case where MHs are receivers of the flows. If MHs are senders,

the case is similar or simpler. WRSVP has been published in [1]. For more detailed

description, readers are referred to that paper.

3.3.1 Solving poor link problem

Unlike wired links, wireless links have very high bit-error rates. If RSVP is used

in wireless networks, mobile host receivers will have trouble in both reserving and

refreshing resources. In RSVP, only when a reservation can NOT be made will the

receiver be notified. If a Reservation or Refresh message is lost, the MH that sent the

message will not be notified, thus it will falsely assume the reservation or refresh has

been successful. If several successive Refresh messages are lost, a flow may be torn

down automatically by the network, because the reservation will time out. Such problems

are ignored for wired networks, where links are much more reliable.
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To solve these problems, there are some obvious methods. One of them is to have

all the routers send back acknowledgment (Ack) messages to the MH receiver no matter

the reservation/refresh is successful or not. If the MH receives the Ask message(s) over a

pre-defined period of time, it knows that the Reservation/Refresh message has been

received. The drawback of this method is that it will increase the overhead and use much

bandwidth each time the MH refreshes the reservation. Another method is to use larger

reservation time out values in routers. It will certainly reduce the possibility of unwanted

automatic torn-down, but at the same time, resources will be wasted when the MH does

stop the reservation, because the MHS are not required to send explicit Release messages.

Moreover, even if the MHS do send, the messages can get lost in the wireless

environment.

WRSVP solves the poor link problem by separating the reservation process into

two parts. One part is between the MH receiver and the BS of the cell where the MH

stays, and the other part is between the BS and the wired network. In the wired part, we

let the BS do the refresh work for the MH, i.e. the BS periodically sends Refresh

messages to the wired network on behalf of the MH receiver. In the wireless part, we add

Ack messages to confirm message exchanges. We assume that a MH receiver wants to

keep its flows until it explicitly sends message to the BS to release them.

More specifically, it works as follows:

1. The MH receiver sends the first Reservation message to the BS.

2. If the BS can offer the required resources in local network (the cell), then

it forwards the requirement to the wired network.
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3. After a certain period of time (a predefined time out value), if no error

message is received from the network, the BS knows the reservation has

been accepted. It then sends an Ack message to the MH, indicating that

the reservation is successful. If one or more error messages are received

from the wired network, which means that the reservation has been

refused by the network, the BS also sends an Ack message to the MH,

indicating the failure of the reservation.

4. On the MH’S side, it waits for the Ack message from the BS. If after a

period of time (another predefined time out value), it receives no Ask

message and the flow it is waiting for does not come, then it knows

something went wrong with the transmission. It sends the Reservation

message again. The above process is repeated until an Ack message is

received from the BS (positive or negative) or the flow comes.

5. Once the reservation is made, the BS periodically refreshes it in the wired

network on behalf of the MH.

6. When the MH wants to terminate the flow, it sends a Release message to

the BS (Release is sent back even if the MH moved to another cell. That

case is discussed later). Again, Ack message from the BS to the MH is

used to guarantee that the BS can finally receive this Release message.

Upon receiving this message, the BS stops refreshing the flow, or sends an

explicit Release message to the wired network.
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Now MHS no longer need to periodically send Refresh messages. Thus, the

reservation overhead for the wireless part is greatly reduced, and more valuable wireless

bandwidth is saved. Also, unwanted automatic flow tom-downs are avoided.

3.3.2 Solving handoff problems

In current wireless networks, handoffs often introduce loss of packets, even

interruption of flows. For real-time services, it is undesirable, and often unacceptable.

With resource reservation, handoff handling becomes even more complicated. When a

MH enters another cell, the reservation information needs to be handed over to the new

cell’s BS. If the information cannot be transferred in time, the MH will suffer loss of

flows. One of WRSVP’S goals is to help to provide seamless handoffs, which means that

not only a flow will not be interrupted, but also the QoS is retained during the handoff

period.

Here we assume that all the BSS periodically broadcast beacons, a design feature

found in almost all modern wireless networks. By measuring the signal strengths of these

beacons, a MH can decide if it is going to encounter a handoff.

WRSVP helps to accomplish the handoff task via pre-reserving. When a MH

receiver finds that it is going to move out of the current cell, it decides the possible BSS it

is heading based on the beacon measurements, and pre-reserves resources along the paths

between the sender and those cells. When it arrives at the destination cell, it can start to

use the pre-reserved resources right away.

Apparently, to provide smooth handoffs, the handoff protocol in use needs to take

care of packet losses. A suggested and natural solution is buffering. To avoid loss of
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packets and interruption of flow, the MH can ask the chosen BS(S) to buffer some packets

for it. As soon as it enters the new cell, the new BS forwards the buffered packets to it.

Suppose the handoff support buffering, the detailed handoff procedures are

described below:

1. The MH that is going to encounter handoff chooses a small group of

neighboring BSS, and sends Pre-reservation messages to them (WRSVP

daemon). The neighboring BSS send back Ack messages to the MH to

confirm the reception of the Pre-reservation messages. The MH sends Pre-

reservation messages again if necessary.

. Upon receiving a Pre-reservation message, a BS WRSVP daemon makes

resource reservation using the information contained in the message, thus

adds itself to the resource reservation tree of the desired flow. Also, the

WRSVP daemon sends a Start-buffering packet to the handoff daemon on

the new cell. If the handoff daemon understands this packet, it can contact

the old BS to arrange packet forwarding and start buffering packets for the

MH.

. When the MH decides it is the time to handoff (this can be decided based

on the comparison of BS beacons’ strengths), it sends a handoff message

to the BS (handoff daemon) of the new cell it is moving to. The new BS

then begins forwarding packets to the MH.

. After the MH starts receiving packets from the new BS, it sends Release

message to the old BS (WRSVP daemon) and all other BSS that are

buffering for it.
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5. The BSS (WRSVP daemon) that received the Release message delete

themselves from the resource reservation tree they previously joined for

that MH by sending a Release message. Thus, the network releases those

reserved resources. Another possibility is that a Release message from the

MH gets lost. In that situation, a BS buffering for the MH will eventually

find that the MH is not moving to its cell, thus it releases the reservation.

It should be pointed out that we are taking advantage of RSVP’S ability to adapt to

changing multicast group membership. Although several BSS make reservation from

wired network, these reservations can usually be merged and will not cause much

additional burden to the network.

3.3.3 Improving wireless bandwidth utilization

Many mobile real-time applications are able to adapt to network conditions.

[55][56]. For example, layered encoding of video frames enables receivers to adjust the

bandwidth requirement by adjusting the size and quality of the frames they receive. For

such applications, it is desired that the network can notify the applications when available

resources change, so that they can do adjustments accordingly. In the above video

example, an application can receive bigger-size/higher-quality frames when there is more

available bandwidth and smaller-size/lower-quality frames when the network is busy.

To achieve such flexibility, we change the traffic bandwidth requirement in the

Reservation message (from a MH to a BS) into two token bucket filters representing the

minimum and desired upper-bound bandwidth requirements respectively. There can also

be other parameters such as range of allowed delay, jitter, or loss rate.
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Initially, the BS assigns to the flow the minimum required bandwidth and reserves

that amount of bandwidth in the wired network for the flow. If new wireless bandwidth

becomes available in the cell after the reservation is successfully made (which may due to

a newly left MH or a newly terminated flow), the BS sends an Ask-For-Add message to

the MH. If the MH accepts this offer, the BS refreshes the flow with the increased

bandwidth in the wired network. If the wired network can also offer the increased

bandwidth, then the MH begins to receive more bandwidth.

WRSVP also allows base stations to reduce bandwidth from a flow (but still

within the range of the flow’s acceptable bandwidth) later when there is new bandwidth

demand of higher priority.

Wireless links’ bandwidth is usually much lower than wired links, and it easily

becomes transmission bottleneck. With the above method, we can avoid idle bandwidth

and enhance the quality of real-time flows whenever possible.

3.3.4 Deployment Issues of WRSVP

3.3.4.1 Cooperating with regular RSVP components

For any new protocol, the expectation of a one-shot deployment everywhere is

unrealistic. A very important and highly desirable property is that the new protocol can

cooperate with the old network components. That allows a smooth, step-by-step

deployment. WRSVP follows this design philosophy.

All modifications WRSVP introduced to regular RSVP are local, and the

“interface” to other component of the network is unchanged. Only standard RSVP

packets are exchanged with other parts of the network. So for components outside of the
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WRSVP network (or network segment), the use of WRSVP is transparent. They only

need to understand the standard RSVP. The conversion from RSVP to WRSVP in one

network or part of a network will not affect other networks or other parts of the network.

Unlike wired networks where network components are fixed, wireless networks

have moving components: MHS. This gives WRSVP further requirements in deployment.

WRSVP BS should be prepared to provide service for regular RSVP MHS that are from

other networks. Similarly, WRSVP MHS should be prepared to work with regular RSVP

BSS when they travel to other networks. The procedures described in last section require

both MH and BS understand WRSVP and cooperate with each other. Fortunately, there

are options available for both BSS and MHS, so they can work with regular RSVP

counterpart.

BS part

When a Reservation packet is received from the MH, the BS can tell which

protocol is used: WRSVP or RSVP. They differ in the “protocol name” field in the

packet. If it is WRSVP, the BS can rely on the MH to follow the procedures discussed

above. Otherwise, the BS should follow the following corresponding options.

0 Do not send ack packets to the MH

0 Forward MH’S Reserve packet to the wired network

0 Refresh on behalf of the MH periodically

o Discard MH’s refresh packet

0 Send Release packet to the wired network if no Refresh packet is received

from the MH for a very long period. The length of the period is well

longer than expected in RSVP, and the consideration of several lost
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Refresh packets is included. Since regular RSVP does not require

mandatory Release, MHS may rely on the soft state in the network to

timeout.

With the above options, regular RSVP MHS will enjoy a far more reliable

reservation with the help of WRSVP BSS and not necessarily understand the new

protocol.

MH part

For a WRSVP MH, it can tell if a BS supports WRSVP after the first Reserve

packet is sent. If a WRSVP ack packet is sent back, a WRSVP BS is in place. Otherwise,

the BS supports only the regular RSVP. For a regular BS, MH should follow the normal

RSVP procedure. But when the MH is encountering a handoff, it can try to send Pre-

reserve packets to the neighboring cells. If fortunately, the targeting cell supports

WRSVP, the MH can expect a better service after it gets there.

3.3.4.2 Using base stations to help transmitting handoff control packets

In the process of handoff described in last section, to make the description easier

to understand, the MH is used to send Pre-reserve packets before the handoff and Release

packets afterwards. In fact, there is another option that uses the BSS to transmit those

packets. Before handoff, the MH chooses the neighbor cells and instructs the current BS

to send Pre-reserve to those cells. Since the BS knows all the resources currently reserved

for that MH, it is easy for the BS to generate such packet on behalf of the MH. After the

handoff, the MH furnishes the new BS with the buffering 883 information and instructs

the new BS to send Release message to the old BS and all the buffering BSS.
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The new option makes the process faster, more reliable, and it saves resources in

terms of processing power of MHS and wireless bandwidth. However, its use is limited

by the environments, especially when WRSVP is initially deployed and WRSVP BSS

coexist with RSVP BSS. Only if the old BS supports WRSVP, can MH rely on it to

transmit Pre-reserve packets; only if the new BS supports WRSVP, can the MH rely on it

to transmit the Release packets. When such support is unavailable, the MH should send

corresponding packets itself.

It is possible that a BS supports only regular RSVP, but a neighboring BS

supports WRSVP. So sending Pre-reserve packets give the MH the chance of a smooth

handoff.

3.3.5 Discussion

3.3.5.1 Querying MH position from routing daemon

For a regular RSVP MH, it is possible that the MH sends no Release packet to the

old cell after the MH handoffs to another cell. The current solution is to use the WRSVP

to monitor the Refresh packet from the MH. If no Refresh is received for very long time,

the resource will be released. This solution suffers from two problems. First, it causes

wasted resources since resources can only be released after long time. Second, even with

long timer, it is still possible that the release of resources is not safe or appropriate. For

example, by chance, the uplink (from MH to BS) is down but downlink (from BS to MH)

is working, the MH can fail to refresh for very long time but still actively receiving

packets.
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Table 1 WRSVP Options
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Table 2 WRSVP Parameters
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To overcome these problems, WRSVP daemon can query the Routing/Handoff

daemon. If the MH has moved to another cell, the local reserved resources can be

released and Release packet can be sent to the wired network. This method is very

simple, but it requires the help from routing/handoff daemon.

3.3.5.2 Properties of WRSVP

WRSVP retains all the advantages of RSVP. We repeat some of the most

important characteristics below. First, the resource reservation process is independent

with the choice of routing protocol. Second, flows keep soft state instead of hard state in

routers. These properties make the resource reservation process very flexible. No matter
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which routing protocol is used, resources can be adjusted automatically to deal with

network state changes. If a router fails, the routing protocol will route the Path and

Reserve packets using an alternatiVe route, thus new resources along the new route will

be reserved and the old resources will be released automatically due to timeout. Last,

WRSVP supports multicast, which is a key requirement for real-time services like web

broadcasting and web TV.

WRSVP have many parameters and options, which makes it suitable for different

environments. In addition, these parameters and options make the performance and

overhead of WRSVP flexibly adjustable. Table 1 and Table 2 summarize the effect of

these options and parameters.

3.3.6 Required support from handoff protocol

Clearly, WRSVP helps MHS in establishing resource reservation and maintaining

it during handoffs. But smooth handoffs could only be achieved if the handoff protocol

and WRSVP work together.

The required support from the handoff protocol include understand of Start-

buffering packet and MH position query from WRSVP. Another important support is for

MHS which do not understand WRSVP. In such cases, the handoff protocol should

invoke WRSVP actively. Otherwise, the reservation will not be made until the MH

realizes the loss of flows and starts the reservation process. The handoff protocol should

notify WRSVP about the MHs’ location change (entering and leaving of the cell)

promptly, so the reservation can be established or removed.

Only with such support, the most effective use of WRSVP can be ensured.
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3.4 HOPOVER: HandOff Protocol for OVERlay networks

In this section, we present the second QoS assurance component in SIMA,

HandOff Protocol for OVERlay networks (HOPOVER).

For most applications with QOS requirements, handoff support is critical. Without

proper support, handoffs could cause big gaps in packet streams. Sometimes, even

connections could be lost. As we mentioned in previous chapter, a lot of research work

has been done to improve the performance of horizontal handoffs.

[32][19][33][34][35][36][37][38][39][40][41] Many solutions can provide satisfactory

performance. However, much less effort has been spent on providing a fast, scalable and

smooth vertical handoff schemes. Up to now, most networks still support vertical handoff

through Mobil IP [30], which was designed to provide macro-level and slow moving

mobility. The scheme suffers from high overhead when high frequency handoffs are

needed. More importantly, it incurs big packet flow gaps. There are only few other

approaches and none of them get to extensive use due to their limitations and

shortcomings.

HOPOVER is our solution to this problem. It is low overhead, scalable and close

to seamless. The solution incurs low overhead, even when large number of MHS and BSS

are involved and frequent handoffs are performed. It is scalable: the overlay network is

easily expandable without affecting the performance of handoffs. Seamless means that

when a MH performs a handoff, its current sessions will not be interrupted, no user

interference is necessary and applications will not be affected. Perhaps no solution can

really guarantee seamless performance. To be modestly safe, we call our solution “close

to seamless”.

47



HOPOVER is designed to address both macro and micro level mobility. Vertical

handoffs represent macro level mobility and it involves many complex issues in the

process. Horizontal handoffs represent micro level mobility and are often easier to

support. The methods and approaches used in HOPOVER are suitable in both cases.

HOPOVE dynamically decides the appropriate action based on what kind of handoff it is

handling. Parts of the following discussion are applicable to vertical handoff only, and

they are easy to tell based on the context.

3.4.1 System model and overall approaches

The protocol is designed for overlay networks. Such network consists of a number

of layers of wireless networks. Each layer has many cells. Each cell has a base station

(BS) that connects mobile hosts (MHS) in the cell to the wired network.

Each layer of network in HOPOVER has a gateway router (GW) and all the

packets to or from that network go through it. The GW has complete knowledge of the

network topology.

In the design of HOPOVER, we applied the following approaches.

0 Mobile IP compatible: Mobile IP is the suggested standard by IETF, and

HOPOVER is designed to be compatible with it.

0 Resource reservation: the handoff process utilizes WRSVP to guarantee

that the flows will have required resources once the MH enters the new

cell/network.

o Buffering: To avoid loss of packets and interruption of flow, the MH can

ask the target BS to buffer some packets for it. As soon as it enters the

new cell, the new BS forwards the buffered packets to it. To be sure the
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sessions will not be interrupted, several nearby BSS can be instructed to

buffer packets for the MH simultaneously.

0 Advanced authenticate: This will reduce the time required for the MH to

prove its eligibility to receive service after it arrives at the new network.

0 Forwarding across different layers: When a MH vertically handoffs to

another layer, its packets can be forwarded to the new layer by the BS/GW

of the old layer.

0 Each MH has state information in the network (BS and GW), and such

information is forwarded to the new network when the MH performs

handoff. An example of such information is the MH’s resource reservation

status.

0 Data-driven process. Two GW routers contact each other and maintain

information for each other only when MHS perform handoffs between

them.

0 Contact home agent only when necessary. It is frequently the case that a

MH goes back and forth between two layers of networks for a number of

times. HOPOVER will not contact the HA each time a vertical handoff is

performed. Instead, it waits for a while, and only when it is sure that the

MH has entered into a stable condition in the new network, it contacts the

HA to have the care-of address (Foreign Agent) updated.

3.4.1.1 Beacons

In the BS/MH structure, an important feature is that each BS periodically

broadcast beacons to let MHS know its status. Each MH often receives multiple beacons
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from neighboring BSS or from different network layers. By comparing beacons’ strength,

MHS can decide if they will encounter handoffs. In the beacons of HOPOVER base

stations, network information such as bandwidth is included. Also, MHS can detect traffic

condition by observing the loss frequency of those beacons. Such information enables the

MHS to make the best selection from available services. Also, in the beacon the BS

broadcasts information such as public key information as required by other SIMA

components.

3.4.1.2 Authentication

Current authentication schemes usually require the newly arrived user to

exchange with the authentication server some “challenges” and answers, most

importantly the usemame and password. Such schemes are too slow for users who need

to access services immediately upon arrival, because it causes lost packets and

interrupted transmissions.

We integrate into the overlay handoff scheme an authentication method using

Kerberos [10]. At the MH’s home network, there is a Home Authentication Controller

(HA C). At each network the MH visits, there is a Foreign Authentication Controller

(FAC). For networks cooperating with each other, trust relationship between

authentication controllers are created beforehand. The MH receives a ticket from HAC

verifying that the MH is a legal user in the home network. That ticket is replaced

periodically. When the MH visits a foreign network, it presents that ticket to the FAC. If

the home network is trusted, the ticket will be accepted by the FAC immediately. This

scheme brings a number of benefits.
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o The user does not need to be a registered user for all the networks. If only

trust relations are created between its home network and foreign networks,

the user will be accepted by those networks.

0 The user does not need to present the password each time it gets into a

new network.

0 The authentication is much faster.

3.4.1.3 Pre-resource reservation using WRSVP

HOPOVER provides the support WRSVP requires from handoff protocol, which

includes processing of Start-buffering packet and MH position query, and actively

informing the WRSVP daemon about the MHS’ location changes.

With the help of WRSVP, HOPOVER can guarantee that not only the required

resources are available for an incoming MH, but also the resources along the path from

each sender to the MH are also reserved. The process will be clearer when we get into the

detail of the handoff process.

Remember, many MHS do not understand WRSVP. For them, the help from

handoff protocol is necessary to reserve resources in advance.

3.4.1.4 Cooperating with MobileIIP and packet forwarding

Mobile IP is the suggested standard by IETF, and HOPOVER is designed to be

compatible with it. After a handoff occurs, the new BS may send update to home agent

(HA), to update HA’s information of the FA.

In HOPOVER, HA is not contacted each time handoff occurs. A MH can move

between layers of network frequently. For example, when a postman delivers mail in a
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school campus, he needs to frequently go into and out of buildings. When he gets into a

building, he may choose to use the building network, when he gets out of a building, he

will need to use the campus network again. To contact his HA each time he switches

between building network and campus network is unnecessary.

Since we enabled forwarding across different network in HOPOVER, we can

contact HA only when “necessary”. We set up a grace period each time a handoff occurs,

only if the MH stays in the new network longer than the grace period, we conclude the

MH is now relatively stable and contact the HA. If before the timer expires, the MH

moves back to the previous network, no contact with the Mobile IP HA is performed.

3.4.2 Handoff process

Utilizing the approaches presented above, we have the following detailed handoff

process. We present the more complex vertical case. Horizontal case is simply part of it.

3.4.2.1 Handoff prepare

Handoff prepare process is started either by the MH or the wireless network. MH

can detect that it is going out of current cell or a better network is available in terms of

bandwidth and other factors. The wireless network can detect that the MH is now in a

boundary cell and is moving away from the network. The MH location information can

come from other sources such as GPS, and how to gather such information is not the job

of handoff protocol. The job of handoff protocol is to make best use of such information

when it is available. To simplify the description, we assume the handoff process is started

by the MH. If it is started by the network, the process is similar and simpler.
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. The MH chooses a small group of neighboring BSS and sends them a

Handoff-Prepare (HP) packet. An HP message includes the following

information: the IP address of the old BS, the IP address and location of

the MH, the MH’s Kerberos authentication ticket, and current resource

reservation information (including the protocol being used). Each BS

forwards the packet to its GW.

. The Kerberos server of the new network verifies the validity of the

authentication ticket. If it is invalid, a HP_NACK (negative Ack of the

HP) is sent to the MH, and no further prepare work will be performed.

. If it is valid, the GW sets routing state along the path from the GW to the

chosen BS(S). The detailed process of creating routing state depends on

the routing protocol being used.

. Based on what resource reservation protocol the MH is using (RSVP or

WRSVP), the BSS decides if WRSVP Pre-reservation is needed for the

MH. If it is, each of the BSS constructs a WRSVP Pre-reserve based on the

resource reservation information included in the HP packet. Then this Pre-

reserve packet is sent to the WRSVP daemon at each of the new BSS.

. Then with the help of WRSVP, resources in target cells and along the

path(s) from the MH’S current session sender(s) to the cell(s) are reserved.

. Each of the chosen BS allocates a piece of circular buffer for the MH and

prepares to buffer packets for the MH.
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7. Each of the new BS(S) sends the old BS a HP_ACK packet. Upon

receiving such a packet, the old BS adds the corresponding new BS to the

forward list for that MH and begins forwarding packets to the new BS.

By the end of these procedures, routing information along the path from the new

GW(S) to the new BS(S) is set up and packets have been buffered for'the MH. Also, with

the help of WRSVP, necessary resources have been reserved in the new cells and along

the path(s) from the MH’S session senders to the new BS(S). All of these guarantee a

smooth handoff.

3.4.2.2 Handoff

Only MH can decide if it is actually moving to another cell/network. The decision

is based on the comparison of BS beacons’ strength and other factors such as service and

cost in different networks. When the MH decided to handoff to another cell, the

following procedures are performed.

1. The MH sends a Handoff message to the BS of the cell to where it is

actually moving. The new BS then begins forwarding packets to the MH

including the buffered packets. An Handoff message includes the

following information: the IP address of the old BS, the IP address of the

new BS, the IP address of the MH, the IP addresses of the BSS the MH

used in handoff preparation phase, and the MH’s authentication ticket.

2. The new BS sends a Leave message to the old BS and all the “handoff

preparing” BSS.
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3. The old BS records the MH’s current network. Later packets will be

forwarded there. It stops forwarding packets to other BSS which are on the

forwarding list.

4. The Old BS notifies its GW about the leaving of the MH.

5. The old BS removes the MH from its “current MH” list. Also, it notifies

the WRSVP daemon about the leaving of the MH.

6. Other “handoff preparing” BSS remove the related routing information,

allocated buffers and buffered packets for the MH.
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Figure 7. Handoff Process in HOPOVER (part1)
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Figure 8. Handoff Process in HOPOVER (part2)

3.4.2.3 Updating Mobile IP information

After handoff, the previous BS maintains the forwarding address for the MH. To

avoid wasted resources and additional delay, the MH’s Mobile IP FA information should

be modified to reflect the MH’s current address.

1. After a handoff, both the old and new BSs set up a timer for the MH.

2. If after the timer expires, the MH is still in the new network. The new BS

sends Mobile IP update packet to the MH’s home agent, so the new BS

becomes the new FA for the MH. Also, the new BS notifies the old BS to

remove the forwarding information for that MH.
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3. If before the timer expires, the MH moves back to the previous network.

No contact with the Mobile IP HA is performed. Both timers are removed.

4. If before the timer expires, the MH moves to a third network. The second

BS sends Mobile IP update packet to the MH’s home agent to make itself

the new FA of the MH. At the same time, the second BS begins

monitoring the MH’s stay in the third network.

This whole process is shown in Figure 7 and Figure 8.

3.4.3 Utilizing HOPOVER for horizontal handoffs

The above discussion is for vertical handoffs, the case HOPOVER is designed

primarily for. HOPOVER can also be used for horizontal handoffs easily. Compared to

vertical handoffs, horizontal ones usually involve closer BSS, easier resource reservation

and simplified authentication (MH is moving in the same network). In short, it is a

simplified version of handoff problem.

In the horizontal case, since the BSS involved are in the same network, usually

there is no need for authentication. The job for GW is now simply setting routes to the

new BS. And in many times, it is on the same LAN as the original BS, so no change in

routing is needed.

To achieve smooth handoffs, resources still need to be reserved in the neighboring

cells before the handoff takes place. But given the fact that the related BSs are in the

same network, the resource reservation process can be expected to happen purely locally.

Resources on the path outside the local network should have already been reserved by the

MH when it is in the original cell.

57



Due to the short distance, to forward packets from the old BS to the new one is

easier too. If they are on the same LAN, it is possible that no forwarding is needed at all:

the new BS can receive the packet from the LAN already.

In summary, HOPOVER and WRSVP can be used to improve handoff

performance for both horizontal and vertical cases. In real use, HOPOVER adjusts the

process by comparing the IP addresses of current and new BSs.

3.5 Performance Evaluation

A set of simulations were rim to prove the effectiveness of the mechanisms we are

proposing with HOPVOER and WRSVP.

3.5.1 Simulation environment

The wireless testbed used in the experiment consists of two wireless LANS that

connects the GWs, B85 and the mobile host, and a 100M Fast Ethernet network that

connects the two GWs/BSS. The wireless communication devices are Aironet 802.11b

wireless devices that use Direct Sequence Spread Spectrum modulation technique to

provide reliable communication and to protect against eavesdropping. All hosts run the

Linux OS, kernel 2.2.14, which supports TCP/IP protocol package.

The machines used to simulate the overlay wireless network include two Pentium

II PCs and a Pentium 111 laptop. A natural arrangement would be to use two PCs as base

stations and the laptop as the mobile host. But to work as the mobile host which roams

between two different networks, the machine would have to have two wireless network

cards plugged in at the same time. Due to the space limitation of laptop’s PC card slots,

we had to use one of the PCs to work as the mobile host.
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The code for simulating gateway routers, home agent, mobile host and sender

were written in C++. On the mobile host machine, only one program was run. The

program simulated both the mobile host handoff daemon and a user sound player

application. Gateway program was run on the other two machines, so they played as both

the gateway routers and base stations. On another machine, we run a HA program and a

user sender program. The topology was shown in Figure 9.

To represent the transmission delay, packets to be transmitted are placed in a

queue and held until the delivery time. The 888 used circular buffer to hold packets for

the MHS. Since the buffer is circular, only the newest packets are kept and the old ones

dropped.
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3.5.2 Soft and hard handoffs

We experimented with two kinds of handoffs: soft and hard. A soft handoff is

caused by the moving of MH. In this case, gradually, signals of the current BS become

weak and those from the new BS become strong. This is the most common case. Hard

handoffs happen less frequently, which is caused by the sudden change of links. For

example, strong interferences could make the signals from a specific BS temporarily

unavailable. In such cases, the MH is forced to switch to a new BS immediately.

To simulate soft handoffs is not an easy task. Generally, wireless link layer

condition is physically determined by characteristics such as frequency, distance, noise

and so on. It is difficult to quantify all the elements and the associated level of errors. A

natural idea would be to move the MH between the two BSs, so it hands off to the closest

BS in the movement. But this idea fails in reality, because in such short distance as in one

room, the wireless link is always highly reliable. Also, it is difficult to get the movement

ofMH into an accurately repeating pattern so the results are comparable.

In our experiments, we designed a controllable error model to manually introduce

packet losses. As just mentioned, the links of the wireless LAN in short distance can be

considered 100% reliable, so only the errors generated by the error model would affect

the transmission. In our model, the error rate in each BS changes periodically, to

represent different distances with the MH. We simulated the case that the MH is moving

back and forth between those two BSS, so we set the two BSS to have same error change

period, but different phases. That is, when the error rate is at the highest point in one BS,

it is at the lowest point in the other BS. In other words, when the MH is closest to one

BS, it is farthest away from the other one.
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The controllable error model was implemented by modifying the Aironet wireless

device driver, which is a loadable Linux kernel module. It can be easily integrated into

the kernel or detached from it by using insmod and rmmod commands respectively. With

this error mode, a packet will be discarded by the BS if the error generator determines

that an error has occurred.

To simulate hard handoffs is much easier. In our experiments, a hard handoff was

introduced by running a shell script that turns on and off the two Aironet cards with

adjustable interval. Aironet provides an interface for controlling the wireless cards in

/proc/aironet directory. A card can be turned off using the command “echo Radio: off >

/proc/aironet/ethX/Config” . Here X = 0 or 1 depending on the interface to be shut down.

Similarly, “echo Radio: on > /proc/aironet/ethX/Config” can be used to turn a card back

011.

3.5.3 Sound file and sound player

In the experiments, a WAV format sound file was transmitted. The WAV file is a

3-minute long real human talk and downloaded from the Web. It was sent from the

sender to the MH sound player simulator using UDP. A log file was used to record

information for all the packets received, such as time and packet number. Also, the sound

player simulator recorded the number of packets lost and missed time slots (explained

below). The player simulator used a playback buffer and the packets were played back

with a small period delay to reduce gitter. Both methods are common approaches to

enhance playback quality.
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Table 3.HOPOVER Metrics and Parameters

 

Metric or Parameter Meaning
 

Lost packets Number of packets lost duringtransmission
 

Missed slots Number of time points at which a packet needs to

be played but there is no packet in the playback

buffer
 

Packet interval The time interval between two consequent

packets, it decides the sending speed
 

Playback buffer size The size of buffer where packets are stored until

being played
 

BS buffer size The size of buffer where the BS temporarily holds

packets for the MH
 

Playback delay The delay of playback. It allows the receiver to

accumulate more packets before starting

playback, thus the chance of missing playback

slots becomes smaller.
  Remote host distance  The distance of sender and homeagent.
 

3.5.4 Metrics and parameters

Before we describe the results, we summarize the metrics and parameters used in

the experiments in Table 3. Packet interval indicates how fast packets are sent from the

sender. It is also the frequency at which packets are played back. The playback buffer

size and BS buffer size are measured in seconds instead of bytes. The actual size of the

buffer (in packets or bytes) depends on how fast the packets are played back. If the

playback buffer size is one second and packets are played back at 50 packets/sec, then the

buffer can hold 50 packets. Missed slots indicated the number of time points at which a

packet needs to be played but there is no packet in the playback buffer.

To simplify the simulation, we used “Remote host distance” to represent the

distance (in one-way time length) of both the sender and home agent.
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3.5.5 Simulation results and analysis

The following default parameters are used in the simulations unless specified

otherwise. The handoff threshold is the loss of 10 consecutive beacons. The packets are

sent at 50/second frequency, and the play back delay is 0.1 second. When HOPOVER is

not used, handoff depends of mobile IP only.

In observing the experiments results, we found that packet losses and missed slots

rarely happens in normal transmission. Most of them are caused by handoffs. So instead

of the total packet losses and missed slots, we draw the average numbers caused by each

handoff.

With appropriate setting, e.g. sufficient buffer, HOPOVER can cut the numbers of

lost packets and missed slot by 80% or even more. The result is especially apparent when

the sender and home agent is far way, the case HOPOVER is designed for.

3.5.5.1 Soft handoff simulation results

The results of sofi handoff are shown in Figure 10. and Figure 11.

Figure 10 shows effect of playback buffer size. The playback buffer size changes

from 0.] (very small) to 1 second (very big). BS buffer is half the size of playback buffer,

which is a reasonable number for resource allocation. The playback delay is 0.1 seconds

and the remote host distance is 150 milliseconds. As expected, the number of lost packets

and missed slots decrease as the size of playback buffer gets bigger. When HOPOVER is

not used, the decrease is very steady. When HOPOVER is used, there is an elbow point

where buffer size is 0.25 seconds. The effect of HOPOVER is more apparent when the

buffer size is larger. As can be seen, HOPOVER cuts the number of lost packets/missed

slots by about 70%. Even with very small buffer, the effect is about 60%. Without
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HOPOVER, the gap caused by each handoff is 0.8 to 0.9 seconds, which is apparent to

human ears. With HOPOVER, the gap is reduced to 0.2 to 0.4 seconds.
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Figure 11. Effect of Remote host distance in soft handoffs

Figure 11 shows effect of remote host distance. The remote host distance changes

from 50 milliseconds (very close) to 300 milliseconds (very far away). The playback

delay is 0.1 seconds. As expected, the number of lost packets and missed slots increase as

the distance of remote hosts gets bigger. But with HOPOVER the increase is much
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slower. As can be seen, without HOPOVER, the gap caused by each handoff increased

from 0.53 to 1.41 seconds, nearly a triple. With HOPOVER, the change is only from 0.26

to 0.31 seconds. With very close HA and sender, HOPOVER cut the gap by about 50%;

with very far away condition, the cut is nearly 80%. With HOPOVER, since the packets

sent to old BS are not lost, QoS becomes less sensitive to the distance of sender and HA.
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Figure 13. Effect of Remote host distance in hard handoffs
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3.5.5.2 Hard handoff simulation results

Figure 12 and Figure 13 show the results of the hard handoff experiments. The

same settings and parameters are used as in soft handoff experiments.

Nearly identical change and trends are observed as in soft handoff experiments,

except this time the number of lost packets are larger. This is reasonable: since the

handoffs are caused by sudden termination of interfaces, once the handoff happens, no

packets will be available from the old link. In the case of soft handoff, the old link could

still forward some packets even at high packet lose rate.

3.5.6 Overhead analysis

The overhead of HOPOVER mainly includes the following parts:

1. Handoffpackets exchange

2. Processing power and spaced used by buffering and forwarding operations

at B85

3. Resources occupied by pre-reservation in targeting cell and reservation

with neighboring networks.

The first part of HOPOVER overhead includes the necessary packet exchange

between MHs, B83 and GWs. In the whole handoff process, the following packets will be

exchanged (assuming vertical case):

1. MH sends “Handoff-Prepares” to possible BSs, then they are forwarded to

corresponding GWs

2. “RSVP reserve” sent to the network by each of the possible B88

3. “HP_ACK” packets sent to old GW

4. MH sends an “Handoff” message to the new BS
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5. New BS sends a “Leave” message to the old BS and all other preparing

BSS.

6. Possible Mobile IP update packet sent to the HA

Packet 4 and 6 are also used by regular mobile IP. Packet 5 is a single packet.

Numbers of Packet 1 and 3 are limited by the possible number of neighboring cells. The

number is unlikely to be more than 3 for each packet. Numbers of Packet 2 are limited by

RSVP. RSVP merges reservations along the tree routed at the sender. Once a reservation

is satisfied at one point of the network, the reservation is no longer forwarded upwards

because the up-links must already have the necessary resource reserved. The conclusion

of the above analysis is that the additional packet introduced to the network is very

limited and will not consume much bandwidth.

In analyzing the second part of HOPOVER overhead, we point out that as part of

the wired network backbone, BSs usually hold much more processing power and space

than those of MHs. In addition, more resources can be added as necessary since there is

no space limitation. As the processors become more powerful and memory technology

advances rapidly, we don not anticipate this part of HOPOVER overhead to be an issue.

The last part of HOPOVER overhead also poses no big concern due to two

reasons. First, it is limited by the possible number of neighboring cells. Usually the

number is very small. Second, the overhead is mitigated greatly by the use of

WRSVP/RSVP structure again. Although several BSs make reservation from wired

network, the common part of the reservations is merged. So, the overhead is usually

limited to the BSS, where we argue resources can be added with little effort.
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3.6 Discussion

3.6.1 Handoff among more than two networks

As we mentioned earlier, a grace period timer is used to decide if the new GW

should contact the MH’s home agent. The underlying assumption is that if the MH leaves

the new network before the timer expires, it is moving back the original network, so there

is no need for contacting the HA. An interesting case is that the MH moves to a third

network. That is, a MH moves form network A to B, and before the timer expires, moves

to C again. Now, which network should work as the MH’s FA?

With HOPOVER, the new BS of B should make itself the FA of the MH. This

way, we limit the packets to be forwarded at most once (from one network to another

network) and we give the MH a chance of moving back to B in short time.

The other possibilities would be to use either BS_A or BS_C as the FA. Using

BS_A means we do not modify the FA information until the MH is stable. The problem

with it is that we could have a long forward link if the MH keeps jumping from network

to network. Using BS_C gets packets sent directly to the newest network. The problem

with this approach is that it can result in very frequent Mobile IP updates.

We made the decision based on the following observation. For inactive MHS,

those handoff infrequently from network to network, they stay in a network for long time.

So their current network will finally become their FA. For active MHS, those handoff

frequently from network to network, they say in a network for short time. But usually that

happens when the MH “bounces” between two layers of networks. The MH goes to the

lower network when it is available and goes up when the lower network becomes

unavailable. Using the example of postman again, most of the time, he utilizes the
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campus network. But when he enters a building, he utilizes the building network for

faster service and better bandwidth. Each time he switches to a building network, he just

stays for a short time. Making the building network his FA is apparently not a good

choice. Instead, a better solution is to maintain the campus network his FA and forward

his packets to the building network when necessary. This way, the packets need to be

forwarded at most once and his state is much more stable. In addition, we save both

bandwidth and processing work associated with the Mobile IP control packets.

3.6.2 Using separate HOPOVER and WRSVP component

HOPOVER and WRSVP protocols consist of components on MH, BS and GW.

The design of HOPOVER and WRSVP made each entity independent and compatible

with open standards such as Mobile IP and RSVP, so HOPOVER- or WRSVP- installed

components can work in mixed environments.

For MHS, they can decide if a BS supports HOPOVER or WRSVP from the

beacons. When they found HOPOVER or WRSVP aware BSs, they will enjoy the

enhanced service.

For BSs and GWs, the upgrade to HOPOVER and WRSVP benefits all MHS, not

just those HOPOVER or WRSVP aware ones. For old MHS, they may just find that

resource reservations become more stable and handoffs smoother. The reason is that

WRSVP BS daemons help to establish and refresh resource reservations; and HOPOVER

BSs help in resource pre-reservation, buffering and forwarding packets.

The independent feature of those entities allows the deployment of WRSVP and

HOPOVER to be performed gradually, which is a critical requirement for any new

protocol to be adopted.
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3.7 Conclusion

In this chapter, we presented the first and second components of SIMA in

ensuring QoS: WRSVP and HOPOVER.

In wired networks, no matter with Intserv or Diffserv, QoS is essentially provided

by allocating abundant resources (bandwidth, buffer, processing power etc.) to higher

priority traffic. If only such resources are available, usually packets can be delivered as

required. In wireless networks, having enough resources is still critical for QoS. But in

addition to that, there is an equally important factor, which is the performance of

handoffs. Without enough resources, no QoS can be talked about. Without a good

handoff scheme, no QoS can be sustained after a handoff takes place.

Correspondingly, in SIMA, QoS assurance is provided primarily by WRSVP and

HOPOVER, addressing resource reservation and handoff respectively.

To guarantee QoS of real-time flows, flows must be allowed to reserve network

resources. But two big problems prevent the most widely used resource reservation

protocol, RSVP, from being used in wireless networks. One is the poor link problem, and

the other is the handoff problem. Poor link problem stems from the high bit error rate

associated with wireless links. Such poor links cause difficulties in reserving and

refreshing resources. Handoff problem occurs when the MH moves between cells.

Without special care, the MH can suffer from terminated flows due to un-established

resource reservations in the new cell and along the path from the new cell to the

transmission parties.

WRSVP solves the poor link problem by separating resource reservation into

wired and wireless parts and by adding Ack messages into wireless message exchanges.
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Using pre-reserving in neighbor cells, WRSVP protects flow reservations from handoffs,

both in the cell and along the path. Resource reservation becomes a natural part of

handoff.

In wireless networks, handoffs often cause severe QoS damage. Users could

experience an apparent interruption, or sometime even the connection could get lost.

HOPOVER enables smooth handoffs intra- and inter-network, and it is compatible with

mobile IP. HOPOVER helps mobile devices using the following measurements:

facilitating WRSVP to pre-reserve resources in the new cell and along the path from the

new cell to the flow transmission parties; authenticating in advance of the actual handoff;

buffering in the new network for the MH and forwarding packets from the old network to

the new network. With these methods, HOPOVER significantly enhances handoff

performance.

Our simulation results proved the effectiveness of these measurements.

HOPOVER significantly reduces the gap caused by each handoff. The effectiveness of

HOPOVER is most apparent when the sender and home agent are far away, the case QoS

improvement is needed the most.

71



4 Server Selection In Wireless Networks

SIMA has three QoS assurance components, WRSVP, HOPOVER and a server

selection scheme. The first two components have been described in Chapter 3. In this

chapter, we present the third one.

4.1 Background

Network services often suffer degraded availability and response time as they

become popular. This problem is painfully evident in the Internet, where individual

servers and network links are ofien swamped with tremendous, global service demands.

To solve the problem, an effective way is to provide replicated servers to share the

working load. With multiple replicated servers running simultaneously, the number of

requests serviced by each server is reduced and a reasonable response time could be

achieved. Also, resources such as bandwidth are utilized more efficiently, since requests

can be handled by nearby server(s). From the point of view of clients, properly placed

replicated servers increase network proximity and thus enhance service availability and

reduce access latency they perceive.

Traditional solutions can be roughly divided into two categories. Client side

approaches often require clients probe for best server each time service is wanted. Server

side approaches select next server based on workload and other server side consideration.

Mobile hosts usually possess lower computing power and slower link than wired

nodes. In addition, mobile hosts encounter handoffs. As the result, they are more sensible

to quality of the service, and an appropriately selected server is of even more importance

than in wired networks.
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The attributes of mobile hosts also poses more stringent requirement on server

selection mechanisms than in wired networks. Mobile hosts possess limited resources in

computing and bandwidth, so they can hardly participate in server probing processes. The

desirable solution should involve the mobile hosts as little as possible. Mobile hosts could

encounter handoffs frequently. If the MH stays with the same server all the time, their

changing location could make their chosen server no longer a good choice. This is

particularly true for vertical handoffs. Different networks could use different ISPS, thus

the network condition and topology could change significantly afier a handoff. Due to the

possibly frequent handoffs, a very fast and low overhead solution is needed.

We proposed a new server selection mechanism named smart server selection

(S3). The central idea is to utilize the client side DNS and router jointly to decide the best

server for the clients. Our simulation shows that this method significantly saves network

resources and improves service quality perceived by end users.

S3 has been published in [3], and was a joint work by Wenting Tang and the

author of this dissertation. The idea of querying a router from the client DNS was the

result of several discussions. The detailed design of S3 mechanism, as well as the design

and implementation of the simulations were all joint work. The integration of S3 into

SIMA structure is the author’s own work.

In the remaining part of this chapter, we first review related work in Section 4.2,

then we present the design of S3 in 4.3. Section 4.4 presents the way S3 is integrated into

SIMA. In 4.5, we discuss the properties of S3 and some related issues. In Section 4.6, we

discuss the design and results of our simulation, and finally in 4.7, conclusion is given.
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4.2 Related Work

Many methods attacking the server selection problem have been proposed. They

can be divided into two categories depending on where the server selection is performed,

the server side or the client side.

4.2.1 Server side approaches

In server side approaches, server side network services gather information and

make a decision. An example of server side approach is Cisco Distributed Director [44].

The advantage of server approaches is that they do not need changes to be made at the

client network. All work is done by the service provider. The disadvantage is that the

service provider needs to purchase and maintain special devices. Also, such an approach

generally suffers a linear increment in cost as the number of replicated servers increase.

In a long run, such a problem (finding nearby replicated servers) should be addressed at

the client side, which will make support global replicated services much easier for the

content providers. Server side approaches often focus on load balancing and resource

utilization, but they hardly address the different needs of each individual client.

4.2.2 Client side approaches

In client side approaches, client applications/network services collect information

from networks and replicated servers, and make a server selection. Based on the manner

and time server information is collected, client side approaches can be further divided

into static methods and dynamic ones.

In static methods, e.g. [81][82], server information is collected beforehand. Due to

the feature of static methods. frequently, the metric being used is the distance in hops to

each server, because it is stable over longer period. Static server selection scheme is used
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in the distribution of network news using NNTP (Network News Transfer Protocol).

Round robin selection using DNS can be classified as static. In such a configuration, the

DNS server maintains a list of IP addresses and answers IP requests in a round robin

fashion from this list.

Dynamic methods, e.g. [83], find good service providers without a prior

knowledge of server location or network topology. It is assumed that the client has been

provided with a list of IP addresses of servers. When a client wants to connect to the

service, it measures the performance of the candidate servers and selects the best one.

Since the measurement takes place real-timely, the metric can be response time and

latency, which represent the current network condition.

Dynamic server selection often provides significantly improved response time for

users when compared with static server assignment policies (which are ofien purely based

on network distance in hops). Many times, dynamic server selection also helps overall

data traffic distribution in the network, since clients are given the chance to avoid

congested network segments. Certainly, dynamic server selection pays extra cost in

runtime measurement. It introduces overhead to the clients, and costs additional traffic to

the network.

Smart Clients [54], probabilistic model [48] and automatic selection [47] provide

application-level implementation to collect the metric and make server selection. The

SONAR service [49] is a special server that prioritizes a list of IP addresses for a client

according to the information it collected. The first three mechanisms force the

applications to do the redundant work, thus waste resources. The last one requires the
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applications to be configured with the special server information. All of these

mechanisms are not transparent to applications and it limited their usability.

4.3 $3 - Smart Server Selection

Our method, Smart server selection utilizes client side DNS server [72][73] and

routing metrics to help server selection. DNS has been used to help server selection

before, but in most cases, a round-robin method is used. In such a setting, the DNS server

keeps an IP address pool of the target service, each lP representing a server. When client

queries come in, these IP addresses are returned following the round-robin sequence.

The unique point of DNS is to utilize routing information combined with DNS

server. Updated routing information is kept in addition to the IP addresses, thus the

clients can query based on their preferences. The combination of DNS server and routing

information makes S3 exceptionally efficient and accurate.

4.3.1 Utilizing DNS server and routing metrics in server selection

In S3, all replicated servers are aliased to the same DNS name. When a client

accesses the service, the client DNS select from the IP address pool corresponding to the

replicated servers and return the server address best matching the user's preference, such

as shortest path or shortest latency.

In order to select a server based on shortest path or latency, the DNS server must

know routing information leading to different servers. However, such information is only

available from the routers. Routers know the metrics of the routes corresponding to each

IP address but they have no idea which IP addresses are providing same services. This is

only known by DNS.
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To solve the server selection problem, a mechanism is needed to enable DNS

servers and routers to communicate with each other. We have proposed router extensions

to support a route metric query for IP addresses. Extensions to current DNS are proposed

to allow it collect and cache routing metrics and select the best server. We name the

mechanism Smart Server Selection (S3).

S3 removes the need of individual server probes performed by each client. This

not just avoids redundant work. More importantly, it avoids remote information

exchanges. S3 also takes advantage of DNS's role in the activity of accessing the

replicated service. Due to the popularity of the replicated services, it is very likely that

multiple hosts access the same service within a short period of time. When that happens,

the routing metric information to the service cached in the DNS can be shared by

multiple DNS queries, and therefore reduce the number of routing metric queries and the

DNS server response time.

Our simulation results show that S3 provides substantial performance

improvement over the DNS round robin approach, which is the default method of server

selection, both in terms of the number of hops used and total latency experienced. The

overhead analysis shows that the overhead introduced by our routing metric collection

scheme is negligible.

S3 is a general solution for server selection. It can be used for both wired and

wirelessclients. But comparing to other methods, S3 is particularly suitable for wireless

networks. S3 performs server selection without involvement of the client, which saves

valuable wireless resources. More importantly, the whole process of S3 server selection

involves no remote information exchange, which makes the process extremely fast. This
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is a critical requirement for a smooth handoff. With S3 support, SIMA allows mobile

clients to be always connected to the best server, even while they move. All the process

of server selection and switching to the new server happen in the background and is

transparent to the clients.

S3 is a client side approach but it is different with existing approaches:

0 The Client DNS server is the central point to collect and prioritize the IP

addresses. Such an extension has three advantages: 1) It avoids redundant

work from individual applications. 2) The extension is transparent to the

client application. 3) More information may be collected by the DNS, such

as geographical location of servers [46].

- Efficiency of metric collection process is improved by directly querying

the routing tables. This reduces the overhead and improves the DNS

response time.

S3 operates as follows:

1. The server side DNS maps a DNS name to all replicated servers' IP addresses.

2. When a client DNS asks for the name-to-IP-address mapping for the

replicated services (DNS name), the server DNS sends all available IP

addresses to the client DNS.

3. When a host sends a domain name query to the client DNS, the client DNS

examines whether multiple addresses for this service are available. If multiple

addresses are available and the metric is not cached, the client DNS sends a

query to collect necessary routing metrics.
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4. The DNS selects a server according to the route metric it collected from the

routers and other information available to DNS servers (such as the

geographical distance between the client and the replicated servers) and

returns the selected IP address to the host.

4.3.2 Collecting routing metrics

The DNS needs to query a router that has full knowledge of Internet routes, which

is usually a BGP (Border Gateway Protocol) router [45]. We propose two different

approaches for this job. The approach to use depends on the conditions of the local

network.

4.3.2.1 Query the gateway router

In the first approach, we assume that the client DNS knows at least one gateway

router when it is configured. Armed with such information, the DNS sends queries

directly to this gateway router. The gateway router searches its routing table and supplies

necessary information to the DNS. The DNS needs to find the gateway router through

other means, and is probably configured manually. A daemon runs on both the DNS and

the gateway router, which will allow them to communicate with each other. The daemon

on the DNS enables the sending of routing information queries and the one on the

gateway router accepts such queries and sends responses back to the DNS. The main

advantage of this approach is the ease of deployment. Only the gateway router needs to

be upgraded to support the routing metric query. All other routers need not be upgraded.

A technical issue arises if one replicated server is in the same Autonomous

System (AS) and may be reached without passing through the gateway router. In this

79



case, the gateway router may not know the routing metric from the DNS to the replicated

server. This is the case where OSPF (Open Shortest Path First) [50] is used as the Interior

Gateway Protocol (1GP) and the gateway router is in a different area than the DNS. The

gateway router provides routing metrics based on the routes from itself to the replicated

servers, which may be different from what is perceived by the DNS and the actual clients.

Fortunately, since the difference is only for routes inside the same AS, the inaccuracy

will not likely cause noticeable performance degradation.

4.3.2.2 Query the directly attached router

In the second approach, the DNS may send a query to the router to which it is

directly attached (default router) to obtain the routing metric information. This approach

relieves the requirement of DNS's knowledge of the gateway router.

We extended ICMP (Internet Control Message Protocol) [52] to support such a

mechanism instead of developing a brand new protocol because ICMP is implemented on

every router and such a mechanism is a natural extension of ICMP.

The ICMP packet header has a “Packet Type" field. We extended ICMP to make

use of two currently obsolete packet types: type 15 (“information request") and 16

(“information reply"). We specify that routing queries from the DNS use ICMP packet

type 15 and responses from the router use type 16. The scenario of a routing information

collection is described as follows:

1. In a query packet, the DNS sets the packet type to 15 and specifies in

the packet body the IP addresses and the routing metric for which it is

looking (hops, latency or others). Then, it sends the packet to its default

router.
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Upon receiving such a query, a router looks up its own routing table. If

it can provide all the required information, it replies to the DNS.

Otherwise, it fills the information available in the ICMP packet and

forwards the packet along the default path to its default router, if there

is one.

The upper level router tries to find the missing information. It will not

overwrite or repeat the information that is supplied by lower level

routers.

This process continues until a router supplies the last piece of

information. This router creates and sends a reply packet (ICMP type

16) to the DNS. The query packet eventually reaches an EGP router if

some routing information about destinations outside the AS is

requested. If there is no default path on a router and the information is

still not complete, then it means some IP addresses are not reachable

from that network. This router may safely send a reply to the DNS.

4.3.2.3 Comparison of the two approaches

The second approach has obvious and important advantages over the first

approach. First, it relieves the requirement of DNS's knowledge of the “working" router

address. It is completely transparent to the network and DNS administrators, and it works

independently of the routing protocol used. Second, it results in highly accurate routing

metrics because ICMP packets go through the path that the data packets to those IP

addresses are actually forwarded. Third, because it queries IGP routers, the problem of

the first approach is addressed. Last, because ICMP extension provides a way to collect
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route metric for multiple IP addresses, this service can be exploited by other servers or

hosts too. Compared to the first approach, the second one involves all the routers along

the default path up to a router where all routing metric can be supplied. All these routers

need to be upgraded to support the new ICMP functions. This may result in longer

deployment, and more investment. These two approaches are complementary to each

other. The first approach may be deployed quickly, while the second one should be used

when enough new ICMP function enabled routers are available.

4.3.3 DNS extensions

DNS servers are extended to handle routing metric queries. The DNS cache

entries will also be extended to store routing metrics. Under the current approach, the

selection criteria based on the available metrics is configured in a central place: the DNS

server. Technically it is easy to let the host or application specify the selection criteria (by

applying different weights to each criteria), however, this will lead to the extension of the

DNS protocol. At this point, it is not clear if such an extension is necessary.

4.4 Supporting Server Selection in SIMA

S3 is integrated into the SIMA structure. For MH in static status, S3 works with

no difference as in wired networks. However, for mobile hosts performing handoffs,

special measurements must be applied. SIMA support for S3 mainly focuses on handoffs,

and the support consists of two parts: on the wired backbone and on mobile devices.
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4.4.1 Backbone part

The server selection job is mainly carried out by the wired backbone components,

which include the BS, the DNS and the router. For DNS and router, they run regular S3

protocol. For the BS, it performs the following tasks.

0 Keep track of the MH’s status of server selection, so the BS knows all the

domain names the MH queried and the corresponding IP addresses in use.

This requires the BS to monitor all the MH’s DNS queries.

0 Each time a handoff happens, the MH’s server selection status is

transferred to the new BS.

0 The BS queries the new DNS for the domain names, and records the new

results. Here, regular S3 is used to perform the server selection and the

client’s server preference such as number of hops or cost is used.

0 If a better server is found, the BS sends an “Application server change”

packet to the MH with the new server information.

4.4.2 Mobile host part

The requirements of mobile hosts are the appropriate processing of S3 packets

and SIMA “Application server change” packets. First of all, a MH needs to understand

S3 in order to query the server address according to its preference such as number of hops

or cost. In addition, the mobile host should be able to handle the “Application server

change” packets at handoffs. The MH keeps an IP addresses buffer for DNS queries.

When an “Application server change” packet is received, the buffer is updated

accordingly. So next time an application queries the IP address of its server, the address

in the buffer will be used directly if it is still in its valid period.
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4.5 Discussion

The design of S3 is quite unique, which makes S3 a fast, efficient and low cost

solution.

4.5.1 S3 is both static and dynamic

S3 is not purely static or dynamic, instead it is somewhere in the between. The

clients are not required to perform server probe each time they make a connection. From

this point, S3 is similar to static methods. Server information is always up to date, and it

includes not only stable information such as distance but also real-time information such

as latency. From this point, S3 is similar to dynamic methods.

In short, S3 enables server selection based on fresh, dynamic information without

incurring the overhead of client probing.

4.5.2 S3 is suitable for mobile clients

Traditional approaches choose the best server either at the server side or the client

side. They come across difficulties in wireless networks due to two fundamental

properties of mobile applications.

The first property is that the clients always move around and the topology and

network condition always change. For traditional client side approaches, the information

collected by MH’s becomes invalid very quickly. Frequently, the client chooses a best

server in one cell, and then moves to another cell where that server becomes a bad

selection. Server side approaches are affected also, because they assign server based on

current traffic and network condition. With changing topology, such information is of

little help to predict the condition in the next time frame.
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The other property is that clients are of limited computing and bandwidth

resources. Many existing methods probe the current network condition in making server

selection decisions. Wireless clients’ limited resources make such probe hard to perform.

With S3, these two problems are avoided. Now each time a client performs

handoff, a new server can be chosen automatically. Since it is always provided by the

current network (the router, which is in the best place to observe the network condition),

the information is always correct and up-to-date. There is no need of the client’s

participation, the mobile clients’ limited resources no longer pose a difficulty.

4.5.3 Server load consideration

Server load is an issue closely related to server selection. Intuitively, server load

should be considered when server selection is performed. In some approaches the user

will always be directed to the lowest latency server so that user perceived latency can be

minimized. One apparent drawback of such an approach is that in order to obtain accurate

estimate of server load condition, expensive measurement has to be conducted frequently

(in the order of minutes) due to the fact that server load changes dramatically in short

period of time. The principles of S3 are:

(a) The server selection criteria should select the server based on network metrics.

(b) Temporary server overload should be addressed by efficient server side load

balancing approaches such as [42][43].

(0) Persistent overload should be addressed by capacity planning and monitoring

on the server system, given today's hardware is inexpensive.

We argue the principle of S3 makes better use of network resources. Load

balancing may redirect a user to a server half around the world simply because that server
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has lighter usage. By doing this, valuable network resources are wasted. We believe

overloaded servers should be avoided by adding new servers, moving the locations of the

servers, or choosing server locations that better match users access pattern.

4.5.4 S3 is scalable

We discussed in previous section that as the number of servers increases, other

server selection methods suffer either a linear increment in metric collecting or a linear

increment in resource consumption. With S3, the latency of metric collection is

independent of the number of replicated servers and may always be done by sending a

query to the router. Therefore, it is fast and resource conservative.

4.5.5 S3 enhances fault tolerance

Traditional DNS does not know the status of each replicated server. It may select

the IP address in random or round robin. The server it chooses may be unreachable

because the DNS has no knowledge of the routing information. With S3, a server that

cannot be reached from a router's point of view will not be selected by the DNS. This

gives flexibility to service providers. Servers which are down or being maintained are

avoided automatically.

4.6 Performance Evaluation

In this section, we present the results of several simulations conducted to evaluate

S3's performance. The simulations were designed to prove the effectiveness of S3 in

general. The simulated environment is a fixed network, but the validity of the results

holds in wireless networks as well.
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4.6.1 Simulation setup

We measured in our simulations the web accessing performance from a network

to a site that provides the service globally. The client network modeled in the simulations

is the public computer laboratory connected by a 100 Mbps Fast Ethernet in the

Department of Computer Science and Engineering at Michigan State University. Yahoo

(www.yahoo.com) is chosen to be the site that provides the global replicated services.

The web site of Yahoo is replicated at over 20 places, and each place has at least two

different IP addresses. To be more realistic, only servers providing the English language

are selected. The 5 places chosen were: yahoo.com, ca.yahoo.com (North America),

sg.yahoo.com (Asia), uk.yahoo.com (Europe), and yahoo.com.au (Australia). Each group

is on a different continent. The hops and latency from each place was measured by

traceroute [53], and the collected data is shown in Table 4.

Our client network is modeled as a cluster of NH hosts. In our simulation, this

number is set to 100, which is roughly the number of machines in the public instructional

laboratories in our department. Each host generates requests to replicated servers

independently according to a Poisson process with arrival rate of 7b“. Different arrival

rates are used to model different usage levels of the labs in our department. Usually the

labs are heavily used during daytime and lightly used during the nights. Only the number

of requests generated by the hosts are considered without simulating the network

condition of labs.
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Table 4 Route Metrics of Yahoo Replicated Services

 

 

 

 

 

 

 

Location Hops Latency (ms)

United States 15 66

Canada 15 69

United Kingdom 18 154

Australia 20 425

Singapore 1 5 340    

A change in the route metric occurs as another Poisson process with rate of XR . In

our simulation, this parameter is fixed to approximate the real situation between our local

network to the five targeted Yahoo sites. Based on the data we observed, the hop number

change is modeled as a weighted discrete uniform distribution. The latency change is

modeled as a weighted linear combination of Gamma distributions on, 7» and a uniform

distribution, which happens as a Poisson process with rate of M. For some sites, the

Gamma distribution has been reported as the model of latency change3. But for many

other routes, the latency change is so vigorous that it cannot fit into a Gamma

distribution. To simulate such a condition, a uniform distribution is introduced to the

model. The parameters or and 7s. found by manually fitting the data we collected. The

client DNS caches domain-name-to-IP-address mapping during the simulation period. It

refreshes the route metric information at a constant rate of TTLDR. The resolver at each

host refreshes the knowledge of the best replicated server at a constant rate of TTLH.

4.6.2 Simulation results

In our simulations, the following two metrics are used to evaluate the

performance: total hops traversed by all the packets traverse, and total network latency

(in milliseconds) experienced by all the packets.
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Figure 14 shows the hops traversed by all the packets during different length of

simulations and on different host request arrival rates (RI). The route selection criterion is

shortest path first. The figure shows that the total number of hops increases linearly as the

simulation time increases. In all cases, the ntunber of hops experienced by the S3 method

is 12% less than that generated by the RR method. We have 3 different sites in these

experiments with the same mean of the path length (15). If the difference between

different routes becomes larger, the saving due to S3 would be greater.

Figure 15 shows the hops versus TTLDR (the frequency DNS refreshes the routing

metric from routers). It should be noted that the experiments were performed under

different TTLH . Each dot in the graph represents the results of 6 experiments. The

experiments use the same DNS method, host request rate, TTLDR value, but with different

TTLH values at 300, 600, 900, 1800, 2700 and 3600 seconds. Since each set of the 6

numbers are similar (less than 1% difference), the average is used to represent them.

For the round robin method, there is no concept of server selection based on the

routing metric. It is not affected by the value of TTLDR . For S3, the hops increases when

TTLDR becomes larger. This suggests that in order to save hops, the DNS needs to refresh

the routing metric information more frequently. The slope of the line has a major change

when TTLDR changes from 3600 seconds to 1800 seconds, which marks the critical point

where DNS changes from the status of being able to update routing information promptly

to the status that it can no longer do so.

 

3 Based on work done by the ACS lab. Dept. of Computer Science and Engineering. Michigan State University.

89



 

 

4.50E+08

 

  

   

  

 

  

 

 

 

 

4.00E+08

3.50E+08 —.— RR RI = 120 sec

300308 *9 RR RI = 60 sec

wt— RR RI = 30 sec

8 2.50E+08
a..— RR RI = 10 sec

—-— S3 Rl = 60 sec

1-5OE+08 I... s3 RI = 30 sec

1.00E+O8 —S3 R1 = 10 sec

5.00907

0.00E+00

1 5 1o 30

Simulation Length (days)

Figure 14. Hops vs Simulation Length

1.40E+07

1.20E+07

1.00E+07

a 8.00E+06 +RR
0 .

I 6.00E+06 +33

4.00E+06 .,

2.00E+06 '

0.00E+00

 

  

 

7200 28800

Tl'L-DR

1 800 3600 14400

 

Figure 15. Hops vs TTLDR (70... = 1/60)

90

 



 

 

1 .40E+07

 
1.20E+07

1.00E+07

a 8.00E+06

1° 6.00E+06

4.00E+06

2.00E+06

 

0.00E+00

300 600 900 1800 2700 3600

TTL-Host

 

Figure 16. Hops vs TTLH (LI-I = 1/60)

 

 

 

  

 

8000

7000

6000 +RR R|=12086C

g —-— RR RI = 60 sec

5 5000 + RR RI = 30 sec

3. 4000 +RRRI=103ec

3 +83 RI = 120 sec

5 3000 —-— 83 RI = 60 sec

3 —+— S3 RI = 30 see

2000
—- 83 RI = 10 sec

1000

0

1 5 10 30

Simulation Length (days)  
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Figure 16 shows hops versus TTLH . Similar to Figure 15, this is an aggregate

representation of a set of experiments. Each dot in this figure corresponds to different

TTLDR values at 1800, 3600, 7200, 14400, and 28800 seconds. The graph shows that

smaller TTLH results in larger hop saving.

A large TTLH means that the host machine refreshes a domain-name-to-IP-

address mapping for a long period. In practice, it may also be a result of longer session.

In a long session, once a host establishes a connection with a replicated server (such as

TCP), all packets of this session should be forwarded to this particular server no matter

how the route metric changes at the DNS.

Figure 17 shows the simulation results of finding the best latency routes. Overall,

they are very similar to the results based on hops, but the latency changes may occur

frequently due to network congestion, and the number of hops between two networks is

relatively stable. This requires the DNS to collect the route metric more frequently.

4.6.3 Overhead analysis

The overhead of the S3 method mainly occurs at the exchange of routing metric

collection packets. However, compared to the total packets forwarded by a router, the

traffic overhead introduced by S3 is negligible. The smallest TTLDR in our simulation is

10 seconds, which is significantly smaller than what is used in a real route (current router

information exchange happens every 30 seconds). Since the ICMP query and response

each will need one IP packet, there will be only 2 IP packets exchanged every 10

seconds.
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4.7 Conclusion

In this chapter, we presented the last QoS component: S3, a new server selection

scheme. After reviewing related works, we presented the design of S3 and the way S3 is

integrated into SIMA. We also discussed the properties of S3 and related issues. Then,

the design and results of our simulation are presented.

For replicated services, a good server selection mechanism is of the key interest to

both the service provider and the clients. It directly decides the eventual system

performance such as latency perceived by the users, as well as how effectively the

additional servers and related resources enhance service capacity.

Traditional client side server selection mechanisms are either static or dynamic.

Static methods are of lower overhead, since the clients are provided with selected server

directly, based on history information and stable network information such as the

distance to the servers in number of hops. The problem is that the current network

condition is not known to the clients in making the selection, so a currently busy server

could be chosen or the network which carries the connection could be congested.

Dynamic methods make server selection based on more up-to-date information, but a lot

of overhead is introduced due to large number of and possibly redundant server-probes

performed by the clients.

S3 uniquely combines the DNS server’s central position advantage and up-to-date

network information from the router. The result is a fast, accurate and low-cost server

selection scheme. S3 proposes a number of extensions to current DNS and routers. With

S3, users may choose the best server among the replicated servers according to their

preferences. The selection metric may be hops, latency, monetary cost or a combination
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of them. In short, S3 enables server selection based on fresh, dynamic information

without incurring the overhead of client probing. Our simulation results show that S3

significantly reduces network resources usage and the latency perceived by the user.

Mobile hosts usually possess lower computing power and slower link than wired

nodes. In addition, mobile hosts encounter handoffs. As the result, they are more sensible

to quality of the service, and an appropriately selected server is of even more importance.

At the same time, these exact two attributes make traditional approaches difficult

to apply in wireless networks. Constantly changing topology and network condition

makes it very hard to collect network information either from the clients or the servers.

Limited computing and bandwidth resources of the clients make them hardly able to

participate in server selection processes.

With S3, these two problems are avoided. Now each time a client performs

handoff, a new server can be chosen automatically. Since it is always provided by the

current network (the router, which is in the best place to observe the network condition),

the information is always correct and up-to-date. Also, there is no need of the client’s

participation, the mobile clients’ limited resources no longer pose difficulties.

SIMA also helps mobile clients with server selection during handoff processes.

Mechanisms are provided to enable the backbone components, including the BS, the

DNS and the router, to select server for mobile hosts automatically when handoff

happens. With support from SIMA and S3, mobile clients enjoy “always-best” server

selection with low cost, fast speed and high accuracy.
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5 Wireless Secure Multicast

In this chapter, we present the last component of SIMA, a secure multicast

scheme named Secure Transmission Backbone (STB). For many applications, multicast

already showed its superiority than traditional unicast. Some applications involve many

parties by nature. Multicast is a superior solution for such applications because it is

logically clearer, as well as more cost-effective. For many multicast applications, open

group scheme is not applicable. Security must be enforced. Examples include

confidential audio and video conferencing, sensitive database synchronization, software

update distribution, stock market information update and paid newsletter/information

services.

Such needs and applications exist in wireless networks as well, so in the design of

SIMA, secure multicast was an important issue. We designed a new secure multicast

scheme which can be used for heterogeneous environment where both wired and wireless

networks exist. In addition to addressing the common secure multicast issues found in

both types of networks, it particularly helps to overcome the problems imposed by

wireless networks’ inherent attributes: high bit error rate, frequent handoff and limited

I'CSOUI'CCS.

5.1 Background

To support multicast on the Internet, two components are needed: multicast

routing and multicast group membership control. With secure multicast, security

measurements are introduced on one of these parts or both, depending on the target

security level and the specific design.
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5.1.1 Multicast routing protocols

Multicast routers execute a multicast routing protocol to define delivery paths that

enable the forwarding of multicast packets. The most widely used multicast routing

protocols include Distance Vector Multicast Routing Protocol (DVMRP) [l7], Multicast

OSPF (MOSPF) [18], Protocol Independent Multicast (PIM) [80], and Core-Based Trees

(CBT) [14][15].

As the name suggests, Distance Vector Multicast Routing Protocol (DVMRP) is a

distance vector routing protocol. DVMRP constructs source-based multicast delivery

trees using the Reverse Path Multicasting (RPM) algorithm. The RPF principle is quite

simple: if a packet arrives via a link that is the shortest path back to the source of the

packet, then forward the packet on all outgoing links. Otherwise, discard the packet. In

DVMRP, the RPM distribution tree is created on demand to describe the forwarding table

for a given source sending to a multicast group. The forwarding table indicates the

expected inbound interface for packets from this source, and the expected outbound

interface(s) for distribution to the rest of the group. Forwarding table entries are created

when packets to a "new" (source, group) pair arrive at a DVMRP router. As each packet

is received, its source and group are matched against the appropriate row of the

forwarding table. If the packet was received on the correct inbound interface, it is

forwarded downstream on the appropriate outbound interfaces for this group.

DVMRP's tree-building protocol is often called "broadcast-and-prune", because

the first time a packet for a new (source, group) pair arrives, it is transmitted towards all

routers. Then the edge routers initiate prunes. The prune process is as follows. Multicast

routers periodically transmit IGMP (Internet Group Management Protocol) Queries to

update their knowledge of the group members present on each network interface. If the
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router does not receive an IGMP Report from any members of a particular group after a

number of Queries, the router assumes that group members are no longer present on the

corresponding interface. Assuming this is a leaf subnet, this interface is removed from

the delivery tree(s) for this group. This way, the distribution tree is quickly trimmed to

serve only active receivers.

MOSPF is an extension of Open Shortest Path First Routing Protocol (OSPF).

OSPF is a link state routing protocol, which requires that participating routers

periodically monitor the state of all of their neighboring links. This status information is

then transmitted to all other participating routers by means of a special purpose flooding

protocol. To support multicast routing, the presence of a multicast group on a link now

becomes part of the “state" of that link. Thus, whenever a group appears or disappears,

the state of that link changes, resulting in the designated router for that link flooding the

new state to all other routers in the network. Therefore, MOSPF routers have complete

knowledge of which groups are present on which links, throughout the domain of

Operation. Using this information, a router can compute the shortest path tree from any

source to any group. Routers receiving multicast packets use the same computation to

decide if they fall within the computed delivery tree with respect to the packet's source,

and if so, to which next hop(s) a packet should be forwarded.

DVMRP and MOSPF are so called dense mode routing protocols, because they

assume the existence of multicast group members are very dense (almost everybody

wants to participate). In contrast, new protocols which assume that members are sparsely

located (almost everybody does not want to participate) have been proposed and

implemented. The representatives are Protocol Independent Multicast - Sparse Mode
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(PIM-SM), and Core-Based Trees (CBT). There is another version of PIM: Dense Mode,

which is very similar to DVMRP, but with some modifications to reduce overhead.

PIM-SM and CBT are very similar. Both of them set up rendezvous points and

receivers receive packets through these rendezvous points. Also they are required to send

explicit join request to the group in order to participate. We will discuss CBT in more

detail in next section.

5.1.2 Issues in secure multicast

Secure multicast differs with open group/plain text multicast mainly in two

aspects: membership control and transmission secrecy.

A group membership protocol is used to control membership of specific multicast

group. When a host joins a multicast group, it transmits a join message for the group(s)

that it wishes to participate. Upon receiving such a join message, a multicast group

membership controller authenticates the request and accepts or denies the request. For

open groups, the first step simply utilizes Internet Group Management Protocol (IGMP),

and the second step does not exist at all, because anybody can participate and even

assumed willingness in participation beforehand. For secure multicast, membership must

be controlled. Membership qualification is decided by the purpose of the group. For

example, each standard group of IETF or IEEE could form a secure multicast group to

facilitate the discussion of their work. Then the qualified members should be the people

either working with the group or being invited to join the discussion.

Group membership control is closely related to transmission secrecy, because

naturally, a restricted group usually wants to keep the transmitted material available only

to its members. That means: transmissions must be done in a way that only the members
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can access the data, so messages must be encrypted. A straightforward solution is as

follows: For each user of the group, encrypt the message with the user’s public key and

transmit the message to him/her. If we use N to denote the size (the number of members)

of the group, there will be N encryptions and N transmissions for each multicast message.

As a multicast group becomes large, this l-N mode apparently incurs too much

overhead. To avoid such overhead, and at the same time keeping secrecy, the message

can be multicasted with encryption using a key known by all members. That key is

usually referred to as Data Encryption Key (DEK). For large multicast groups, it is not

easy to provide a mechanism to enable users to obtain the same DEK without revealing

the key to unauthorized parties. Also, securely re-keying becomes a difficult task. This

problem is often referred to as multicast key managementproblem.

At first glance, multicast key management may not be of much challenge. But the

fact is that there are many issues and situations need to be considered, and up to now

there is no perfect solution. When the size of a multicast group becomes very large,

membership changes frequently and each change requires a new key distribution or re-

key process. There are three basic situations need to be handled. Firstly, when a user joins

a multicast group, the DEK should be given to that new member. Naive solutions use a

centralized server, and each new member obtains the key from the server. They are not

scalable since the server is a single point of failure. Secondly, after participating in a

group for a while, members may leave the group, willingly or not. The current DEK must

be changed to prevent that member from further accessing transmitted information. Naive

solutions suffer the N encryptions/transmissions problem, because typically they use a

key server to generate a new key and to send N re-key messages. Each message is
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encrypted by a different member’s public key and sent to that member. Thirdly, after a

DEK is used for a while, it will “wear out” and is treated not as secure as before. From

time to time, a new DEK needs to be created and distributed to all users.

5.1.3 Secure Transmission Backbone

Multicast key management problem greatly prevented secure multicast from

being extensively used. In this chapter, we will discuss some representative solutions to

secure multicast, especially key management problem. Then, we describe a new scheme

named Secure Transmission Backbone (STB). As the name suggests, this method

constructs a Secure Transmission Backbone which all multicast groups can use. With

such a backbone, it is no longer necessary for each multicast group to maintain its own

key(s), so key management problem is solved naturally. This method is a general solution

for both multicast and unicast. And by relieving the key management burden from

individual multicast groups, STB tends to make multicast as easy as unicast. This work

has been published in [2].

5.1.4 Supporting secure multicast in wireless networks

One of the design goals of STB was to make secure multicast available in wireless

networks. Particularly, the design of STB helps to overcome the problems imposed by

wireless networks’ inherent attributes: high bit error rate, frequent handoff and limited

resources.

For wireless networks, the secure multicast group key update process is very hard

to ensure due to high BERs. In wired network, the process can be expected to finish in

relatively short period because the network condition is reliable. But in wireless

networks, mobile hosts have to be given extra time for packet delivering retries. This
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lengthen process not only causes additional overhead, but also may break down the whole

multicast group. For a large group, huge number of key updates are generated, so each of

them has to be finished with very limited time.

With STB, multicast DEK updates happen at extremely low frequency. If the

mobile host does not move, the frequency is actually zero. The detail is explained in later

sections. Certainly, this attribute cuts overhead, such as processing power and network

resources. More importantly, it avoids the whole group to be broken down by frequent

key updates.

Unlike other solutions, most handoffs involve only local hosts in the STB

solution. In one hand, this feature ensures the multicast service will not be affected by

handoffs. In the other hand, it avoids putting large overhead to the multicast group

backbone. Given the large number of handoff devices and high frequency of handoffs, a

multicast group backbone could be overwhelmed if they need to be involved with each

handoff.

In the following of this chapter, we will first review some of the representative

solutions of secure multicast in 5.2. Then in 5.3, we present our solution, STB. In 5.4 and

5.5, we describe how it fits in the SIMA structure and is applied in wireless networks.

Section 5.6 discusses the properties of STB and finally in 5.7, we conclude this chapter.

5.2 Current secure multicast solutions

We will check three representative works. In comparing them, we use the metrics

listed in Table 5.
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Table 5 Metrics for Evaluating Key Management Problem Solutions

 

 

 

 

 

Metric Explanation

Robustness Whether a scheme can keep working when some components

fail. Especially, if there is a single point of failure.

Scalability If a solution scales well when the group size increases.

Generality Whether a scheme can be applied to general situations or it can

only be used for special cases.

Cost of transmission The resources used to transmit one message. Especially,

whether messages need to go through multiple

encryptions/decryptions processes during transmission.
 

 

 

 
Number of keys Number of keys need to be remembered by each group

member.

Cost of re-keying Number of re-key messages needed for each re-key process.

Reusability Whether key management structure is reusable for different  multicast groups or it can be used only once then discarded.
 

5.2.1 Iolus

Iolus was proposed by S. Mittra [11]. In Greek mythology, Iolus helped Hercules

with slaying the many-headed water serpent Hydra. In Iolus, a multicast group is

organized into independent subgroups. Each subgroup can be ftn'ther divided into lower

level subgroups. Thus, a hierarchy of subgroups is formed. For example, in Figure 18,

multicast group G consists of 4 subgroups, subgroup 1 through 4.

Subgourp2

I
681 1

 

 

  

 

Subgroup4

   
Figure 18. Iolus Structure
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In Iolus, there is no global DEK for the whole group. Each subgroup maintains its

own DEK. A new member joins the multicast group by joining to a subgroup and only

the DEK of that subgroup is given to it. When a member is removed from the multicast

group, it is removed from its own local subgroup, only the DEK of that subgroup needs to

be changed and other subgroups are not affected. Since each subgroup maintains key

independently, the key management problem is greatly migrated.

In each subgroup, messages are encrypted using that subgroup’s DEK, so they are

only understandable by the members of that subgroup. To send messages to other

subgroups, messages need to be decrypted and encrypted again using the DEK of target

subgroup. This work is performed by special members called Group Security Interfaces

(GSIs). Each GSI is a member of two adjacent subgroups concurrently, and it knows both

subgroups’ keys. For example, in Figure 18, GSI l is a member of both subgroup 2 and

subgroup 4. It can “translate” messages between the two groups.

Iolus is easy to understand and it offers strong scalability. There is no single point

of failure, and each member only needs to remember one key (two keys for GSIs).

There are also problems with Iolus. First, how to form subgroups is not specified.

It is difficult for each group to form the subgroup structure by itself. Special protocols

and tools are needed. Second, some mechanism is needed to enable each user to know

which subgroup to join. Third, if users are allowed to join multiple subgroups, then

synchronization of the membership becomes an issue. For example, if a member should

be excluded from the whole group, all the subgroups should exclude that member.

Fourth, Iolus needs to encrypt/decrypt a message multiple times to transfer it across
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subgroups. However, the overhead can be reduced dramatically if we encrypt only the

DEK instead of the data. We will discuss this technique further later.

5.2.2 Hierarchical Tree Approach

Wallner et a1. [12] proposed a Hierarchical Tree Approach to group membership

control. A similar method using Key Graphs is proposed by Wong et a1. [13]. In the

Hierarchical Tree Approach, one DEK is shared for the whole group. But, each user

remembers multiple keys. All the keys are generated by a Key Server (KS), and this

server organizes all the keys into a virtual hierarchy. To change the DEK, instead of N

messages, only O(log N) re-key messages are needed.

In Figure 19, the multicast group consists of 16 users, and each user keeps 5 keys.

In the KS, all the keys are arranged as 5 levels. The DEK is the key at the root, in this

case, Key 15. Each user has a unique pairwise key known only to itself and the KS. It

also knows the 4 keys along the path between the user and the root. When a new member

joins the group, the KS puts this member into a subgroup and sends the member 5 keys.

For example, if Host 2 just joins, it will receive Keys 1, 9, 13 and 15 and its unique

pairwise key. When a member leaves the group, the DEK needs to be changed. To

perform the re-key operation, several messages will be sent to the members. For example,

suppose Host 2 is leaving the group, then all the keys known by Host 2 should be

replaced. The KS will firstly send a re-key message containing a new Key 1 to Host 1,

encrypted using H1 ’5 unique pairwise key. Then, two re-key messages containing a new

Key 9 are sent, one encrypted with new Key 1, the other encrypted with Key 2. The first

message can only be decrypted by Host 1 and the second message can only be decrypted

by Host 3 and 4. Afterwards, two re-key messages to replace Key 13 are sent, encrypted
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Figure 19. Hierarchical Tree Approach“

using new Key 9 and Key 10 respectively. These two messages can be decrypted only by

(Host 1, Host 3, Host 4) and (Host 5 through Host 8). After new Key 13 is set up, the KS

sends another two re-key messages to replace Key 15, encrypted using new Key 13 and

Key 14 respectively. So, in total, 7 messages are used to perform this re-key process.

The Hierarchical Tree Approach successfully reduced the number of re-key

messages from N to O(log N). But the price is that each user needs to keep multiple keys.

The key server is involved in all aspects of the key management process, but with

replicated servers, a single point of failure can be avoided.

5.2.3 Core Based Tree

Core Based Tree (CBT) approach is proposed by A. Ballardie [14][15]. In this

method, Group initiator designates a number of Cores, and the routing tree connecting

these cores is called core tree. A CBT multicast group is shown in Figure 20. Each core

receives the membership control information from the group initiator, which is in the

 

4 Graph adopted from [12].
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form of either a member inclusion list or member exclusion list. After the core tree is set

up, regular members can join the group by sending request to one of the cores. When the

request is approved, the path connecting the member to the core tree forms a new part of

the group multicast tree. Similar to Hierarchical Tree Approach, this method uses a key

distribution center (KDC), but in a different way. When the group is created, the KDC

generates two keys: Data Encryption Key (DEK) and Key Encryption Key (KEK). Each

time a new member joins the group, it is given these two keys. To re-key the DEK, the

KDC multicasts to the group a new DEK encrypted with the KEK, then after a predefined

time interval, members begin to use the new DEK to encrypt messages.

 

D

Q core routerKN

K O non-core router

U

— core tree

Figure 20. CBT Structure

   
CBT is very scalable, because each node on core tree can perform membership

authentication and key distribution. KDC is required to generate new keys, but if there

are multiple KDCs to use, there is no single point of failure.

However, there are some limitations on the use of CBT method. CBT is coarse-

grained. It assumes that in a multi-access network, either all the hosts participate in a

multicast group or the group has no member at all in the given network. For some

multicast groups, that may not be the case. Further, CBT assumes that a member will stop
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receiving any multicast message once he/she leaves or is removed from the group. Again,

this is not always true. If a user can tap to a link used by the core tree after he/she is

removed from the group, he/she will be able to see all the messages. Then, the user can

easily decrypt all re-key messages to know new DEKs, since new DEKs are encrypted

using KEK and it is not changed. Thus, CBT cannot securely remove such a user from

 

 

 

 

 

 

 

  

the group.

Table 6. Comparison of Key Management Solutions

Metric Iolus Hierarchical Tree CBT STB

Approach

Existence of N Y N N

single point

of failure

Scalability Good Good Good Good

Generality Good Good Poor (Strong Good

Assumptions)

Multiple Y N N Y

encryptions/d

ecryptions

Number of 1 O(Log N) 2 lNeighborl

keys for each

member

Number of N/(number O(Log N) 1 N/A

messages for of

each re-key subgroups)

process

Reusable Y N N Y

structure      
 

5.3 Secure Transmission Backbone

To solve Multicast Key Management problem, in [2], we proposed an approach

that is dramatically different than existing methods. We construct a secure transmission

backbone (STB) which all multicast groups can use. The result is that it is no longer
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necessary for each multicast group to maintain its own key(s), so key management

problem is solved automatically.

5.3.1 Public STB

In many security solutions, key distribution servers or security authorities are used

[8][9][16], and all the users trust them. Often, these servers or authorities can access any

data being transmitted because they know all the keys. STB also uses the concept of

trusted entities and further relaxes the constraints. In STB, the trusted entities include all

the routers performing multicasting, which is a reasonable assumption under most

situations. For applications or multicast groups which do not accept this assumption, STB

can work in another mode to ensure the desired level of security, certainly, at higher cost.

That case is discussed in section 5.3.2.

In STB what we build is a trusted backbone which consists of a number of routers

and provides secure transmission for all multicast groups. Instead of maintaining its own

key(s), each multicast group can rely on this backbone for secure transmission. Each

group just sends packets to the backbone, and then the packets will be delivered to the

group members and nobody else. So except the routers along the path, nobody else can

access the transmitted data.

To ensure transmissions through the backbone secure, STB modifies current

transmission procedure in two aspects. First, public key information is added to the

routing table so that each router knows the public key(s) of neighboring router(s). The

packets used by the routing protocols to exchange routing information are augmented. A

new field is added, so that public keys will be exchanged each time routing tables are

updated. With Open Shortest Path First Routing Protocol (OSPF), the standard intemet
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interior gateway protocol, neighboring routers exchange routing information periodically

or when major routing condition change occurred (new link, bandwidth increase etc.).

The addition of the new field enables each router to exchange public key information

with neighboring routers.

Second, packets are encrypted just as in all transmission methods which provide

secrecy. With STB, there is no global DEK. Security of transmission is achieved by

securely transmitting packets on each hop. Certainly, if each hop encrypts/decrypts the

whole data packets, the overhead would be very large. We avoid such high overhead by

encrypting/decrypting only the key part instead of the entire packets. The scheme works

as follows.

0 The sender encrypts the data using a DEK, and encrypts the DEK using

the public key of the first router. The packet containing these two parts is

then sent to the first router. Figure 21 shows the structure of the packet.

Here, each DEK is only used for a specific packet, and new DEKs will be

generated and used for other packets.

- Upon receiving a packet, a router decrypts the DEK using its private key,

and encrypts the DEK using the public key of next router/host. The data

 

Regular Header
 

DATADEK: data encrypted using DEK

 

DEKPUBL'C-KEY: DEK encrypted using the

public key of a specific router or host   
Figure 21. STB Data Packet Format

109



part of the packet is not modified. Then, the new packet is forwarded to

next router/host.

o This process is repeated until the packets are transmitted to the receiver.

In this scheme, the data part of each packet is not modified along the path.

Routers only need to decrypt/ encrypt the DEK part. An example is shown in Figure 22.

Host 1, 2 and 3 belong to a multicast group. The secure transmission backbone consists

of three routers: A, B and C. The actual multicast routing protocol in use is not important,

if only they are enhanced with the encryption/decryption function STB requires. Host 1 is

sending a packet to the group. It encrypts the data using a DEK, and encrypts the DEK

with the public key of its gateway router, Router A. Then it sends the packet to Router A.

From the multicast routing protocol in use, Router A knows that it needs to forward the
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Figure 22. STB Transmission Sequence
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packet to Router B and C. To forward the packet to Router B, it decrypts the DEK, then

encrypts it using the public key of B. To forward the packet to Router C, it decrypts the

DEK, then encrypts it using the public key of C. Upon receiving the packet, Router B

leaves the data part intact, but decrypts the DEK and encrypts it using the public key of

Host 2. When the packet is transmitted to Host 2, Host 2 decrypts the DEK using its own

private key, then decrypts the data using that DEK. The packet sent to Router C and Host

3 is treated similarly.

5.3.2 Private STB

For multicast groups which require extremely high-level security, no entities can

be trusted. The above public secure transmission backbone can no longer be used. The

multicast group must encrypt the data so that it is only understandable by the group

members. Now the multicast group needs to construct its own private secure transmission

backbone, which is not accessible to other groups. Certainly, the reusability will be lost.

The private backbone is constructed and used in a very similar way as the public

one. The basic procedure is:

o The group initiator selects a number of members to form a private STB.

These members are called backbone members, and all members of the

group can be reached through them. In a sense, the backbone members

work as routers for the specific group.

0 The backbone members exchange their public keys.

0 Each regular group member registers its public key with one of the

backbone members (the nearest one or one chosen based on other metrics).
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o All packets are sent to backbone members and then forwarded to all group

members. As shown in Figure 21, each packet consists of data and a DEK.

The data is encrypted using the DEK, and the DEK is encrypted using the

public key of next router/host.

o The sender sends the packet to the first backbone member, which forwards

the packet to all the other backbone members. Each time, the DEK is

encrypted using the public key of the target backbone member. Finally,

each backbone member forwards the packet to all regular members who

have registered public key with it. Again each time, the DEK is encrypted

using the public key of the target member.

As in the public STB structure, with this method, the multicast group does not

need to maintain a global DEK, so the key management problem is solved.

5.4 Applying STB in wireless networks

STB provides a scalable, low overhead and secure way to perform multicast.

However, in wireless environment, STB cannot be used directly due to the frequent

handoffs MHS encounter. In designing SIMA, we included support for STB to make

secure multicast available to wireless networks.

5.4.1 Supporting Public STB

To participate in a multicast session, the essential requirement on a MH is to

know the directly attached router’s public key. And in the wireless environment, the

directly attached router is a BS. The challenge lays in the handoff. Each time the MH

performs a handoff, to continue its multicast session without interception, the MH has to
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know the public key of next BS in advance, and packets for the MH must be forwarded to

the new position.

To notify MHS the public key of a BS, the best solution is to have the BS include

the public key information in the broadcast beacons. But in the case of vertical handoff,

the validity of the public key is not proved by default. In fact, BSs have to use key

certificates to prove the validity of the keys. When MH perform handoffs horizontally, it

is reasonable to assume that the related BSs use the same certification authority to sign

their keys. But if the MH is performing vertical handoffs, this assumption becomes less

realistic. It is common for different networks to use different key certificate authorities.

The new key certificate authority information should be provided to the MH by the GW

or BS of current network, an entity the MH can trust.

In supporting packet forwarding, the STB daemon of the original cell must

decrypt the DEK and encrypt it with either the key of the MH or the next BS. In STB

header, there is a field named “UDK” (using destination key). A router does not perform

the regular decryption/encryption of DEK if this field is 1, because the DEK is already

encrypted using the public key of the final destination party. So in our case, the STB

daemon in the old BS encrypts the key with the MH and forward to the new cell.

So altogether, the following mechanisms are included in SIMA to support STB.

1. GWs exchange key certificate authority information. If there are different

authorities, such information is made aware to all the B88.

2. In the beacons of each BS, the following information is broadcast: the

public key of the BS, public key and other information of all the key

certificate authorities used in neighbor networks. It is not the case that all
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the information is included in every beacon. Instead, the information is

broadcast in a round robin fashion. For example, the first beacon includes

the BS’s public key. The second beacon includes the public key of the first

authority and third beacon serves for the second authority, and so on.

3. The new BS joins the corresponding multicast group in advance of the

handoff, which is done by sending an IGMP join group message to the

upper layer router. In fact, this step is not for STB supporting only. Having

the new BS join the multicast group is necessary no matter what secure

multicast scheme is used.

4. Forward multicast packets from the old BS using the public key of the

MH.

5.4.2 Supporting Private STB

For private STB, additional support is needed for core member registration. Each

MH registers with a STB core member in order to participate in a particular secure

multicast group. When the MH moves, the registration may need to be changed.

Frequently, different networks are linked to different core members due to geographical

or management reasons. In such case, the MH should change its registration to the new

core member. It is true that packets can still be forwarded to the MH from the original

core member eventually, especially with the help of HOPOVER, but we argue that to

change to the new core member is a better solution. First, the forwarding of packets

apparently involves additional overhead. Secondly, since the new core member is

preferred by the new network, it is frequently the case that the new core member is of

shorter distance or is connected via a better link. Last but not least, it cannot be
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anticipated that HOPOVER is always available from the original network from where the

MH is leaving. Without the help of HOPOVER, packet forwarding will not be available

from the old network. If the MH does not change registration to the new core member, it

will not receive packets until the original core member is notified by mobile IP about the

new FA of the MH. That process will cause many packet losses and may cause

interruption of sessions.

In SIMA, the process of re-registration involves only the new BS and the MH.

0 The MH generates a STB registration requirement, which includes a

timestamp and is signed using its own private key

0 The MH includes the STB registration requirement into the HOPOVER

Handoff packet as an option.

0 The new BS HOPOVER daemon detaches the STB registration

requirement and forwards to the preferred STB core member for that

multicast group.

0 The new core member verifies the validity of the registration requirement

and register the MH to its attached member list.

0 The new core member notifies the old one about the re-registration. After

certain amount of time, the old core member removes the MH from its

attached member list and stops forwarding packets for it.

In addition, if the old BS is HOPOVER-aware, it will forward packets to the new

BS. So the MH experiences less packet losses and smoother transition. This is part of

HOPOVER standard operation.
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5.5 How SIMA QOS components help STB

By itself, STB provides no QoS guarantee, because it is not part of its job. The

network is supposed to provide help in QoS assurance. In wireless network, as we

discussed, QoS assurance is very complicated. Fortunately, SIMA provides help with its

QoS components: WRSVP, HOPOVER and S3.

When a MH performs a handoff, all the three QoS components of SIMA

participate to ensure the QoS. First, if the MH participated in a private STB group, SIMA

application server selection component helps to choose a closest STB core member. Then

WRSVP component jumps in to make reservation in the new cell and along the path from

the cell to the multicast group sender or core member. After that, HOPOVER daemon in

both networks work together to ensure a smooth handoff. For static mobile hosts, they do

not to need to utilize HOPOVER. But still, RSVP and S3 help in resource reservation and

core member/server selection respectively.

5.6 Discussion

STB can be utilized in both wired and wireless networks. In both cases, STB

helps clients to participate secure multicast at high level of security and low overhead.

5.6.1 Attributes of STB

STB is quite unique and the last column of Table 6 summarizes it. Its main

attractive attributes include:

0 Robust. There is no single point of failure in STB. In addition, the failure

of small number of routers will not cause big trouble. The underlying

routing protocol will automatically choose alternative routes.
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Reusable. All multicast groups can share a single STB.

Secure. STB provides a secure transmission method and it avoids many

potential security risks which are possible if individual multicast group

fails to manage keys properly.

General. STB is not limited to be used for multicast. It is also suitable for

unicast. Generally, it is hard to securely transmit information between two

users who do not know each other’s public key and there is no shared

secret. STB provides a natural solution, since basically any packet can be

securely transmitted to anyone else.

Scalable. STB relies on existing multicast and unicast routing protocols,

and inherits their high scalability

Low overhead in transmitting and re-keying. As shown in section 4.3, the

overhead of transmitting is low. STB does not need to re-key as regular

methods do, the cost associated with re-keying is almost removed.

Small number of keys. Each router only needs to remember the public

keys of its neighbors, which is a small constant number.

There are also some aspects of STB which need further improvement. The first is

the need of multiple encryption/decryption processes during packet transmission.

Although only DEK part of the packets needs to be processed, it does add cost to

transmission. A useful observation is that the number of encryptions and decryptions can

be reduced dramatically if each router knows a little more about global routing topology.

That is, if each router knows a few remote (not neighboring) routers’ public keys, then it

is not necessary to decrypt and encrypt the DEK at each router. OSPF does not exchange
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global information. However, all public keys known by a router can be added into the

routing control packets it sends. Then each router can gradually learn the public keys of

other routers in the network through routing information exchanges.

Figure 23 shows a transmission process. Router A is sending a packet to the other

members of a multicast group, Host 2 and 3. With standard STB method, each router

would perform a decryption/encryption process. If A knows the public key of Router D

and E, and it knows that the packet will go through them eventually, then it could directly

encrypt the DEK with the public key of D and B respectively. Router B and C no longer

need to do the decryption/encryption work and the overhead is reduced.
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Figure 23. Reduce Number of Encryptions/decryptions

STB relies heavily on routers or backbone members. It is very important to

protect those nodes from being attacked, or to detect attacks on them. Some methods
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have been proposed to detect misbehaving routers. STB will benefit from those methods.

Interested readers are referred to [76][77] for more detailed description.

5.6.2 The benefits of STB in wireless networks

Compared with Iolus, HTA, CBT and other secure multicast mechanisms, STB is

particularly suitable for wireless network and mobile clients. In fact, it is not a

coincidence, one of the design goals of STB [was to make secure multicast available in

wireless networks.

The biggest benefit from STB is that it requires no multicast DEK updates. This

attribute reduces overhead, such as processing power and network resources. For mobile

devices, be free with key update processing mean the limited bandwidth and processing

power can be used for more valuable purposes.

More importantly, as discussed earlier, in wireless networks, key update processes

are hard to ensure due to high BERs. Mobile hosts have to be given long time for packet

delivering retries. This lengthen process could break down the whole multicast group,

because if huge number of key updates need to be processes, each of them has to be

finished with very limited time.

Another key STB benefit is its local involvement feature. Handoffs with public

STB require no action from a central control at all. All the changes happen locally. For

private STB, it shared similar background design idea with Iolus and CBT, which is:

divide and conquer. When different serving point is needed, they all require the members

to perform the re-registration process. Here, involvement from the multicast backbone is

unavoidable.
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5.7 Conclusion

In this chapter, we first reviewed some of the representative solutions of secure

multicast, with special focus on key management problem. Then we presented our

solution, Secure Transmission Backbone. With that, we described how it fits in the SIMA

structure and how it is applied in wireless networks.

Key management problem is a big obstacle in utilizing secure multicast in both

wired and wireless networks. When the multicast group becomes very large, due to the

very high frequency of re-key processes, it is very difficult to provide a re-key

mechanism that enable users to obtain the same DEK and without revealing the key to

unauthorized parties.

Secure Transmission Backbone makes the realistic assumption that routers are

trustable for most applications and multicast groups. Under this assumption, STB

provides a general solution for both secure multicast and secure unicast. In STB, with a

secure transmission backbone, it is no longer necessary for each individual multicast

group to maintain keys. Thus key management problem is solved/avoided naturally. If a

multicast group requires extremely high level of security, the assumption becomes

invalid. For those cases, a private secure transmission backbone will be constructed

which consists of the group’s own members.

In addition to addressing those common secure multicast issues found in both

types of networks, STB successfully overcome those problems imposed by wireless

networks’ inherent attributes: high bit error rate, frequent handoff and limited resources.

For wireless networks, the secure multicast group key update process is very hard

to ensure due to high BERs. Mobile hosts have to be given extra time for packet
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delivering retries. This lengthen process not only causes additional overhead, but also

may break down the whole multicast group. If huge number of key updates are generated,

each of them has to be finished with very limited time.

With STB, multicast DEK updates happen at extremely low frequency. If the

mobile host does not move, the frequency is actually zero. Certainly, this attribute cuts

overhead, such as processing power and network resources. But more importantly, it

avoids the whole group to be broken down by frequent key updates.

Unlike other solutions, most handoffs involve only local hosts in the STB

solution. In one hand, this feature ensures the multicast service will not be affected by

handoffs. In the other hand, it avoids putting large overhead to the multicast group

backbone. Given the large number of handoff devices and high frequency of handoffs, a

multicast group backbone could be overwhelmed if they need to be involved with each

handoff.

STB cooperates with other SIMA components. Such cooperation is represented

especially apparent when a handoff happens. When a MH moves to a new cell, all the

three QoS components of SIMA participate to ensure the QoS. First, if the MH

participated in a private STB group, SIMA application server selection component helps

to choose a best serving STB core member. Then WRSVP component jumps in to make

reservation in the new cell andalong the path from the cell to the multicast group sender

or core member. After that, HOPOVER daemon in both networks work together to

ensure a smooth handoff.
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For static mobile hosts, WRSVP and S3 may still be needed when they start a new

secure multicast session, based on whether the session require QoS and if multiple core

members are available.

In summary, STB successfully enables secure multicast in heterogeneous

networks. And participating with other SIMA components, STB enables mobile devices

to participate in multimedia and real-time secure multicast sessions at the move.
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6 Conclusion and Future Works

In this dissertation, we proposed Supporting Infrastructure for Mobile

Applications (SIMA), a framework in supporting mobile applications. This framework

was designed to overcome the difficulties in wireless networks and provide support for

mobile applications from multiple aspects.

Included in SIMA are WRSVP, HOPOVER, S3 and STB. WRSVP is a resource

reservation protocol for wireless network; HOPOVER enables smooth handoff inter- and

intra- network; S3 helps mobile devices in choosing the best application server and STB

is a secure multicast solution suitable for wireless environment.

6.1 Resource reservation

Resource reservation is an important part in providing QoS. The representative

solution RSVP is applied in both Diffserv (as a signaling protocol) and Intserv. The

essence of resource reservation is to guarantee the availability of (necessary network

resources for clients, such that packets can receive expected treatment.

But two big problems prevent RSVP from being used in wireless networks. One is

the poor link problem, and the other is the handoff problem. Poor link problem stems

from the high bit error rate associated with wireless links. Such poor links cause

difficulties in reserving and refreshing resources. Handoff problem occurs when the MH

moves between cells. Without special care, the MH can suffer from terminated flows due

to un-established resource reservations in the new cell and along the path from the new

cell to the transmission parties.
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WRSVP solves the poor link problem by separating resource reservation into

wired and wireless parts and by adding Ack messages into wireless message exchanges.

Using pre-reserving in neighbor cells, WRSVP protects flow reservations from handoffs,

both in the cell and along the path. Resource reservation becomes a natural part of

handoff

WRSVP keeps the excellent properties of RSVP. It is receiver initiated. For

mobile applications, this is very important, since now the bottleneck is in the mobile

receiver part. Also, resource reservations are merged in many parts of the reservation

trees, thus network utilization is improved.

All modifications WRSVP introduced to regular RSVP are local, and the

"interface" to other component of the network is unchanged. So for components outside

of the WRSVP network (or network segment), the use ofWRSVP is transparent.

6.2 Handoff support

In wired networks, no matter with Intserv or Diffserv, QoS is essentially provided

by allocating abundant resources (bandwidth, buffer, processing power etc.) to higher

priority traffic. If only such resources are available, usually packets can be delivered as

required. In wireless networks, having enough resources is still critical for QoS. But in

addition to that, now we have an equally important factor, which is the performance of

handoffs. Without enough resources, no QoS can be talked about. Without a good

handoff scheme, no QoS can be sustained after a handoff takes place.

Correspondingly, in SIMA, QoS assurance is provided primarily by WRSVP and

HOPOVER, addressing resource reservation and handoff respectively.
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In wireless networks, without special care, handoffs often cause severe QoS

damage. Users could experience an apparent interruption, or sometimes even the

connection could get lost. HOPOVER enables smooth handoffs intra- and inter-network,

and it is compatible with mobile IP.

HOPOVER was designed specifically for overlay networks, where multiple

networks coexist geographically. HOPOVER facilitates inter-network cooperation. And

working with other components of SIMA, HOPOVER helps to ensure QoS for mobile

applications across multiple networks.

HOPOVER helps mobile devices using the following measurements: facilitating

WRSVP to pro-reserve resources in the new cell and along the path from the new cell to

the flow transmission parties; authenticating in advance of the actual handoff; buffering

in the new network for the MH and forwarding packets from the old network to the new

network. With these methods, HOPOVER significantly enhances handoff performance.

With HOPOVER, a handoff involves mostly local hosts. This feature not only

reduces network overhead of remote control packets estranges, but also ensures the

handoff processing to be fast and reliable.

The cooperation of SIMA components is reflected especially apparently when a

handoff happens. In the handoff process, multiple components work jointly to make sure

the mobile application is handed to the new cell smoothly. At the central control point,

HOPOVER provides necessary support to other SIMA components, so the corresponding

function will be continually available to mobile applications during the handoff process

and in the new cell.
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6.3 Server selection

For replicated services, the server selection mechanism directly decides the

eventual system performance such as latency perceived by the users, as well as how

effectively the additional servers and related resources enhance service capacity.

S3 uniquely combines the DNS server's central position advantage and up-to-date

network information from the router. The result is, S3 enables server selection based on

fresh, dynamic information without incurring the overhead of client probing. We

proposed a number of extensions to current DNS and routers. With S3, users may choose

the best server among the replicated servers according to their preferences. The selection

metric may be hops, latency, monetary cost or a combination of them. Our simulation

results show that S3 significantly reduces network resources usage and the latency

perceived by the user.

For mobile hosts, traditional approaches come across difficulties due to two

fundamental properties of mobile applications. The first property is that the clients

always move around and the topology and network condition always change, this makes

it very hard to collect network information either from the clients or the servers. The

other property is that clients are of limited computing and bandwidth resources, so they

can hardly participate in server probing processes.

With S3, these two problems are avoided. Now each time a client performs

handoff, a new server can be chosen automatically. Since it is always provided by the

current network (the router, which is in the best place to observe the network condition),

the information is always correct and up-to-date. Also, there is no need of the client's

participation, the mobile clients' limited resources no longer pose difficulties.
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SIMA also helps mobile clients during handoff processes. Mechanisms are

provided to enable the backbone components, including the BS, the DNS and the router,

to select server for mobile hosts automatically when handoff happens. With support from

SIMA and S3, mobile clients enjoy "always-best" server selection with low cost, fast

speed and high accuracy.

6.4 Secure multicast

In supporting secure multicast on the Internet, we identified “key management

problem” as a big obstacle for both wired and wireless networks. When the multicast

group becomes very large, due to the very high frequency of re-key processes, it is very

difficult to provide a re-key mechanism that enable users to obtain the same DEK, and

without revealing the key to unauthorized parties.

Secure Transmission Backbone makes the realistic assumption that routers are

trustable for most applications and multicast groups. Under this assumption, STB

provides a general solution for both secure multicast and secure unicast. In STB, with a

secure transmission backbone, it is no longer necessary for each individual multicast

group to maintain keys. Thus key management problem is solved/avoided naturally. If a

multicast group requires extremely high level of security, the assumption becomes

invalid. For those cases, a private secure transmission backbone will be constructed

which consists of the group's own members.

In addition to addressing those common secure multicast issues found in both

types of networks, STB successfully overcome those problems imposed by wireless

networks' inherent attributes: high bit error rate, frequent handoff and limited resources.
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Due to high BERs, mobile hosts have to be given extra time for packet delivering

retries in re-key processes. This lengthen process not only causes additional overhead, but

also may break down the whole multicast group, because when huge number of key

updates are generated, each of them has to be finished with very limited time. With STB,

multicast DEK updates happen at extremely low frequency. If the mobile host does not

move, the frequency is actually zero. Thus the high BER no longer poses a threat, at the

same time, this attribute cuts overhead such as processing power and network resources.

Unlike other solutions, most handoffs involve only local hosts in the STB

solution. In one hand, this feature ensures the multicast service will not be affected by

handoffs. In the other hand, it avoids putting large overhead to the multicast group

backbone. Given the large number of handoff devices and high frequency of handoffs, a

multicast group backbone could be overwhelmed if they need to be involved with each

handoff.

In summary, STB successfully enables secure multicast in heterogeneous

networks. And participating with other SIMA components, STB enables mobile devices

to participate in multimedia and real-time secure multicast sessions at the move.

6.5 Final comments and future works

Supporting mobile applications is very challenging, also very important. With

SIMA, we systematically address the needs of mobile applications, so users could utilize

their favorite applications anytime and anywhere.

As mobile applications evolve rapidly, their requirement on infrastructure keeps

increasing. SIMA must be improved and extended from time to time to suite the needs.

For example, proxy support could be highly desired by many mobile applications,
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especially multimedia ones. In addition to regular caching, proxies must be prepared for

mobile environment characterized by dynamic topology, limited resources and high bit

error rate. It is desirable if proxies can cope with handoffs such that information can

follow the position of mobile hosts. It is also desirable if proxies can prepare layered

information so mobile hosts can choose to retrieve different amount of information

according to their bandwidth and processing power. For mobile hosts with abundant

resources, they can choose to receive high-resolution pictures, high quality audios and at

high refresh rates (for online streaming or conferencing). For others, they can still utilize

those applications but with reduced requirements on resolution, quality and refresh rate.

Some websites already started building or have built special version for mobile

customers, but such server side movements affect only one website or service at a time.

From mobile applications’ point of view, working from the proxies is more effective

since any improvement on proxies is effective for all services and websites they utilize or

access.

Supporting ad-hoc networks is becoming a hot research topic, as they are found

useful in many circumstances. In ad-hoc networks, mobile hosts could be multiple-hop

away from any base station and have to rely on other hosts to rely packets for them. It

becomes more difficult to guarantee QoS, or just unicast and multicast connectivity. It is

necessary to make adjustments on SIMA and possibly also on ad-hoc connectivity

software, so that SIMA services can be better utilized by ad-hoc mobile devices.

All SIMA components are designed to follow open standards. For example,

WRSVP cooperates with RSVP natively and HOPOVER is compatible with mobile IP.

With open standards as interface, new components can be easily integrated into SIMA in
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the future. At the same time, such compatibility ensures smooth deployments of our new

mechanisms.

Currently, there is enormous effort in standardization work of wireless

technologies, such as a unified 3G cellular standard and allowing different wireless LAN5

coexist. A clear trend in all case is that future technologies must support TCP/IP protocol

stack, no matter what air interface is used underneath. This gives SIMA a wide

applicability. No matter which air interface standard, W-CDMA or cdma2000 in the case

of 3G, and FHSS or DSSS in the case of LAN, SIMA can work with the new standard

with easy.
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