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ABSTRACT

THE STOCK MARKET RETURNS TO DISAGGREGATED INTANGIBLE
INVESTMENTS

By

Stephen B. Marasco

Innovative activity, particularly research and development, have public good
characteristics that prevent firms from appropriating the full returns of their efforts, and
thus firms under-invest in innovative activity. This argument has been used as a basis for
implementing a number of government policies designed to stimulate investment in
intangible assets. However, one could argue that these policies have been limited in their
effectiveness because many aspects of the process of innovation remain poorly
understood.

This paper seeks to determine the relative profitability to firms of tangible and
intangible assets, and the effect of firm size on the values of each. Intangible assets
consist of knowledge stock, represented by research and development expenditures, and
marketing stock, represented by advertising expenditures. The value of these intangible
assets are determined using a stock market valuation approach. In addition to aggregate
R&D, I examine the value of various types of R&D, including product, process, applied,
and basic research, and test for potential interactions between product and process R&D.

I find that intangible assets are more highly valued than tangible assets, but the
value of different types of intangible assets varies widely. In general, the market places

more value on R&D types lying closer to the output end of the innovation process, such



as applied R&D and product R&D. Investments associated with the beginning of the
innovation process, such as basic research, are not highly valued by the market. In
addition, I find that the value of product R&D and process R&D are complementary. In
other words, the effect of appropriability spillovers is stronger than any impact from
potential organizational design trade-offs. Finally, I find support for an “appropriability
effect” in which the value of process R&D increases more rapidly with firm size than the

value of product R&D.
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INTRODUCTION

Technical innovation is a crucial input to economic growth and as such is a
primary target for public policy designed to enhance national, state, and/or local
innovation performance.! However, one could argue that these policies have been limited
in their effectiveness because many aspects of the process of innovation remain poorly
understood. Until recently, the majority of research on innovation has been focused on
macroeconomic or industry effects, arguably at the expense of research aimed at the firm
or business unit level. Accordingly, this study builds upon a relatively new and growing
body of literature that investigates innovation at or below the firm level. Specifically, it
examines the relative profitability to individual firms of different types of research and
development expenditures and the value of alternative R&D resource allocation
strategies.

Economists long have recognized the important link between technological
change and economic growth, although the modem investigation of this topic can be
traced to Joseph Schumpeter (1942).> Schumpeter hypothesized that only firms in non-
perfectly competitive industries would be able to innovate and create the technological
change necessary for economic growth. In his view, technological change could only be

attained once firms grew large enough to raise prices above their competitive level and

' Examples include the Federal Research and Experimentation tax credit, the patent system, and numerous
state and local tax and investment credits. For a discussion of the influence of government policies on
innovation, see Horwitz (1979) and Hollomon (1979).

? Early references to the importance of technical change include Adam Smith’s The Wealth of Nations
(1776) and David Ricardo’s On the Principles of Political Economy and Taxation (1817).



gain economic profits — profits that could then be used to invest in technical research and
development. The idea that firm size and technological change are related has become
known as the Schumpeter hypothesis. Although much effort has been devoted to
investigating the validity of Schumpeter’s hypothesis, today researchers are faced with
the hard truth that the relationship between market structure, firm size, and technological
change is not nearly as clear-cut as Schumpeter originally hypothesized. In addition to
firm size, other industry and firm characteristics play an important role in innovative
activity.?

Not surprisingly, the relationship between R&D and innovation has received a
considerable amount of attention in the literature. There is little doubt a strong link exists
between R&D and successful innovation, but thus far, empirical efforts to quantify this
link have been varied in both method and result. The reasons for this are several. First,
the true nature of the relationship between profit and R&D, be it linear, quadratic, or
some other form, is not known with certainty. Second, long lags often exist between
R&D investment and the realization of the returns from R&D. The lag introduces
uncertainty in the appropriate specification of the model, and disqualifies many sources
of data that are not long enough to cover the appropriate time span. Third, a significant

lag time between action and the observation of results limits the firm or policy maker’s

} Examples include (1) the level of technological opportunities in the industry, (2) the appropriability
conditions in the industry, (3) sunk costs in the status quo, and (4) the stage of the product life cycle. At the
firm level, (5) the degree of interface between customer demand and the R&D department, (6)
organizational design, and (7) applied R&D expenditures. See Acs and Audretch (1987), Scherer and Ross
(1990), Hayes and Wheelwright (1984), and Utterback (1994).



use of the relationship as a tool for planning.

Another potential problem to measuring the returns to R&D lies in determining
the correct proxy for innovation. That is, the composition of R&D with respect to
product, process, or other types of R&D may by as important in determining the returns
to innovation as the aggregate amount of R&D. Unfortunately, severe data constraints
have limited empirical efforts to decompose total R&D into reliable measures of product,
process, or other types of R&D.

From an empirical standpoint, the approach to measuring the returns to R&D
taken in this study avoids many of these issues. This method, known as stock market
valuation, relates R&D spending to the value placed on a firm’s assets by financial
markets. It leverages the idea that publicly traded corporations are bundles of assets
(such as R&D spending, advertising, and tangible assets) by incorporating these assets
directly into the valuation equation. Therefore, it is particularly well suited to measuring
the value of intangible assets. This method also allows a great deal of flexibility in terms
of data structure and hypothesis specification. Multiple types of R&D may be regressed
against market value, thus enabling the relative value to the firm of each type of R&D to
be determined. The approach can also be used to determine if the returns from one type
of R&D are significantly affected by an increase in returns from the other. Recent studies
using a stock market valuation approach include Hall (1993) and Doyle (1994).

Awareness that the composition of R&D is important to firm value is growing.
Recent studies have indicated that some degree of success in both product and process

innovation is necessary for a firm to be successful over the long term (Capon et. al.,



1992). However, product and process R&D may not be equally valuable for all firms or
completely independent of each other within firms. Cohen and Klepper (1996) suggest
that larger firms benefit more from process innovation than from product innovation.
They also suggest that external factors, such as market conditions, can lead to positive
appropriability interactions between product and process R&D. Athey and Schmutzler
(1995) suggest that long-run organizational design factors such as ‘flexibility’ may
contribute to ‘complementarities’ (i.e. positive externalities) between product and process
innovation that enhance the overall innovativeness of the firm and thus its long-run
competitiveness.*

Yet, conventional wisdom suggests that firms have difficulty maintaining their
efficiency in both product R&D and process R&D simultaneously over an extended
period. This is sometimes referred to as a “trade-off” between product and process

innovation. A 1993 article in Harvard Business Review is typical of this viewpoint.

“.... either/or dichotomies dictated most managerial choices. A company

could pursue a strategy of providing large volumes of standardized goods

* The term flexibility has been used in the economics literature to refer to a variety of concepts, although
some of these concepts are closely related. For example, Moroni (1992) describes what he terms
‘production flexibility’, which he vaguely defines as the capacity of the firm to adjust to variations in
external conditions. This definition of flexibility encompasses ‘strategic flexibility’, such as "the ability to
change production processes, production elements endowments and the qualities of outputs in relation to
changes in environmental conditions" (p. 168). It also includes the concept of ‘operational flexibility’,
which "is related to the possibility of varying the quantities produced within a given mix, using a given
Productive structure.” (p. 168).



or services at low cost, or it could decide to make customized or highly
differentiated products in smaller volumes at a high cost. In other words,
companies had to choose between being efficient mass producers and
being innovative specialty businesses. Quality and low cost and
customization and low cost were assumed to be trade-offs.” (Pine, et. al.,

p. 111)

In this instance, U.S. automobile makers, in response to Japanese competition, adopted a
variety of new organizational designs in an effort to overcome this trade-off and improve
their competitiveness. To an extent, these designs, such as product teams, were
successful; but they also created other problems, “Cross-functional coordination has
improved, but at the cost of depth of knowledge within functions.” (Sobek et. al, p. 37).

Anecdotal evidence of this apparent trade-off between success in one type of
innovative effort and another abound. General Motors, IBM, Xerox, and Motorola, to
name a few, have had technologically superior products in the past. However, despite
their great size and obvious market power, each has had its ability to create or leverage
innovative and technologically competitive products questioned (Chesbrough and Teece,
1996).

In addition to the research noted above, the potential for intra-firm interactions is
reflected in the management science and organizational theory literature. This school of
thought puts more faith in the notion of trade-offs than complementarities because they

tend to view the firm as a complex, multi-function organization, rather than as a profit



maximizing entity.’ In general, theories of the firm other than the standard neoclassical
economics viewpoint allow much more room for intra-firm interactions and sub-
optimizing behavior.

Unfortunately, few theoretical models have been developed that account for the
distinction between product innovation and process innovation. Of these, most tend to
focus on the relationship between ex-post complementarities associated with
appropriability and firm behavior. They generally ignore any factors that might impose
constraints on firm behavior.® In chapter 2, a theory of R&D allocation is developed that
takes into account organizational constraints and market conditions that can form the
basis for interactions between product innovation and process innovation. The efficiency
of overall R&D may be affected positively, negatively, or not at all by these interactions.
In chapter 3, using a relatively new set of data, the contribution of R&D composition to
firm profitability is investigated empirically. In particular, the relative value of product
R&D and process R&D is examined, along with an investigation of the potential for
interactions between product and process R&D.

In summary, the ability to measure the returns to different types of R&D will
provide new insights into how the allocation of innovative resources affect an

organization’s profits and equity values, and how outside factors may influence these

5 Theories of the firm other than the standard neoclassical theory include contractual relationship theory,
principal-agent relationship theory, decision theory, etc. See Tirole (1990).

¢ For example, Cohen and Klepper (1995) devise a model whereby firms choose to invest in product or
process innovation based solely on profit incentives. They find that these incentives are complementary,
but fail to consider the possibility of constraints in the firm’s maximization problem. Klepper (1996)
develops a model of product and process R&D based on this same incentive principle to explain many of
the stylized facts of the PLC. It works rather well, but is too general to be useful from a policy perspective.



choices. The results of these inquiries can lead to improved R&D allocations by
improving the information upon which the organization bases its R&D decisions. The
results also will be a step forward in the quest to improve public policy towards R&D by
providing policy makers with a better understanding of the determinants of firm
innovativeness. For instance, one might argue that the R&D tax credit, depending upon
how it is structured, benefits one type of R&D more than another, resulting in a sub-
optimal allocation of R&D resources. Thus, a better understanding of the relative value
of different types of R&D and the different conditions favoring each type would lead to a
more efficient structure for the R&D tax credit.

The study is organized as follows. The review of the literature is presented in
chapter I. Chapter II contains a theoretical framework and model for R&D allocation.
Data, empirical specifications, and empirical results are contained in Chapter III. A
summary of results and some opportunities for further research are presented in the

Conclusion.



L REVIEW OF THE LITERATURE

Innovation has been defined as “an idea, practice or a material artifact perceived
to be new by the relevant unit of adoption” (Zaltman et al. 1973, p. 10) and “... the search
for and the discovery, development, improvement, adoption and commercialization of
new processes, products, and organizational designs and procedures” (Jorde and Teece,
1992).” This chapter presents a review of the literature on innovation, with a focus on
research pertaining to conditions, behaviors, and structures that influence firm-specific
innovation performance and value. I will discuss product, process, and other types of
innovation and the influences of firm organization on the performance of each.
Throughout this section I discuss the implications for innovation performance and
behavior at the firm level. Finally, I discuss the returns to innovation in terms of

determinants and measurement issues.

A. Product, Process, and Other Types of Innovation

Generally, product innovations affect the demand curve and process innovations
affect the supply curve. Lee and Stone (1992) find that higher product R&D in an industry

is correlated with higher price levels in the industry, while higher process R&D leads to

7 Innovation and invention are often confused. Innovation is a much broader concept — one that
encompasses the entire process of developing a new product or process and bringing it to market. Invention is
critical but it is merely one facet of the entire innovation process. Scherer and Ross (1990) define invention
as the “act of insight by which a new and promising technical possibility is worked out...” (p. 616).



lower overall prices. More formally, product innovation has been defined in terms of any
new product introduced by the organization (Knight 1967), or more broadly as any
emerging technology or combination of technologies (Utterback and Abemathy, 1975).
Tomatsky (1983) extends these to apply to any of the above that are exploited to produce
goods for consumption. Process innovation, on the other hand, has been defined as “any
operations technology that is new to the adopting organization,” (Collins et. al., 1988, p. 1)
or “a change in the way products are made or delivered” (Tushman and Nadler, 1986, p.
76). A broader definition put forth by Knight (1967, p. 482) defines process innovation as
the “introduction of new elements in the organization’s task, decision, and information
system or its physical production or service operations.”

The idea that a product innovation affects the demand curve implies that the intent
of a product innovation is to achieve two related goals: (1) retain or increase market share
(either by introducing a new product or improving an existing one) and (2) widen the price-
cost margin by increasing the price (value) of an existing product or create value by
introducing a new product. By extension, any change to a product that results in no new
market share nor the ability to raise prices, all things being equal, can not truly be
considered a commercial product innovation (at least not a successful one). In other words,
one must apply the following litmus test; if one holds market share constant, does the
innovation allow the firm to increase price? Altemnatively, will demand for the product
increase while price is held constant? If the answer to either question is yes, then the

innovation can be considered a product innovation.



Again, the definition of a process innovation typically is dependent upon how it
affects supply. For instance, Kamien and Schwartz (1982) define process innovation within
the context of productivity increases. They state that contributions to increases in
productivity over time arising from technical change can be associated with shifts in the
production function. Therefore, process innovations are specifically designed to increase
the price-cost margin of a product by lowering the costs associated with production, via
improved manufacturing techniques and/or equipment (of course, lower costs also may
contribute to increased market share).

However, the above definitions of product innovation and process innovation are
inadequate in many respects. Most innovations display characteristics of both. Therefore,
all innovations can be viewed as existing on a continuum with a pure product innovation at
one extreme and a pure process innovation at the other, with most innovations lying
somewhere in between. For instance, a given innovation could be viewed as a product
innovation by the firm that created it, but a process innovation by a downstream firm that
uses it in its manufacturing process. Consumers of the innovation (the downstream firm in
this example) can decrease their costs and increase their productivity by using the new or
improved good. Producers of the innovation increase their demand and obtain higher
profits. In this case, an innovation displays characteristics of both a process innovation and
a product innovation depending on who benefits from it. In general, most product
innovations, with exceptions such as consumer goods, can be considered someone else’s
process innovation.

Another illustration of the difficulty of classifying innovations as product or process

10



1s the case of a product improvement not only increasing the demand for the product, but
also simultaneously becoming easier to manufacture than the earlier version. This would
both increase the value of the product and decrease its production costs, thereby exhibiting
characteristics of both a product innovation and a process innovation as viewed by a single
firn. Conversely, a process innovation may simultaneously reduce the manufacturing costs
of a product, improve its quality, and ultimately increase demand. In either case, unlike the
previous example, the same innovation is affecting a demand and supply curve in the same
market. Therefore, most innovations affect a demand curve and a supply curve either
within the same market or in two or more markets.

Bhoovaraghavan et. al. (1996) attempt to address these definitional issues by
classifying product and process innovation in terms of consumer choice rather than in terms
of supply side/resource allocation. In their view, an innovation is classified as product or
process based on the perception of the consumer towards the innovation in relation to an
already established product(s) that satisfies the consumer’s “core want”. The classification
of innovation depends upon the additional wants that are satisfied by the new product that
were not satisfied by the already existing product(s). “Process innovations are always
perceived by the consumer as products that cater to or supplement only existing core wants.
Product innovations are perceived by the consumer to be products that either cater to a new
core want or supplement existing core wants.” (p. 237). Unfortunately, these definitions
allow much room for interpretation and still place any innovation on the continuum
somewhere between a pure product innovation and a pure process innovation.

Despite the issues with definitions, there are several reasons why drawing a

11



distinction between process and product innovation can be useful. First, studying how
firms allocate innovation-related resources provides insight into what industry deems
important. Second, product and process innovations, from a macroeconomic perspective,
affect the economy in different ways. For example, Japan’s economic emergence has been
attributed in large part to its focus on process innovation, in contrast to the United State's
focus on product innovation (Mansfield, 1988). Third, product innovations are the basis for
the creation of new markets.® In contrast, process innovations are usually created with the
intent to increase productivity, lower costs, and/or redirect existing demand to different
producers.

The distinction also helps shed light on strategic interactions among firms. Product
innovations are associated with innovative spillovers. Once a product is sold, the
innovation is much more difficult to keep from being imitated, even with patent protection.
Conversely, process innovations are easier to keep within the firm (Cohen and Klepper,
1998).

Product and process are not the only possible innovation distinctions. Another
useful distinction can be made between input and output innovation investments. Input
investments include research and development (R&D), physical capital, and any
investments undertaken before the innovation is ready for sale. Output investments are
those that are intended to facilitate the sale of the innovation once it is at or near its final
form. These include advertising, patents, liquidity, legal fees, distribution networks, sales

forces, etc. Although much attention is paid to R&D, some estimate as much as half or

® New technological trajectories are an important example of this. See CED (1980).
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more of the total investment needed for a successful (profitable) innovation usually comes
after the completion of the R&D effort (CED, 1980). In other words, an input investment
will determine the ex-ante capability to generate an innovation whereas an output
investment will increase appropriability, i.e., enhance the ex-post capability to profit from
an innovation once it has been created.

Bemnstein (1986) incorporates the distinction between input and output investments
by decomposing the production function of the firm into three primary inputs: labor,
physical capital, and formal R&D. He analyzes the relationship between these inputs in the
innovation process and finds two main effects. First, he finds a “substitution” effect among
the inputs such that physical capital and R&D are complements, whereas labor is a
substitute for the other two. In other words, ceteris paribus, an increase in the expenditure
on physical capital also increases the expenditure on R&D, and vice versa, but reduces that
of labor. However, increases in inputs presumably lead to increases in output as well, and
thus demand increases for all inputs, including labor. He identifies this as the “output”
effect. [Essentially, there are complementarities (positive interactions) between input
investments and output investments.

Innovation-related investment also can be classified as tangible (physical) or
intangible. Intangible investment is usually firm specific, such as organizational design,
management, firm culture, knowledge, reputation, and informal R&D. A growing literature
indicates that intangible capital may play a disproportionately large role in high technology
and start-up firms, and is a growing proportion of corporate R&D (Crawford, 1991). This

could be attributed to the fact that start-up firms in general do not have the financial
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resources of larger, more established firms, and are forced to develop other strategies to
compete, such as a heavier reliance on superior technology or superior management. Still
another reason that firms may be becoming more intangible could be that technology itself
is becoming less physical capital intensive and more information oriented (computers,
software, internet, etc.).’”

Innovative activity is categorized often as basic research or applied research. Basic
research can be defined as “original investigations that advance scientific knowledge but do
not have specific commercial objectives, although such investigations may be in fields of
present or potential interest to the ... company” (IRI/CIMS survey documentation, 1999).
Applied research can be defined as “Investigations directed to the discovery of new
scientific knowledge having specific commercial objectives with respect to products,
processes or services” (IRUCIMS survey documentation, 1999). An innovative firm
undertakes both types of research to remain competitive.

Finally, innovative activity, particularly R&D, often is classified as internal or
external. Internal innovation is research and development performed in-house, whereas
external innovation is outsourced. External R&D can take the form of research joint
ventures, purchased R&D, purchased technology, patent purchasing and licensing,
limited partnerships, and certain mergers and acquisitions. Crawford (1991) suggests that

technology/knowledge gathered outside the firm is a growing proportion of total R&D.

® R&D in general commonly is referred to as intangible, although here I am using the term to differentiate
R&D itself.

14



Mowery (1994) also provides evidence that external R&D is growing in importance.'’
Given the apparent growing importance of external R&D, treatments of external
R&D issues have not been prominent in the literature. Exceptions are Audretsch et. al.
(1996) who analyze a data set from a survey of Dutch manufacturing firms. The firms
were asked to report whether or not they had conducted external R&D during a specified
year (1983). Unfortunately, the amount of external R&D and the type, product or
process, was not specified. A probit model was used to compare the frequency of
external R&D to a variety of independent variables, such as firm size, capital intensity,
skilled labor, amount of total R&D, etc. They find that capital intensity (positively) and
skilled labor (negatively) were significantly correlated with external R&D. They explain
their findings by theorizing that a high level of ‘asset specificity’, in this case labor assets
(researchers and scientists), tends to increase the value of internal R&D but not that of
external R&D. On the other hand, “a highly capital intensive firm will tend to produce a
relatively standardized product, which can only be copied with great difficulty by another
firm. Thus, ceteris paribus, external R&D is expected to be more prevalent in firms
which are capital intensive.” (p. 521). This explanation is consistent with Bemstein’s

(1986) results that showed a complementary relationship between physical capital

' The changing nature of technology itself may contribute to the ability of firms to find compatible
external R&D. Information technology (computer design, faxes, internet, and e-mail), decreasing barriers
to transportation (lighter materials, faster transport, etc.), and other technologies are giving firms access to
a larger pool of potential research partners.

15



accumulation and R&D investment, a significant portion of which, in light of the results

reported by Audretsch et. al., may consist of external R&D."'

B. Product and Process Innovation within an Organization

Do factors other than profit maximization, such as organizational design
constraints, influence the returns to R&D? In general, the standard neoclassical
viewpoint of the firm does not allow for intra-firm interactions and sub-optimizing
behavior. Other, less restrictive, viewpoints allow a variety of factors to affect the R&D
allocation decision and to depart from an exclusive focus on profit maximization. As
Athey and Stern (1998) point out, the objective function faced by the agent responsible
for R&D decision making is not necessarily limited to the overall economic profits of the
firm.

If one views the firm as a bureaucratic organization, with all of an organization’s
complex interactions, then there are several theoretical reasons to believe externalities
may exist between product and process R&D. Athey and Schmutzler (1995) suggest that
long-run organizational design factors such as “flexibility” (in either the product or the
process dimension) may contribute to complementarities between dimensions that

enhance the innovativeness of the firm and thus its long-run competitiveness.'> They

"' Gompers and Lerner (1998) suggest that corporate investments in venture-type endeavors can be nearly
as successful as private venture capital projects provided they are strategically aligned with the parent
company. They find these strategic investments stable over time, which is consistent with the theory that
firms use external R&D to address structural shortcomings in their internal R&D program.

12 See footnote 4.
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develop a two-period decision model. In the first period a firm chooses its ability to
generate innovations, or in their language, chooses product and process flexibility and
physical research capabilities. In the second period the firm takes these as given and
maximizes profit by choosing a degree of innovative intensity in both dimensions. Their
results suggest that there are complementarities in the innovation process that manifest
themselves in three particular ways: complementarities between dimensions in the short-
run resource allocation decisions, complementarities between dimensions in the long-run
capability decisions, and complementarities between the long-run and the short-run
decisions.

Although Athey and Schmutzler support the idea of a positive interaction between
product and process innovation, management theory offers some support to the idea that
trade-offs, not complementarities, characterize the relationship between product and
process innovation. This opposing position is based on the belief that the complexity of
the firm necessitates compromises among multiple organizational functions, typically
characterized as engineering, marketing, and manufacturing (Clark and Wheelwright,
1993, p. 161). Likewise, Volderba (1998) and Teece et. al. (1997) suggest the firm is
composed of a spectrum of ‘capabilities’. Chesbrough and Teece (1996) stress the
importance of balancing the benefits of centralization against the potential rewards from
risk-taking, which over-centralization can undermine.

The idea of the firm as a bureaucratic organization also is common in principle-
agent and contractual relationship lines of research. In this spirit, allocation decisions

between product and process innovation can be viewed as a function of organizational
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design. Organizational design is a term that encompasses the administrative and
management structure of the firm (how decisions are made), the manufacturing system
(e.g. “continuous process improvement” strategies and “teams”), the extent and structure
of the distribution network, incentive packages, etc. Organizational design determines
how physical capital is used and is an intangible asset (whereas research facilities,
equipment, and personnel are tangible in nature).

Hayes et. al., (1988) point out that flexibility in the manufacturing process is
important to the long-term survival of the firm, but that within the firm there may be
trade-offs between product flexibility and process flexibility. Utterback (1979), echoes
this idea, “... conditions necessary for rapid (product) innovation are much different from
those required for high levels of output and efficiency in production” (p. 40). Reasons for
this trade-off are numerous and include both tangible and intangible factors. For
example, a tangible factor could involve the firm’s manufacturing equipment. The nature
of the equipment may impose constraints on the ability to retool in response to a product
innovation that has different manufacturing requirements than the previous product.
Intangible factors include organizational and administrative design limitations, such as
the failure to learn across functions and projects and/or the existence of cultural rigidities
within the firm.” For example, Hayes et. al. (1988) describe how the failure to align
development “windows” properly between product and process innovations can

undermine innovation (pp. 298-99), and they emphasize that strategic interactions

12 See Hayes et.al (p. 338) for discussions relating to organizational functions. See Ginn (1995, pp. 357-
410) for a discussion relating organizational culture to technical creativity.
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between the two dimensions are of primary importance to the success of any project.'

Many of these factors could be characterized as side-affects stemming from problems
related to firm size, such as excessive bureaucracy, communication breakdowns, and
labor issues."

In the economics literature, the idea of a trade-off is reflected in research that
details empirical differences in the intensity and composition of R&D among firms. Acs
and Audretsch (1987, 1991) provide evidence that not only does R&D intensity vary
among firms in different industries, but among firms in the same industry according to
firm size (and other factors). They find that many of the most important innovations are
produced by relatively small, new firms, whereas large firms tend to focus on incremental
innovations. This implies one or both of the following: (1) firm size provides incentives
for larger firms to concentrate on incremental product innovation, or (2) firm size inhibits
the ability to create drastic product innovations. Doyle (1994) provides evidence that the
value of overall R&D varies with firm size in high technology industries. Of course, this
suggests the question: does the efficiency/value of product R&D and process R&D vary
with the size of the firm, and if so, how?

Whether the interaction, if it exists, is positive, as Athey and Schmutzler suggest,
or negative, as much of the management literature implies, could have important

consequences for firn evolution. For example, the trade-off hypothesis provides a

" For further evidence, see Gruber, 1981. There is also evidence that venture-type corporate programs are
more successful and stable if they fit the overall strategy of the corporation (Gompers and Lerner, 1998).
The fact that non-strategic ventures are less successful is consistent with the idea that organizational factors
are important to R&D.
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plausible explanation for Cohen and Klepper’s (1996) finding that process innovation
increases with firm size. Organizational constraints, be they tangible or intangible,
prevent the firm from performing product R&D and process R&D with equal efficiency
as the firm grows in size.

If externalities between product and process R&D exist, they will be influenced
by observable internal and external firm and industry characteristics.  These
characteristics are closely linked to organizational factors within the firm and external

appropriability incentives.

“Forces both inside and outside the industrial firm influence the
(innovation) process. Outside forces include users’ needs, changing prices
of inputs, competitive stresses, and government stimuli and regulations.
The inside forces include the firm’s resource allocations; the product and
process technologies themselves; the people, organization, and
communication patterns involved in producing innovations, and the

technical resources and strengths of the firm” (Utterback, 1979).

In addition, a trade-off would likely be a result of a combination of both
organizational design constraints and tangible factors. For example, organizational
design constraints may imply that a fertile product-innovating environment requires “a

stimulating, supportive leadership and a positive, encouraging organizational climate that

' For example, see Hayes and Wheelwright (1984), Utterback (1994).
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allows employees to take risks” (Holt and Seetzen (1975), p. 226), whereas a fertile
process-innovating environment requires a structured organization with a focus on cost
containment and repetition. These goals may very well be mutually exclusive. Creating
an environment conducive to one inhibits the ability to create an environment that fosters
the other. Furthermore, the firm could be faced with tangible constraints as well. For
example, if the firm competes successfully in a market with a relatively fast innovation
pace (a short technological-life-cycle), it will be proficient, by definition, at product
innovation. However, it will also have less time to develop production efficiencies
(process innovate) because the optimal production process may change over the course of
the PLC. This will impose additional costs on manufacturing because of the constant
need to retool and alter production processes to meet the demands of the new product. In
this way, a product innovation may create an externality on the process side by
necessitating different production techniques and/or forcing the firm to retool.

Pine et. al. (1993) discuss innovation within the context of mass customization
and the problems inherent in establishing an organizational design supportive of both
dimensions. They relate a particularly illuminating story about the difficulties Toyota
Motor Company encountered as it attempted, beginning in the late 1980’s, to transform
itself from a firm that focused on ‘continuous process improvement’ to one which was
able to make “... varied and often individually customized products at the low cost of
standardized, mass-produced goods” (p 108). Mass customization, in which a firm
strives to add additional value to each good produced yet manufacture them at low cost,

could be considered a product AND process-improving system. It attempts to increase
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demand for the product using product enhancements while simultaneously keeping costs
to a minimum through process enhancements. As Toyota came to realize, mass
customization is an entirely different world than continuous process improvement
(whereby a firm endeavors to manufacture goods at low costs -- although with the co-
requisite of preserving quality), which could be considered a one-dimensional process
innovating system. The authors illustrate this point by noting that after some early
success, Toyota was forced to retreat from its goal of becoming a mass-customizer. Part
of the problem was the economic recession in the early 1990’s, but that wasn’t the whole
story. Management was forced to acknowledge that “continuous improvement and mass
customization require very different organizational designs, values, management roles
and systems, learning methods, and ways of relating to customers” (p.109). Whereas
process improvement requires a relentless pursuit of quality through a vision of “being
the best” and managers constantly striving to tighten the links between processes, mass
customization requires a “... dynamic network of relatively autonomous operating units”
(p. 110). In attempting to evolve into a firm proficient in innovation in two dimensions,
Toyota discovered that success in one dimension may not be compatible with success in

the other.
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C. Returns to Innovation

1. Determinants

The following discussion is concerned exclusively with returns from private firms
and does not consider the determinates or measures of value derived from innovation in
the public domain, such as Universities or publicly funded research institutes. With that
said, before a firm can undertakes an R&D project it “... must consider the cost of doing
research, the probability of succeeding, and the likely degree of competition...”
(Quirmbach, 1993).

The cost of doing research is heavily influenced by the firm’s level of
commitment and its ability to manage costs, which in turn rests upon the efficiency of the
firm’s organization -- a consideration I already have discussed. The other two
considerations, the probability of succeeding and the degree of competition, depend on
three types of uncertainty: (1) technological uncertainty, (2) strategic uncertainty, and (3)
market uncertainty. Technological uncertainty refers to the possibility that the firm may
not possess the necessary technical expertise to develop an opportunity into a viable
commercial innovation. Strategic uncertainty arises from the possibility that the firm
may not be the first to introduce the innovation to the market. Market uncertainty results
from a potential lack of demand from buyers.'®

An alternative but related way of looking at these considerations, sans costs, is

within the conditional probability framework developed by Mansfield et. al. (1977).
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They use three success probabilities to characterize the success rate of innovations: (1)
the probability that a technical goal will be achieved, (2) the probability that the resulting
innovation, conditional on technical success, will be commercialized, and (3) the
probability, conditional on successful commercialization, that the innovation will yield a
profitable return. On average, 27% of the projects they studied ultimaiely were
profitable.

Mansfield’s first success probability corresponds closely to technological
uncertainty. His third success probability can be seen to include strategic uncertainty and
perhaps market uncertainty. Success probability 2 is less concrete. It could refer to
market uncertainty in that the firm decides simply to shelve the product because there is
no anticipation of demand. It also could refer to financial constraints, to a firm’s inability
to adequately take advantage of its resources, or to all of the above. In any case, R&D
costs and the rate of success of any of these probabilities most certainly will vary among
firms and therefore will depend upon two considerations. First, the characteristics of the
fim itself (its assets and organizational design), and second, the characteristics of the
industry or industries in which it competes (market conditions).

I have already discussed the impact of organizational constraints on innovation, so
I will turn my attention to the importance of market conditions, or “outside forces™ in
Utterback's terminology, to determine the profitability of innovation. Market conditions

provide the external incentives that drive the firm to innovate, and include technological

' Adapted from Encaoua et. al. (1996).
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push, market pull, and appropriability.’’ Technological push refers to the idea that there
are exogenous technological innovation opportunities that firms can develop and
commercialize profitably. Market (or demand) pull refers to the firm’s perception of the
potential demand for the innovation.'® Appropriability is the extent to which a firm can
capture the new economic rents associated with a product or process innovation, and
depends inversely on the extent to which the innovation is a public good.

In regard to the first two conditions, the essential point is that the firm’s ability to
develop technical opportunities is squandered if it cannot identify which of those
opportunities will have a market demand. The ability to both recognize and develop
technical opportunities allows a firm to define a set of possible and “demanded”
innovations (in the case of a process innovation, the demander can be thought of as the
firm itself) which will lead to profitability. Calantone et. al. (1996) point out that
although a firm’s R&D department responds primarily to technological push factors,
without an effective interface with the demand-pull source of innovative ideas,
technologically superior products can be developed that fill no need in the marketplace.
Thus, an organizational failure can be the cause of a lower success probability 2.

Profit from innovation ultimately is determined by appropriability conditions in
the industry. Therefore, of those innovations that pass the first two criteria, the firm must
reasonably be sure that the returns are proprietary and large enough to earn a profit.

Demand for the product must translate into demand for the product produced by the firm.

17 Scherer and Ross (1990).
'® Holt and Seetzen (1975, p. 225) refer to this as “need pull”.
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If other firms can quickly and cheaply offer a competitive product and compete the
economic rents to zero, then the product likely will not pay for its development costs.
The level of appropriability in large part is a function of the concentration in the industry,
the essential idea behind Schumpeter’s Hypothesis. Appropriability also is influenced
greatly by patent laws and regulation. See Scherer and Ross (1990) for a discussion of
appropriability and patent protection.

Quirmbach (1993) analyzes appropriability under a variety of industry conditions;
he considers alternative market structures (Bertrand competition, Cournot competition,
and collusion), patent protection or no patent protection, and projects with a high
probability of success vs. projects with a low probability of success. He restricts his
analysis to product innovation, primarily to cases where patent protection is unavailable
and imitation is not immediate. He points out that a higher technical success probability,
assuming it is industry-wide, could adversely affect the industry’s level of appropriability
and reduce incentives to perform R&D. This effect tends to increase as collusion
decreases or the new technology exhibits increasing returns to scale.

His results also suggest that the anticipation of post innovation collusion
encourages R&D investment in the short run, but realized collusion later may discourage
continued R&D investment if patent protection is available. Under his assumptions,
patents also are more likely to increase appropriability in industries where new
technologies exhibit increasing returns to production. Generally, appropriability is lower
in Bertrand industries if the industry is not perfectly collusive (in fact, expected profits

are zero if there is more than one firm). Appropriability is generally higher in Cournot
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industries with the level varying depending on the project parameters.

Although Quirmbach derives a wide range of results under a variety of conditions,
he does not consider process innovation. This is an important omission because the level
of appropriability can vary between product innovation and process innovation. There is
little doubt that revenue incentives to innovate are strong in both dimensions. In addition,
it is likely that these incentives are complementary. Recall that studies by Capon et. al.
(1992) and Landau and Rosenberg (1992) indicate that those firms who are able to
perform well in both areas of innovation are usually the most competitive and profitable.
Taking this idea a step further, Cohen and Klepper (1996) develop a model of product
and process R&D based on such complementary incentives. They derive a positive
relationship between ex ante output and process R&D intensity, as measured by the ratio
of process R&D to the sum of process and product R&D. The returns to a product
innovation are enhanced if the firm subsequently decreases its production costs via a

process innovation. They state their basic relationship as follows:

p=f1/ (1 + ghg + K)2) [11]
where p = the ratio of process R&D to total R&D. The numerator represents the profit
maximizing level of process R&D as a function of ex ante output q. The second term in
the denominator represents the profit maximizing level of product R&D as a function of q
and as a function of K, the additional output derived from new product innovation. The
parameters f and g represent industry level technological opportunities for process and
product innovation, respectively. The parameters f; represent the marginal returns to

innovation and can differ between product and process innovation.
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The implication of equation 1.1 is that the derivative of p with respect to q is
positive “.. as long as the marginal return to process R&D declines sufficiently slowly
relative to product R&D” (p. 235). Their equation implies that a process innovation will
reduce costs and increase the price-cost margin. Both of these factors will increase the
returns to a given product innovation which itself increases the price-cost margin but now
can be applied to a larger quantity, thanks to the ex-ante process innovation. Given an
innovation in one dimension, any improvement in the other will allow an increase in the
firm’s ability to appropriate the returns to the second. These revenue complementarities
provide incentives to allocate R&D resources to both types of innovation, but not
symmetrically. As the firm’s sales grow, the incentive to process innovate begins to
surpass the incentive to product innovate, thus implying a positive relationship between
firm size (sales) and the returns to process innovation intensity.

Unfortunately, neither Quirmbach nor Cohen and Klepper consider organizational
factors in the R&D allocation decision. Although it may be true that improvements in
one area lead to more revenue as another area improves, this does not necessarily imply
that improvements in one area will make improvements in the other area less costly. Not
only are there the usual diminishing returns to R&D investment within a particular

dimension, but the rate of diminishment could be affected by the other dimension.
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2. Measurement

The value of innovative activity is determined by a variety of factors. Not
surprisingly, measuring the value of innovative activity is a complex issue. Regardless of
methodology, measuring the returns to innovation requires choosing an appropriate proxy
for the innovative activity itself. There are two common candidates: research and
development expenditures (R&D) and patents.” Both are considered excellent, although
not perfect, indicators of the level of innovativeness. Patents are theoretically appealing
because they are considered a true output. Griliches (1990) has argued that patent
statistics, which are very detailed, are a superior indicator of innovative ability.
However, many innovations are not patented. For example, Cordes, et. al. (1987) find
that many high technology firms do not patent their innovations because of the short
technological-life-cycles in their industries.*

R&D, on the other hand, is a better indicator of the effort put forth by the
innovator. However, R&D expenditures do not necessarily translate into successful
innovations, and R&D spending may not be the only source of innovation. Moreover,
R&D expenditure data “are subject to considerable error in reporting; firms are given

considerable latitude in classifying activities used for financial reporting” (Doyle,

' Not surprisingly, large corporations are responsible for the majority of both. In 1988, for instance, 73%
of the patents granted to US inventors were to corporations (82% of foreign patents were to corporations),
with 25% going to individual inventors (Griliches, 1990).

¥ See Griliches (1990) and Hall (1998) for a summary of the advantages and disadvantages of each.
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1994).2' Thus, determining the micro or macro impact of R&D spending on innovation is
empirically difficult. However, the situation appears to be improving. In the U.S,,
Standard and Poor’s Compustat data compiles extensive R&D information primarily
from 10-K reports to the Securities and Exchange Commission. The National Science
Foundation conducts annual R&D surveys, and surveys by others are conducted
periodically.?* Beginning in 1989, the UK. began requiring firms to report R&D
expenditures as a standard accounting practice. In summary, the choice between using
patents, R&D spending, or some other metric as a proxy for innovation boils down to
methodology and data availability.

Another common issue involves the choice of an appropriate measure for the
returns to innovation. Several measures have been used, including profitability itself,
profit margin (rate of return), total factor productivity, and market value. For example, a
stock market event study measures the change in the market value of a stock before and
after a specified event has occurred. The problem is determining the appropriate points in
time for the each measurement. This approach often is used to study the impact of
patents, although it is important to choose the patent(s) carefully (Austin, 1993). Many
patents are redundant because often there are “many viable solutions to a technical

problem, and other firms can ‘invent around’ a given patented solution” (Scherer and

2! Mansfield (1986) and Hulten and Robertson (1984) both find that the introduction of the R&D tax credit
in 1981 resulted in a considerable amount of non-R&D related spending being reclassified as R&D
investment to take advantage of the credit.

Z Examples include the Industrial Research Institutes R&D survey annually conducted by the Center for
Innovation Management Studies (which I use in this study), the survey conducted by Levin, Bohen, and
Mowery, 1985, and the European Innovation Monitoring System (EIMS).

30



Ross (1990) p. 624), and many patents are simply not commercially viable. It is known
that the distribution of the value of patents is extremely skewed, and thus many patents
contribute little to economic growth.

Other methodologies include creating a metric for innovation success and
regressing it against profits (McGrath and Romeri, 1994), or regressing various firm and
industry characteristics against the firm’s rate of return. Geroski et. al. (1993) use this
latter approach to estimate the impact of innovation on the profit margin of a large sample
of UK firms. Using the number of significant innovations produced by a firm as their
measure of innovativeness, they found that an additional innovation contributed
anywhere between 6.1% and 16.5% to a firm’s profit margin.

The most common approach to measuring the returns to innovation involves
relating total factor productivity to some measure(s) of innovation data (R&D often is the
more natural choice because of its input nature). For instance, another study by Geroski
(1989) examined the effect of innovation and other characteristics on total factor
productivity growth using a sample of 79 industries in the United Kingdom spanning a
three-year period. He found that innovation was by far the most important factor in the
study, accounting for as much as 70% of observed productivity growth. He also found
evidence that the impact of a single innovation is more durable over time than the impact
of other factors, such as entry by domestic or foreign firms. Despite the important results
from this methodology, this approach and others like it may be difficult to implement for
several reasons: first, long lags often exist between R&D spending and the realization of

the returns from R&D. The lag introduces uncertainty in the appropriate specification of
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the model, and disqualifies many sources of data that are not long enough to cover the
appropriate time span. Second, a significant lag time between action and the observation
of results limits the firm or policy maker’s use of the relationship as a tool for planning.
Third, the measurement of innovative activities at the firm or industry level can be
difficult to match with other inputs, partly as a result of these same lags, and partly
because of data limitations. Therefore, it can be difficult to incorporate other inputs, such
as other costs, into the analysis (Hall, 1998).

One popular alternative to measuring the returns to innovation, used in this study,
is a stock market valuation approach using R&D expenditure data. This approach has
gained popularity since it was first introduced by Griliches (1981). The market valuation
approach regresses R&D expenditures, other intangible assets, and tangible assets against
the market value of the firm. The advantage to this method is that it avoids the problems
presented by the lag between R&D and its returns. This method is not a panacea,
however, because it is limited to evaluating private firms that are traded on a well
functioning financial market, and therefore it does not evaluate the public returns to
innovative activity. In addition, it limits the researcher’s ability to incorporate line of
business data into the study. Nevertheless, it is particularly well suited to measuring the
value of intangible assets because it incorporates these assets directly into the valuation
equation, thereby leveraging the idea that publicly traded corporations are bundles of
assets (such as knowledge, reputation, and tangible assets).

The market valuation approach is basically a variation of the hedonic regression

method, which attempts to “determine the marginal value of a particular intangible asset
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by regressing the market price for firms that possess the asset on various characteristics of
the firms” (Hall (1998), p. 4). In the market valuation of R&D application, one measures
the marginal value of an additional dollar of investment in a given type of corporate asset,
namely R&D. A central issue with this methodology is the method of valuing the firm.
The method most often employed follows traditional finance literature. The market value
of the firm is determined by the present discounted value, or net present value, of its

expected cash flow into the future.

V = NPV(discounted cash flow) . [1.2]

In the finance literature, cash flow to the common stock owner usually is represented by

current and future expected dividends. In turn, the dividends paid out by the firm will be

a direct function of its earnings, or income stream.

Vit = NPV(income stream (dividends)) . [1.2°]

A more explicit representation of Equation 1.2’ is the following:

Vit = Income; +Incomey+ | /(1+k)+Incomer+ 2 /(1 +k)2 +...+ Incomes+n /(1+k)1 [1.27°]

where k is the required rate of return on the common stock. For a depreciable asset, n

will equal the number of periods before the asset’s value is fully depreciated. All things
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equal, higher depreciation rates will imply smaller n, reduce the number of terms in the
net present value computation, and therefore lower market values. Likewise, higher
required rates of return also will lower market value.”

Finally, in considering the market value effects of firm assets, it is necessary to
control for the expected level of investor risk. Risk comes in two varieties, systematic
and unsystematic. Unsystematic risk refers to risk unique to the firm, such as
management capabilities, R&D uncertainty, competition, or regulation. Systematic risk
refers to risk the variability of a stock’s return attributable to factor’s affecting the market
as a whole, such as interest rate changes, inflation, and consumer confidence.
Theoretically, all unsystematic risk can be eliminated through diversification, and thus
the reward to bearing risk should depend solely on its systematic risk (Ross et. all. (1995)
p. 347). Therefore, the value of an asset depends on its expected cash flow discounted
appropriately, where systematic risk is a necessary factor in the discounting process, and
influences the investor’s required rate of return. In fact, following Doyle (1994, p. 59)

the required rate of return, k*, for a firm can be represented as

K =rp+ Bk, ~ 1) [1.3]

where r; is the risk free rate (e.g. treasury security yield), &, is the market’s expected

2 Given some simplifying assumption regarding income (or dividend) growth over time, two special cases
of equation 1.2"° can be determined. First, if a zero growth rate is assumed, equation 2.1’ simplifies to
Vit = Income /k. Second, assuming a constant growth rate in income, equation 2.1”’ simplifies to
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return on the overall market portfolio, and f; is the firm’s beta. The beta is a traditional

financial measure of risk relating the volatility of an individual common stock to the
volatility of a broad market index, such as the Standard and Poor’s 500, the DOW, or the

NASDAQ. Higher volatility relative to the index implies higher risk, but also larger
returns.?* Instead of the interest rate, k is used as the discount rate in equation 1.2’ to
obtain the net present value of the firm’s cash flow/income, and hence its market
valuation. Thus, the higher the perceived risk by investors, the higher the beta, the higher
the required rate of return, and the lower the firm’s market valuation.

In order to apply the above analysis toward the goal of measuring the returns to
innovation, the typical model of market value hypothesizes that the discounted value of
current and future income, and hence the value of the firm, is a function of its n number

of assets:

Vit = fe(Income streamy (A, A; 5 .. ... Ant)) [1.4]

or more simply,

Vie=JtA;p Azp e An,d (1.4°]

Vit = Income(1+g) /(k-g), where g is the growth rate.
% In some cases, rather than the beta, the Standard & Poor’s ranking of earnings and dividend stability is
used (Hirschey, 1982).
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In the case of constant returns to scale of the profit function and a single asset, we obtain
the familiar result that the market value of the firm is a product of the book value of its

assets times a ‘shadow price’, commonly referred to as Tobin’s q.

I,l=qlg(Al’ Az, ...... ) . [1.5]

Several assumptions underlie this method: first, it is assumed that firms invest in these
assets in a value-maximizing manner. Second, appealing to the efficient markets
hypothesis, it is assumed that the financial market on which the firm trades is efficient,
and that all optimal asset trades have occurred. Finally, although the true functional form
of the function f (or g) is unknown, it is assumed that a satisfactory approximation exists.
Typically, and primarily for econometric considerations, these approximations assume a
linear or a traditional Cobb-Douglas form.

The assets within the function f generally are classified as tangible or intangible.
Tangible capital usually is represented by the book value of the firm at time ¢, and
intangible capital reflects the stock of knowledge capital and advertising capital at time ¢.
Advertising capital, typically represented by the sum of the weighted flow of advertising
expenditures over the previous x number of years (typically 5 years), reflects the value
imputed from the product’s reputation. Likewise, the flow of R&D expenditures over the
previous x number of years is used to represent knowledge capital. The method of
weighting previous expenditures varies from study to study. Occasionally, current profits

or cash flow is included in the valuation equation to account for market power or long-
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run profitability not related to advertising or R&D (Hall, 1993 and Hirschey, 1982). Also
occasionally, the growth rate of sales is included as a proxy for expected future growth of
the firm, which some view as an important factor in common stock valuation (Hall,
1993).

Given the above, several specifications for estimating market valuation are
possible. After taking the natural logarithm of both sides and applying approximations,

the linear model and the Cobb-Douglas model as specified by Hall (1998) are

Log Vi,l =logq, + 0, Log Ai,r % Ki,/Ai,t > [1.6]
and

LogV,, =logq, + ofLog A;, + oy Log (K;/4;) . [1.7]

respectively, where V;, represents the market value of the firm at time ¢, ¢, is Tobin’s q,
which in the regression represents the intercept term, 4;, represents tangible assets, and

K.

. Tepresents intangible assets. The last term in each specification is expanded
additively to include each type of intangible asset: advertising, R&D, risk, and any other
included terms.

Alternatively, some researchers, notably Hirschey (1982) and Doyle (1994)
specified valuation equations without the log transform. Like Hall, Hirschey used the

ratio of intangible assets to tangible assets as independent variables, while Doyle

refrained from using ratios, instead preferring to apply a Taylor expansion to equation
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1.5. One advantage to Doyle’s methodology is that it more easily lends itself to working
with first-differenced equations. If the time period over which the data extends is of short
duration, as is often the case, it may be difficult to construct a reliable measure of the
stock of intangible capital, and transforming the data through first-differencing allows the
researcher to work with flow variables instead of stock variables. Furthennbre, first-
differencing allows more flexibility in the treatment of risk.

According to Hall (1998), researchers using United States data on manufacturing
firms typically find that each dollar invested in R&D leads to an additional market
capitalization of between $2.5 and $8, with the stock of R&D valued between 0.5 to 2
times the value of ordinary assets. Despite expectations to the contrary, the addition of
industry specific dummies does not change the estimates on average. Another interesting
result is that the shadow value of R&D is not stable over time, and is sensitive to the
period examined. For example, the late sixties and seventies was a period of high
valuation of R&D, while the late eighties and nineties was a period of low valuation.
Hall offers two explanations for this: first, variations in the value of ordinary assets
caused the value of intangible assets to vary in an inverse manner. Second, beginning in
the 1980°s, declines in the value of R&D assets occurred in high-tech industries where
the returns to R&D are short-lived. Another possibility, which Hall does not consider, is
that financial markets value some types of R&D more than other types. Thus, changes in
the composition of R&D over time will change the valuation of intangible assets as a

whole.
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II. THEORETICAL FRAMEWORK AND MODEL

Geroski (1995) stated that “entry appears to be relatively easy, but survival is not”
(p. 435). Clearly, the firm’s ability to adapt to changing market conditions will determine
whether it survives. In my view, an essential component of this process of adaptation is
the efficient allocation of R&D resources between the product dimension and the process
dimension within the constraints of the organization. Organizational design is an
essential ingredient for analyzing innovation. In the theory that follows, the purpose of
defining organization-related concepts is not necessarily to build a model using each
concept, but to provide a reasonable explanation for observed R&D allocation strategies
and the value placed on them by financial markets.

This section develops a theoretical model that describes the firm’s allocation of
innovative resources between product R&D and process R&D. I show that investment in
organizational design is not necessarily without hidden costs or benefits; organizational
strategies in one dimension could interact with strategies in the other to create
externalities from one dimension to the other. I first discuss and develop a general
framework of the model and define important concepts. Then I develop a corresponding

mathematical theory from which I derive some specific hypotheses.
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A. Interactions Between Product and Process Innovation

Recall that Acs and Audretsch (1987) and Cohen and Klepper (1996) discuss the
idea that the returns to process innovation are greater relative to product innovation as the
level of firm output increases. I refer to this as the appropriability effect. Specifically,
the appropriability effect states that a given process innovation will generate more net
revenue than a given product innovation as output increases (when this occurs, I refer to
the appropriability effect as positive -- if the reverse is true, I refer to the effect as
negative). Thus, there are appropriability incentives to focus innovative efforts on
process R&D as output increases. However, incentives do not always translate to
behavior. Internal factors necessary for the firm to capitalize on the appropriability effect
influence firm allocation strategies, but have not been explored in previous research. For
example, a product innovation may require different manufacturing techniques than the
firm currently uses, and impose adjustment costs on the process side. In addition,
organizational factors likely will influence the effectiveness of innovative efforts in and
across dimensions. For these reasons, the existence of the appropriability effect may not
provide enough incentive for the firm to allocate R&D resources in accordance with it.

In the model that follows, the basic input that determines the firm’s ability to
produce commercial innovations, in addition to direct R&D expenditures, is
organizational design. I define organizational design as a collection of organizational

design practices (ODP’s). An ODP refers to a part of the organization with a distinct
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form of its own and which has a specific function or purpose within the firm. It could be
a training program, a specific management structure, an R&D center, a ‘total quality
management’ strategy, a team, an operational learning and control system, etc.
Organizational design practices are mechanisms for establishing firm specific
capabilities, particularly as they relate to the two innovative dimensions within the firm --
product and process. A well functioning, well-managed organization comprises a
collection of ODP’s in each dimension, and is highly flexible.?

Anderson and Schmittlein (1984) and Milgrom and Roberts (1990) describe a
tendency for ODPs to be “clustered” in firms, thereby providing evidence that many
ODP’s are complementary.”® This is consistent with Athey and Stern’s hypothesis that
product innovation and process innovation are complementary. Another plausible
hypothesis for clustering may be that some ODP’s are more suited for product innovation
than process, and vice versa. Those firms with a strategic orientation towards process
(product) innovation would naturally tend to have a collection of ODP’s more suited to
process (product) innovation.

It is also possible that ODP’s afford a pathway through which one dimension can
interact with the other. This could happen if those ODP’s more suited to one dimension
are functionally incompatible, or functionally complementary, with ODP’s more suited to
the other dimension. For an example of ODP incompatibility, suppose the firm has a

product innovation ODP comprised of teams organized around specific product lines. A

¥ By flexible I refer to how easily ODPs change and respond to outside stimuli. See footnote 4 for
definitions of flexibility.
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subsequent adoption of a process oriented ODP, such as an operational control system,
may interfere with the creative flow of the design teams and limit their effectiveness.
Therefore, to the degree that these ODPs interfere with each other, the efficiency of the
overall organization will be impaired, and the firm will exhibit trade-offs between
product and process innovation. In contrast, complementary ODP’s would have the
opposite effect; they would provide incentives to invest in both dimensions and enhance
the effectiveness of the overall organization.

The existence of an interaction may also affect the firm’s ability to respond to
external conditions. The more likely it is that potential ODP’s are incompatible with
existing ODP’s, the more limitations placed on the firm’s ability to change or augment its
current OD as market conditions dictate, thereby impairing its flexibility. On the other
hand, if ODP’s are overall complementary, then the firm should have a higher degree of
flexibility, all else equal.

If incompatibilities exist, the firm conceivably could choose to invest primarily in
a single dimension. An exclusive collection of ODP’s in one particular dimension may
allow the firm to reap the benefits of their within-dimension complementarities while
avoiding any negative organizational externalities. This will provide it a more efficient,
albeit one-dimensional, organization while retaining a high degree of flexibility in that
dimension. Of course, there may be adverse revenue consequences down the road.
However, a firm may augment its internal R&D with external R&D, thus avoiding

negative interactions while maintaining a profitable two-dimensional structure. In

* Athey and Stern (1998) develop a method to test for these relationships.
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contrast, complementary ODP’s would have the opposite effect; they would provide
incentives to invest in both dimensions and eventually lead to positive revenue
consequences, and provide more flexibility for R&D allocation. The point is that product
innovation and process innovation are not conducted independent of each other. It is
quite possible that interactions between them, via organizational considerations or some
other mechanism, produce either trade-offs or complementarities between dimensions and
affect the optimal allocations of product and process R&D.

In summary, it is clear that the appropriability effect will tend to create incentives
for higher process R&D activity relative to product R&D activity as the size of the firm
increases. However, it also is possible that organizational requirements for successful
product innovation may interact with the organizational requirements for successful
process innovation in one of two ways: in a complimentary fashion that enhances
innovation in each dimension, or as a trade-off that reduces innovation efficiency in each
dimension. The implication is that a large enough interaction between product and
process innovation, either positive or negative, may interfere with the appropriability
effect. For example, a trade-off between product and process innovation could induce the
firm to become one-dimensional; that is, abandon innovation in one dimension altogether
and focus solely on the other, and look to increase external R&D. Alternatively, an
asymmetric spillover from one dimension to the other may significantly change the
optimal allocation strategy from one that supports the appropriability effect to one that

supports a negative appropriability effect. The following model, which builds upon
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Cohen and Klepper (1996), incorporates appropriability incentives and interactions

between product and process innovation into a formal structure.

B. The Model

The model that follows is based on Cohen and Klepper’s (1996) product and
process R&D incentive model. I extend their model to incorporate interactions between
product and process innovation while retaining their basic revenue incentive framework.

The goal of the R&D decision-maker is to maximize profit generated from
innovative output in each innovation dimension i, product and process.”’ Suppose at time
t the firm introduces a new product variant. The product variant will increase the price
buyers are willing to pay for the product, and thus increase the price-cost margin on each
unit of output produced. The introduction of a process innovation also will increase the
price-cost margin, but through a decrease in the average cost per unit of output. The total
revenue generated from either type of innovation will be a direct function of the price-
cost margin times the level of ex-ante output.

Following Cohen and Klepper, let g; denote ex-ante output, measured as the
number of units of output sold. In the product innovation dimension, let h; denote the
fraction of the firm’s existing buyers that purchase the firm’s new product variant, Z; the

units of output produced (and sold) of the new product variant that results from product



innovation, and Ap; the time until the market imitates the product innovation (the
parameter A  reflects the level of competition in the industry). Therefore, the total net

revenue generated from product R&D expenditures in time ¢ can be represented as

V(DY = AD,(hqs + ZyUn(Dy , 213

where Uy(Dp) represents the price cost margin attained from product R&D expenditures
(Dy¢). The price cost margin is an absolute measure of the increase in the price attained
from the product enhancement. It is the difference, attributed to product R&D, between
the price of the new variant and the price of the old variant. In an industry that was
perfectly competitive prior to product innovation (price equals marginal cost), U(D,)
would be equal to the post-innovation price minus average/marginal cost.® To reflect the
idea that more product R&D expenditures increases the price cost margin but at a
declining rate, I assume U’(D) >0 and U (D) <0.

In the process dimension, h=1 and Z=0, and thus the revenue generated from

process R&D expenditures can be denoted,

77 In the model that follows, I will abstract from any moral hazard that would provide incentives for the
decision-maker to invest in R&D in a non profit maximizing manner.

21 could have defined Z as a function of ex ante output, q. However, Z is defined as the number of new
customers attracted to the enhanced product that did not previously buy the obsolete version. Although
there may be a relationship, I do not see it as a direct, first order relationship, but as an indirect influence
(neither do Cohen and Klepper). Therefore, the parameter h reflects an indirect relationship, and there is
no need to define Z as a function of q. Furthermore, this specification does not detract from the basic
intuition of the model nor affect the directional impact of the results of the analysis below, but it would
complicate the analysis.
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Vi(Ry = AR 19:Us(Ry (2.2]

where R; represents process R&D expenditures. Analogous to product R&D, I assume
U’(R)>0and U”(R) <0. Also analogous to product R&D, AR ; represents the time until
the cost advantage is matched by the industry.

Given 2.1 and 2.2, total firm net revenue generated from R&D activities at time ¢,

I7;, can be represented as,

Il = Ap t(htq: + ZYUy(Dy) + AR 1qtUn(Ry) — Dt — Ry. [2.3]

This is the basic revenue-incentive framework used by Cohen and Klepper.® It implies
revenue incentives are greater for process R&D than product R&D as firm ex ante sales
increase. However, rather than specify an explicit functional form for U(*), they specify
a general form for its derivatives: U’(R) = mRR‘I/ﬂ and U'D) = mDD‘J/ﬁ, where S8
defines the rate at which the marginal return to process R&D and product R&D decline.
In other words, the efficiency with which R&D is performed is a direct function of the
value of f The parameters my; and m, represent industry level technological
opportunities for process and product R&D. They chose this specification for the
following reasons: “it is convenient because it allows ‘R’ and ‘D’ to be solved for

explicitly as a function of q. This makes it possible to characterize the conditions that
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need to hold to obtain the simple intuition suggested above as well as to derive detailed
predictions that allow further testing of the model” (p. 234). Although they allow £ to
vary in theory, they impose the restriction that £ is equal for product R&D and process
R&D, which implies “the marginal returns to process and product R&D decline at the
same rate as a function of the level of process and product spending” (p. 235).

In many respects, Cohen and Klepper’s specification of U(*) is extremely
powerful in its simplicity, but it is still somewhat limited for my purposes for several
reasons. First, they do not consider a possible interaction between product and process
innovation. Second, their assumption that £ is equivalent in each dimension is somewhat
suspect. It amounts to the assumption that each dimension conducts innovative activity
with equal efficiency. However, as the previous section demonstrated, this efficiency is
dependent upon the organizational design of the firm. Therefore, to the extent that
organization design is asymmetric between dimensions, this assumption is unwarranted.

To extend Cohen and Klepper’s framework to incorporate the organizational
design aspects of innovation, I alter their original specification by defining the price cost

margin attained from product R&D as

U(D) = mpD°(1+*) [2.4]

?* All variables represent current period and thus the subscript ¢ can be dropped from now on with no
confusion.
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where mp represents the level of technological opportunities in the industry in the
product dimension. The parameter a is analogous to Cohen and Klepper’s £(D); it
determines the efficiency with which the firm employs its product R&D expenditures. I
assume 0 <mp <1 and 0 < a < 1. The parameter A represents a spillover effect from

process innovation. This parameter lies between negative 1 and one; -1 < A< /.

Likewise, the price-cost margin function for process R&D can be defined as

U(R) = mgrRo(1+9 [2.5]

where 0 <mp,6<1and0< 6<1.

The discussion in the previous section suggests the parameters a and & are
functions of organizational design. If Op represent the level of organizational design in
the product dimension, then @ = a(Op). Extending this idea further, assume the
efficiency of product R&D increases as the level of organizational design increases, but at
a decreasing rate, i.e., ">0 and a”<0. Likewise, for the process dimension, 6 = 6 (OR)
andé™>0 and4"'<0.

Finally, the parameters 4 and & represent the interactions between product and
process innovation and also are dependent upon organizational design; A=A(Op) and

6=&0p). Thus, if organizational design increases or decreases in one dimension, there

are spillovers into the next dimension through these interaction terms. To reflect the idea
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that the effect of the spillover into one dimension increases as the level of organizational
design in the other dimension increases, but at a decreasing rate, and that the increase is
in the same direction as the initial sign of the term, I assume |1°|>0, |1’’|<0 and |8’|>0,
|6’’|<0. In addition, assume the interaction is equally dependent on innovation efficiency
for each dimension; i.e., OR = Op implies A = §and A’ = §’. The purpose of the
interaction terms is to capture the basic intuition behind the organizational design aspects
of innovation outlined in the previous section, and this assumption in no way detracts
from this basic intuition. I also make the simplifying assumption that the signs of 4 and &
are the same. Therefore, 4,6 > 0 implies complementarities between product and process
innovation, 4,6 <0 implies a trade-off, and 1,6 = 0 implies there is no interaction.*

This specification is convenient because it defines an explicit functional form for
U(*) while retaining the useful properties of Cohen and Klepper’s original specification —
i.e., it allows D and R to be solved for explicitly as functions of ¢ and the exogenous
parameters by solving the first order conditions for D and R. It also characterizes the

impact of organizational design on the effectiveness of R&D expenditures in a manner

% Fixing the signs of 4 and #to be the same amounts to the assumption that there is roughly an equivalent
spillover effect on each dimension. For most firms, I see no reason for this assumption not to hold.
Furthermore, this assumption does not detract from the basic intuition of the model nor affect the
directional impacts of the interactions in the analysis below, but it would complicate the analysis.
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consistent with the intuition outlined in the previous section.’’

Equations 2.4 and 2.5 imply that equation 2.3 now can be written as:

II=Ap (hg + Z) mp D*(1+%) + Ap qmp R1+9Y) —-D-R. [2.37]

The relationships between profit, revenue, cost, and each type of R&D are depicted in
Figures 1 and 2. It is clear that the optimal (profit maximizing) levels of R&D occur
where the slope of the revenue curves equal 1, the slope of the total cost curve. The
position of the revenue curve depends on the exogenous parameters in the model. If
Apmp > ARmp then industry effects favor product innovation over process innovation,
and total revenue from product innovation will be greater than that from process
innovation, all else equal. Likewise, the firm specific efficiency and interaction
parameters may favor one dimension over another. In addition, within the same industry,
firm specific parameters will determine relative positions of revenue curves. The model
allows for the profit maximizing level of R&D to differ for each type of R&D, and for

total profit from each type of R&D to differ.

*! In the analysis that follows, the parameters a, A, 5, and 8 are assumed exogenous to the current period
allocation decision. This assumption may not be realistic in that it removes the ability of the firm to control
the interaction. However, it is doubtful that organizational changes occur quickly. Athey and Stern (1998)
consider such organizational changes as long-run decisions. Therefore, in a static framework like we have
here, treating these parameters as exogenous is appropriate. While a static framework limits the power of
the model, it simplifies the analysis dramatically, and still allows meaningful results to be derived. A more
comprehensive analysis would endogenize these parameters within the framework of a dynamic model. 1
leave this task to future researchers.
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Figure 1. Relationship between revenue, cost, and R&D expenditures.
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Figure 2. Relationship between R&D profit and R&D expenditures.
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An important feature of the model is the dependency between process and product
innovation through the interaction terms. By definition, if organizational design is
enhanced in one dimension, it increases the efficiency of R&D in that dimension, but it
also has an impact on the efficiency of R&D in the other dimension. This implies the

following hypothesis:

Hypothesis 1:
The efficiency of product (process) R&D influences the efficiency (and revenue) of

process (product) R&D according to the sign of the interaction terms.

To derive further predictions from the model, I first need to derive the profit
maximizing levels of product R&D and process R&D. This is determined by setting
marginal revenue equal to marginal cost for each type of R&D and solving for D and R.

The first-order conditions for equation 2.3’ with respect to R&D expenditures are:

3 =IIp = a(1+4) mp Ap (hq + Z)D*(1+4-1 _ |, [2.6]
D

and
3 =ITg = 8 (1+Omp AR qR°(1+9-1 _ |, [2.7]
R

To prevent the marginal revenue schedules from increasing, I impose the restrictions that

X1+6) <I and afl+4)<I. This ensures downward sloping marginal revenue curves.
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Graphical representations of the marginal cost curve and alternative marginal revenue
curves are depicted in Figure 3. As the graph shows, higher firm specific parameters in
one dimension imply higher profit maximizing levels of R&D in that dimension. Thus,
higher optimal spending on product R&D (D*,) versus process R&D imply exogenous
parameters favoring product innovation. Conversely, unfavorable parameters for product
innovation lead to a lower optimal product R&D allocation (D*,). In other words, for an
equivalent amount of R&D, marginal revenue can be different for different types of
R&D. The actual curves will vary from firm to firm based on the values of the
exogenous industry and firm specific parameters in the model. Figure 3 demonstrates
that if the parameters favor one dimension over the other, the optimal (profit maximizing)
level of R&D will be higher in that dimension.

Setting equations 2.6 and 2.7 equal to zero amounts to setting marginal revenue
equal to 1 (marginal cost). Doing so and solving for D and R yields the net revenue

maximizing levels of product and process R&D:

D* = [a(]+A)Apmp(hq + Z)] 1/(1-%(1+%) | [2.8]

and

R* = [§1+Apmpq] 1/(1-%1+9) . [2.9]
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Figure 3. Relationship between marginal revenue and marginal cost.
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Using this specification, I can determine if and under what conditions the
appropriability effect is positive. Recall, the appropriability effects states that the
appropriability of process innovations increases relative to product innovations as firm
sales increase. That is, larger firms can generate proportionately more net revenue from
process innovation than product innovation. This implies that net revenue from process
R&D should be an increasing function of sales. It also implies that the magnitude of the
effect of sales on net revenue generated from process R&D should be greater than the

effect of sales on net revenue generated from product R&D. Formally,

A(IIR) - D)) > 0. [2.10]
q

Equation 2.3’ implies:

IIR) - IID) = mp AR gR °1*9 - mp Ap(hq + 2) D*(1+4) [2.11]

Taking the derivative of this expression with respect to ex ante output ¢ yields,

S(II(R) - IID)) = mg AR R °(1*Y -mp Ap h D*(1*7) [2.12]
aq

The case in which we are most interested is the sign of this expression at the optimal

levels of product and process R&D. Inserting R* and D*, the net revenue-maximizing
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values for process and product R&D, respectively, into expression 2.12 and simplifying

yields,

S(IIR™)-TID*)) = ARmR[&(1+6Agmgq]*(1+9/(1-51+9)) [2.127]
aq

- hApmp[a(1+3)Apmp(hg+2) J*(1+)/(1-2(1+7)

Other than the dimension specific parameters, the primary difference between each term
in this expression is the inclusion of h in the second (product R&D) term. Since h is
always less than one, this expression will tend to be positive, supporting the
appropriability effect. Therefore, the more successful the product innovation at retaining
existing customers and attracting new ones, the less likely the appropriability effect will
hold. Under the assumptions that all parameters in each dimension are held equal, with
the exception of h and Z, the net revenue curves with respect to ex ante sales for each
type of R&D are depicted in Figure 4. As the figure demonstrates, the difference in the
slopes is determined by h, the proportion of existing accounts retained after product
innovation. The intercept (I) for marginal revenue of product R&D occurs at
mpA DZD“( 1+%)  The appropriability effect is supported in the region to the right of the
intersection of the two curves. Notice however, if h=1, the curves never cross and the

appropriability effect is never positive.

32 There are two exceptions to this conclusion: first, if the exogenous parameters unduly favor the product
dimension, and second, if hq+Z is significantly larger than q. Either of these situations could make the
second term in equation 2.12’ greater than the first. I examine these situations in more detail below.
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Figure 4. Relationship between marginal net revenue (profit) and ex ante sales for each
type of R&D assuming all parameters except h equivalent in each dimension.
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Based on the above analysis, one would fully expect the firm’s allocation strategy
to reflect the appropriability effect. In other words, if the appropriability effect exists and
is positive, one would expect the expenditures on process R&D to rise with firm sales at a
rate greater than that of product R&D expenditures. Therefore, another way to determine
if the appropriability effect exists at the optimal levels of R&D expendittﬁes is to
examine the relationship between the firm’s optimal allocation strategy and ex ante sales.
Define process intensity, P, as the ratio of the optimal level of process R&D (R*) to the

optimal level of product R&D (D*):

P= /5(1+0)A£m_q71/(1-6(1+6)) . 213
[a(1+2)Apmp(hg + Z)] 1/-%1+4)

A positive derivative to this expression with respect to q implies that process intensity
rises as firm size increases, and the firm’s allocation strategy reflects a positive
appropriability effect. In contrast, a negative derivative with respect to q would imply the
opposite, and a derivative equal to zero would imply the optimal allocation strategy is
independent of firm size. Figure 5 depicts the shapes of the optimal R&D expenditure
curves with respect to sales. At zero ex ante sales, it still is possible to have positive
optimal product R&D. Generally, the slope of the process R&D curve is larger than that
of the product R&D curve, and all else equal, it has more curvature. Figure 6 depicts the
relationship between the marginal change in optimal (profit maximizing) R&D
expenditures and ex ante sales assuming all exogenous parameters are equal to their

counterpart in other dimension.
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Figure 5. Relationship between optimal (profit maximizing) R&D expenditures and ex
ante sales.
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Figure 6. Optimal allocation strategy with respect to sales.
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After taking the derivative of this expression with respect to q, one derives the

following condition that must hold for the derivative of expression 2.13 to be positive.

(1+Z/mg) > (1- X1+8) /(1-a(1+})) . [2.14]

(The proof is provided in appendix A). When this condition holds, firms allocate
resources in accordance with a positive appropriability effect.

Expression 2.14 has several interesting implications with regard to the optimal
allocation strategy. To simplify things for the analysis below, assume the interaction
terms are equal; i.e., § = A. This assumption means that the spillovers from one
dimension to another are symmetrical. This has an implicit assumption that
organizational design levels in each dimension are roughly equivalent. Although this
may be a strong assumption, it allows me to isolate the impact of first-order changes in
the other parameters, and still allows for meaningful analysis of interactions in general.

In expression 2.14, notice that the sign does not depend on industry level
parameters 4; and m;. This implies that industry effects are not critical in determining the
optimal allocation strategy with respect to firm size. In addition, unless Z=0, the left-
hand-side of the equation is always greater than one. Therefore, this expression will
always hold if &7+6) > ofi+4). Since we’re assuming the interaction effects are
roughly equivalent, this implies positive appropriability effects when the process R&D
efficiency parameter is greater than or equal to the product R&D efficiency parameter (in

this case the marginal return schedule for process R&D will be larger and less steep than
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the schedule for product R&D). Although this is a sufficient condition, it is not a
necessary condition. Even an efficiency parameter for product R&D greater than that of
process R&D does not preclude a positive appropriability effect. Therefore, I expect the

appropriability effect should be positive in general.

Hypothesis 2:
As firm size increases, the marginal returns to process R&D will be larger than the

marginal returns to product R&D at the optimal allocation.

It is clear that the appropriability effect will be zero or negative if and only if
&1+ @) > o(1+7). What is the minimum level of & for which the appropriability effect

remains positive? Rearranging equation 2.14 yields:

a(1+3) < 1-[hg (I- 1+)] . [2.14°]
[hg +Z]

If this condition does not hold, then the appropriability effect is not positive. First, note
that as Z increases, this condition is more likely to hold. Therefore, the more new
customers obtained by the product innovation, the more likely the appropriability effect
will be positive. Next, examine the term hq+Z. This term represents the number of
Customers retained after the product innovation, plus the number of new customers

aquired via the product innovation. Therefore, it represents total demand in the current

Period. IfI let g represent the growth rate of sales in the current period, then hq+Z =
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(1+g)q. That is, demand in the current period will equal demand in the previous period

times the growth rate. Solving for Z and inserting the result into equation 2.14’ yields

a<l+g+h¥I+6)-1). [2.14°]
(1+A)(1+g)

This expression states that the likelihood that the appropriability effect is positive or
negative can be determined by examining the following factors: the efficiency parameters
of product and process R&D, the interaction terms, the proportion of existing customers
retained, and the growth rate of sales.

Any change in the parameters on the right-hand-side of condition 2.14’’ that
increases the RHS will support a positive appropriability effect, whereas any change to a
parameter that decreases the RHS will support a negative appropriability effect. It can be
shown that as the efficiency parameter of process R&D (J) increases, the RHS increases
(as one would expect). In contrast, as the proportion of existing customers retained (h)
increases, the RHS declines, which does not support a positive appropriability effect (as
we concluded from equation 2.12°). In addition, higher growth rates for sales (g) implies
a smaller RHS. If @ = A, then larger spillovers onto process R&D will increase the RHS
whereas larger spillovers onto product R&D will decrease the RHS. However, the effects
of the interaction terms are somewhat more complicated when we assume 6=A4, or the
somewhat weaker assumption that the interaction terms move concurrently. It can be
shown, under the assumption that the interaction terms move concurrently, that the

condition h<(1+g) ensures the RHS will increase as the interaction terms increase. This
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condition should always hold. The above analysis implies the following propositions:

Proposition 1:

A positive appropriability effect is less likely to exist when the firm retains a high

proportion of its ex ante sales.

Proposition 2:

A positive appropriability effect is less likely to exist in the presence of high sales growth.

Proposition 3:
A positive appropriability effect is more likely to exist in the presence of trade-offs than

in the presence of complementarities between product and process R&D.
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C. Summation of Hypotheses/Propositions

Hypothesis 1:

The efficiency of product (process) R&D influences the efficiency (and revenue) of
process (product) R&D according to the sign of the interaction terms.

Hypothesis 2:

As firm size increases, the returns to process R&D will increase relative to the returns to

product R&D.

Proposition 1:

A positive appropriability effect is less likely to exist when the firm retains a high
proportion of its ex ante sales.

Proposition 2:

A positive appropriability effect is less likely to exist in the presence of high sales growth.
Proposition 3:

A positive appropriability effect is more likely to exist in the presence of trade-offs

between product and process R&D than in the presence of complementarities.

66



III. EMPIRICAL FORMULATION AND RESULTS

This section applies empirical analysis to the above hypotheses. First, I summarize my
data sources and structure. Then, I specify the empirical models for each hypothesis and

estimate them using statistical methods.

A. Data

This study uses a relatively recent set of survey panel data developed by the
Industrial Research Institute/Center for Innovation Management Studies (IRI/CIMS)
from their Annual R&D Survey. The survey encompasses a wide array of information on
R&D expenditures from a large cross section of industrial firms. One hundred six
corporations participated in the survey, collectively accounting for a large percentage of
formal R&D in the United States. The information was collected at the firm, industry
segment, and laboratory level beginning in 1992. The data used for this study is annual
information covering fiscal years 1992 through 1997, reported at the firm level. It
contains information on total firm R&D expenditures and on the type of R&D
undertaken. This includes product R&D, process R&D, basic research expenditures,
applied research expenditures, support R&D, and external R&D. The data also includes
figures on annual sales.

In addition to the survey data, Compustat market valuation data was appended for

each firm in the survey. This includes each firm’s stock market value at the end of fiscal
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year, the value of its tangible assets (book value), annual advertising expenditures, and
annual sales. Compustat also supplied total annual R&D expenditure data for each firm
in the IRI survey. In all but a small number of cases, figures for R&D expenditures and
sales as reported from each source tied-out to within a small degree of error.

A number of firms surveyed did not provide complete responses in any given
year, and many did not respond at all in some years. Therefore, the survey data contains
a number of missing data points. This raises the question of whether the non-responders
were chosen randomly. If not, estimates of coefficients on any regression will be biased.
Fortunately, Compustat supplied information on total R&D, sales, market value, and
asset value for many of the missing and non-missing observations in the survey. A
comparison of each variable from each source revealed, with one exception, a similar
distribution for data reported in the survey with that of data not reported in the survey but
supplied by Compustat. The one exception is total R&D. The average value of R&D
expenditures supplied by Compustat is 26.5% higher than survey R&D. This may
indicate that firms with higher R&D expenditures were less inclined to respond to the
survey, which would imply that estimated coefficients on R&D-type expenditures using
survey data alone might be biased downward. However, the survey data includes firms
with a wide range of R&D expenditures, with a standard deviation twice as large as the
sample mean. This suggests the sample of survey R&D expenditures adequately
represent the R&D expenditures of firms in general. Summary statistics of survey
responders and non-responders are depicted in Appendix E.

In order to arrive at a consistent sample data set to use for each analysis below, a
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number of adjustments were made to the original data. First, obvious reporting errors
were corrected. Second, two firms were omitted from the sample because of reported
average sales in excess of $100 billion, which were nearly twice as high as the next
highest sales figures. Omitting these two firms considerably mitigated heteroskedasticity.

Third, advertising expenditures were missing for a large number of firms for some
or all years. Therefore, instead of excluding these observations, I employed an
instrumental varniables approach to estimate the missing values. Advertising expenditures
were predicted based on the firm’s sales, total R&D expenditures, and tangible assets.
Sales was chosen as a variable because it is assumed that the purpose of advertising is to
increase brand awareness and therefore sales. Total R&D expenditures and tangible
assets were chosen based on Doyle (1994, p. 86), who employed a similar technique to
estimate advertising expenditures. First, I run regressions including only those firms

reporting advertising expenditures using the following specification:

ADV*; 1= aj; + Bi Salesjs + B2 Sales?; s + B3 RD; s + By TAj s+ &y, [3.1]

where ADV; s represents advertising expenditures of firm i at time ¢, Sales; ; represents
sales revenue of firm i at time ¢, Sales? it is sales revenue squared, RD; ; represents R&D
expenditures of firm i at time ¢, and T4, ; represents tangible assets of firm i at time .
Then, I use these estimated coefficients to compute a firm’s predicted advertising
expenditures for those firms not reporting advertising expenditures. I also tried the

following specifications:
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ADV* = ajt + Pj Sales + 2 Sales? + B3 RDj 1+ fg TAir + &t . [3.1)

ADV‘,;, =ajt+ P Salesjt+ f2RD;+ + &t , [3.1]

Results did not differ significantly, although I used specification 3.1 because it yielded a
moderately higher adjusted r-squared.

Fourth, 13 firms did not report disaggregated R&D information for any year.
Although employing an instrumental variables approach to estimate the missing values as
I did with advertising expenditures was considered, there were not enough instruments
available to estimate them all. Therefore, these firms were excluded. Furthermore, four
firms were excluded because they reported disaggregated R&D information for only one
year of the survey and reported zero process R&D expenditures for that year and zero
expenditures for at least one other R&D type. This is significant because less than 5% of
all firms surveyed with multiple observations reported zero process R&D expenditures in
each year they participated in the survey. In addition, only a small minority of firms
reported zero expenditures for more than one type of R&D in any given year. Given this,
I find it extremely likely that these four observations are unreliable. Finally, although the
majority of firms were matched to their Computat market valuation for each year 1992-
1997, a small number did not have market value information appended for either 1992 or
1997. Therefore, since the primary unit of observation in each analysis below is the five-
year average for each variable included in the analysis (see the next section), a

computation of the average market value would be biased for those firms that do not have
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market values recorded in the first and last years of the survey. Omitting these firms
ensures the average market value for each firm in the regression is computed using the
exact same time frame. Finally, a number of firms did not have R&D information for
each year of the survey. Some firms were excluded based on more than one of the above
criteria. However, R&D information is extremely stable from year to year for the
overwhelming majority of firms. Therefore, to preserve as large a sample as possible,
these firms were not excluded. What remained was a sample of 71 firms. Tables 1, 2a,

and 2b furnish summary information for relevant variables before and after exclusions.
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Table 1. Summary Statistics: Before Independent Variable Based Exclusions ($MM)

# Mean Std Dev|{ Minimum| Maximum
Obs

Market Value 83 $10,816| $15,574 $61 $73,929
Total R&D 83 $268 $429 $4 $2,251
Advertising 83 $482 $623 $79 $3,157
Expenditures ?
Sales 83 $8.,654 $11,461 $6 $63,554
Tangible
Assets 83 $3,038 $3,776 -$322 $17,630
(Book Value)
Process R&D 75 $32 $49 $0 $200
Product R&D 76 $150 $306 $0 $1,624
Applied R&D 75 $55 $114 $0 $634
Basic R&D 77 $9 $25 $0 $134
Technical
Service R&D 77 $27 $47 $0 $255

Notes: Computed from average firm data over 6 years of survey. All survey firms
with valid reported aggregate R&D information are included. Only firms with non-
missing market value data in years 1992 and 1997 are represented.
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Table 2a. Summary Statistics — Sample Data after Exclusions ($MM)

#

Mean Std Dev| Minimum| Maximum
Obs

Market Value 71 $9,500 $12,407 $61 $51,681
Aggreg. R&D 71 $225 $362 $4 $1,526
Advertising 71 $467 $583 $79 $3,111
Expenditures ?
Sales 71 $7,991 $10,593 $6 $63,554
Tangible
Assets 71 $2,869 $3,601 -$322 $17,630
(Book Value)
Process R&D 71 $33 $50 $0 $200
Product R&D 71 $124 $250 $2 $1,400
Applied R&D 71 $49 $110 $0 $634
Basic R&D 71 $9 $25 $0 $134
Technical
Service R&D 71 $28 $48 $0 $255

Notes: Computed from average firm data over 6 years of survey. All survey firms
with valid reported disaggregated R&D information are included. Only firms with

non-missing market value data in years 1992 and 1997 are represented.
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Table 2b. Summary Statistics by Year-Sample Data (SMM)

1992 1993 1994 1995 1996 1997
Average Aggreg.
R&D Exp. $212|  $231| $219| 8235  $237|  $257
Average
Advertising Exp. §332 §337 $358 $423 $488 $502
3:1?:@ Market $6,824 | $7,255| $7,407| $9,210| $11,652| $14,916
Average Firm
Size ($Sales) $7,594 | $7,494| $7578| $8322| $83859| $8,776
Average Ratio
R&D/Sales 37 4.9 4.2 3.8 3.8 3.9
Tangible Assets $2,726 |  $2,657 $2,862 $2,912 $3,098 $3,166
Average Product
R&D $104 $124 $103 $98 $106 $191
Average Process
R&D $29 $44 $29 $28 $34 $38
Average Applied
Research R&D $27 $32 $31 $50 $41 $70
Average Basic
Research R&D 58 $12 511 $9 $10 $15
Average
Technical $37 $38 $37 $28 $30 $30
Service R&D

Notes: Computed from firms included in final sample dataset (71 firms).
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B. Estimation and Results

1. Empirical Framework

The following analysis derives the basic empirical equation used to estimate the
returns to innovative activity. It is based on a stock market valuation approach. The
stock market value of the firm is an excellent proxy for long-run expected profit because,
based on traditional financial analysis, it is assumed that the market accounts for all
relevant information about the firm’s expected future profitability, including the firm’s
investment in R&D. I follow common practice and use R&D expenditures as a proxy for
innovative activity. Therefore, the stock market valuation approach relates R&D
investment to the stock value of the firm. If the stock response to R&D is positive, the
market should believe that the expected profitability of R&D investment is positive.

In the market valuation model, the firm’s problem is to maximize the discounted
value of its future income streams (profits) while accounting for risk. Its market value is
a function of the assets it holds, both tangible (TA) and intangible (IA). Let V(*)

represent the firm’s value function. Generalizing equation 1.3’

Vie=FiflAp, Az ) [137]

yields,
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Vit =fit (TAjyt 1At Risk;p) . [3.1]

Tangible assets refer to physical capital, which can be measured as the book value of all
assets held by the firm. Intangible assets comprise knowledge stock and marketing stock.
Risk is represented by the firm’s beta. Therefore, I can derive the following expression

for the value of the firm:
Vit =f(TAj 1, MS;j 1, KSj 1, betaj ) , [3.2]

where KS represents knowledge capital, and MS marketing capital.
As discussed in Chapter 1, the true functional form of equation 3.2 is unknown.
For reasons outlined below, I choose to follow Doyle (1994) and use a linear

approximation and apply a linear Taylor expansion to equation 3.2. This yields
Vit =Po+ B1 TAir + P2 MSit + B3 KSit + Pgbetajs + i+ 1 + & [3.3]

The coefficients on each asset variable represent the value response to a change in the
level of that asset. The parameter » captures any time series effects that may influence

affect market valuations of all firms equally across time. The parameter a; represents
potential unobserved heterogeneity that may result from variables conceivably omitted

from the model, and can be considered an individual effect for each firm cross section. If

the model is perfectly specified, a; will be zero and will drop out of the equation. If the
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model is not perfectly specified, as is likely the case (few models are) then a central issue
is the treatment of ¢, the individual effect from each firm cross section. If one uses
longitudinal data, as I do in this study, the statistical treatment of the individual cross
section effects is crucial to the analysis.

Unobserved heterogeneity can arise from many sources. For instance, the
population of interest in this study is all firms who innovate. However, the sample being
used may not be representative of this population. The sample excludes many innovating
firms based on several factors: firms who do not perform formal R&D, firms not in the
survey, firms not operating on well behaved financial markets, and firms in the survey but
not reporting complete information (these omissions may indicate self selection bias).
Another, perhaps more important, source of unobserved heterogeneity is the omission of
a relevant variable. For instance, the market may include information in its valuation
equation that is not accounted for in the variables in equation 3.3. Indeed, some
specifications in the literature have specified a different and/or broader concept of
intangible assets. In addition to the variables specified in 3.3, they have included one or
more of the following: earnings, market share, industry concentration (C4), debt, patents,
and firm growth rate. My specification assumes most of the explanatory power from
these other variables reside in the variables included in 3.3. However, it is possible some

information is not accounted for by the included variables, and thus reside in the fixed

effect parameter o;.

If these unobserved effects are constant over time, and unrelated to the other

variables in the model, then a; effectively can be ignored, and pooled ordinary least
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squares will provide consistent and efficient estimates. However, more than likely the
effects are related to the other variables in the model, in which case @; must be dealt with
in another way.

Several statistical techniques are available to estimate equation 3.3. The primary
focus of each method is to transform specification 3.3 into one that eliminates the fixed
effect parameter ;. One common method of doing this is to first difference the equation.
If the effects are constant over time, the fixed effect parameter a; will drop out of the
equation. One advantage to Doyle’s methodology is that equation 3.3 can be first-

differenced easily. Doing so yields,

AVit = B1 ATAj+ + P2 AMS;  + B3 AKS; ¢ + PyAbetaj + Ayp +viy,  [3.4]

where A refers to annual changes in each asset. In addition to the elimination of the fixed

effect parameter ¢;, first-differencing equation 3.3 has several other benefits. First, it
alleviates problems pertaining to the creation of appropriate measures of intangible
capital. In equation 3.3, because marketing and knowledge capital are measured as
stocks, “the amount of knowledge (capital) held by the firm prior to a given point in time
is unobservable, and therefore the total amount held an any particular time is therefore
unobservable” (Doyle, p. 62). Therefore, using changes in knowledge and marketing
stock in any given year, represented by the amount of R&D and advertising investment in
that year, avoids this problem. In the absence of first-differencing, marketing and
knowledge stocks would need to be constructed from current and past observations of
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advertising and R&D. This involves inferring depreciation and growth rates of intangible
capital flows, which adds another level of complexity to the estimation process and

> A related issue involves the relatively short

introduces more opportunity for error.?
history of the dataset, which impairs the construction of reliable measures of the stock of
intangible capital.** One drawback to first differencing is that it assumes the fixed effect
is invariant over time. If there is a time element to a; (such that it becomes ¢; ;) then
first-differencing will not eliminate it from equation 3.3, and the coefficients will be
biased.

Before proceeding, it is necessary to discuss the treatment of risk in equation 3.4.
Risk is an important issue when valuing assets with the stock market. Although the beta
coefficient is used as a proxy for systematic risk in equation 3.4, it is unavailable for
estimation purposes. However, research has indicated that with regard to the beta, “the
stability increases as the length of the estimation period increases — betas are relatively
stable for periods of four or more years” (Doyle (1994) p. 62-3). This implies that over

the course of 4 or more years, the average change in the beta is expected to be zero. For

this reason, I make one further transformation to 3.3°. I average each differenced variable

in the model over five years. This results in estimators B}, sometimes referred to as

3 For instance, one such method would be to assume knowledge stock equal to current R&D expenditures
divided by the sum of the depreciation rate and growth rate; STOCK = R&D, /(8+g). For more details on
estimating capital stocks from intangible flow variables such as advertising and R&D, see Hall (1990).
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between estimators (Wooldridge, 1995) that use only variation between the cross section

observations. Essentially, it is the OLS estimator applied to time-averaged data:
AV*; = Ay* + ] ATA*; + o AMS*; + B3 AKS*; + [y4Abeta*; + v;, [3.5]

where the ‘*’ refers to 5-year averaged first-differences. The advantage to specification
3.5 is that the average change in the beta over five years is expected to be zero, and thus
the beta drops out of the equation.”® Furthermore, the averaged data may alleviate the
impact of extreme values that are often associated with survey data. After dropping the

beta from the equation, 3.5 becomes:
AV*; = Ay* + B] ATA*; + 2 AMS*; + B3 AKS*; + v;, [3.5°]

Unfortunately, if beta is not stable over the S year period and it is omitted, then
equation 3.5’ will be misspecified, and to the extent that beta is correlated with the
variables included in the model, the estimated coefficients of the included variables will

be biased. One would expect the beta to be most correlated with R&D expenditures

34 Another common treatment for unobserved heterogeneity is to use “fixed effects” estimation. This
technique was employed by Ben Zion (1984), Hall (1993), and Johnson and Pazderka (1993). Instead of
first-differencing, this method essentially demeans each cross section by estimating the difference of each
variable from its cross section mean. The advantage to this method is that it effectively uses time series
data and maximizes degrees of freedom in the regression. However, it still does not correct for time-
dependent unobserved heterogeneity. Furthermore, it would be necessary to derive intangible capital

stocks.
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because they are subject to great uncertainty. However, as Doyle points out (p. 63), it is
more likely that R&D intensity, as measured by R&D expenditures as a percentage of
firm size, would be correlated with beta rather than the absolute level of R&D
expenditures themselves. However, I find no evidence that the average change in R&D
intensity is significantly different than zero.*

Because first-differencing the data redefines marketing and knowledge stock in
terms of annual changes, I can use annual R&D expenditures and annual advertising

expenditures as proxies. Substituting these into equation 3.5’ yields

AV*; = Ay* + B ATA*; +BoADV*; + B3RD*; + v;. [3.6]

This is the basic equation used to estimate the returns to innovation. In this expression,
AV*; represents the average annual change in market value over five years for firm i,
ATA*; represents the average annual change in the book value of the firm over five years
for firm i, ADV*; equals average annual advertising expenditures over 5 years for firm i,
and RD*, represents average annual R&D expenditures over 5 years for firm i. As is
customary, an intercept term is included.

The change in knowledge stock, or R&D expenditures, can be disaggregated

further into various types of R&D investment. Let ‘Process’ represent process R&D,

35 Because the beta is omitted, fixed effects estimation would treat it as an omitted variable and add the
variation of beta to the fixed effect parameter a;. For comparison, Appendix C contains fixed effects
estimates for each regression below.
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‘Product’ represent product R&D, ‘Applied’ denote applied R&D, ‘Basic’ denote basic
R&D, and ‘Service’ represent support service R&D. Equation 3.6 now can be expressed

as:

AV = Ay* + aj] ATA* + a2ADV* + a3 Process* + a4 Product* [3.7]

+ a5 Basic* + ag Applied* + a7 Service* + ¢.

(The ‘i’ subscripts are dropped for convenience.) Again, each variable represents a five-
year average annual change. In this expression, each coefficient represents the stock
response, or the marginal value, of an additional unit of input.

The data includes firms from multiple industries, both manufacturing and
nonmanufacturing. Compustat-provided SIC codes range from 1000 to 8700. Therefore,
accounting for industry effects is an important issue. In the analysis below, industry
dummy variables were included to account for industry effects. However, preliminary
analysis indicated that industry terms were not significant, nor did they significantly alter
the coefficients of other included variables. Therefore, to preserve degrees of freedom
and alleviate collinearity, I omitted industry identifying variables from the final
regressions .

Another issue often present in firm level cross sectional data is heteroskedasticity

related to firm size. Heteroskedasticity occurs if there is a large disparity between the

3¢ The average annual change in R&D intensity as a percent of the average R&D intensity is very close to
zero (1.0%).

82



largest and smallest observations in the sample dataset. In this case, the error term in an
ordinary least squares regression will have different variances associated with the
different sizes of the observations. Firm size in the sample dataset summarized in Table
2a, as measured by sales revenue, ranges from $5.7 million to $63.5 billion, a significant
disparity. Therefore, heteroskedasticity is likely to be present in the analysis. For each
regression, a Park test was used to test for heteroskedasticity, which consists of first
running an ordinary least squares regression, and then regressing the residuals against the
suspected proportionality factor (either sales revenue or tangible asset value). If
heteroskedasticity was detected, a weighting scheme was applied to correct for it. Then,
the Park test was rerun on the weighted regression to validate the weighting scheme. The

weighting scheme is described in detail in Appendix B.

2. Preliminary Analysis

Grabowski and Mueller (1978) estimated after tax returns on R&D expenditures
of between 15 and 20 percent based on depreciation rates of between S and 20 percent.
Research that is more recent has used a depreciation rate for R&D capital stock of 15
percent. Other research has estimated that R&D should be capitalized by the market at
between 2.5 to 8 times the investment (Hall, 1998), with most estimates centered at S to

6. That is, a dollar invested in R&D should increase the market value of the firm by
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between $2.5 and $8. These figures are based on the use of flow-type variables to
represent intangible capital, i.e., R&D expenditures per year. Alternatively, knowledge
capital stocks can be constructed from current and past R&D expenditures and used in
place of the flow variable. These knowledge capital stocks typically are 4-5 times higher
in magnitude than the corresponding flow variable, and thus yield coefficient estimates
approximately 4-5 times lower than the flow variable coefficients. This is consistent with
an average annual return of 20 percent on R&D capital investment.”’ Another empirical
result is that the stock of R&D is valued at between 0.5 to 2 times the value of tangible
assets.

Before estimating the hypotheses derived in Chapter 2, estimation of equation 3.6
will provide a basis for comparing the returns to innovation using my sample to earlier

results. The results of regressing equation 3.6,

AV*; = Ay* + B ATA*; +PoADV*; + B3RD*; + v; . [3.6]

are summarized in Table 3.

3 From Chapter 1, market value is defined as the net present value of current and future income.
Therefore, net present value of a $1 investment in R&D, assuming constant annual returns, is equal to
V(1+k)+U/(1+k)*+V(1+k)>+I/(1+k)*+... +1/(1+k)", where I represents per period income (cash flow)
generated from the R&D investment. In the limit, this simplifies to Lk. Therefore,
V(RDs)=NPV=I(RD,)’k, where RDg represents knowledge stock. A simple computation for knowledge
stock used by Hall (1993) is RD;=RD/(5+g) where & represents the R&D depreciation rate and g
represents the R&D growth rate. This suggests V(RDg)=I(RD,)/k(6+g). Following Hall, assume a 15%
depreciation rate and a 5% growth rate. Also assume a required rate of return of 20%. Inserting V=85,
k=.2, 6=.15 and g=.05 and solving for I yields an annual nominal cash flow/income of $0.2 from a $1 R&D
investment, a reasonable cash flow. Note that a larger depreciation rate will result in a higher annual cash
flow.
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Table 3, regression ii, indicates that the stock response to R&D is 4.7, implying
that a dollar invested in R&D is worth $4.7 to the market value of the firm. This figure is
well within the range of previous research. In addition, estimates of tangible assets
between 1 and 2 are also within the expected range. A note of caution; the regression of
equation 3.6 used the standard dataset of 71 observations. If I add back the observations
excluded because of missing disaggregated R&D, I obtain an expanded dataset of 83
observations (the combination of survey data and Compustat data resulted in a fewer
missing observations for total R&D than for disaggregated R&D).

The results of regressing equation 3.6 with this expanded dataset indicate a
smaller stock response to R&D, approximately 3.8 (regression iv), although still within
the range of previous research. The response to tangible assets is moderately higher than
before, and the stock response to advertising expenditures is almost unchanged. These
results add confidence to my chosen statistical methodology. For further comparison, I
ran ordinary least squares estimates on first-differenced variables for individual years.

The results of these regressions can be found in Appendix D.
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Table 3. Value of Aggregate Assets

Ordinary Least Squares Analysis

Regression
Standard Data Expanded Data
(# Obs=71) (# Obs=83)
Dependent ) . . .
Variable Unwe}ghted Welghted Unweil‘ghted Welghted
1 11 11 1v
Intercent -400.55 -909.73 -390.92 -349.33
P 265.78 356.00 266.80 341.07
ATangible 2.048 b 1.234 ¢ 1.590 b 1.448 a
Assets 0.815 0.669 (0.624) 0.513
5577 a 4663 b 4845 a 3.790 a
Total R&D 0.589 0.557 (0.515) 0.433
1.395 a 2.338 a 1.707 a 2.049 a
Adv. Expend. 0.495 0.226 (0.398) 0.152
F Value: F Value: | F Value: 66.68 11: 2’;";‘;‘2
52.11a 131.724 a YY)
Adj R2: 0.687 | AdjR2:0.740 | AdjR2: 0.706 0182 .

? Significant at the .01 confidence level.
® Significant at the .05 confidence level.
¢ Significant at the .10 confidence level.

Notes: Standard errors below coefficients. For each regression, the dependent variable

is the 5-year average annual change in market value.

heteroskedasticity-corrected.
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Although numerous studies have examined the returns to aggregate R&D, to my
knowledge no study has examined the stock value of disaggregated R&D. The results of
regressing equation 3.7, both weighted and unweighted, are summarized in Table 4. The
weighted results indicate that the stock response to product, applied, and basic R&D are
significantly different from zero. However, the basic R&D response is negative. The
stock responses to process R&D and technical service R&D are not significantly different
from zero. Applied R&D appears to be valued the most by the market; a $1 expenditure
indicates an increase in market value of approximately $15. In contrast, basic research is
valued the lowest, with an expected change in market valuation of $-29 for each $1
invested in basic R&D.

These results paint a somewhat different picture than the results from regressing
aggregate R&D. The expectation is that a rational firm will invest in each asset to the
point where the marginal value of each investment is equivalent. However, this does not
appear to be the case with regard to investment in different R&D types. It appears basic
research and process R&D are not valued by the market, whereas product R&D and
applied research are highly valued. What might explain these disparities? One
possibility is that basic research is considered riskier than later stages of innovation and

the market generally discounts basic research more than other types of

87




intangible assets. This also raises the possibility that unobserved heterogeneity related to
risk is much more correlated with basic research and process R&D than other variables,
and thus the coefficients are biased. Therefore, it is possible that an omitted variable is
causing bias. One candidate for an omitted variable is the growth rate of sales and
industry specific indicators. However, the inclusion of these variable did not
significantly alter the results.

Another possibility is that basic research is more characteristic of a public good,
and therefore firms may have difficulty appropriating the returns from basic research.

Finally, reporting errors may by influencing the results. Public policy measures
such as the R&D tax credit provide incentives for firms to report non-R&D investments
as R&D, and many government contracts are associated with basic R&D. Therefore, it is
quite possible that R&D expenditures are overstated, or the cost of investing in basic
research is less than the cost of investing in other types of R&D because the government
reimburses basic research expenditures.

Comparing process R&D and product R&D, it is evident that product R&D is
valued more highly by the market. This is not surprising from the standpoint that the
majority of firms invest more heavily in product R&D than process R&D. As Table 2a
indicates, firms invest on average 4 times more in product R&D than process R&D.
Applied R&D is the next most heavily invested type of R&D, and thus its high valuation
is not surprising.

In summary, it appears the market values more highly those intangible assets that

are closer to the “back-end” phase of the innovation process, such as applied R&D and
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product R&D, presumably because the returns from these types of R&D are more easily
appropriated.

Although the statistics are corrected for heteroskedasticity, the regression does not
explicitly control for firm size. Therefore, it does not test for the Schumpeter hypothesis;
i.e., a relationship between firm size and R&D value. If the market incorporates firm size
effects into their valuation, equation 3.7 would not capture it. In the next section, I test

for size effects.
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Table 4. Value of Disaggregated Intangible Assets

Ordinary Least Squares Analysis -- # Observations = 71

Regression
Independent Variable Unweighted Weighted
i il
Intercept pregrell Pl
P 183.143 251.023
: 1.58385 0.85815
ATangible Assets 0.65486 0.65843
-14.81394 -6.37705
Process R&D 6.68049 6.81091
4.30335 , 4.91704 ,
Product R&D 1.21591 1.33121
. 19.18513 , 15.00427 ,
Applied R&D 2.50408 3.14081
: 3.91657 7.34025
Tech. Service R&D 5.40542 586822
: -14.22789 -29.34434
Basic R&D 8.95988 10.57552
2.04972 , 2.06155 ,
Adv. Expend. 0.39300 0.29935
F Value: 58.57 a F Value: 88.29 a
Adj R%: 0.852 Adj R*: 0.897

* Significant at the .01 confidence level.
® Significant at the .05 confidence level.
¢ Significant at the .10 confidence level.

Notes: Standard errors below coefficients.
annual change in market value, AV;,.

corrected.
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3. Appropriability Effect

In this section, I test for the existence of the appropriability effect. According to
hypothesis 2, process innovations should generate more net revenue than product
innovations as the sales of the firm increase. This should translate to higher valuations
for process R&D than product R&D as sales increase. In order to test for this effect, it is
necessary to estimate the impact of R&D on firm value at different levels of firm sales. If
the stock response to process R&D is larger than the stock response to product R&D, as
sales increase, then 1 will have evidence to reject the null hypothesis that the
appropriability effect does not exist.

To accomplish this empirically, I incorporate sales-intangible asset interaction

terms into equation 3.7 for each intangible asset variable. This yields,

4V = Ay + aj] ATA + ap ADV + B2 Sales*ADV + a3 Process [3.8]
+ B3 Sales*Process + a4 Product + B4 Sales*Product + as Basic
+ B5 Sales*Basic + ag Applied + Pg Sales*Applied + a7 Service

+ f7 Sales*Service + €.

This methodology is based on Doyle (1994), with the difference that I am using

disaggregated R&D data. The use of interaction terms allows me to determine the

influence of sales on each intangible asset variable by examining the cross partial
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derivative of the market value change with respect to sales and the intangible asset of

interest:

ZEMY) = B, [3.9]
ASales)dj

where j represents a particular intangible asset, and f; its sales interaction coefficient.
The parameter f; represents the stock response to an intangible asset controlling for firm
size. In other words, it represents the change in the value of an intangible asset in
response to an increase in sales. For example, if j represents process R&D, then the
impact of an increase in sales on the value of process R&D would be represented by the
coefficient 3. A positive value of 3 implies that the value of process R&D increases
with firm size, while a negative coefficient implies firm value declines with firm size.

The results of regressing equation 3.8 with ordinary least squares are summarized
in Table 5. They indicate that the addition of sales interaction terms changes the
interpretation of several intangible asset relationships. For example, the sales-process
R&D interaction is positive; as sales increases, the value of process R&D increases. The
coefficient is significant, so I can reject the hypothesis of no relationship between sales
and process R&D. In contrast, the sales-product R&D interaction term is negative,
although insignificant. Therefore, I cannot reject the hypothesis that there is no
relationship between firm size and product R&D. Taking these two results together
implies that the value of process R&D increases with firm sales at a higher rate than

product R&D, exactly as the appropriability effect predicted. Based on this result, I can
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reject the null hypothesis that the appropriability effect does not exist.

However, the large negative coefficient for process R&D implies investment in
process R&D may not be rational for all firms, depending upon their size. The responses
to process R&D investment and other types of intangible investments at the mean of firm
size are depicted in Table 5b. The Table indicates that both process and basic R&D have
negative responses at the mean. In the case of process R&D, firms with sales below
$12,403 million will not see positive returns to their investment. For basic R&D, firms
with sales greater than $503 million will not see a return on their investment.

Examining the other coefficients, with the exception of advertising expenditures,
the value of all other assets decline as sales increases. This implies that, in general, there
are decreasing returns to R&D with regard to firm size. This contradicts the Schumpeter
Hypothesis. Previous research on the Schumpeter hypothesis has been inconclusive. For
example, Doyle found evidence in support of Schumpeter’s hypothesis in some industries
but not in others. One explanation for these findings is that Schumpeter is supported only
for some types of R&D, but not for every type. Therefore, research that has used
aggregate R&D to test for the Schumpeter hypothesis were dependent on the composition
of R&D in the sample used.

My results also may be influenced by the period I am examining. The 1990’s saw
high valuations for small and growing high tech firms, which may have increased the
value of intangible assets for smaller firms. However, another explanation is likely.
Notice that, with the exception of basic research, the stock response to process R&D, at

just under $8.4, is lower than other R&D responses. Therefore, the fact that
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Schumpeter’s hypothesis is not supported is not surprising given that, as firm size

increases, the only R&D type that benefits is the type with the lowest valued R&D.
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Table 5. Value of Disaggregated Assets Controlling for Firm Size

Ordinary Least Squares Analysis: # Observations = 71

Regression
Independent Variable Unweighted Weighted
i ii
Intercept ;igg;g gggg
ATangible Assets 82?22 -gg?g;g
Process R&D f;gggﬁg 'ﬁz%gg a
(Process R&D)*(Sales) g:ggﬂi 88((;‘1‘(5)‘11 a
Product R&D ;ggﬁg‘; gggg? *
(Product R&D)*(Sales) Pyestitas oo aaas
Applied R&D 2222223 32?8333 .
(Applied R&D)*(Sales) 0 00076931 00003524 _
Tech. Service R&D 1;3223{ ‘22}??; b
(Tech. Serv. R&D)*(Sales) i oonste
Basic R&D ?;gf;gi lg?f?gg
(Basic R&D)*(Sales) 333?;2 8%}?3
Adv. Expend. 32(1)322 g%fé
(Adv. Expend)*(Sales) 83888;2;2 ggggggﬁgz b
F Value: 49.49 a F Value: 88.09 a
Adj R?: 0.900 Adj R: 0.941

* Significant at the .01 confidence level. ¢ Significant at the .10 confidence level.
® Significant at the .05 confidence level.

Notes: Standard errors below coefficients. The dependent variable is the average
annual change in market value, 4V ;.
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Table 5b. Stock Response at the Mean — Weighted Regression

Independent Variable Mean Response Sales Level aE wlm ich
response =0

Process R&D -20.03 12,403
Product R&D 10.55
Applied R&D 16.78
Tech. Service R&D 10.47
Basic R&D -13.85 503
Adv. Expend. 0.44

* If mean response less than zero.
Notes:

I also ran a similar specification using total R&D rather than R&D types to test

whether the Schumpeter hypothesis is supported with regard to total R&D. Table 6

summarizes the results for the standard and expanded datasets. Regardless of the data

included or weighting, the results indicate that for this sample Schumpeter is not

supported. The sales-total R&D interaction term is negative and significantly different

from zero.

Table 6b indicates the stock response to aggregate R&D at the mean of firm size

is just over $6.6, and that of advertising is closer to $2.

In summary, process R&D is of increasing value relative to product R&D as firm

size increases, and therefore I can reject the null hypothesis that the appropriability effect

does not exist. The next section investigates the interaction between product and process

innovation.
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Table 6. Value of Aggregate Assets, Controlling for Firm Size

Ordinary Least Squares Analysis

Regression
Independent Standard Data Expanded Data
Variable (# Obs=71) (# Obs=83)
Unweighted Weighted Unweighted | Weighted
i il 1it iv
Intercent -972.478 -1323.900 a -797.435 b -1029.773
p 332.395 415.110 328.577 337.330
ATangible 1.389 0.995 2558 a 2.562
Assets 0.726 0.741 0.604 0.568
11.354 8.350 a 8.709 a 8.398
Total R&D 1.330 1.516 0.971 1.014
-0.0005 -0.00025 -0.00024 -0.00022
*
Total*Sales 0.0001 000010 ° | 000005 2 | 0.00005
2.426 3.252 a 1.749 c¢ 2.209
Adv. Expend. 1.019 0.809 0.985 0.690
Adv*Sales 0.00006 0.00002 c 0.00003 0.00002
0.00002 0.00001 0.00002 0.00001
F Value: F Value: F Value: F Value:
45.53a 71.084a 53.49a 76.26 4
AdjR2: 0.761 | Adj R2:0.834 | AdjR2:0.762 | Adj R2: 0.821

* Significant at the .01 confidence level.
® Significant at the .05 confidence level.
¢ Significant at the .10 confidence level.

Notes: Standard errors below coefficients. For all regressions, the dependent variable

is the S-year average annual change in market value.

heteroskedasticity-corrected.
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Table 6b. Stock Response at the Mean — Weighted Regression

Mean Response

Mean Response

Independent Variable (Standard Data) | (Expanded Data)
Aggregate R&D 6.35 6.64
Adv. Expend. 3.41 2.37

Notes: Mean response computed at a mean sales value of $7,991 MM.

4. Interaction Between Product and Process R&D

So far, I have found evidence to support the existence of an appropriability effect.

The first hypothesis in Chapter 2, derived from equation 2.3’, states:

Hypothesis 1: The efficiency of product (process) R&D influences the efficiency (and

revenue) of process (product) R&D according to the sign of the interaction terms.

Essentially, this hypothesis rests on the idea that there are interactions between product
and process innovation such that an increase in the efficiency of one will have spillover
effects on the value of the other.

To test for an interaction between product and process innovation, I can adapt

equation 3.7 as follows:

AV = Ay+ aj ATA + a2ADV + a3 Process + a4 Product

[3.10]

+ o (Process*Product) + ag Basic + a7 Applied + ag Service + ¢.
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The difference between this expression and expression 3.7 is the interaction term,
Product*Process. The interaction term serves a purpose similar to the sales-intangible
asset interaction terms I used before -- it allows me to determine the influence of product
R&D on process R&D (and vice versa) by examining the cross partial derivative of the

market value change with respect to product and process R&D:

Z= FE(AV) = o, [3.11]
AProduct) &Product)

where o is the interaction coefficient. Z (or o) signifies the stock response to process
(product) R&D controlling for product (process) R&D. In other words, it represents the
change in the value of process R&D in response to an increase in product R&D. Or, the
change in the value of product R&D in response to an increase in process R&D. A
positive value of Z implies that the value of process R&D increases as the value of
product R&D increases, and complementarities exist between them. Likewise, a negative
coefficient implies a trade-off between product and process innovation. An implicit
assumption in this methodology is that the interactions on the efficiency parameters for
process and product innovation, € and A, are symmetric. In other words, positive
spillovers from product to process innovation are mirrored by positive, and equal,
spillovers from process to product innovation. Although this may be a strong
assumption, it is necessary because there are no direct measures of the interaction terms.

The results for equation 3.10 are summarized in Table 7a. The coefficient on the
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product/process interaction term is positive and significant. This suggests that there are
complementarities between product and process innovation, as Athey and Schmutzler
(1998) and Cohen and Klepper (1996) suggest. Investment in product R&D would seem
to induce benefits to process R&D, and vice versa. The coefficient on the interaction
term suggests that, for every dollar invested in product or process R&D, the
complementarity between product and process R&D increases firm value by an additional
$0.05 beyond the direct effect.

However, the large negative coefficient for process R&D implies investment in
process R&D may not be rational for all firms, depending upon their size. The response
to process R&D investment and product R&D investment at the mean of firm size are
depicted in Table 7b. The Table indicates that process R&D has a negative response at
the mean. Firms with sales below $608 million will not see positive returns to process

R&D investment.
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Table 7a. Interaction Between Product R&D and Process R&D

Ordinary Least Squares Analysis -- # Observations = 71

Regression
Independent Variable Unweighted Weighted
i n
-80.233 -151.883
Intercept 181.458 244322
. 1511 0.726
ATangible Assets 0.598 0.607
-28.788 , -25.768 ,
Process R&D 7.188 7.913
0.313 0.709
Product R&D 1.552 1638
. 0.034 0.041 ,
Product*Process 0.010 0.011
. 18.833 , 15.820 ,
Applied R&D 2.289 2.792
] 11.952 15.609
Tech. Service R&D 5.399 5 888
. -13.828 . -28.786
Basic R&D 8.184 9.511
2.068 , 2.09 ,
Adv. Expend. 0.359 0.280
F Value: 63.13a F Value: 89.55a
Adj R’: 0.877 Adj R’: 0.910

* Significant at the .01 confidence level.
® Significant at the .05 confidence level.
¢ Significant at the .10 confidence level.

Notes: Standard errors below coefficients. For each regression, the dependent variable
is the 5-year average annual change in market value. Weighted statistics are
heteroskedasticity-corrected.
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Table 7b. Stock Response at the Mean — Weighted Regression

Sales Level at which

Independent Variable Mean Response response = 0*
Process R&D -20.68 628
Product R&D 2.06

* If mean response less than zero.
Notes:

Next, I respecified equation 3.10 to control for firm size, much as I did in the

appropriability effect section. Equation 3.10 becomes:

4V = Ay + aj ATA + ap ADV + B2 Sales*ADV + a3 Process

+ B3 Sales*Process + a4 Product + f4 Sales*Product

+ o] (Process*Product) + o) (Sales*Process*Product)

+as Basic + B5 Sales*Basic + ag Applied + B¢ Sales*Applied

+ a7y Service + B7 Sales*Service + €.

[3.12]

The addition of the sales-intangible assets interaction terms serves the same purpose they

did before; they control for firm size.

Of particular interest in this equation are the

interaction terms for product and process R&D. With this specification, I can determine

the effect of firm size on the product-process interaction:

102




dZ_ =o3. [3.13]

JSales
The parameter o7 represents the stock response to process (product) R&D controlling for
product (process) R&D and sales. In other words, it represents the change in the value of
the interaction between product and process R&D as firm sales increase. A positive
value of o, implies that the value of the interaction increases with firm size, and a
negative coefficient implies higher firm sales has adverse consequences for the
interaction.

The results of regressing equation 3.12 are summarized in Table 7c. The
coefficient on the sales/product/process interaction term is negative, but not significant.
This suggests that sales plays no significant role in the interaction between product and
process innovation.

However, the negative coefficients for several intangible assets imply investment
in these assets may not be rational for all firms, depending upon their size. The responses

to intangible investments at the mean of firm size are depicted in Table 7d.
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Table 7c. Interaction Between Product R&D and Process R&D,
Controlling for Firm Size

Weighted Least Squares Analysis -- # Observations = 71

. Regression
Independent Variable ) )
P Unweighted Weighted
Intercent 78.974253 542.077503
P 227.226 273.821
. 0.736 0.127
ATangible Assets 0.552 0.588
-20.686 -61.728 ,
Process R&D 13.655 15.636
0.0001 0.004
* b
(Process R&D)*(Sales) 0.0015 0.002
-1.818 -1.382
Product R&D 4.725 5.887
0.00013 0.000234
. )
(Product R&D)*(Sales) 0.00031 0.000372
0.043 0.059
* c
Product*Process 0.028 0.034
-2.58171E-7 -0.0000021
* *
(Process*Product)*(Sales) 0.00000216 0.0000024
. 19.166 , 30.088 ,
Applied R&D 6.389 6.635
3 -0.00043 -0.004
* b
(Applied R&D)*(Sales) 0.00078 0.002
. 18.154 27.035 ,
Tech. Service R&D 0.468 10.875
(Tech. Service R&D) 0.00034 -0.0017
*(Sales) 0.00079 0.0008
. 49.167 , 24.668
Basic R&D 18.261 19.059
. -0.006 -0.000968
* a b
(Basic R&D)*(Sales) 0.002 0.000828
0.550 -0.369
Adv. Expend. 0.726 0.724
0.000036 0.000040
%K
(Adv. Expend)*(Sales) 0.000031 0.000025
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Table 7¢ (cont’d).

F Value: 55.21a
Adj R’: 0.921

F Value: 86.28 a
Adj R?: 0.948

* Significant at the .01 confidence level.

® Significant at the .05 confidence level.

¢ Significant at the .10 confidence level.

Notes: Standard errors below coefficients. For each regression, the dependent variable
is the S-year average annual change in market value.

heteroskedasticity-corrected.

Weighted statistics are

Table 7d. Stock Response at the Mean — Weighted Regression

Independent Variable Mean Response Sales Level aj which
response = 0*

Process R&D -24.53 14,550 (+)
Product R&D -0.07 8,391 (+)
Applied R&D -1.88 7,622 )
Tech. Service R&D 13.45

Basic R&D 16.93

Adv. Expend. -0.05 9,225 (+)

* If mean response less than zero. Positive sign indicates larger firms benefit from
R&D, negative sign indicates smaller firms benefit.




5. Unobserved Heterogeneity

As discussed in the empirical framework section, the possibility that unobserved
heterogeneity, or fixed effects, are driving the results is important to consider when
drawing conclusions. Unobserved heterogeneity arises from two primary sources: sample
selection bias and omitted variables. In my specification, the parameter q; represents
potential unobserved heterogeneity that may result from variables conceivably omitted
from the model, and can be considered an individual effect for each firm cross section,
and thus represents potential unobserved heterogeneity. There are several methods for
dealing with unobserved heterogeneity. My preferred method was to eliminate the fixed
effects parameter, q;, by first-differencing equation 3.3. This method had the additional
benefit of transforming intangible stocks from levels to changes, and thus avoided the
problem of estimating intangible stocks.

However, another common technique for eliminating a; is to use fixed effects
regression. In fixed effects regression, instead of first-differencing, one eliminates ¢; by
using the difference of each variable from its cross section mean as the unit of
observation. The advantage to this method is that it maximizes degrees of freedom in the
regression because one avoids dropping the initial observation, and it may provide a

better treatment for risk. Since the beta is omitted, fixed effects estimation would treat it

as an omitted variable and add the variation of beta to the fixed effect parameter q;.
Therefore, because fixed effects regression provides potential benefits versus first-

differencing, Appendix C contains fixed effects estimates for each regression performed
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above. To accommodate the fixed effects methodology, specifications for each
regression are slightly different than those specified above. In particular, the dependent
variable is the year-end market value of the firm, rather than the annual change in market
value. This will imply somewhat different interpretations of the coefficients than those
estimated using first differenced observations. The estimated coefficients for R&D and
advertising should be larger because they are being regressed against the level of market
value rather than a change in the level. However, one should expect signs and
significance levels of the coefficients to be similar to those obtained above. Significant
differences will indicate evidence that unobserved heterogeneity is driving the results
obtained above.

Because of the exploratory nature of this research, several permutations of fixed
effects were run for each hypothesis. These include weighted and unweighted
regressions, regressions with and without firm intercepts, and regressions with and
without a first order autoregressive variance structure (to correct for serial correlation). In
general, the fixed effects yielded similar results to those obtained above. Examination of
Tables C1 and C2 indicates that, compared to first differencing, fixed effects estimation
yields similar estimates for tangible assets, with stock responses between 1 and 2
depending upon the particular specification. Intangible assets are highly valued
regardless of the fixed effects specification. The inclusion of firm intercept parameters
appears to increase the coefficients on intangible assets and decrease the coefficients on
tangible assets, which may indicate firm or industry effects are important to the

specification.
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Table C3 contains the results of fixed effects estimates testing the Schumpeter
Hypothesis. Again, results were similar to those obtained using first differencing. In
general, the sales-R&D interaction was negative. Table C4 depicts results for
disaggregated R&D expenditures. Like those above, coefficients for product R&D and
applied R&D were greater than those for other types of R&D. Table C5 indicates that
fixed effects supports the idea that the appropriability effect is positive, and Table C6
yields a positive interaction between product and process R&D.

In summary, fixed effects estimation yielded similar results to those obtained
using first differencing. The results of each major hypothesis tested above were

corroborated by the fixed effects regressions.
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SUMMARY AND CONCLUSIONS

Public policies towards innovation related activities have met with no small
amount of controversy. For instance, many have argued that accelerated capital
depreciation rules unduly favored investment in physical capital to the detriment of
investment in intangible capital (CED, 1986). Another controversial policy was the
research and experimentation tax credit, instituted in 1981. Critics of the credit argued
that it was not nearly as effective as proponents contended because of various loopholes
that existed in the law. They argued the credit had its largest impact in how firms
categorized their expenditures for tax purposes; after the credit was introduced, many
expenditures previously not considered R&D suddenly and not so mysteriously appeared
in the R&D expenditures column on corporate tax forms. Therefore, instead of
stimulating R&D, as was its intent, the credit merely induced firms to rename pre-
existing investment in other assets as R&D (Mansfield, 1986).

The rationale for government sponsored innovation incentives stems from the
belief that the public good aspect of innovation knowledge leads to below-optimal
investment in R&D. Supporters of policies such as the R&D tax credit argue that despite
the problems, these types of policies push investment in innovative related activities
closer to their optimal levels.

One issue often overlooked in these discussions is the relative importance of

different types of innovative activity. For example, Japan’s economic emergence has been
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attributed in large part to its focus on process innovation, in contrast to the United State's
focus on product innovation (Mansfield, 1988). However, it also is argued that product
innovations are the basis for the creation of new markets and thus policies should favor
product R&D over other types of R&D. The lesson is that the composition of R&D related
activities plays an important role in the performance of the economy, but many aspect of
innovation remain poorly understood. This point is equally true from a microeconomic
standpoint; the composition of intangible assets likely plays as large a role in a firm’s
success as the amount of R&D itself.

This paper examines the market value of disaggregated intangible assets.
Specifically, it measures the stock response to advertising, physical capital, and various
classes of R&D, with a focus on product R&D and process R&D. Previous research in
this area has focused on the value of total R&D and its relation to industry or firm
specific conditions, particularly firm size, but has not examined the value of different
types of R&D. Awareness that the composition of R&D is important to firm value is
growing. Recent studies have indicated that some degree of success in both product and
process innovation is necessary for a firm to be successful over the long term (Capon et.
al., 1992).

I first develop a profit maximizing model that determines the optimal levels of
product R&D and process R&D. The results of the model suggest that at equal levels of
expenditures, the marginal values of different types of R&D can vary, suggesting
different levels of optimal R&D once the profit-maximizing condition of marginal

revenue equals marginal cost is imposed. This implication is supported by the actual
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behavior of R&D producing firms -- product R&D expenditures are on average 4 times
greater than process R&D expenditures. Another implication of the model is that the
value and/or efficiency of product (process) innovation can influence the returns from
process (product) innovation. Finally, the model suggests a variation on the familiar
Schumpeterian hypothesis of a positive relationship between firm size and R&D
profitability. Rather than aggregate R&D, firm size plays an important role in the relative
valuations of process and product R&D. The returns to process R&D should increase
relative to the returns to product R&D as firm size increases.

To estimate these implications empirically, I employ a stock market valuation
model of the firm. I first estimate the value of tangible and intangible assets. The stock
response to total R&D is estimated to be between 3.7 and 4.7 for each $1 invested, a
response consistent with a required rate of return of approximately 20%, and well within
the range of previous research. Intangible investments closer to the end of the innovation
process, such as applied and product R&D, generally are valued more highly than
investments at the beginning of the innovation process. However, the stock responses to
disaggregated R&D expenditures vary more widely than expected, from a high of 15 for
applied research to a low of —29 for basic research. The disparity in estimates may be a
function of different rates of depreciation for the intangible assets and/or differences in
the ability to appropriate the returns from each type of R&D. However, the most likely
explanation is misreported R&D expenditures for basic research and support services
R&D. Government contracts for R&D support basic research much more extensively

than other types of R&D, and therefore the costs associated with basic research are likely
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lower than the costs of other types of R&D. Furthermore, incentives derived from the
R&D tax credit and similar policy instruments provide an incentive to misallocate non
Ré&D-related investments as R&D. In any case, further research into the returns to
disaggregated R&D is called for.

Next, I test the Schumpeter hypothesis that firm size and R&D profitability are
positively correlated. In testing this hypothesis, I use firm size-R&D interaction terms
and examine the mixed partial derivative of the change in market valuation with respect
to both firm size and R&D. The results indicate that Schumpeter is not supported. Firm
size is not a positive and significant determinant of R&D profitability. In fact, firm size
is estimated to have a negative impact on R&D profitability. I extend this specification to
examine the relationship between firm size and different types of R&D. The results tend
to support the idea of a positive appropriability effect; i.e., the profitability of process
R&D increases with firm size at a greater rate than the profitability of product R&D.
Because process R&D expenditures generally are smaller than product R&D
expenditures, this may explain the lack of support for the traditional Schumpeter
hypothesis.

Finally, I employ interaction terms between product and process R&D to test
whether there is a relationship between the two, and how this relationship affects the
market value of the firn. I find that product and process R&D are complementary,
supporting much of the recent economics literature, but contradicting some strands of
management literature.

The stock market value of the firm is dependent upon many factors. Therefore,
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the potential that unobserved heterogeneity, arising from variables omitted from the
model, is driving the results is a valid concern. Fixed effects regression of each major
hypothesis provided similar results to those obtained in Chapter 3, and thus fixed effects
does not appear to be a significant factor in the analysis.

The opportunities for further research are plentiful. First, the results of this paper
should be viewed with caution. It has been shown that the value of intangible assets is
not constant over time. The reasons for this may be several: first, variations in the value
of ordinary assets may affect the value of intangible assets. Second, declines in the value
of R&D assets may occur in high-tech industries where the returns to R&D are short-
lived. Finally, changes in the composition of R&D over time may contribute to changes
in the measured value of total R&D. Therefore, the possibility that financial markets
value different types of R&D at different levels may affect the returns to intangible assets
over time. The period examined here, 1992-1997, was a time of very high growth rates
for the value of common stocks. Therefore, additional research should be conducted in
this area covering different periods. In addition, several implications regarding the
appropriability effect were derived from the theoretical model that the data did not allow
me to test: (1) a positive appropriability effect is less likely to exist when the firm retains
a high proportion of its ex ante sales, (2) a positive appropriability effect is less likely to
exist in the presence of high sales growth, and (3) a positive appropriability effect is more

likely to exist in the presence of trade-offs between product and process R&D than in the
Presence of complementarities.

In summary, the ability to measure the returns to different types of R&D will
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provide new insights into how the allocation of innovative resources affect an
organization’s profits and equity values, and how outside factors may influence these
choices. The results of these inquiries can lead to improved R&D allocations by
improving the information upon which the organization bases its R&D decisions. The
results also will be a step forward in the quest to improve public policy towards R&D by
providing policy makers with a better understanding of the determinants of firm
innovativeness. A better understanding of the relative value of different types of R&D
and the different conditions favoring each type may lead to a more efficient structure for

the R&D tax credit or other innovation related public policies.
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APPENDIX B

HETEROSKEDASTICITY CORRECTION AND TEST

To control for heteroskedasticity, I used one of the following two weighting
schemes, each assuming that sales is the proportionality factor. One scheme uses log

transformations and the other does not. I assume an additive form of heteroskedasticity

in which the estimated variance of the disturbance, o°, takes the form: .

o%(a) = a, + a, SALES, + a,SALES?, [B1]
or

o(b) = b, + b, log(SALES,) + b,log(SALES?) [B2]

where a, a,, a,, b, b,, and b, are constants to be estimated. In some cases, a,=b,=0. In
each of the analyses above, I estimated the least squares equations, then apply the least

squares method to the following equations:

e2i(a) =c, + ¢, SALES, + c,SALES?, + v, [B3]

if I assume B1, or

e2j(b) = d, + d, log(SALES,) + d,log(SALES?) + v, [B4]
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if I assume B2. e2;(a) and e? i(b) are the ordinary least squares residuals obtained from

equation B1 and B2, respectively. This yields initial estimates of o”;:

o2i(a) =c, + ¢, SALES, + ¢,SALES?, [B1°]

o2i(b) =d, + d, log(SALES,) + d,log(SALES?) . [B2’]

These initial estimates of c,, c,, ¢,, d,, d,, and d, are not asymptotically efficient because

v, is heteroskedastistic. Therefore, another round of estimators are obtained by applying

least squares to:

ei(@)=_c,  +c,SALES;+c,SALES} +V', [B5]
oZia) () Zia) & (a

and
e?ib)=_c,  +c, log(SALES) + c,log(SALES?) +V'; . [B6]
oZi(b) o2 (b) o2 i(b) o2i(b)

These estimators are asymptotically efficient. Thus, the ‘second round’ estimators of o

1s:

o?i(a)=c’, +c’, SALES, + c’,SALES?, [B1’]

and
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2i(b) = d’, + d’, log(SALES,) + d’,log(SALES?) . [B2’]

Asymptotically efficient coefficients for the specifications in each hypothesis are
estimated using o2 i(a) or 2 i(b) as weights.

After each hypothesis was estimated using the weighted least squares approach, I
tested for any remaining heteroskedasticity using a Park test. This entails regressing the

residuals obtained from the weighted least squares estimate against sales:

@ =B, + B, SALES, +¢, (B7]

where o, are the weighted least squares residuals. A significant B, indicates the presence
of heteroskedasticity. In each regression specified in each hypotheses in Chapter 3, little

or no heteroskedasticity was detected after the weighting scheme was applied.
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Table 1. Summary Statistics-Responders and Non-responders ($MM)

All 1992 1993 1994 1995 1996 1997
Years
The following variables were supplied by both the IRI survey and Compustat
Avg. R&D Exp.
Survey Resp. 326.5 | 219.0 | 3543 | 3346 | 195.8 | 386.8 | 449.2
(# Firms) (46) (46) (58) (60) (67) (57)
Non-Resp 483.5 | 437.0 | 376.7 | 4369 | 7859 | 473.1 | 4174
(# Firms) (56) (54) (44) (41) (36) 41)
Adbvertising
Survey Resp 180.3 | 150.5 [ 202.0 | 119.9 76.8 279.8 | 240.1
(# Firms) (46) (46) (58) (60) 67) 7
Non-Resp 223.0 | 213.1 | 187.7 | 242.1 | 383.2 | 115.7 | 1945
(#Firms) (60) (60) (48) (46) 39) (49)
Market Value
Survey Resp 11878 | 9048 | 9174 8949 8393 | 14279 | 20352
(#Firms) (40) (42) (53) (54) 61) (50)
Non-Resp 11795 | 8397 | 9062 9710 | 16714 | 14069 | 15133
(#Firms) (54) (53) 42) (41) (34) (41)
Firm Size ($Sales)
Survey Resp 11369 | 8960 | 11742 | 11865 | 7923 | 13632 | 13474
(#Firms) (46) (46) (58) (60) (67) 57
Non-Resp 12262 | 11912 | 9999 1089 | 18463 | 11399 | 11474
(#Firms) (56) (55) (45) (44) (37 (45)
Ratio R&D/Sales
Survey Resp 44% | 33% | 3.2% 3.0% 3.3% 83% | 4.1%
(#Firms) (46) (46) (58) (60) 67) 57
Non-Resp 11.1% | 8.1% | 82% | 23.6% | 14.8% | 4.7% 7.3%
(#Firms) (56) (54) (44) 41) (36) 41)
The following variables were not available from Compustat
All 1992 1993 1994 | 1995 1996 | 1997
Years

Product R&D 1619 | 107.8 | 2415 | 171.2 | 88.1 106.2 | 265.2
Process R&D 47.1 27.2 46.0 80.4 274 36.6 61.0
Basic Research R&D | 10.7 8.5 10.7 10.2 85 11.1 15.0
Applied Research 46.2 | 34.2 34.6 46.8 443 47.2 68.3
R&D
Technical Service 40.3 34.0 36.7 42.8 26.1 53.2 48.5
R&D
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