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ABSTRACT

Supermedia Enhanced Internet-Based Real-Time Telerobotic Operations

By

Imad Hanna Elhajj

HE Internet has added a new dimension to the human life. Once the extent

T of financial possibilities was revealed, Internet-based applications/services ex-
panded to cover every aspect of our lives. A person can virtually trade, learn, play,
control and do many other actions over the Internet. However, all Internet-based
activities are still referred to as virtual since the experience is still far from being
genuine. The main difference between the virtual and real world is the quality of the
human experience. This experience is impeded when the Internet is used because of
limited human sensory interaction with the remote object and environment.
This research carried out is an attempt to bridge the gap between the real and virtual
worlds. This bridge will create the link that human senses need to be remotely
coupled with the environment. This research might be the closest technology will get
to achieving teleportation in the near future. The basic idea is to feedback sensory
information available from the remote machine to the human operator in real-time.
This sensory information can relate to any of the human senses: tactile, heat, visual
and auditory.

However, coupling the human with the remote environment via the Internet has
many challenges. These challenges relate to human-machine interfacing, remote ma-
chine stability, operating efficiency and safety. What creates these challenges is the
Internet delay characteristics. This delay experienced over the Internet is random

and nondeterministic with no simple stochastic model. Other difficulties include the



existence of a human in the control loop and the non-determinism in the environment
or the path.

This research presents a general method for the modeling, control and analysis of
real-time bilateral teleoperation systems via the Internet. Petri Nets are suggested as
a modeling, design and analysis tool, and event-based control theory is modified for
the use in the planning and control of bilateral teleoperation systems. Research shows
that this method results in a stable system in spite of the existence of nondeterministic
time delay. Moreover, the concepts of event-transparency and event-synchronization
for event-based telerobotic control systems are developed and analyzed. The implica-
tions of these concepts on the system performance are studied. Furthermore, event-
transparency and time-transparency are compared. Also presented is the design of
event-based control teleoperation systems that satisfy stability, event-transparency
and event-synchronization under random time delay conditions. This design method
can be applied to a wide range of systems with different environments, human oper-
ators, control commands and supermedia (sensory information: video, audio, haptic,
temperature and others) feedback. In addition, the concept of tele-coordination is de-
veloped and its implications on the performance of multi-robot coordination systems
is illustrated.

Several different systems were developed and all the experiments confirmed the
theory presented. Supermedia enhanced real-time Internet-based robotic operations
were carried out successfully in a stable, event-transparent and event-synchronized

fashion.
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CHAPTER 1
INTRODUCTION

INCE the days of Karel Capek’s R.U.R.(Rossum'’s Universal Robots) play, which
S was written in 1921, translated to English in 1923 and presented in London and
New York, humans have been fascinated with robots. Robot being the word derived
from the Czech robota, meaning “servitude, forced labor”. However, robotics did not
experience a rapid growth until the seventies and eighties when enabling technologies
became available.

Although the robotic technology is young but it is growing at a fast pace. Roboti-
cists claim that robots are analogous to computers. In which case, they estimate that
the use and availability of robots is going to be wide spread. There will be robots in
every house and business. Naturally as the case with computers, the remote operation
and control of robots is going to be a highly desirable feature. So eventually, similar
to the Internet there will be a robonet, where robots are connected to computers,
other robots and even humans.

For the time being, technology goes as far as allowing for the remote control of
robots, referred to as teleoperation. Teleoperation takes several forms and can be
done via any communication medium, wired or wireless. Recently the main focus has
been on teleoperation via the Internet. Motivated by the availability, wide spread
and low cost of the Internet, many researchers have focused on the Internet-based
teleoperation.

However, all real-time Internet-based teleoperation systems face the same main
hurdle-delay. Although delay is present in any communication network, it has dis-
tinctive characteristics over the Internet that make it more difficult a problem to deal
with. For data transmission, delay is not as important an issue as for control trans-
mission. Considering the Internet as an action super-highway, via which control and

supermedia (video, audio, haptic, temperature and others) is being transmitted, time

1



de.ay Dt
DO
Tmoor, v
T

i .ait

ezl of vy
Epreach ad,
s ]
e G150l

&d they aivy
S¥ems 1s pre

&d desyy

Sk

~I0nizar,
d?‘{e‘,u}pﬁj o

EA\'pormy .

IS verify

s

*“-fU[]:ng:l "
te I
* “Peratgy .

ﬁ".m.e
.,ranipa:‘

TUP (‘rJn Ty

Matigp il ey




delay becomes an important factor in the stability, efficiency and safety of real-time
teleoperation systems.

In the past decade, considerable research has been done relating to control with
time delay. However, all this research has several limitations that make it inapplicable
to Internet type delay. Also most of this research concentrates on stability [1]-[8] with
no considerable work on transparency [9]-[14]. Research even showed that robust
stability and transparency can be conflicting design goals in teleoperation systems
under time-based control [9]. In addition, synchronization in such systems has not
been addressed. Most of the synchronization work found in the literature relate to
multimedia synchronization in open loop systems [15]-[20].

This dissertation presents a general framework for the modeling, analysis and
control of supermedia enhanced real-time Internet-based teleoperation systems. This
approach adopts event-based control to ensure the stability of bilateral teleoperation
systems [6]. In addition, the transparency and synchronization of event-based systems
are discussed. Event-transparency and event-synchronization concepts are introduced
and their advantages are analyzed. Moreover, the modeling of real-time teleoperation
systems is presented with Petri Net recommended as the tool for modeling, analysis
and design. Design procedures to ensure, stability, event-transparency and event-
synchronization are detailed. The advantage of these features is illustrated using the
developed concept of multi-robot tele-coordination.

Experimental results of the Internet based teleoperation of several developed sys-
tems verify the analysis. In these experiments, supermedia is fed back from the
environment in the form of force, video and/or temperature. These are rendered to
the operator in their original forms. It is shown that this approach results in a stable,
event-transparent and event-synchronized systems regardless of time delay.

The coming subsections will detail the applications and motivations for teleop-

eration in general and supermedia enhanced teleoperation. The challenges that face
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teleoperation and supermedia enhanced teleoperation are also presented. Then the
detailed literature relating to all the aspects of this research are surveyed, pointing

out their limitations.

1.1 Applications and Motivations

Teleoperation, which is simply the remote control of a machine, is not a new concept.
Because of its many benefits, such as increasing the reachability and safety of humans,
it has been extensively researched and studied. The interest in teleoperation steams

from this technology’s many applications some of which are:

1. Tele-medicine(remote checkup and surgery): Despite all the skeptics, this ap-
plication is getting major attention from the research community and is expe-
riencing significant advances [21)-[23]. The ultimate goal is to have a highly
reliable and accurate system that can be trusted with human life. This will
allow experts to treat and to operate on patients who are thousands of miles
away. Uses range from trauma care and home care (elderly and disabled remote

assistance) to physical therapy and specialized surgery.

2. Tele-manufacturing: The ability to use sophisticated and expensive manufac-

turing facilities by several users around the world is very cost effective [24].

3. Exploration (sea and space): This application became very popular during the
NASA Mars Pathfinder Mission [25]. There are various obvious advantages for
this application and the importance of teleoperation for space and deep sea

exploration is clear, especially in the safety and cost reduction aspects [26] [27].

4. Hazardous material manipulation: One of the first noticed applications of tele-
operation is handling hazardous material; such as, radioactive, chemical or ex-

plosive substances [28]. For example, teleoperation can be a natural answer for



>

<

10,

- Telee

2

Dot

Eép,

a {(,r:_’




10.

11.

chemical spill cleanup.

Teleoperated games (entertainment): Several teleoperated games are found on
the Internet; for example, in Germany there is an interactive railroad that can
be operated remotely. The entertainment industry was one of the first to notice
the importance of networking thus strived to link players all over the world
with networked games. Now there is the possibility to link several players with

several machines or robots.

Tele-service (monitoring and maintenance): Machines and complete factories
can be monitored from hundreds of miles away. These can also be maintained

and controlled remotely.

Law enforcement: Several law enforcement agencies already own robots that can

be teleoperated to replace humans in hazardous situations and environments.

Search and recovery: multiple robots can be used to cover unaccessible areas in
search and recovery efforts. Several robots were used for assistance in the recov-
ery efforts at “Ground Zero” shortly after the World Trade Center catastrophe
[29].

Tele-commerce (sales and demonstration): Customers have the ability to re-

motely test a machine before buying it with no need for traveling or shipping.

Education: Several robots are used online for educational purposes whether in

a formal or informal setup [30].

Imagine! Teleoperation’s application is limited by the imagination. The In-
ternet is a living proof that if you “build it, and they will come”; create the

technology and people will imagine applications for it [31].



15 he G
It}’;'.‘h-, L
e K
vihr aton.

ad g ny,
b the .
Withis g
5 sid g ¢

16 be gy -,

The

there are '

AR
plicqy i
Ti*refore

figre 1]




Regardless of the application, the human experience during teleoperation does not
quiet compare to direct interaction because of the limited remote sensory capabilities.

To enhance the experience, supermedia feedback is suggested in the next section.

1.2 Supermedia Enhancement

From the point of view of an operator’s experience, teleoperation is far from being
close to the direct operation. This is due to the fact that the operator’s remote
sensing capabilities are limited, which disconnects the operator from the environment
and the task. It was shown that operators’ performance is improved in teleoperation
when having haptic feedback [4] [32] [33].

“Of or relating to or proceeding from the sense of touch”, such or a slight alteration
is the definition found for haptic. Derived from the Greek “haptikos” meaning “to
touch”, haptics is divided into two major categories of sensory information: tactile
and kinesthetic. Tactile sensing includes temperature, skin curvature and stretch,
vibration, slip, pressure and contact force. It gives a perception of surface textures
and geometry. Kinesthetic information relates to the physical forces applied to and
by the body. This includes sensing and awareness of body position and orientation,
which is also known as proprioception. When haptic feedback is present, the operator
is said to be kinethetically coupled to the environment, and the teleoperator is said
to be controlled bilaterally.

The most common form of haptic feedback used in teleoperation is force. However,
there are many applications which require additional types of feedback for feasibility
and safety. An example is classification and identification, where temperature is
required to identify certain objects and materials [34] [35]. Also in some medical
applications the temperature change of the organ operated on is critical for safety.
Therefore, supermedia enhanced teleoperation systems, similar to the one shown in

Figure 1.1, are required. Supermedia is used to describe the collection of all the
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Figure 1.1: The general architecture of supermedia enhanced teleoperation systems.

feedback streams, such as haptic, video, audio, temperature and others. Supermedia
enhances efficiency, increases the operation’s safety and provides telepresence, which is
the human experience of existing in a remote location. Also experiencing supermedia
feedback is an unusual and fun experience which makes it a very attractive feature in
entertainment applications.

Teleoperation in general, can be carried out using any kind of communication
media. But since the Internet had matured into what it is today, interest has been in
teleoperating via the Internet. The use of the Internet is motivated by several reasons;
in comparison to a dedicated link, the Internet is less expensive (free in many cases),
more publicly available, has world wide coverage and does not require any special
hardware. However, with all these advantages comes several disadvantages, which

make teleoperation via the Internet very challenging. These chall are the topic

of the next section.
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1.3 Challenges and Difficulties

For teleoperation systems to become widely acceptable, several safety and perfor-
mance specifications have to be met. Stability, transparency and synchronization are
among the main features that are desired in any teleoperation system. The teleop-
eration system should be stable under all operation conditions. Transparency, which
relates to how realistic the operation is, should be offered. Also synchronization
should be present between the operator and the remote machine and between the
different supermedia streams. In addition, reliability, safety and efficiency should be
features of the teleoperation system. All these features have to be guaranteed regard-
less of the characteristics of the communication network used. However, ensuring
these in teleoperation systems, specifically Internet based ones, is challenging.

The main difficulties relate to the lack of a general design method for such sys-
tems. Also the uniqueness in teleoperation control systems is the existence of the
human operator in the control loop, which adds to the complexity of the design and
analysis process. In addition, teleoperation systems are clearly characterized by non-
determinism in the environment or the path, which makes some assumptions limiting.
However, by far the main difficulties are caused by the communication characteristics
of such networks especially the Internet.

The Internet does not offer any guarantees for bandwidth or delay. The Internet,
in its current form, was not designed and implemented having in mind applications
such as teleoperation. Although many changes are being proposed to make the In-
ternet a more diverse communication medium, it still wont be able to guarantee
communication parameters.

As any communication link, the Internet introduces delay in the system. This
delay can be due to several reasons: propagation, congestion, or low resources. For
a communication link between the ground station and a space telerobot in low earth

orbit delay is expected to be as long as 2-8 seconds [1] [27] [36]-[38]. The same
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amount of delay can be expected for deep sea operations. As for the Internet, the
delay is unpredictable, no upper bound can be specified because of packet loss and
it could have a very complex stochastic model. Several attempts have been made to
model delay over the Internet, and several complex models have been derived [39].
In [39] a wavelet-based model' was derived. This delay was shown to be self-similar
in a statistical sense [40)].

In addition, packets sent over the Internet can be lost and can arrive out of order,
that is why TCP/IP communication protocol was used, since it ensures the arrival
of all packets in order. More severely, Internet connections can be lost, that is why
several design precautions have to be taken.

All these communication features become significant difficulties in the face of
designing teleoperation systems that enjoy certain performance features. For instance,
delay can render the system unstable if time-based control is used. It was mentioned
in several references that delays in the order of a tenth of a second destabilize the
teleoperator [1])-[5] [9] [27] [32] [36]-(38] [41]-[45]. When haptic feedback is being
used the system was stabilized only when the bandwidth was severely reduced. In
addition to instability, desynchronization occurs between the master and slave and
the transparency of the system is lost. Several approaches have been suggested to
solve the above mentioned problems, and these with their limitations will be the topic

of sections 1.4 and 1.5.

1.4 Overview of Existing Methods and Approaches

What follows is a summary of the different methods and techniques used to overcome
the problems faced in teleoperation in general. The different approaches will be
presented in this section and section 1.5 will cover their limitations. The approaches

are divided into two groups. One approach concentrates on the robotics aspect by

1Wavelet analysis is most used for statistically self-similar processes.
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introducing control techniques and force/image feedback with prediction. The other
approach concentrates on the communication aspect by using new communication
protocols or by modifying the existing ones, by predicting delay or by studying open
loop multimedia communication. Note that no approach combined both aspects in

the solution.

1.4.1 Robotics Approach

Most of the approaches in this category relate to control schemes and force/image

feedback with prediction. Some of them are a combination of several approaches.

Control

The problem is handled by changes in the controller’s modeling, design and algorithm.
Several design techniques are used, some of which apply only to the specific system
developed and others that are more general.

In [46] [47] an observer for linear feedback control with delays is designed. [1] [27]
use shared compliant control, where the control task is shared by both the human
operator and the autonomous compliant control of the remote robot system. As
for [36], time and position desynchronization was used and in [2] Virtual Internal
Model (VIM) was proposed. [3] used a design method based on the #-optimal
control and p-synthesis framework. The work of Anderson and Spong in (4] and [32]
introduced a controller that was derived from modeling the network as a loss-less
transmission line. Another method was based on stochastic control theory and a

separation property [43].
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Sensory Feedback

This approach includes force/torque feedback and video feedback. Any of these fed
back elements can be either real or virtual. Therefore, in the virtual case, some of
the techniques use prediction.

The most common feedback in teleoperation is video, where cameras capture the
task space and then these images are sent back to the operator [1] [27] [37] [38] [41].
The other sensory feedback is usually force or torque, where the force sensed by the
robot is fed back to the operator [4] [5] [32] [44] [45]. Although these two techniques
usually use real values, sometimes prediction is employed in parallel. For example,
the position of the manipulator can be predicted using a simulation program and it
is then displayed with the real image so that the operator can compare [38] [41] [42].
Predicted force can also be used, where the simulated value is sent to the master or

just displayed on the monitor [42].

1.4.2 Communication Approach

The communication approaches can be categorized in three main groups; ones which
alter the underlying network or communication protocol in order to satisfy certain
performance conditions, ones which attempt to predict the delay or the performance of
the network, and ones which are more related to open loop multimedia communication
than to closed loop teleoperation.

In the first category, approaches try mainly to replace the underlying communi-
cation protocol or at least modify it. These methods are difficult to implement and
test, since the routing algorithm and communication protocol used by all the different
components in the communication system would have to be modified. Note that none
developed a method that does not require major system modification; for example,
an application level solution, where the routine that is handling the delay problem is

running at the application level.
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One of the approaches proposes using rate-based flow control, where the rate at
which the user is allowed to transmit is determined by the switches on the virtual
circuit between the source and destination [48] [49]. Another approach used dynamic
congestion control and error recovery algorithm over a heterogeneous Internet [50].

In the second category, many attempts are being made to predict the delay over the
Internet specifically for teleoperation purposes. However, because of the complexity
of the models, very high levels of accuracy are not attainable. Even highly accurate
predictions are not acceptable if they do not guarantee %100 accuracy, because in
teleoperation less than %100 stability is not acceptable. In addition, some of those
approaches consider the delay to be the same in forward and feedback communication
branches, or simply they predict the round trip delay or they do not scale or adapt
to changes well [51] [52].

In the last category, the main work done is related to the synchronization of
multimedia over the Internet [15]-[20]. This research considers open loop systems,
where control does not exist. The main topics are the synchronization of different fed
back streams such as video and audio. The methods developed in this category can

not be adapted as is because they do not consider control and stability issues.

1.5 Limitations of Existing Solutions

Most of the methods used, share some disadvantages that will be discussed in this
section. By far the most common limiting assumption, is taking delay as having an
upper bound. An upper bound means taking a value for the delay beyond which
the system would either become unstable or has to stop operating. For example, the
analysis and implementation might assume that the delay is less than 3 seconds, and
if it happens that the delay actually exceeds 3 seconds the system either becomes
unstable or has to stop operating. Another limitation is not analyzing or testing with

nondeterministic time delays. Also some approaches assume that the delay in the

11



Thy e
gt

Mo

(he Gl




communication loop is the same in both ways. All of these assumptions are limiting
when the Internet in involved, since no upper bound can be obtained because of
the possibility of packet loss and the delays are proven to be “random” and “non-
deterministic” [39] [40].

Moreover, some methods are based on a specific model of the environment and/or
the operator, which is a limiting factor considering the complexity of modeling a
human and considering that teleoperation is usually in an environment unknown a
priori. As for the predictive methods, they require significant computations and they
do not function well with uncertainties in the environment. The communication
proposed fixes, are difficult to implement and test since they require major changes

in the existing systems.

1.6 Previous Internet Teleoperation and Their Limitations

This section introduces the previous work done specifically in Internet teleoperation
and discusses their limitations. Several Internet based robots have been developed
and studied, presented here are some examples that cover most of the categories. To
clarify a misconception regarding Internet robots, many researchers consider Internet
robots to be the ones which are web based, meaning the ones that are controlled via
a web page. Many discussions have taken place?, and the general trend is to consider
Internet robots as being the ones controlled over the Internet in any fashion and not
only via a web page.

Examining the literature, Internet-based robots can be divided into three cat-
egories according to the method used to send commands and receive haptic feed-
back, and according to the nature of feedback supplied. The categories are: telepro-
grammed, telesimulated, and real real-time teleoperated.

The first category, teleprogrammed Internet-based robots, requires the operator

2IEEE International Conference on Robotics and Automation, Internet Robotics Workshop, 2000.
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to upload a plan or set of commands for the robot to execute. This uploaded program
is executed by the robot either autonomously or semi-autonomously. This category
can be further divided into “program and watch” robots or “program, watch and
intervene” robots. Program and watch robots are ones that execute the program
without allowing the operator to change the commands on the fly. Program, watch
and intervene robots have the added option of the operator changing the program
on the fly before the robot finishes executing it. Typically, teleprogrammed robotic
systems include only visual feedback in the form of video.

Some of the most popular robots in this category are:

e Tarn and Brady implemented a semi-autonomous telerobot, where the teleoper-
ator supplies a trajectory for the robot to execute. Then the operator intervenes

only in case of unexpected circumstances [53].

e Pai made an expensive experimental facility, the ACME, available via the Inter-
net, where a user could conduct customized measurements and built accurate

models from anywhere [54].

e Simmons introduced the autonomous mobile robot Xavier that can be com-
manded to go to different locations and do different tasks. The commands are

high level commands and the only feedback is in the form of video [55].

The second category, telesimulated Internet-based robots, includes systems that
feed forward commands in real-time but the feedback is simulated. So the opera-
tor sends commands in real-time however the feedback supplied to the operator is
simulated. This simulated or predicted feedback is in one of two forms; either it
is completely simulated based on a robot and environment model, or it is partially
simulated based on a model and corrected by actual feedback. Generally feedback is

in the form of predicted display and/or predicted force.
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e Chong developed a system where the operator controls a manipulator and is

supplied by overlapping real and predicted display [56].

e Penin introduced a manipulator that can be teleoperated, where the operator

is presented with predicted display and force [57].

e Several other systems exist that are based on predictive display and predictive
force; however, most of these systems relate to space and underwater robots,
which are controlled via a designated communication link and are not considered

Internet-based robots.

The third category, real real-time teleoperated Internet-based robotic systems,
feed forward commands in real-time and feedback real real-time sensory information.

The feedback comes in several forms, the most typical of which are video and force.

e PumaPaint allows the operator to control a Puma 760 in order to make a

painting. The control is in real-time and the feedback is only visual [58].

e KhepOnTheWeb is a mobile robot that can be controlled in real-time and video

feedback can be obtained [59].

e WebPioneer is a system that allows the teleoperation of a Pioneer mobile robot

via the web.

Other web robots have been introduced, and currently the NASA Space Teler-
obotics Program web site? lists more than 20 of them. These robots perform different
tasks, ranging from manipulating objects and navigation to manipulating camera
views.

All these systems have several limitations and differ from the systems presented

in this dissertation in several aspects. First and most important is that these systems

3http://ranier.oact.hq.nasa.gov/telerobotics_page/realrobots.html
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do not have real-time feedback. Meaning that the only feedback the operator has is
visual, where either video or sensory information is sent back to be displayed. This
is why these systems can be considered to be open loop control systems. Whereas
in the systems discussed in this document, the loop is closed once haptic feedback is
included, and therefore it is considered a closed loop control system. Other limitations
are assumptions concerning time delay, no research was found dealing with real-time
control with haptic feedback in the presence of nondeterministic time delay.

It is worth noting that most of the research found in the literature and discussed
in this dissertation for teleoperation under time delay relates to stability, with only

few relating to transparency and none relating to synchronization.

1.7 Outline

Outlined here are the remaining parts of the dissertation:

1. Chapter 2 examines the Internet characteristics when viewed as a real-time con-
trol link. The Internet characteristics are studied and their effects on feedback
systems are discussed. The “randomness” or “non-determinism” of time delay

and the instability that it causes are presented.

2. Chapter 3 gives an introduction to the event-based control, which uses an event-
based and not a time reference. Then these systems are analyzed in terms of
stability and in terms of event-transparency and event-synchronization, which

are two concepts developed as part of this research.

3. Chapter 4 details the models of the different systems developed. Also it proposes
Petri Net as a modeling, analysis and design tool for event-based teleoperation

systems.

4. Chapter 5 Includes the design procedures required to ensure stability, event-

15



transparency and event-synchronization for teleoperation systems. A Petri Net

design methodology resulting in event-synchronous systems is given.

. Chapter 6 develops the concept of tele-coordination, where multi-robots are
teleoperated by multi-operators at different remote locations. This chapter

presents the design procedure required to achieve certain levels of coordination.

. Chapter 7 provides the details of the implementation and experimentation of
several systems developed. Details of the hardware and software used in the
experiments are given. Also, the properties of the Internet connections used in
these experiments are presented. In addition, a detailed discussion about the

different results obtained is included.

. Chapter 8 gives a brief summary and concluding remarks. Also it includes

recommendations for future work and research directions.
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CHAPTER 2
THE INTERNET: REAL-TIME CONTROL MEDIA

During the past decade, two technologies, fed by the great advances in computa-
tion and networking, matured into giant interdisciplinary scientific fields. Internet
and robotics are two technologies that will greatly influence the human future. The
Internet has already secured its place in our lives and proven its indispensable impor-
tance. Robotics is yet to achieve that; while major advances have been accomplished
and many robotic applications have emerged, it is clear that robots are not yet all
what many roboticists predict they will be. Nevertheless, this field is experiencing
worldwide interest from scientists, researchers and industries.

Examining this potential, it was not surprising that many researchers are trying to
merge these two phenomena and develop Internet-based robotic teleoperation. More
interestingly, is Internet-based bilateral teleoperation, where supermedia is fed back
to the operator in order to increase efficiency and achieve telepresence.

So, despite the many challenges it presents, the use of the Internet as a commu-
nication link for telerobotics is not surprising. The Internet can connect any two
machines anywhere in the world or in space, that is why it is a natural media for
real-time teleoperation. But once real-time control is considered there are several
conditions required to ensure the stability and robustness of the system. The prob-
lem is that the Internet does not satisfy many of these conditions. In the next section
the properties of the Internet from a real-time control perspective will be presented

and their effects on the teleoperation system will be examined.

2.1 Characteristics of Internet Communication

First discussed are the services that the Internet provides for teleoperation. Consid-

ering the communication protocol TCP/IP the Internet can provide a reliable com-

17



Figure 2.1: An illustration of the Internet topology

munication link. Reliable means that the link does not lose packets nor rearrange
them. Many protocols do not offer this, but when TCP/IP is used it implies that the
packets are given in order and that no packets are lost (as long as no disconnection
occurs). The use of TCP/IP is not limiting since a similar result can be obtained by
using any other communication protocol while having the application guarantee that
no packets are lost or rearranged.

What the Internet does not provide is a guarantee of service. In other words, the
Internet does not provide a permanent communication link, since the connection may
be lost at any time. Nor does it provide a guarantee of the quality of service-the
Internet does not offer guarantees on communication parameters, such as bandwidth
and delay.

This lack of guarantees is a result of the Internet being designed and implemented
as a general communication medium, where applications, such as teleoperation, were
not considered. Also, the lack of guarantees is an intrinsic property of the Internet,

which becomes clear when its topology is considered. Figure 2.1 depicts a typical
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Figure 2.2: Inter-arrival times of groups of packets on the August 1989 Bellcore
ethernet trace [39] [40].

Internet model, which consists of heterogeneous hardware and communication proto-
cols. This model includes wired and wireless networks with different types of routers
and communication links. So packets traveling between two hosts via the Internet
can go through diverse types of routes offering completely different communication
qualities. Even with the current suggested changes in the Internet and the many
advances in the Internet protocols and topologies, it will always be a diverse network
that does not offer assurances regarding the quality of service.

So no matter how good the local area network is, once the communication is over
the Internet the link is subject to all kinds of risks. Disconnection can occur at any
time and indefinite random delay can be faced; there is no upper bound on the delay
over the Internet because of the possibility of packet loss. Therefore, the inter-arrival
times of packets cannot be estimated. For an example of this inter-arrival time Figure

2.2 gives a graph of inter-arrival times of groups of packets on the August 1989 Bellcore
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ethernet trace [39] [40]. This figure gives an idea of the randomness of the delay over
the Internet. Several studies have been made to model this delay and the traffic over
networks. These studies have showed that network traffic often possess long-range-
dependency (LRD) and can be modeled using fractal and multiplicative multifractal
processes [39] [40] [60]-[63]. However, it is not possible to predict the delay based on
these statistical models with %100 accuracy. These predictions are done with certain
probabilities. The accuracy provided is not sufficient for teleoperation applications,
since it is not acceptable, for instance, to guarantee stability with a probability less
than 1. Even delay prediction studies, which are devised specifically for Internet-
based teleoperation, have their limitations in addition to the lack of accuracy. Some
consider the delay to be the same in forward and feedback communication branches,
or simply they predict the round trip delay or they do not scale or adapt to changes
well [51] [52]. This existence and randomness of delay in Internet communication has
significant effects on the real time control, and more so when supermedia feedback is

involved.

2.2 Effects of Random Time Delay on Real-Time Control

The main effects of these communication characteristics are: instability, loss of trans-
parency and desynchronization. In 1966, the first work dealing with force feedback
under time delay was done (Ferrell 1966). It was shown that delays on the order of a
tenth of a second destabilize the teleoperator. It is worth noting that this is true for
Internet teleoperation, where the delay faced ranges from 100 milliseconds to a few
seconds, and for space and deep sea teleoperation, where the delay is 'more or less
fixed. However, the non-determinism of delay over the Internet introduces additional
difficulties. Therefore, teleoperation systems via the Internet will be unstable unless
a fix is found.

In addition, perfectly transparent teleoperation in practice is not possible, espe-
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cially under delay conditions such as these encountered over the Internet [9]. As for
desynchronization, it is the most intuitive effect of delay, since the operator would
have no idea regarding the current robot state. For example, with visual feedback, by
the time the operator sees an image it would be an old image of the robot. Making
decisions based on the old image would be risky and would cause the system to go
to a completely different state. So while the operator thinks that the robot is in a
certain location it would have already moved to a new one, causing the two to be
desynchronized in time and space. Also, if multiple supermedia are fed back, desyn-
chronization between them will occur. This adds to the operator’s confusion and
increases the possibility of errors.

These delay effects are pronounced in time-based controlled teleoperation systems;
however, they are not present in the systems designed and analyzed in this disser-
tation. The reason for the immunity of the developed systems to delay is the use
of event-based control. Event-based control for supermedia enhanced teleoperation
systems is developed and analyzed in this dissertation. This control methodology
results in stable, event-transparent and event-synchronized systems.

The next chapter introduces event-based planning and control for teleoperation
systems. The stability of such systems is also analyzed. In addition, the concepts of

event-transparency and event-synchronization are developed and analyzed.
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CHAPTER 3
EVENT-BASED PLANNING AND CONTROL FOR
REAL-TIME TELEOPERATION

Event-based planning and control for real-time teleoperation systems is introduced
and analyzed in this chapter. A comparison of this approach with the time-based
control approach is made. The analysis of the stability of event-based controlled
systems under random delay conditions is done. In addition, event-transparency
is introduced and its implications on the performance of real-time control systems
under random non-deterministic delay conditions are analyzed. Also, the concept of

event-synchronization is developed.

3.1 Event-Based Real-Time Planning and Control

The instability, lose of transparency and desynchronization caused by time delay in
time-based control systems are a result of using time as a reference by the differ-
ent system components. In other words, the control and feedback signals are being
sampled with respect to time. Therefore, intuitively if a non-time based reference is
used these effects of delay would be eliminated or reduced significantly. In traditional
control systems, the dynamics of the system are modeled by differential equations in
which the reference is the time variable, t. In addition, the trajectory is usually a
function of time. The general idea of non-time based control is to model the system
and the trajectory as functions of a non-time based variable, which is called motion
reference or action reference. It usually is denoted by s and also called the event-
based action reference [64]-[66]. The planning and control of the time-based and the
event-based schemes are shown in Figure 3.1.

The Action Reference block in Figure 3.1 acts like a clock for the system. It is

a map from the output or state of the robotic system y to a scalar variable s. The
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Figure 3.1: The comparison between traditional time-based and event-based planning
and control.

robot’s plan as well as the operator’s commands can be described as functions of s.
This reference is usually taken to be a physical output of the system such as distance
or position. However, the event-based reference can also be a virtual one that does
not correspond to any physical quantity. For example, it can be chosen to be the
number of control cycles the system has performed.

Event-based planning and control, which was first introduced in [67], has been
used in many studies and several robotic applications [65], and has been proven to
be very efficient in dealing with uncertainties and delay. This planning and control
method was extended to bilateral teleoperation applications in [6] [68]-[70]. These
extensions introduced some modifications over the initial event-based theory in order
for it to be applicable for real-time teleoperation systems. The first main consideration
is the fact that in teleoperation there is no predefined path. The path is generated
in real-time by the operator based on the feedback received. The other issue is that
the operator has limited computational power so the operation of the system under
event-based control should be transparent to the operator. In addition, the control
method has to be independent of the operator and the environment models, and it

should not require significant overhead.
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Figure 3.2: Illustration of the buffering effect of delay in time-based planning and

control, and the elimination of this effect in event-based planning and control.

Therefore, the event-based reference, s, has to be carefully chosen such that no

overhead is required from the operator. In addition, this reference has to be designed

in such a way to eliminate the buffering effect of delay. This effect is shown in the

time-based part of Figure 3.2, where it is clear in the time-based approach that the

delay will cause many signal instances to be flowing within the network. So by the

time a new command, V;,,,, that was generated as a result of a force, F;,, arrives at

the destination, the state of the machine would have changed due to the commands
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that were already buffered in the network, Vi, 1, Viio,... Vigm—1. This implies that
when the robot gets the command V;,,, at time ¢t + m + n, it has already changed
state and is being subject to the force F;,,,n; therefore, the command would be a
wrong one since it was a result of F,,; and not F,,,,,,. This will cause instability,
lose of transparency and desynchronization.

In order to ensure that the right command is being received and executed the
buffering effect should be eliminated. The communication and control model should
be similar to the one shown in the event-based part of Figure 3.2. As shown, the
transmission of new commands and forces is not specified by time. A new command,
Vat1, will not be generated and sent until the most up-to-date state of the robot,
F,, is received. At the same time, a new force, F,,,, will not be fed back until a
new velocity, V;,,1, is received. This implies that there are no commands or forces
within the network flowing thus the buffering effect is eliminated. Therefore, the use
of event-based planning and control provides the teleoperation system the capability
to cope with uncertainties and delays in real-time, without the need to re-plan or

re-synchronize [64]-[66)].

3.2 Stability Analysis

Several methods have been used to analyze the stability of teleoperation systems.
Scattering theory [4] [32] and wave variables 5] are among the main ones. The
main concept used in their analysis is based on proving the passivity of the system.
A passive system can not create energy, and thus from a control point of view a
passive system can not go unstable [4]. The approach presented in this research is
slightly different. The main difference is the use of event-based control. Concerning
the stability of the system under event-based referencing, the following theorem was

proven in [64]-[66]:
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Theorem 1 If the original robot dynamic system (without remote human/autonomous
controller) is asymptotically stable with time t as its action reference; and the new
non-time action reference, s=[[(y) is a (monotone increasing) non-decreasing func-
tion of time t, then the system s (asymptotically) stable with respect to the new action

reference s.

The only requirement is that the robot is a stable system, which means that the
original robot dynamic system (without remote human operator) is asymptotically
stable with time, ¢, as its action reference. This would allow the use of Theorem 1
and proves the (asymptotical) stability of the system with respect to the new action
reference s, simply by proving that the new non-time action reference is (monotone
increasing) non-decreasing function of time, t. The advantage of this approach, which
differentiates it from the other approaches in the literature, is that stability is proven
independently of the specific human operator or the statistics of time-delay. It applies
to a wide range of systems operating in unknown environments.

Therefore, stability is proven for event-based controlled teleoperation systems re-
gardless of the time delay and the specifics of the system components, as long as it is
shown that the action reference is non-decreasing function of time.

As for transparency and synchronization, they are relative performance measures
of teleoperation systems. The current technology does not allow for perfect trans-
parency and synchronization in Internet based teleoperation if time-based control is
used. The main limitations, which are communication related, are bandwidth and
time delay. These limitations are augmented in the Internet since it does not offer
any guarantees on bandwidth or delay. Especially, that the Internet in its current
form, was not designed and implemented having in mind applications such as teleop-
eration. Therefore, there is a need for teleoperation systems to offer consistency in
the performance under the dynamic communication conditions encountered, which is

the topic of the next section.
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3.3 Event-Transparency Analysis

In the time domain, transparency is simply a measure of how closely the feel of
interaction with the environment in teleoperation resembles the actual feel when the
operator directly interacts with the environment. Formally, perfect time-transparency

is satisfied under the condition

Zy(t) = Z.(t) (3.1)

where Z,(t) is the transmitted or “felt” impedance and Z,(t) is the slave environ-

ment impedance. Impedance is defined as the ratio of force to velocity. Therefore,

_ Fu(t) _
A IRGAA0)

Zi(t) (3.2)

where F}, and V), are the force and velocity generated by the joystick respectively;
similarly, F, and V, are the slave force and velocity respectively. It is intuitive that
under time-based control perfect time transparency in teleoperation is not possible
because of delay [9]. However, in event-based control some type of consistency in the

control can be achieved. This consistency is event-transparency and is defined as,

Definition 1 A control system is event-transparent if, ‘—';:J(% =C % and Fo(8)ra =
F,(s)nd, where C 1is a constant, s is the action reference, F,(s)rqa and F,.(s)nqa are
the supermedia sensed by the system under random delay and no delay conditions

respectively.

It is clear that this generalized definition can apply to any control system, where
the F’s are the feedback and the V'’s are the control signals. In the special case of
teleoperation systems, F' is usually force or some type of supermedia and V is the

operator’s command. To design event-transparent systems, first design the system to
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be an event-based control system. That is the signals in the system are being sampled
uniformly with respect to a reference, s, other than time. In order to ensure stability
of the teleoperation system, this action reference has to be a non-decreasing function

of time [6]. Being an event-based control system gives

Fiu(s) = aFe(s) and Vi(s) = BVe(s) (3.3)

Fi(s) _
MO

where a, 8 and C are simply scaling factors. In addition, s has to ensure that F.(s),q =
F,(3)na- The choice of s depends on the type of feedback being used.

From the definition, it implies that if a system is event-transparent then regardless
of random time delay, the control received under random time delay as a function of
the action reference, V.(s)rq4, is equal to the control received by the robot under no
time delay as a function of the action reference, V,(s)n4. This is deduced from the
fact that the choice of s ensured that the haptics detected by the robot under time
delay as a function of the event, F,(s),q4, are equal to the haptics detected by the
robot under no time delay as a function of the event, F,(s)nq-

This means that if the event-based reference is chosen in such a way as to make
the forces equal in both cases then the control will also be equal. Thus the behavior
of the operator will be consistent with respect to the event-based reference and the
system will be event-transparent. Therefore, the delay will have no effect on the
control signal with respect to the event-based action reference. Obviously, in the
time-based case this property is not true.

To illustrate the implications of event-transparency and to compare it with time-

transparency, Figure 3.3 shows the sampling of the different signals under different
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Figure 3.3: Sampling of signals under different conditions.

conditions. In the first column are the signals in the time-based control case and
in the second column are the signals in the event-based control case both under no
delay conditions. In the third column are the signals in the time-based control case
and in the fourth column are the signals in the event-based control case both under
random delay conditions. The first and second rows are the force detected or sensed
by the robot, F,, with respect to time and event references respectively. The third

and fourth rows are the force rendered by the joystick or applied on the operator, Fj,
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with respect to time and event references respectively. The fifth and sixth rows are
the operator’s control or commands generated, V}, with respect to time and event
references respectively. The seventh and eighth rows are the control received by the
robot, V,, with respect to time and event references respectively.

It is clear in the first column that the sampling is uniform with respect to time
for all the signals. Although not uniform with respect to the event-based reference
but is the same for all the signals. The opposite is true for the second column,
that is the sampling is uniform with respect to the event-based reference and non-
uniform but the same with respect to time. This uniformity in the sampling of the
transmitted and received signals (F, and Fj, V, and V,) and in the sampling of the
received feedback, F}, and the generated control, V,, ensures that the control being
received by the robot corresponds to the feedback generated at the same reference
(time or event-based control). This property translates into stability, transparency
and synchronization for the system under no delay conditions.

However, in the random delay case, time-based control loses this uniformity in
the sampling as seen in the third column, because the random delay is causing non-
uniformity in the arrival of signals (F},(t) and V,(t)) with respect to time. This implies
that the control received by the robot, V,(t), does not correspond to the feedback gen-
erated, F,(t), at the same time instant. Therefore, desynchronization occurs causing
instability and the loss of transparency. On the other hand, event-based control over-
comes this problem by sampling the signals with respect to a reference or parameter
other than time. As column four illustrates, F;, and V, with respect to time and event
are sampled at the same reference values. Also, examining time-based control with
delay shown in column three, it is clear that not all the signals are uniformly sampled
with respect to any one reference. Whereas, in event-based control with delay shown
in column four, all the signals are uniformly sampled with respect to the event-based

reference. This uniformity in sampling results in Fj(t) and V,(t) being sampled at
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the same time instances as seen in column four, which results in the consistency of
control under random delay conditions. This consistency can be formally stated with

the following theorem,

Theorem 2 If the event-based action reference, s, of an event-based control system is
chosen such that Fe(s)rq = Fe(S)na then Ve(s)ra = Ve(8)na, where Fe(s)rqa and Fe(s)nq
are the supermedia sensed by the system under random delay and no delay conditions
respectively, and where Ve(s);q and Ve(s)na are the control received under random time

delay and no time delay conditions respectively.

Proof. First it will be shown that Fj(t) and Vj,(t) are being sampled at the same
time instances. To prove this, F}, and V}, with respect to time and event references are
analyzed for event-based control and time-based control under time delay conditions.
In event-based control, assume that the deviation of the nonuniform samples from a
set of uniform samples is represented by 6é;, and &, and the event sampling periods
are S) and S,. So the samples are F,(nKS) — d1,) and V,(nK S, — d2,,), where K is a
scaling factor. In order to determine the relationship between the sampling instances

of signals Fj(t) and Vj(t), the signals 8,(s) and 6,(s) are formed [71] [72]:

sinw(s — nKS
() = Z b, ) (3.4
> sinw(s — nKS)
b2(s) = _z: O2n w(s —nkS)) (3.9)

Sample values of 6;(s) and 6(s) are 8;, and dap,.

01 (TIKSI) = 61" and 02(711(52) = 62,. (36)
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Let

ty=85— 01(8) (37)

ty = s — 6,(s) (3.8)

It follows that

ifs:nKsl, then t, = KnSl—Ol(nKSI)
= KTlSl - 6171 (39)
if s=nKS,, thent, = KnS; —6,(nKS,)

= Kn52 - (52,. (310)

Therefore, the transformations in eq.(3.7) and eq.(3.8) transform the points nK S,
and nKS, of the s-axes into the points KnS, — §,, and KnS, — 4,, of the t-axes.
Considering that the sampling with respect to the event, s, has the same period for
all the signals, that is S} = S;. Assuming that V, is generated instantaneously once
F, is rendered, that is é,, = d2,. Then, KnS;, — 8, = KnS; — 85, and the sampling
instances of signals Fj,(t) and Vj(t) are identical. A similar analysis can be made
to show that the sampling instances of signals F,(t) and V,(t) are identical. For the
time-based control case, since the time and event sampling periods are not the same
for either F,(t) and V,(t) or F(t) and V,(t), then similar conclusions cannot be made.

This conclusion implies that, in the event-based control case if the system is event-

transparent then,

Fe(s)rd = Fe(s)nd = Fh(s)rd = Fh(s)nd (311)

Assuming that the operator’s reaction is consistent based on the force felt, then
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eq.(3.11) gives

Vi(8)ra = Va(8)nd = Ve(s)ra = Ve(8)na (3.12)

¢

Thus the system’s control commands are the same regardless of random delay
as stated previously, implying that its performance with respect to the event-based
action reference is transparent to delay and its randomness. Since the event-based
action reference can depend on any system output, which is a non-decreasing function
of time [6], this property implies that consistent system behavior with respect to a
certain system output can be achieved. However, special care should be taken in
designing the event-based action reference. It has to ensure that F,(s) is the same
regardless of time delay. For example, F,(s) can be a function of the distance the
robot moved; therefore, the event-based reference, s, can be chosen to be the distance
traveled.

The relationship between event-transparency and time-transparency for event-

based control systems can be described by the following theorem:

Theorem 3 An event-transparent system under no delay conditions preserves time-

transparency.

Proof. To start, the signals F,(t) and Fj(t) are examined under no delay condi-
tions. Assume that the deviations of the nonuniform samples of these signals from
uniform samples are d,. These deviations are a function of the system output and
thus the commands, V,(s). In the general case, 4, will also be a function of time
delay. However this analysis is done for the no delay case; therefore, d,, are only a

function of the system output and they are the same for both signals. Assuming that
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the sampling period with respect to the event-based reference is S define the function

2. _ sinw,;(s — nKS)
mg::}jantmw_nKS) (3.13)

n=-—oc

Sample values of 6(s) are 6y,

9(nKS) = 6, (3.14)

The transformation between the s-axis and t-axis is

t=s—06(s) (3.15)

It follows that

if s=nKS, thent = KnS —0(nKS)

= KnS -6, (3.16)

Since for all m and n, if s,, < s, = t,» < t, and since two events can not occur at the
same time instant then eq.(3.15) is a strictly increasing function of s and its inverse

exists:

s =7(t) (3.17)

Define the functions
gn(s) = Fuls — 6(s)] = Fi(t) (3.18)
ge(s) = Fe[s — 0(s)] = Fe(t) (3.19)
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= gh(nKS) = Fy(nKS - 4,)

and g.(nKS) = F,(nKS - §,)

(3.20)

(3.21)

Hence, gx(s) and g.(s) are known at a sequence of equidistant points s = nKS.

If these signals are band limited by w; then S can be chosen such that Shannon'’s

sampling condition is satisfied:

and then the following equations will hold:

9n(s) = f: Fa(nKS — g,)Snwils — nKS)

= w(s — nKS)
_ > _ .\ sinwi(s — nKS)
ge(s) = n;w F.(nKS -6,) wi(s —nKS)

and therefore,

Fu(t) = galv(t)]

_ f: Fh(nKS—én)Sinwl(7(t)—nKS)

wi(7(t) — nKS)

n=-—00

Fo(t) = ge[v(t)]

= f: F.(nKS - 6,)

n=-0o

sinw; (y(t) — nKS)
wi(y(t) — nKS)

From eq.(3.3) it implies that

Fy(nKS - 6,) = aF.(nKS — 6,)
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which implies that for the no delay case, an event-based control system results in

Fu(t) = aF.(t) (3.28)
Similarly,
Va(t) = BVe(t) (3.29)
which results in
Filt) _ ot (3.30)

Va(t) Ve(t)

Therefore, an event-transparent system under no delay conditions preserves time-

transparency.

¢

However this is not true for the random delay case because the d, would be a
function of delay. Thus eq.(3.27) would not hold because F}, and F, are not deformed
similarly. Note that all this analysis is done independent of what F' and V are, which
implies that this analysis applies to any kind of feedback and control commands used.
So event-based control systems, which are event-transparent, are able to preserve
time-transparency under no delay and are consistent in their control. On the other
hand, time controlled systems are not able to ensure any consistency when faced with

random delay.

3.4 Event-Synchronization Analysis

As for synchronization, research found in the literature has mainly focused on time

synchronization in open loop systems [15]-[20]. However, the control systems pre-
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sented in this research are closed loop event-based. Therefore, there is a need to

define synchronization in this context. Event-synchronization is defined as:

Definition 2 An event-synchronized system is one in which all the signals (control

and feedback) in the system are always referencing the same event-based reference.

This definition is similar to the definition of time synchronization but instead of
having the time as a reference the event-based action reference is being used. Also
an important difference is that this definition includes the control signal too, which
means that the control has also to be synchronized with the feedback. This implies
that the event-synchronized system ensures that the feedback sensed is a reflection of
the system’s most current state.

From the definition it implies that systems have to be designed in a way such that
all the supermedia streams being rendered have the same action reference stamps.
However, this requirement might not be feasible just like perfect time-synchronization
of video and audio transmitted over the Internet is not. Therefore, in some cases;
such as, force and video synchronization, a certain tolerance should be permitted.
Typically, a master supermedia stream would be chosen and synchronization would
be carried out with respect to it. For example, with force and video, force can be the
master stream since it is more informative and requires less bandwidth. In this case
a video frame will be displayed if its event-based stamp is within a certain predefined
tolerance range from the force sample being rendered; otherwise, it is discarded.

In addition, event-synchronized systems have to ensure that the control signal
has the same action reference stamp as the feedback being rendered. Examining the
event-based case in Figure 3.2, it is clear that the update of signals in both directions
is not triggered by time. Also since the buffering effect of delay is eliminated then the
haptic force felt by the operator is the most up-to-date one; there could not have been
any change in the system state meanwhile because there are no commands flowing

in the network. The same thing applies to the command received by the robot, it is
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the most up-to-date one since there were no new haptics flowing in the network that
could have generated new commands. This implies that the operator and the robot
are always synchronized in event regardless of time delay and its variation. In the
case of multiple remote operators and/or multiple robots, event-synchronization also
ensures that the operators are synchronized with each other and with the different
robots.

A fundamental difference between time-based synchronization and event synchro-
nization is that the latter results in content or state-based synchronization. When
synchronization is done based on the event stamp, which is a reflection of the state
of the remote robot, it implies that the supermedia streams being rendered where
sensed at relatively close system states. As for time-based synchronization, it results
in synchronization with respect to time regardless of the system state. To compare,
consider the case of a slowly operating system. In the time-based case, if a frame is
slightly “old” it will be discarded although the state of the system did not change
significantly; however, in the event-based case the frame will still be displayed since
the event or state of the system did not change considerably. On the other hand, in
the case of fast operation and movement, a relatively “new” frame will be rendered
in the time-based case although the state of the system has changed drastically. The
same frame will be discarded in the event-based case since what it shows reflects an
“old” state of the system because of the quick changes the system is going through.
Therefore, event-synchronization is done based on the content or information being
rendered; where as, time-based synchronization is done based on when and not what
is sensed.

The next chapter covers the modeling of event-based real-time teleoperation sys-
tems. The dynamic models of several general systems are given. In addition, Petri
Net, as a modeling and analysis tool, is proposed for teleoperation systems. At the

end a comparison with a popular modeling and analysis approach is included.
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CHAPTER 4
MODELING OF EVENT-BASED REAL-TIME
TELEOPERATION SYSTEMS

This chapter details two modeling techniques used for event-based real-time teleop-
eration systems. Two cases of the dynamic model are presented; the first one is of a
general teleoperation system with a single operator and single robot, the second one
is of a general tele-cooperation system with multi-operators at multi-site controlling
multi-robots. These two cases are also modeled using a new proposed modeling tech-
nique for event-based real-time teleoperation systems. This technique uses Petri Nets
as a modeling tool because of its many attractive features, which will be discussed.
In addition, a comparison is made between the models suggested in this research and

other models used in the literature, concentrating on the one presented in [4].

4.1 Modeling and Analysis

In this section the dynamic models of two general event-based real-time teleoperation
systems are given. The first is a model of a teleoperation system with a single operator
and single robot. The second one is a model of a general tele-cooperation system with

multi-operators at multi-site controlling multi-robots.

4.1.1 Teleoperation System: Single Operator and Single Robot

The detailed model of a general teleoperation system with force feedback is discussed
in this section. Figure 4.1 gives a general block diagram of a traditional teleoperation
system and Figure 4.2 presents a general schematic diagram of some of the systems
developed in this research. The modeling of the blocks in Figure 4.1 and Figure 4.2

will be discussed in details and each term is explained in Table 4.1.
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Figure 4.1: Block diagram of a traditional teleoperation system.

Xu(s),Z

Vin(s).Z

Human
Operator

Master

Fy

Overhead
Camera

Figure 4.2: Detailed block diagram of some of the event-based teleoperation systems

developed.

Block

Traditional Variables

Our Variables

Human Operator

Fy: applied force

F,, € R*: applied force
X, € R3: joystick position

Master

Vin: velocity desired

Vi € R°: velocity desired

Communication Link

Frnq: desired force
Via: desired velocity

Slave Vj: velocity V, € R actual velocity
F,: force Tm € R3: desired force
Environment F,: contact force Vin € R3: virtual/real contact effect

F, € ®%: contact force
V, € R%: velocity set

Table 4.1: The explanation of the various variables in the teleoperation systems.
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As Figure 4.1 shows, the general teleoperation system consists of a human opera-
tor, master (usually the master is a joystick), communication network, slave (usually
the slave is a robot.), and the environment. The same applies to the systems de-
veloped as part of this research as shown in Figure 4.2 but with some modifications
mostly in the connections.

In what follows, each block in the system will be modeled giving the details of
each variable and the equations that relate them. The case considered is velocity
control using a 3 degrees of freedom joystick. Note that the dynamic equations are
in terms of the event-based reference, s, and that the robot is being controlled with
3 degrees of freedom, which makes the variables 3 term vectors.

Human Operator: This is the most difficult to model, but a spring-like behavior,
which was shown in [73] and used in several places in the literature [74], can be
assumed. So, despite all the internal complexities, the wrist has a spring-like effect.
In addition, the human compensates for certain machine instabilities making the
coupled human-machine system stable [75]-[78].

As force is felt, the operator will generate a new joystick position according to the

following:

Fy(s)

h

(4.1)

where K}, is a constant and s is the event-based reference, s € {1,2,---}. X, and

F}, are

Xma(s) Fhz(s)
Xm(8) = | Xmy(s) | Fa(s) = | Fuy(s) (4.2)
Xmo(s) Fho(s)

As Table 4.1 indicates F},(s) is the applied force, which means the force that the
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operator feels. Thus, the z and y components are due to the force fed back and to
the additional force required to get the joystick to the new location. Since force is
not fed back in the @ direction, this component is just a result of getting the joystick
to the next location. As seen in eq.(4.1), X,,(s + 1) is related to Fj,(s), so X,,(s) at
reference s + 1 is generated by the previous force at reference s. This results in an
event-based system where each event is triggered by the previous one.

Master (Joystick): The dynamics of the joystick are

MV (5) = Fa(s) + Tm(s) (4.3)

where M,, is the mass of the joystick handle, V;,,, is velocity of joystick movement,
F,, is as described before and 7,, is the feedback from the robot, which would be the
force rendered by the joystick. The result from these dynamics is the joystick getting
to a new position X,,(s + 1). From this position the desired velocity V;, is derived

according to

Vin(s) = KmXm(s) (4.4)

where K, is a scaling constant, X,,(s) is as before and Vj,(s) is the desired velocity

of the robot. The different vectors are

Vinz(8) Tmz (8)
Vin(8) = | Ving(s) | Tm(8) = | Tmy(s) (4.5)
Vmg(s) 0

Eq.(4.5) shows that 7,,4(s) = 0, since force is not fed back in the rotational
direction.
Communication Block (Internet): Resulting from event-based control, the com-

munication link is simply a delay element that plays no role in the modeling of the
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system. It is assumed that the Internet is simply supplying the link and in case this
connection is lost, the system will simply stop awaiting the connection. Since the
advance of time does not affect the system and only the advance of the event-based
reference s will, when the connection is lost the system will remain stable and will
resume action after the connection is re-established. This makes the system very
robust since no initialization or resynchronization is required.

Environment: Interaction with the environment can be modeled in two ways de-
pending on the system being considered. The first case is the one involving the control
of a mobile robot and the second case is the one involving either a mobile manipula-
tor, a manipulator or a micro controller. For the first case, the force is a virtual force
which is based on the tracking error of the robot. Whereas in the second case, the
force corresponds to actual physical force detected.

For the first case, contact is not required to generate force. Instead, different
sensors around the robot are used to detect obstacles. Based on the distance between
the obstacles and the robot the velocity is reduced, by that creating a tracking error,
which is considered as a virtual force. This reduction in the velocity is done according
to a function of the distance f(d), which gives a velocity V;,(s) to subtract from the

desired velocity V,,,(s). So the velocity set becomes

Vi(s) = Vin(s) — Via(s) (4.6)

where V;(s) is the velocity set to the robot, Vi,(s) is the effect of the environment
and V;,(s) is as before. Clearly, the desired velocity that the robot receives is less than
the actual one, this slowing down is used to generate the virtual force to be fed back.
Note that no force is generated in the rotational direction that is why V;,4(s) = 0 and

Vio(8) = Vine(3), as seen in eq.(4.7).
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Viz() Vinz(s)
Vi(s) = | Viy(s) | Vin(8) = | Vipy(s) (4.7)
Vmo(s) 0

For the second case, involving either a mobile manipulator, a manipulator or a
micro controller, the force fed back corresponds to physical force detected by the
force/torque sensor. So the force is generated when actual contact is established with
the environment.

Slave (Mobile robot): The first case of a slave is the mobile robot. The robot
receives Vj(s), it will be commanded to move with that velocity but would actually
have V,(s) as its velocity. The robot will then calculate the velocity tracking error
with respect to the original desired velocity V;,(s) and send that back to the master to
be rendered as the virtual force due to the environment. So 7,,(s) and the dynamics

of the robot are

Tm(s) = K:(Vi(s) — Va(s)) (4.8)
MVy(s) = Fo(s) +7(s) (4.9)
Ts(s) = —Va(s) + KVerr(s) — asFe(s)
Verr(s) = Vi(s) — Va(s) (4.10)
Vaz(s)
Va(s) = | Viy(s) (4.11)
Vime(s)

where K, v, K and « are constants, M, is mass of robot, F, is the actual envi-

ronment forces if any and usually assumed very small. 7, and V,,, are robot internal
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controller terms. Eq.(4.8) shows that what the operator is feeling is actually the ve-
locity tracking error, which could be a result of the robot getting close to an object.
This implies that from the direction and magnitude of the force, the operator feels the
location and the distance of the obstacle to the robot. The important point to note
is that the operator will still feel force whenever the robot comes in contact with an
object. Actual contact that results in a decrease in V,(s) will result in a proportional
increase in 7,,(s). Also, Vag(s) = Vine(s) since 7mg = 0.

Slave (manipulator): The second case of a slave is a manipulator arm. The dy-

namic model for the robot arm can be written as

D(q)G+ c(q,q) + g(q) =u (4.12)

where q is the 6 x 1 vector of joint displacements, ¢ is the 6 x 1 vector of joint velocities,
u is the 6 x 1 vector of applied torques, D(q) is the 6 x 6 positive definite manipulator
inertia matrix, c(q, ¢) is the 6 x 1 centripetal and coriolis torques, and g(q) is the 6 x 1
vector of gravity term.

Let y € R® be a task space vector defined by Y = (z,y,2,0,4,T)T. (z,y,2)T
denotes the position of the end-effector in the cartesian space, (O, A, T)T denotes an
orientation representation (Orientation, Altitude and Tool angles). After applying
non-linear feedback with u = D(q)J~!(=J¢ + v) + C(q,q) + g(q) [79]-[82]. The
dynamic model of the arm can be linearized to Y = v.

In this case the force fed back, 7,(s), would be

Tm(s) = K, F, (4.13)

where K, is a constant and F, is the physical contact force detected.
Slave (mobile manipulator): The mobile manipulator is composed of a mobile

robot and a robot arm. However, the two subsystems cannot be modeled separately,
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force interaction between the mobile platform and the robot arm should be considered.

The model of a mobile manipulator can be described as

1\/11.7_1 Nl . 1'1.31 + —A«{lj_qul“f‘cl +g1 _ T1 (414)
N, M, Iy C2 T2

where z, = {z,y,2,0,A,T}T, 2, = {3, s,6,}*. Here z, denotes the position and
orientation of the end-effector of the mobile manipulator, z, denotes the position and
orientation of the mobile platform. M,;, M, are the inertia matrices and the N;, N,
describe the interaction between each other. 7y, 7, are generalized input torques for the
robot arm and mobile platform respectively. Defining X = {z,y, 2,0, A, T, Tv, Ys, O} T
and applying nonlinear feedback to the system described in eq.(4.14), the system can
be decoupled and linearized as

X=v

where v is internal control input vector. It can be easily seen from the model that
the motion is redundant. The robot arm posture will be determined by x — z;, and
vy — y- The operator will give command to change z and y, the motion of the mobile
platform will be determined by the current posture of the robot arm. If the robot
arm is almost fully extended or extracted, the mobile platform will be repositioned

to achieve a better posture. In this case the force fed back, 7,,(s), would be
Tm(s) = K, F, (4.15)

where K, is a constant and F, is the physical contact force detected.

Cameras: Two cameras are used to supply video feedback. The one on-board the
robot receives pan, tilt and zoom commands Z from the operator and sends back the
video image I;,. The other camera is overhead and it sends the second image, I3, to

the operator.
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4.1.2  Tele-cooperation System: Multi Operators and Multi Robots

The general structure of a multi-operator multi-robot collaborative teleoperation with
force reflection system is shown in Figure 4.3 and all the terms are explained in Table
4.2. This model has many similarities with the one discussed in the previous section;
however, the force is generated using a new concept. Figure 4.3 shows that the force
fed back to each operator can correspond to the other operator’s desired velocities,
the robots’ interaction with the environment or even a combination of both. The
designer choice of a particular force scenario depends on the particular task setup.

The special case presented in this research, where a mobile manipulator was used,
is modeled in Figure 4.4. Each block will be discussed in detail and all terms are
explained in Table 4.3.

Human Operator: As discussed previously, a spring-like behavior may be assumed
for the operators. Once the operators feel a force, they will generate a new joystick
position according to the following:

Xm(s+1) = F;"{(s) X,(s+1) = F'I"((s)

(4.16)

where K,,, and K, are scaling constants and s is the event-based reference, where

s € N. Xy, X,, Fi and F;, are

Xona(s) | [ X,u(s)

Xm(8) = | Xmy(s) | Xp(s) = | Xp(s) (4.17)
Xomo(s) | | Xpo(s) |
Fna() | [ Fyels) |

Fu(8) = | Fpy(s) | Fp(s) = | Fpy(s) (4.18)
Fino(s) | | Fpo(s) |

As Table 4.2 shows, F,,(s) and F,(s) are the applied forces, that is the forces
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Figure 4.3: Detailed block diagram of a general multi-operator multi-robot tele-
collaborative control system.

Block Our Variables

Human F, € ®%: Applied force

Operator | X,,; € R%: Joystick position
Master Vi € R%: Velocity desired
Slave Vai € R%: Actual velocity

Vi € R3: Feedback

Environment | Vj,; € ®: Real or Virtual contact

Table 4.2: Explanation of the various variables in Figure 4.3.

that the operators feel. As seen in eq.(4.16), X;u(s + 1) and X,,(s + 1) are related to
Fy(s) and Fn(s). So Xmm(s+1) and X, (s + 1) at reference s + 1 are generated by the

previous force at event s, as discussed previously.
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Figure 4.4: Block diagram of the multi-operator mobile manipulator teleoperation

system implemented.

Block Our Variables
Human Operator | Fy,, F, € ®*: Applied force
X, Xp € R3: Joystick position

Master Vm, V, € R3: Velocity desired
Communication
Link
Slave V, € R Actual velocity

Environment | V;, € R%: Virtual contact
V, € R3: Velocity set

Table 4.3: Explanation of the various variables in Figure 4.4.

Master (Joystick): The dynamics of the joysticks are

MuVinm(s) = Fp(s) + Fy, ()
MpVinp(s) = Fin(s) + Fv,, (3)
Fy,(s) = CmVim(s)

Fy,(s) = GV (s)

(4.19)
(4.20)
(4.21)

(4.22)

where M,, and M, are the masses of the joysticks’ handles, Vi3, and Vi, are the

velocities of the joysticks’ movement, and F;, and F, are as described earlier. Fy,, and

Fy, are the forces played by the joystick, which are simply the velocities V;;, and V,

49



o,
cad
"oy
OV

Vi

the
ac K
m;

d‘.-s;

d‘fSI:



fed back from the robots scaled by the constants C,, and C, respectively. This implies
that the operators feel each others intended velocities, this way they can collaborate
more efficiently.

The result of these dynamics is that the joysticks move to new positions X,,(s+1)
and X,(s + 1). From these positions the desired velocities V;, and V, are derived

according to

Vin(8) = K1 Xm(9) Vo(s) = Kpi Xp(s) (4.23)

where K., and K, are scaling constants, X,(s) and X,(s) are as before. V,(s) and
V,(s) are the desired velocities of the mobile and the puma respectively. The velocity

vectors are

Vinz(s) Vpx(s)
Vals) = | V() | Vo5) = | Vo) (4.24)
Ve (s) Vpo(s)

Communication Block (Internet): The same discussion that was given in the pre-
vious section applies here.

Environment: Sensors on the mobile robot are used to detect objects. Based on
the distance between the object and the robot, velocity is reduced. This is calculated
according to a function of the distance from the object, 0 < f(d) < 1, that is
multiplied by V;,(s) to give a velocity value V,(s). Vin(s) is subtracted from the

desired velocity V;,(s) to give the velocity set for the robot V,(s):

Vi(s) = Vin(s) — Vin(s) (4.25)

As a result, the robot gets a velocity from the server that is less than the one

desired by the operator.
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Viz(s) Vinz(8)
Vi(s) = | Viy(s) | Vin(s) = | Vigy(s) (4.26)
Vmo(s) 0

Slavel (Mobile robot): The dynamic equations modeling the mobile were pre-
sented in the previous section.
Slave2 (PUMA manipulator): The dynamic equations modeling the manipulator

were presented in the previous section.

4.2 Petri Net Model

One of the difficulties of designing and implementing real-time teleoperation systems
is the lack of a general modeling technique. There is a need for a model that can
capture the concurrence, non-determinism and logical behavior of such systems. This
model should be easily analyzed to study the underlying system performance. Prop-
erties such as stability and synchronization cannot be easily studied using the current
models. For this purpose, Petri Nets are suggested as an efficient way to model the
concurrence and complexity of Internet based teleoperation systems [83]-[90].

Petri Nets have several attractive features, which are based on their ability to
describe and study systems that are characterized as being concurrent, asynchronous,
distributed, parallel, non-deterministic and/or stochastic. Thus, it is a very adequate
and efficient tool for studying Internet based telerobotic systems. Although Petri Nets
have been used before for modeling and studying robotic systems, that was limited
to manufacturing and scheduling related problems [84]. In addition, based on this
modeling technique, different properties of the system, some of which can be linked to
physical properties, can be studied using Petri Nets analysis tools. Another attractive

feature of Petri Nets is the ability to setup state equations, algebraic equations and
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Figure 4.5: Petri Net model of the system shown in Figure 4.2.

other mathematical models governing the behavior of the system [83].

To take advantage of these feature, Petri Nets are used to model event-based
teleoperation systems. The general teleoperation system shown in Figure 4.2 is mod-
eled in Figure 4.5 using a Petri Net, which is a directed graph that has an initial
state (marking) [83]. As seen, this graph consists of two kinds of nodes: places and
transitions, where arcs are either from a place to a transition or vice versa. Places
represent conditions and system state, such as being “ready to send”. Transitions
represent events and actions, such as “play force”. Tokens, which are represented by
dots in places, correspond to signals flowing in the system and their collection reflects
the state of the system.

To capture the dynamic behavior of the system, the state of the system is changed
according to the following transition (firing) rule [83):

-A transition, such as “send velocity”, is enabled if each input place, in this case
“ready to send”, has a token in it.

-An enabled transition may or may not fire (depending on whether or not the
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event actually takes place).

-A firing of an enabled transition, such as “send force”, removes a token from each
input place, in this case “velocity executed”, and adds a token to each output place,
in this case “buffer full” and “wait for velocity”.

This description clearly implies that Petri Nets are an adequate tool to model
event-based systems, such as the one presented in [70]. Since as in event-based systems
each firing is enabling the next one and no event can occur out of order. As for the
dynamics of different system components, they are represented by transitions. For
example, “play force” in the mobile client represents Mm Vinm(t) = Fo(t) + Fy,(t).

Another strength of Petri Nets is their support for analysis of many important
properties associated with the systems they model. These properties are divided
into properties that are dependent on the initial marking (behavioral properties) and
these properties which are independent of the initial marking (structural proper-
ties) [83] [85]. In this study interest is in the following behavioral properties:

Boundedness: The model presented is k-bounded or simply bounded if the number
of tokens in each place does not exceed a finite number k for any marking reachable
from the initial marking. It is said to be safe if it is 1-bounded [83]. This implies that
there is no accumulation of tokens in places at any time implying that the system is
stable [87].

Liveness: The model is said to be live if, no matter what marking has been
reached from the initial state, it is possible to ultimately fire any transition of the
net by progressing through some further firing sequence. This property guarantees
deadlock-free operation [83]. This implies that, despite the non-determinism in the
System, there is no case that would cause the system to stop operating normally.

Several analysis methods exist which may be classified into the three groups: Cov-
erability (reachability) tree method, Matrix-equation approach, Reduction or decom-

Position techniques [83]. The first method involves the enumeration of all reachable
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Figure 4.6: The coverability tree of the model shown in Figure 4.5.

markings or their coverable markings. It can be applied to all classes of nets, but is
limited to small nets due to the complexity of the state-space explosion. The other
two techniques are powerful but they can only be applied to special subclasses of
Petri Nets.

The general teleoperation system coverability tree is shown in Figure 4.6. From
this tree it can be deduced that the system is bounded and live. Boundedness is
deduced from the fact that all the nodes in the tree have ones and zeros in them.
This implies that not only the system is bounded but also safe [83]. Which, in other
Wwords, means that the number of tokens in any place does not exceed one.

In addition, the coverability tree conveys that the system is dead-lock free since all
the markings in the tree have enabled transitions [83]. So the system is both bounded
(Safe) and live. Since the system is safe it is clear that each place in the system can

have Only one token at most at any point in time. And since the passage of tokens
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Figure 4.7: Petri Net model of the system shown in Figure 4.4.

I a place represents the advance of the event-based reference, s, for that place and

SInce it js clear from the model that a place will not receive another token until all the
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other places have received a token then the system is event-synchronized. This will be
formally stated and a detailed design procedure will be given in the next chapter. It is
worth noting that in systems where delays are in the order of seconds synchronization
becomes as important an issue as stability. Large random time delays would make any
form of feedback, whether video or force, worthless if the different system parts are not
synchronized. Since receiving feedback that does not reflect the most up-to-date state
of the robot would result in the wrong control commands being sent. But the existence
of random time delay makes time synchronization impossible to achieve. That is why
event-synchronization was presented in [70]. Event-synchronization ensures that the
feedback received corresponds to the most up-to-date state of the system and thus
the right control signal would be sent.

As for the tele-cooperation system with multi-operators and multi-robots, which
is shown in Figure 4.4, it can be modeled using Petri Nets as seen in Figure 4.7.

To facilitate the analysis of the Internet based multi-operator at multi-site collab-
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Figure 4.10: The coverability tree of the reduced model.

orative teleoperation system, while preserving properties of boundedness and liveness,
the system model is reduced to the one shown in Figure 4.9 [83]. The reduction rules
used for this purpose are shown in Figure 4.8. It is worth mentioning that the model

Could have been further simplified but the one presented is simple enough to develop

& reasonable size coverability tree.

The reduced system’s coverability tree is shown in Figure 4.10. From this tree
it can be deduced that the system is bounded and live. Moreover, this coverability

tree conveys that the system is dead-lock free since all the markings in the tree have
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enabled transitions [83]. Also, following a similar analysis to the one done for the
general teleoperation system case, it can be deduced that this system is also event-
synchronized. This link between Petri Net properties and event-synchronization is

formally developed based on the definition given earlier as,

Definition 3 An event-synchronized system is one in which all the signals in the

system are always referencing the same event-based reference.

For the control and the feedback signals no tolerance is allowed; therefore, they
should have the same event-based reference at any instant. This is required so that
the feedback being rendered is guaranteed to be a reflection of the most up-to-date
state of the system. This definition translates into two requirements; first no two
instances of the same signal can coexist anywhere in the network and second every
feedback instant or sample should generate one and only one command response and
vice versa.

These two event-synchronization requirements can be translated into Petri Nets
properties. First there is a need to ensure that the Petri Net will not dead-lock, which
formally means the network has to be shown as “live” [83]. Second, it is required not
to have two instances of the same signal at any point, that is no accumulation of
signals at any point within the system. This translates into having either one or no
tokens in any place in the net. For this to be true the Petri Net has to be “safe”
[83]. This however does not guarantee not having instances of the same signal in
Other places in the network. For this to be true and to satisfy the second condition
of event-synchronization the Petri Net model has to be “fair” with a reproduction
Vector z, where z = [1,1,...,1] [91]. A fair network with such a reproduction vector
Zuarantees that all transitions will fire equally many times, which implies that once a

transition fires it cannot fire again until all the transitions in the network have fired.
So the system executes each step once and only once in each communication cycle,

Which implies that one and only one control signal will be generated for each feedback
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sample and vice versa. Formally these conditions and their implications can be stated

as,

Theorem 4 A system is event-synchronous if and only if the Petri Net describing
the system’s communication protocol is live, safe and fair with a reproduction vector

Znz1, where £ = [1,1,...1] and n is the number of transitions in the Petri Net.

Proof.

Necessary. Assume a Petri Net is not safe = there exists at least one place that
has more than one token at the same time, and since tokens represent signals in the
system = there exists two instances of the same signal at the same time in the system
having different event-based references = the system is not event-synchronous.

Sufficient. Given that the network is live, then deadlock would not occur. In
addition, if a Petri Net is safe implies that it is 1-bounded, which means that the
number of tokens in each place does not exceed 1 for any marking reachable from the
initial marking, M, [83]. For the communication this implies that there can only be
one instant of a signal at any point in the system. However this does not guarantee
that other instances do not exist at other points. This is accomplished by requiring
the system to be fair with a reproduction vector z,,;, where z = [1,1,...1] and n is
the number of transitions in the Petri Net.

A reproduction vector, z, is a minimal nonzero T-invariant, where T-invariant is
an n-vector z > 0 such that ATz = 0. A is the incidence matrix of a Petri Net, where

A = [a;;] is an nzm matrix of integers and its typical entry a;; is given by

where a,-+j is the number of arcs from transition ¢ to its input place j and a;; is the
Nurmber of arcs to transition 7 from its input place j [91]. An n-vector is a T-invariant

if and only if there exists a marking M, and a firing sequence o from M, back to M,
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with its firing count vector equal to = [91]. This simply means that a reproduction
vector corresponds to the minimum number of times each transition has to fire for
the initial marking to recur.

Since a fair network has at most one reproduction vector it implies that z,;; is
unique. Given that z = [1,1,...1], then each transition has to happen once for the
initial marking to recur. This also means that a transition cannot fire more than
once before all the other transitions have fired because they are in a fair relation [91].
So a new instant of a signal will not be generated unless the earlier one has been

processed. Therefore, this ensures the second requirement for event-synchronization.

The Petri Net design procedure that results in event-synchronous systems is de-

veloped in the next chapter.

4.3 Comparison with Other Models and Approaches

There are some common methods used in the literature to model and analyze tele-
operation systems, the most popular ones are networks, wave variables and dynamic
equations. The modeling and analysis approach examined here is based on network

modeling, which was used by Anderson in [4] [32].

Anderson bases his analysis on the fact that for the system to be stable it should be
Passive. Using the analogy between mechanical and electrical systems he represented
a teleoperator as a network, as shown in Figure 4.11. In this model, the master,
Communication block, and slave are represented by two-port, as for the operator and
environment they are represented by one-port. An n-port is characterized by the

relationship between effort F' (force, voltage) and flow v (velocity, current). This
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plained in Table 4.1.

\A Vv,
—> —
||
+ +

F, " F,

Figure 4.12: Transformer.

relationship for one-port is specified by its impedance Z(s) according to

F(s) = Z(s)v(s) (4.27)

where F(s), v(s) are the Laplace transforms of F'(t) and v(t). As for the two-port,

the relationship is

Fy(s) _ hy1(8)ha1(s) v1(s) _ H{(s) v1(s) (4.28)
—‘U2(S) h]z(S)hn(S) FQ(S) Fz(S)

where H(s) is the hybrid matriz and Fy, F,, v; and v, are as defined in Figure

4.12.

For the system to be stable, its different components have to be passive. That is,
they can dissipate energy but cannot increase the total energy of the system they are

part of. This is why Anderson modeled all the components of the system using passive
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circuit elements. Then to achieve a stable system under time delay, he choose a control
law that would make the characteristics of the communication block identical to a
two-port lossless transmission line, which is a passive element. The derived control

law for the communication circuit is

I

Frna(t)

Usd = vm(t - T) - Fs(t) + Fmd(t - T) (4°30)

Fi(t—T) —vea(t = T) + vm(2t) (4.29)

where T is delay, and the other terms are explained in Table 4.1. Comparing this
approach and model to the ones developed in this research, several differences are
found. The stability analysis in this case relies on the specific model used, whereas the
stability analysis done for event-based control systems is independent of the specific
system developed. Moreover, the model assumes constant delay, which is also the
same in both directions of the communication, whereas no assumptions regarding
the delay are made in the analysis and modeling developed in this document. In
addition, the human model is assumed to be passive, which is not the case for the
research conducted. Similar limitations and differences apply to the other modeling
and analysis techniques proposed in the literature.

The next chapter presents the design procedures required to develop stable, event-

transparent and event-synchronous real-time teleoperation systems.
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CHAPTER 5
DESIGN OF EVENT-BASED REAL-TIME
TELEOPERATION SYSTEMS

For real-time teleoperation systems to become commercially attractive they have to
be safe and efficient. In other words, some performance measures, such as stability,
event-transparency and event-synchronization have to be guaranteed. This chapter

gives the design procedures required to accomplish this guarantee.

5.1 Design of Stable and Event-Transparent Teleoperation

Systems

To achieve stability, the system has to be designed as an event-based control and
planning system. That is the signals in the system have to be sampled with respect
to an action reference other than time. Equivalently, this implies that the system
components reference a non-time based action reference, referred to as event-based
action reference.

For these systems to be stable, the event-based reference has to be a non-decreasing
function of time as discussed in Section 3.2. As for event-transparency, additional

conditions have to be satisfied. Note that, being an event-based control system gives

Fy(s) = aF.(s) and Vji(s) = BVe(s) (5.1)

Fu(s) . Fi(s)
Vhis) ~ CV6)

where F), and V), are the supermedia and commands generated by the joystick re-
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spectively. Similarly, F, and V, are the slave supermedia and control respectively
and o, and C are simply scaling factors, and s is the action reference. However,
this condition is not enough for the system to be event-transparent. That requires
the event-based reference, s, to be chosen in a way to ensure that F,(s),q = Fe(S)na,
where F,(s);q and F,(s),q are the supermedia sensed by the system under random
delay and no delay conditions respectively. Additionally, the event-based sampling

period, S, has to satisfy the following condition discussed in Section 3.3:

where K is the scaling between event-based reference and time, and where the
supermedia detected is band limited by w;.

The major difficulties in selecting s are the many uncertainties in the system. The
main uncertainties are the path (trajectory) and the environment. The specific choice
of s will depend on the type of feedback being used, the work space size (macro or
micro) and the performance requirements. Typically, the event s is taken to be a
function of the physical output; for example, the distance to the origin, the angle or
the absolute position.

However, the event-based reference can also be a virtual one that does not corre-
spond to any physical quantity. For example, it can be chosen to be the number of
control cycles the system has performed. This can be achieved by using event-based
planning and control, with the event taken as the command number. So if currently
the operator is sending the n** command, then the event is n. This choice of the refer-
ence is intuitive and does not require the operator to know what value it is, since the
communication procedure will ensure the specific behavior of the system regardless

of the operator’s commands.
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To describe event-based control and planning from signals perspective, the com-
munication of control and feedback signals is described here. This discussion applies
to all event-based systems regardless of the specific reference used. The sequence
starts by the operator placing the joystick in a certain position that corresponds to a
command. This position can be translated into a position or velocity command. The
behavior of the joystick is similar to the gas pedal in a car, moving away from the
center would generate a larger value for the command.

The command vector is then sent to the robot. This is the point where the choice
of a specific reference would alter the behavior slightly. For the first case, where
the reference is chosen to be the sequence number, once the command arrives it
is immediately forwarded to the obstacle avoidance routine. If a command is not
received for sometime the robot will time out and wait for a new command. As for
the second case, where the reference is chosen to be a physical output, the command
is not forwarded to the obstacle avoidance routine until the start of the next period.
For example, if the reference was taken as the distance the robot traveled with a
sampling period of two centimeters, then the new command will not be processed
until the robot moves the two centimeters. If a command is not received before
the robot had already moved the amount of the sampling period, the robot would be
waiting for the new command and in this case the command is processed immediately.

Once the obstacle avoidance routine receives the command it will take decisions
based on the results obtained from the proximity sensing units. This decision might
be either to execute the command as is, to reduce the value and execute or not to
move at all. The modified command is then sent to the local low level controller of
the robot or robots.

Once this command is handed over to the controller the supermedia to be fed back
is sensed and sent to the remote site. At the remote site each feedback type is given

to the corresponding rendering device. For example, the joystick local controller
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receives the force and the temperature rendering device receives the temperature.
These devices render the supermedia and then the whole sequence is started again.

In this operation none of these step can be executed out of order, each event is
triggered by the end of the previous one. What should be clear here is that during
all this time, although the operator can move the joystick, the commands will not
be sampled by the joystick until feedback is received and rendered. This ensures
that every force the operator feels is the most recent one and that it corresponds to
the current state of the robot. In addition, this procedure guarantees that the new
command is the next one to be executed and no other commands are pending.

The next section gives a formal design procedure based on Petri Net that results

in event-synchronous systems.

5.2 Design of Event-Synchronous Teleoperation Systems

Petri Net has proven to be a very beneficial tool for the modeling and analysis of
different types of systems. Event-based control systems is one type where Petri Net
can be used to model the communication and control logic. Both continuous and
discrete aspects can be captured. More importantly, Petri Nets can be used to design
and analyze different characteristics of the system. Event-synchronization is one of
these performance measures that can be designed and tested using Petri Nets. To

illustrate this, the following recursive design algorithm is proposed:

p—

. Make system live

2. Make system safe

3. Make system fair with reproduction vector z,;, where z = [1,1,...1].
4. Check if system is still live, if not go to step 1.

5. Check if system is still safe, if not go to step 2.

66



Server

Command

o ::’eg:z d Ready to
Buffer cceive
Full
Recewe
Get Command
Execute

Command
Ready to

Figure 5.1: Petri Net model of a typical non event-synchronous teleoperation system.
Client
Server

Figure 5.2: The equivalent reduced model of the system shown in Figure 5.1.

To demonstrate this design method the following representative examples are con-
sidered. The first example is that of a single operator single robot system and the
second example is that of a multi-operator multi-robot system. Figure 5.1 shows the
Petri Net model of a teleoperation system that is not event-synchronous. From the
model it is clear that commands and feedback are sampled and transmitted indepen-
dently of each other. This model can be reduced to simplify the design and analysis
to the model shown in Figure 5.2.

It is clear that this system is not safe since transition ¢3 can fire infinitely many

times before transition g4 fires even once and this will accumulate an infinite number
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of tokens in place ps. To satisfy safety and part of event-synchronization places p, and
ps cannot have more than one token simultaneously. This condition can be written

as

B2+ ps <1 (5.3)

The model shown in Figure 5.2 can be modified to satisfy the condition in eq.[5.3]
using Petri Net design procedures [92]-[94]. To modify the original net, referred to
as the “process net”, it is required to design a “controller net”, which is made up
of the process net’s transitions and a separate set of places. Each condition to be
satisfied will require one additional place in the controlled net called the “slack”. The
purpose of this slack is to receive the excess tokens from the places in the condition,
thus ensuring that it is satisfied.

The result is a “controlled system” or “controlled net” with a composite change
matrix D made up of both the process net composite change matrix D, and the
controller net composite change matrix D., where the composite change matrix is the
transpose of the incidence matrix described earlier. So the composite change matrix

of the process Petri Net shown in Figure 5.2 is

0 0 0 O
1 -1 0 O
0 0 0 O
D, = (5.4)
0 0 0 O
0 0 1 -1
0 0 0 O
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with initial marking

bpo = (5.5)

It is required to control this net so that the condition in eq.[5.3] is satisfied. This

condition or constraint is of the general form

Ly, <b (5.6)

where p, is the marking vector of the Petri net, L is an n.xn matrix, b is an n.x1
Vector and n, is the number of constraints of the type shown in eq.[5.3] [92].
The “slack” or controlled places mentioned earlier transform the inequality con-

Straints into equality conditions of the form
Lpp+pc=0> (5.7)

where u. is an n.x1 vector which represents the marking of the controller places.

"Therefore, the specific case shown in eq.[5.3] can be written as

P2+ ps+ps =1 (5.8)
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where in this case L=[010010], b =1 and p. = p,.
The constraint described by eq.[5.8] represents a place invariant and must satisfy

the place invariant equation

D
XT.p=[L 1| P|l=0e (5.9)
L-D,+D,=0& (5.10)
D.=-L-D, (5.11)

where [ is an n.xn, identity matrix [92]. In this case the controller net composite
change matrix is D, = [-11 —1 1]. In addition, the initial marking of the controller

net can be calculated using eq.[5.7] and the initial marking vectors:

L.ppo+ peo = b peo = b— L.ppo (5.12)

which implies in this case that py, = 1. This results in a controlled network as

shown in Figure 5.3 having the following composite change matrix and initial marking:

0 0 0 O
1 -1 0 0
0 0 0 O
DP
D.
0 0 1 -1
0 0 0 O
-1 1 -1 1
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Figure 5.3: Petri Net model of the controlled net.
(1,0,1,1,0,1,1)
q g3

(1,1,1,1,0,1,0) (1,0,L1,1L1)

% Qs
(1.0.1,1,0,1,1H)°9 (1,0.1,1,0,1,1)°d

Figure 5.4: The coverability tree of the net shown in Figure 5.3.

Ipo
oo = = |1 (5.14)

Hso

The dotted part of the net represents the “controller” net, which is required for
the “controlled” net to satisfy the constraint of eq.[5.3].
Since this model is bounded then the coverability tree can be used to study its

liveness and safety [83]. The coverability tree of the net shown is Figure 5.3 is given

71



Figure 5.5: The modified net required to satisfy fairness.

in Figure 5.4. From this coverability tree it is clear that the system is live since there
are no deadlocked markings and that the system is safe since all the markings have
only zeros and ones in them [83].

To check if the system is fair with reproduction vector z,;,, where z = [1,1,...1],
the necessary condition used is that for a net to be fair then if z is an n-vector of
non-negative integers such that ATz > 0 and z # 0, then every entry of z must be
Positive, where A is the incidence matrix. To test this, the incidence matrix of the

S¥ystem shown in Figure 5.3 is generated:

01 00 0 0 -1
0 -1 00 0 0 1
A= (5.15)
0 0 00 1 0 -1
0 0 00 -10 1

It is easy to see that z = [1 1 0 0]T and z = [0 0 1 1]7 result in ATz = 0, so
Z =111 1]7 is not a reproduction vector. Also, not every entry of these vectors is

Positive so the net is not even fair. If the net was fair with a reproduction vector the
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Figure 5.6: The coverability tree of the net shown in Figure 5.5.

incidence matrix A has to have a rank of n — 1, where n is the number of transitions.
T his is not the case for this incidence matrix, which has a rank of 2.

In order to satisfy all these conditions and render the net fair it is modified to the
net shown in Figure 5.5. The change proposed is to split place 7 into two places and
thus increase the dimension of A.

To study the fairness of the system shown in Figure 5.5 its incidence matrix is

constructed:

0 1. 00 0 O -1 O
0 -1 00 0 0 0 1
A= (5.16)
0 0 00 1 0 0 -1
0O 0 00 -10 1 O

From this incidence matrix it is possible to solve for the reproduction vector

T

L = [z, z2 73 4] using ATz = 0. This results in the following system of equations:

.'L'1—132=l'3—.’124=-—111+I4=I2—I3—_-0 (517)

=T =Ty =T3 =Ty
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F'igure 5.7: The Petri Net model at different design stages for an event-synchronous
multi-operator multi-robot teleoperation system.

To check for fairness z is considered as an n-vector of non-negative integers with
x F 0, which implies that z, = 5 = z3 = 14 = k, where k is a positive integer. So
every entry of z must be positive and since the network is bounded for any initial
marking then the net is fair [91]. The reproduction vector is the minimal vector
satisfying ATz = 0 so for this system k = 1 and z = [1 1 1 1)7. To further check, the
rank of Aisn—1 = 3 and the reproduction vector is unique which are two properties
of fair nets [91].

Checking liveness and safety properties is done using the coverability tree, which
1S shown in F igure 5.6. Since all the markings contain only ones and zeros then the
net js safe, and since no marking is labeled “dead” then the net is live.

These steps illustrated using a Petri Net design procedure to obtain an event-
SY¥ynchronous single robot single operator teleoperation system. This system can be
further developed to include multi-operators and multi-robots.

The model of such a system at different design stages is shown in Figure 5.7.
"The solid line parts model the original stand alone system, the dotted parts, which

include transitions 9 and 10 and places 17, 18 and 19, are added at the first design
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Figure 5.8: The resultant net from reducing the net shown in Figure 5.7 and its
coverability tree.

stage and the bold dotted parts, which include place 20, are added at the second and
final design stage.

Obviously the two stand alone systems are not event-synchronous since transi-
tions in each fire irrespective of the other system'’s state and thus they are not fair.
"Therefore, there is a need for the two servers to communicate in order to convey state
information. For this purpose transitions 9 and 10 and places 17, 18 and 19 are added
to the net in order to send state information from one robot to the other. However,
this is not sufficient because server 1 can still execute more times than server 2 in
which case place 17 would have more than one token. This implies that the system
is still not fair and even not safe. For this to be remedied server 2 is also required
to send its state information, which is done by adding place 20. These additions
COmpose a two-way handshake between the robots, which guarantees liveness, safety
and fairness and thus event-synchronization.

To illustrate this the controlled net in Figure 5.7 is analyzed. First it is reduced
Lo the net shown in Figure 5.8 with the coverability tree shown in the same figure.
Since the coverability tree has no “dead” states and since it has only ones ad zeros

then the net is live and safe.

To study the fairness of the system shown in Figure 5.7 its incidence matrix is

Constructed:
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(001 000 0-10 0 0
0000 00O 1 00
0000100 -10 0
0 000-101 0200
4|0 000000 001
0000 0O0O0 0O 0
0000 0O0O0 OO0 O
0000 0O0O0 OO0 O
0-100 000 0 0 O
(0000000 0 0 -1
(5.18)
00000 0 0 0 0 0
00000 0O 0 -1 0 -1
00 000 O 0 0 0 0
00000 O 0 0 0 0
000 0-10 0 0 0 0
000 00 1 0 0 -1 1
001 00 -1 0 0 0 0
00-101 0 0 0 0 0
00000 O 1 1 0 0
00000 0 -10 1 0|

From this incidence matrix it is possible to solve for the reproduction vector
X = [z 2, T3 T4 Ts Te T7 Tg Tg T10)® using ATz = 0. This results in the following

System of equations:
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T)—T9g=2T3—T4=—-T,+T4=22—23=0
I5—Ilo—_—l'7—.’128=—$5+13:$6—$7=0
T9g —T19 = —T2 +Tg=—T¢+ T10 = —Ig+.’L‘5:O (519)
=T =Ty =T3 =Tq4 =I5 = Tg

=T7 =T =T9 = T10

To check for fairness z is considered as an n-vector of non-negative integers with
x # 0, which implies that ), = 2y = 23 = 74 = T5s = Tg = T7 = Tg = T9 = 19 = k,
where k is a positive integer. So every entry of x must be positive and since the
network is bounded for any initial marking then the net is fair [91]. The reproduction

vector is the minimal vector satisfying ATz = 0; so for this system, k = 1 and
£=[1111111111)7. Therefore, the controlled system is safe, live and fair,
which implies it is event-synchronous.

The design procedures discussed in this chapter constitute a general methodology
for implementing real-time event-based teleoperation systems. This framework ap-
plies to any real-time teleoperation system regardless of the robot, the environment
model, the human operator and the specific network used. Importantly, based on
this design the system stability, event-transparency and event-synchronization are
guaranteed regardless of the delay encountered.

The importance of these properties is demonstrated in the next chapter, which de-
rives the conditions required to achieve safe and reliable multi-robot tele-coordination.
"The concepts of coordination for multiple robots and coordination index, which is a
quantitative measure of coordination quality, are introduced. In addition, it is proved
that event-transparency and event-synchronization are the requirements to achieve

any level of tele-coordination feasible under no delay conditions.
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CHAPTER 6
MULTI-ROBOT TELE-COORDINATION

Cooperating robots have been the topic of several research efforts ranging from au-
tonomous manipulation to remote control [95]-[105]. In many scenarios, cooperation
offers additional safety, efficiency and feasibility. For instance, an object might be
too heavy or too fragile to be lifted by one robot only. Combined with the Inter-
net, tele-cooperation provides the means for multi-experts at multi-sites to cooperate
using multi-robots.

However, not all multi-robot cooperation systems, such as the one shown in Figure
6.1, are considered as coordinating systems. Coordination refers more specifically to
the case where two robots are in contact with the same object or with each other.
This mechanical contact results in close coupling between the robots and thus requires
higher precision, stricter synchronization and a higher level of coordination.

Coordinating robots and more specifically tele-coordinating robots, where the
robots are not autonomous but teleoperated, offer numerous technical difficulties.
These difficulties relate to the synchronization of operation, coordination strategies
and constraints on the manipulated object.

When it comes to tele-coordination, especially Internet-based, there are several
additional challenges facing the achievement of synchronous operation, efficient co-
ordination and safe manipulation. These challenges result from the randomness of
time delay encountered over the Internet and the uncertainties in the environment,
the object manipulated and the specific task path/trajectory.

Traditionally multi-manipulator coordination can be divided into centralized con-
trol [95] [96], where a single controller is supposed to control all the manipulators,
and decentralized control [97] [98], where each robot is controlled by its own con-
troller. The decentralized approach overcomes the computational burden imposed on

the central controller. Multi-robot tele-coordination can be categorized similarly with
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Hong Kong

Figure 6.1: The general structure of a multi-robot tele-coordination system.

some approaches being a combination of both.

"Tele-cooperation research found in the literature shares some or all of the fol-
lowing limitations; non-deterministic time delay is not considered, the control is not
bilateral, the robots are not coordinating, there is no objective measure of the coor-
dination, physically separated operators are not considered [99]-[102]. To overcome
the challenges faced and the limitations found in the literature event-based planning

and control is proposed for multi-robot coordination systems.

6.1 Modeling and Analysis of Tele-coordination Systems

Flirst a measure of the tele-coordination level is established. In autonomous coordina-
tion, force has been the main measure of coordination. This has not been true for the
Case of tele-coordination. Tele-coordinating with multiple robots under certain force
‘Conditions is more difficult because of the uncertainties in the task and environment.
Considering multiple robots that are teleoperated to coordinate in moving an object,
the smaller the internal force that is felt by the manipulated object the better the
Coordination is. This translates into having the least opposition possible between the
Tobots. To relate the internal force and the opposition between robots, consider the
Case of an object manipulated by two robots as seen in Figure 6.2 [103] [104]. The

grasp is assumed to be rigid and the applied forces, f; and f, € R, are represented
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Figure 6.2: Two mobile manipulators moving an object.

in a coordinate system fixed in the object frame and whose x-axis is along the object.
Let €2 be the unit vector along the link from grasp 1 to grasp 2. Let f be the 6x1

force vector

fi
fa

-
1

(6.1)
When the object is in static equilibrium the internal force, ¢, which is along the
link between the grasps, and the applied forces, f, are related by
f=Et

where E = [—ejz €] = [-1 001 0 0)7. When the object is not in static
€quilibrium the applied forces can be decomposed into two parts. A part which
Tesults in motion, f., and a part which results in tensions or internal forces, fin.

"Therefore,

f=fntfe (6.2)
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where f;, = Et. Solving for ¢ results in
t=E(f - f) (6.3)
where FE is a left inverse [103]:
E = (ETE)'ET (6.4)

For the two robot case E = %[—1 0 010 0]. By definition f, does not result in

any tensions so Ef. = 0 and the internal forces are given by
t=FEf (6.5)

The general case of multiple robots is analyzed similarly and is discussed in [103].

From eq.[6.5] it is clear that

1
t= 5(—1‘1 + 132) (66)

where z; and z, are the £ components of f, and f, respectively. From eq.[6.6] it

Can be inferred that

I14]] < %(maz(xl) + maz(zy)) (6.7)

For coordination it is required to have a certain limit on the object’s internal force,
Which can be achieved by limiting z; and z, as seen in eq.[6.7]. Since maz(z,) =
™uaz(|| f1||) and maz(z;) = maz(||f2]|) then this limit can be accomplished by limiting

the applied forces. In addition, since the magnitude of a vector in any frame is the
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same then the applied forces can be limited in each robot’s hand frame. However, in
order not to limit the acceleration, only f;, need to be limited and not the total f.

Therefore, the maximum external force each robot senses f;,, not including force
due to object weight and acceleration, can be considered as an objective measure of
the coordination quality or level. The smaller the external force sensed the better
the coordination, which in the ideal case translates into zero forces being detected.
Howewver, this ideal case even in autonomous operation is not feasible because of
disturbances and errors. An additional intuitive condition is that the task should be
accomplished, because there is no value in considering coordination quality if the task

is not accomplished. This concept can be formally stated as,

Definition 4 Coordination:

T robots are coordinating with tolerance € if maz(|fei(s)|) < € and the task is ac-
comnplished, where s is the action reference, ¢ € {R*,0} is called the coordina-
t2on index and f.i(s) € R is the ecternal force sensed by robot i, (i = 1,2,...,n).
Sei(s) is given by fei(s) = Fi(s) — mya;(s) for z and y components and by fei(s) =
3 (s) — myai(s) — mag for z component. Fi(s) € R3 is the total force detected by robot
T, 7n; is the mass carried by robot i, a;(s) € R3 is the acceleration of robot i and g is
the gravitational constant.

If € = 0 the robots are said to be executing ideal coordination.

Therefore, to establish a certain level of coordination while guaranteeing task
Completion is a matter of limiting the force each robot is subjected to. This is similar
to limiting the force each robot can execute. The force limited is the external force
©xerted on the robot excluding the weight of the object manipulated and the inertial
forces.

Note that it is assumed the object is held by the robots with rigid grasp. This

1mplies that there is no relative motion between the robots’ grippers and the object.
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Also the weight carried by each robot is assumed to be constant and no weight
redistribution occurs. This is not a limiting condition for objects with uniformly
distributed mass. As for objects that have non-uniformly distributed mass, a real-
time re-calibration algorithm should be devised based on initial weight carried, initial

posture, and changes in the posture.
To accomplish any specified coordination index feasible under no delay conditions

the robots have to satisfy certain specifications as described in the next theorem.

Theorem 5 If n robots are event-transparent and event-synchronous then they can
be teleoperated under random delay conditions to coordinate to any tolerance €, which

ts feasible under no delay conditions, where € is the required coordination indez.

Proof. Let V(s) be the path of the manipulated object required to accomplish the
task. Corresponding to this path, under no delay conditions, each robot will have a
Path referred to as V,4i(s). Vy4i(s) is the path of robot ¢ required to accomplish the

task under no delay tele-coordination conditions, with coordination index €4,

= maz (| fngei(5)]) < €na

where fpqi(s) is the external force sensed by robot i under no delay condition and

given by

Frdzi(s) — MiGnazi(s)
fndei(s) = F,,dy,-(s) - mia,,dy.-(s) (68)

Frdzi(8) — miGnazi(s) — mig

where Fp4(s) is the total force detected by robot z under no delay conditions, m;
is the mass carried by robot i, ang(s) is the acceleration of robot i under no delay
Conditions and g is the gravitational constant.

Since the robots are event-transparent [106],
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= frdei(s) = fndei(s)

where f,4i($) is the external force sensed by robot 7 under random delay condition

and given by

Flazi(5) — MiGrazi(s)
frdei(s) = Frdy,‘(s) - mia,dyi(s) (69)

Frdzi(s) - miardzi(s) — m;g

where F,4;(s) is the total force detected by robot ¢ under random delay conditions,
m; is the mass carried by robot 7, a,4;(s) is the acceleration of robot i under random

delay conditions and g is the gravitational constant.

= maz (| frdei($)]) = maz(| frdei(s)|) < €na (6.10)

Also from even-transparency it implies that V4 (s) = Vy4i(s) [106], where V;4(s)
is the path of robot i under nondeterministic delay tele-coordination conditions. Since
thhe system is event-synchronous it implies that all the robots are using the same ref-
erence s and thus all V,4(s) are executed synchronously with respect to this reference.
Th erefore, the i robot paths V;4(s) (i=1, ...,n) will result in the same object path,
V'(s). So the task is accomplished with a coordination index deduced from eq.[6.10]

and equal to €,4.
o

c3c>l‘ollary 6.1.1 n event-transparent and event-synchronous robots can tdeally coor-

dinate (c = 0).
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This is possible as long as ideal coordination is feasible, which might not be
realistic in most scenarios. Even if humans are coordinating to move an object ideal
coordination is very difficult to achieve because this will result in indefinite waiting.
One of the humans has to move initially and since perfect synchronization is not
possible this will cause some force on the other humans hand.

The control strategy required to achieve coordination with a certain tolerance level

is the topic of the next section.

6.2 Control of Tele-coordination Systems

A control strategy is required to attain coordination with a certain tolerance. This is

accomplished for small tolerance by the following set of control laws:
e For all 1, stop moving if maz(]|fei(s)|) > e.

o In case maz(|fei(s)|) > € for any i, then for all 4, if V/(s) is in the direction of

reducing f,; execute it else discard it.
e Execute V;(s) only when all V;(s) are received for all i.

The first law will guarantee that the robot will not cause its force to exceed the
required coordination index. This is sufficient in case two robots only are coordinating
because in this case what one robot is detecting is just the same as the other but in the
opposite direction. However, in the case of more than two robots, other robots have
to take into consideration the forces sensed by all the robots coordinating because in
this case it is possible for only one robot to reach the coordination index but not for
the others. This is accomplished using the second law, which requires all the robots
to operate only in the decreasing force direction even if one robot has reached the
limit. For this to be accomplished each robot has to communicate its force sensed

to the other robots or at least inform the other robots that it has reached its force
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limit. This way the other robots would not execute new commands unless they are in
the decreasing direction of force, which can be simply calculated using a dot product
between the force sensed and the command desired. Explicitly communicating force
information is not required in the two robots case, where it is sufficient for each robot
to base its movement decisions on its own state.

These two laws will guarantee that

MAZ(| frdei(s) — fraei(s)]) < 2¢

Since ¢ is considered to be relatively small,
= frdei(s) - fndei(s)

Based on event-transparency = V,4;(s) = Vaai(s).

This implies that each robot executes similar paths with respect to the event-
based reference under no delay and random delay conditions. However, in order for
the object to follow its desired path too the robots have to be event-synchronized.
This is accomplished by the third law, which requires all the robots to utilize the
same reference.

This control strategy will result in the operator controlling the robot as long as
the force detected is less than the coordination index. Once this limit is reached by
one of the robots they would allow only movement that decreases this force.

The next chapter deals with the implementation and experimentation. Implemen-
tation details of several developed systems are given. Also the experimental results

and their implications are discussed.
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CHAPTER 7
IMPLEMENTATION AND EXPERIMENTATION

To illustrate the generality of the design methodology and the theory developed,
several different teleoperation systems were implemented and tested. This chapter
presents the implementation details of these systems along with their experimental
results. Most of these systems share common hardware and software architecture and
specifications, which are discussed in Section 7.1 and Section 7.2. Section 7.3 gives
the specification and performance of the Internet connections utilized during the dif-
ferent experiments. The sections following these discuss the specific systems and
their experimental results. Section 7.4 discusses the teleoperation of a mobile robot
giving the implementation details and several experimental results. Section 7.5 and
Section 7.6 present a mobile manipulator teleoperation system using velocity and po-
sition control respectively. Section 7.7 and section 7.8 cover the implementation and
experimentation of multi-site multi-operator tele-cooperation and tele-coordination
systems respectively. Section 7.9 gives the implementation and experimentation of
a tele-autonomous robotic formation system. Section 7.10 details a supermedia en-
hanced teleoperation system with its experimental results. Section 7.11 illustrates
the generality of the developed approach by describing the implementation and ex-

perimentation of a micro manipulator teleoperation system.

7.1 General Hardware Architecture and Specifications

The diversity of the hardware used forced a careful study of integration and inter-
facing. As seen in Figure 7.1, which shows the general hardware architecture, and
Table 7.1, which gives the specifications of the hardware components, the system
consists of different operating systems and different configurations. So the problem

of interconnection had to be studied carefully.
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Figure 7.1: The hardware architecture shared by most of the systems developed.

Device Specification

Joysticks Microsoft SideWinder Force Feedback Pro.
3 degrees of freedom (dof) position,
2 dof force rendering

Haptic devices Phantom 1.5 and Phantom Desktop
6 dof position, 3 dof force rendering
Local PCs Pentiums WIN98, WINXP, WINNT, WIN2000

Interfaces to the joystick via USB port,
to the haptic devices via acquisition cards,
and to the temperature rendering device
via the serial port.

Access Point Proxim RangeLan2 radio access point
Connects the robots to the Internet
Mobile Robots Nomadic XR4000, 2 Pentium PCs on board
Linux and QNX

Interface to the Internet via wireless ethernet
Equipped with multiple types of sensors: Infrared,
Ultra sonic, Laser, Bumper
and contact/non-contact temperature sensors.

Manipulators PUMA 560
Equipped with force/torque sensors
Cameras Sony EVI-D30 cameras and X10 wireless camera
Temperature Sensing
and Rendering System Designed and implemented in house

Table 7.1: Specifications of most of the hardware used.
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The hardware used in most of the experiments included all or part of the following:

e Joysticks: Programmable force feedback joysticks, which are used to obtain
commands and render force. The joysticks connect to the local PC, which is

running WIN98 or WINXP operating systems, via the USB or the game port.

e Haptic Devices: Phantom devices, which are used to obtain position commands
and render force. These devices interface to the local PC, which is running

WINNT or WIN2000, via acquisition cards.

e Local PCs: Used to interface to the joysticks, haptic devices and temperature
rendering device and used to control them. Also used to communicate over the
Internet with the robots. In addition, they are used to display real-time video

streams.

e Access point: Creates the link between the Internet and the robots via wireless

communication.

e Mobile Robots: The XR4000 mobile robots used are equipped with several
sensors (infrared, ultrasonic, laser and bumper), which are used to detect and
avoid obstacles, and they are equipped with contact and non-contact temper-
ature sensors. The robots execute commands depending on the surrounding
environment and based on an obstacle avoidance algorithm discussed later in

this chapter.

e Manipulators: The PUMA560 manipulators used are equipped with 6 dof

force/torque sensors.

e Cameras: The robots have a camera mounted on-board to allow visual feedback
to the operator via the Internet. Also other cameras are mounted overhead to
provide a global view of the environment. These cameras can be controlled with

the joystick to alter pan, tilt and zoom.
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Figure 7.2: The remote temperature sensing and rendering system architecture.
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Figure 7.3: The architecture of the temperature rendering device developed.

e Temperature Sensing and Rendering System: The remote temperature sensing
and rendering system architecture is shown in Figure 7.2. The temperature is
sensed in real-time using contact or infrared non-contact temperature sensors.
These sensors interface to the robot via the Iserver, which is an internet embed-
ded device. The robot then relays the temperature information to the rendering

device via the Internet.

A temperature rendering device was developed to integrate within the Internet-
based teleoperation system. This device, which has the architecture shown in Figure
7.3, is based on thermoelectric technology. Thermoelectric coolers/heaters are solid

state heat pumps that operate on the Peltier effect. The Peltier effect states that there
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is a heating or cooling effect when electric current passes through two conductors. A
voltage applied to the free ends of two dissimilar materials creates a temperature
difference. Therefore, the temperature on one end can be controlled by controlling
the voltage and its polarity across the device. The controller interfaces with the
computer via the serial port and controls the voltage across the device. The polarity
is controlled based on whether cooling or heating is required and is done by switching
between two circuits. A contact sensor is mounted on the device in order to feedback

the actual temperature and attain closed loop control.

7.2 General Software Architecture and Specifications

This section covers the general software architecture, which is shown in Figure 7.4,
detailing the specifications of most of the routines developed, which were programmed
using C++ and Microsoft Visual C++. In addition, the obstacle avoidance routine,
which was used in most of the developed systems, is examined and the virtual force
generation algorithm is presented.

The main difficulty in the software development was to have different operating
systems (Linux, QNX, WIN98, WINNT, WIN2000, WINXP) communicate with each
other. Here came the role of the communication protocol TCP/IP, which is supported
by most operating systems. So the Internet was not only acting as a communication
link but also as a translator.

In Internet communication usually there are two types of processes, servers and
clients. Servers, as the name suggests, provide a service to clients. Typically, servers
would run on the robot and clients would run on the remote machines. In the imple-
mentations done, TCP was used for communication between the clients and servers
and UDP was used for video transmission. TCP had to be used to guarantee the
arrival of packets since TCP handles retransmission of lost packets. If this was not

the case, then lost packets will result in a deadlock, where either the client is waiting
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Figure 7.4: The software architecture shared by most of the systems developed.

for the server or vise versa because of the synchronization between them. This is han-

dled by TCP at a lower level than the application and is transp to the operator.
Also, haptic and temperature information does not require a large bandwidth and
while TCP is acknowledging the reception of a packet the processes can go on with
the execution; therefore, the overall performance of the system is not affected. In
case TCP is not available on a certain operating system this will have to be handled
at the application level.

The following describes the specifications, operation and interaction of the servers,
clients and general routines developed and shown in Figure 7.4. Note that this is a
general architecture and was altered to fit the specific implementations. Therefore,

some of these routines were not used in all systems or they might have been combined

in one process or divided into several. These routines and their specifications are:

e Data Acquisition Routines: These routines run on the PCs controlling the mo-
bile and the manipulator. They are used to acquire data from the force/torque
sensors, laser, sonar, infrared and temperature sensors. This data is then used
by other routines for feedback and closed loop control. These routines interface

to the different sensors via acquisition cards, serial ports or ethernet cards.
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The following routines run on the PC controlling the manipulator:

PUMA Motion Planner and Controller: This controls the arm based on either

velocity or position commands depending on the system used.

Manipulator Server: This server receives commands from a client. In addition,
it forwards commands to the PUMA motion planner and controller and forwards
commands to the mobile server in case the mobile manipulator is used. The
communication with the clients and mobile server are done using TCP/IP. This

server also feeds back force information to the clients.

The following routines run on the PC controlling the mobile:

Mobile/Temperature/Camera Server: This server receives commands either
from a client or from the manipulator server using TCP/IP. Depending on
the system, this server either controls the camera or forwards commands to the
mobile motion planner and controller. It also feeds back force and temperature

information.

Mobile Motion Planner and Controller: This controls the mobile based on either

velocity or position commands depending on the system considered.

Obstacle Avoidance: This routine runs on the mobile and will be discussed in

details in the following subsection.

Video Server/Video Conferencing Tool (VIC): The video server tags each frame
with the event reference to be used by the video client for event-synchronization.
Then these frames are sent to the client via UDP using Video Conferencing
Tool (VIC). This video conferencing application was developed by the Network
Research Group at the Lawrence Berkeley National Laboratory in collaboration
with the University of California, Berkeley. VIC was used to transmit video

feedback from the on-board and the overhead camera to the operator.
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The following routines run on the remote PCs connected to the joystick and to

the temperature rendering device:

Video Client/Video Conferencing Tool (VIC): This client is used to event-

synchronize frames, which as received by VIC, with force and temperature.

Mobile/Manipulator/Camera/Temperature Client: This client is used to in-
terface with the MS joystick. It can be used to command mobile or mobile
manipulator velocity or to command the camera. It communicates with the
Mobile/Camera server using TCP/IP. It also receives the force and temper-
ature from the servers and forwards them to the joystick controller and the

temperature device controller respectively.

Joystick Controller: This is responsible for controlling the joystick and rendering

the force received.

Temperature Device Controller: This is responsible for controlling the temper-

ature on the rendering device via R5232.

Manipulator and Temperature Client: This client is used to interface with the
Phantom haptic device. It is used to command the manipulator position and

receive force and temperature feedback using TCP/IP.

Phantom Controller: This is responsible for controlling the phantom and ren-

dering the force received.

The different routines running on the same machine communicate via shared
memory. Note that several of these routines are in practice either combined or
split into different processes. In addition, not all of them are used in all the

systems developed.
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Figure 7.5: The XR4000 mobile robot.
Obstacle Avoidance and Virtual Force Generation

Obstacle avoidance is an important safety feature in teleoperation systems. Because
of delay, teleoperated robots need to have a certain level of intelligence. Since what
the operator sees is not the most recent robot state, collisions might occur. These
collisions can be avoided by employing an obstacle avoidance algorithm on the robot.
A detailed explanation of the sensors available and their distribution on the robot is
given. Then their use for obstacle avoidance and virtual force generation is discussed.

As seen is Figure 7.5, the XR4000 is a barrel shaped mobile robot. It is equipped

with four types of sensors:

o Tactile Sensors (Bumper): They provide information about the physical contact
with the environment. The Nomad XR4000 has 48 bi-level tactile sensors that
surround its top and bottom perimeters. Additionally, it has 4 door bumpers
on each door that sense contact between the top and the bottom perimeters.
The sensors are divided into 6 sets, 2 per each of the 3 doors. Figure 7.6 gives

the distribution and numbering of these sensors [107].

Infrared Proximity Sensors: Give a range information to nearby objects (typi-

cally less than 30 to 50 cm away). The range is determined by emitting infrared
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Set 4=top set on right door (sensor#0-7)

Set S=bottom set on right door (sensor#0-7)

Set2.3

Figure 7.6: A top view of the robot that gives the distribution and numbering of the
different sensors.

energy using high-current LEDs and sensing the amount of returned energy
with infrared photodiodes. Note that the returned energy is a function of the
object’s reflectivity, that is why these sensors perform poorly in distance mea-
surements. The robot has 48 of these sensors distributed just like the tactile

sensors in 6 sets, and they have the same numbering shown in Figure 7.6 [107].

e Sonar Proximity Sensors: These provide range information to objects that are
relatively far away (between 15 and 700 cm away). The distance is calculated
by multiplying the speed of sound by the time of flight of a short ultrasonic
pulse traveling to and from a nearby object. The robot has 48 of these sensors
distributed just like the others, in 6 sets, and they have the same numbering

shown in Figure 7.6 [107).

e Laser Proximity Sensor: This is a Sensus 550 “time of flight” laser range finding
system. It provides 180 degrees of distance information in a plane at 0.5 degree
increments with a scanning rate of 20H z. This sensor is located inside the robot

and fires from an opening in the front door.

Obstacle avoidance is accomplished according to the flow chart in Figure 7.7.
First, all the bumper sensors are checked, which gives 360 degrees coverage around

the robot. If any is hit, the motion is stopped and a flag is set and sent back to the
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Figure 7.7: Flow chart for deciding velocity based on sensors.
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Figure 7.8: The fraction of velocity that is deducted based on the distance d in meters
to the closest obstacle.

joystick, where a sudden jerking force is played to convey that a bump has occurred. If
none is hit, the infrared sensors, 90 degrees from both sides of the desired motion, are
checked. If any detects an object closer than d., which is a predefined programmable
critical distance, the motion is stopped. If neither case is true, the ultra-sonic sensors
are checked along with the laser. Again, 90 degrees from both sides of the desired
velocity are checked. Based on the one that gives the closest distance, d, the velocity
is set to V;, which is given in eq.(4.6), where V;, = f(d)V,,. So the velocity set would
be a fraction of the desired one based on the predefined programmable function f(d).
f(d) can be any function of distance depending on the safety requirements. In most
implementations f(d) is as shown in Figure 7.8.

According to this specific function, the robot will slow down linearly when an
object is detected between 0.5 meter and 1 meter, then it would stop if an object is
detected closer than 0.5 meter. As seen in Figure 7.9, two regions will exist around

the robot, one that would cause the robot to slow down and another to completely
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Figure 7.9: The two safety regions around the robot according to the direction of
motion.

stop.

In case virtual force is desired, it is generated by calculating the difference between
the actual velocity of the robot and the desired one. This difference is fed back to
the joystick where it is rendered. So the higher the tracking error the higher the force
is, which enables the operator to deduce the distance to obstacles in the direction
of motion. This gives the benefit of sensing the obstacle without contact and before
the visual feedback conveys it since the force feedback is faster than visual feedback.
However, not all the systems developed included this virtual force since actual force

was used.

7.3 Specification and Performance of Internet Connections

Concerning the networks that were used for experimentation is this project, there
were three main communication setups: 1) a station in the Robotics and Automation
laboratory at Michigan State University was used to control the robot, 2) a machine
in the Robot Control laboratory, at the Department of Automation and Computer-
Aided Engineering at the Chinese University of Hong Kong', was used, 3) a machine in

the Center for Cooperative Research in Advanced Science and Technology at Nagoya

!distance between East Lansing, where the robot was, and Hong Kong is about 7824 miles
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Figure 7.10: Round trip delay in milliseconds for packets transmitted between the
robot and the MSU station.
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Figure 7.11: Round trip delay in milliseconds for packets transmitted between the
robot and the Hong Kong station.
University?, was used.

The robot uses wireless ethernet, which has a transmission rate of 1.6 Mbps. The

remote machines either use 10Base-T ethernet, which has a transmission speed of

2distance between East Lansing, where the robot was, and Nagoya, Japan is about 6464 miles
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Figure 7.12: Round trip delay in milliseconds for packets transmitted between the
robot and the Japan station.
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Figure 7.13: The frequency of control and feedback signals between the robot and
the Hong Kong station.
10Mbps, or they use ISDN which ranges from 56 Kbps to 128 Kbps.

The round trip delay between the robot and the teleoperating stations at MSU,
Hong Kong and Japan is plotted in Figure 7.10, Figure 7.11 and Figure 7.12, respec-
tively. As for Figure 7.13, it shows the frequency of operation; that is, the number

of times per second that the robot receives a command and the operator feels force
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Figure 7.14: Round trip delay in milliseconds for packets transmitted between the
robot and the Hong Kong station.

feedback during actual real-time control. From these plots it is clear that the delay
is random and cannot be easily predicted; therefore, any assumption made about the
time delay will be substantially limiting. Figure 7.11 and Figure 7.14 give plots of the
round trip delay in milliseconds during different days. From these figures note that
delays change according to several factors: time of day, what day and what time of the
year the experiment is being done. Meaning that these delays cannot be predicted,

which makes the real time control over the Internet significantly more difficult.

7.4 Mobile Robot

The general form of a mobile teleoperation system is seen in Figure 7.15. In this
system the operator sends velocity commands and the remote machine feeds back
force and video information. This section presents the implementation of an event-
based teleoperation system for a mobile robot. In addition, the experimental results

of several scenarios are discussed.
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Figure 7.15: The general structure of the mobile teleoperation system developed.

7.4.1 System Implementation

Implementation is divide into two parts: hardware and software. The hardware sec-

tion details the different components used, their specifications and inter-connections.

As for the software section, the different modules and their interactions will be ex-

amined.

Hardware

The hardware architecture of this system is shown in Figure 7.16. The joystick used is

the MS SideWinder Force Feedback Pro. and the mobile robot is a Nomadic XR4000.

The components used are similar to the ones discussed in the general case.
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Figure 7.16: The hardware architecture of the mobile teleoperation system.
Software

The main software developed can be divided into three main parts: mobile server,
camera server and mobile/camera client.

Mobile Server: In this system, the main service is moving the robot and sending
feedback. As seen in Figure 7.17, which is a flow chart of the mobile server, the
mobile/camera client and the camera server, this is mainly what the mobile server
does. Except that the server does not execute the request blindly, it first checks the
proximity sensors and based on that a decision is made according to the obstacle
avoidance algorithm flow chart shown in Figure 7.7 and discussed previously.

After the velocity to be set is decided, it is sent to the local controller for execution.
Then the server checks the actual velocity of the robot and subtracts that from the
original desired one V;, and sends it back to the client as force feedback. In the case
where the action reference is chosen to be the control sequence number, the server
would execute the velocities for 250 milliseconds; after which, if no new command
is received, it would time out and stop moving waiting for the next command. On
the other hand, in the case where the action reference is chosen to be the distance

traveled by the robot, the commands are not updated until the robot moves the
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Figure 7.17: Mobile server, Mobile/Camera Client, and Camera server general flow
chart.

distance period. In case a new command is not received by the time the robot finishes
the distance period, the robot will stop moving and wait for the next command.
Camera Server: This server is much simpler than the motion server, its job
is to simply interface to the camera. This program provides the ability to control
the on-board camera using Visca commands. The operator sends pan, tilt and zoom
commands, and the server relays these to the camera. This gives the operator the
ability to change the field of view to allow close coupling to the environment. When
the client sends camera commands (pan, tilt and zoom), the camera server sends
these commands to the camera through the serial port and sends back to the client a

confirmation of the request.
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Mobile/Camera Client : This is the program that runs on the local machine
and communicates with both servers and the joystick. The client sends commands to
either of the servers based on one of the buttons, whether it is pressed or not. If the
button is not pressed the joystick position will be translated into velocity commands
and sent to the mobile server. On the other hand, if the button is pressed, the position
of the joystick is translated into pan and tilt commands for the camera and two other
buttons specify whether zoom in or out is requested. In addition, based on which
state the client is in, it will either send the force command back to the joystick once
feedback is received or just wait for acknowledgment. The communication with the
Jjoystick is done with DirectX technology, and with the servers it is done over the
Internet.

In addition, VIC was used to transmit video feedback from the on-board and the

overhead cameras to the operator.

7.4.2 FEzperimental Results

Several experiments were done with this system, where two setups were used for
experimentation. One is where the robot is controlled over the same LAN, and the
other is where the robot was controlled over the Internet either from Hong Kong
or from Japan. The event-based reference was taken as either the control sequence

number or the distance the robot traveled.

Teleoperation Over the Same LAN

There are three scenarios for the control over the same network; first case is normal
operation, second case is simulated 2 seconds of round trip delay and third case is
simulated random time delay. For all these cases, the event-based reference is taken
to be the control sequence number.

First, to test the stability of the system, it was operated in a friendly environment
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Figure 7.18: The behavior of the system under normal operation with relatively far
obstacles.

with relatively far obstacles and the velocity tracking was examined. In this experi-
ment, the operator tries to keep away from obstacles (about 1 meter away), but with
no other constraints. Meaning there is no predefined path and the operator is free to
move around randomly. Figure 7.18 shows a plot of the operation of the robot with
most of the obstacles being more than 1 meter away. The first row shows the desired
z and y velocities, the second row shows the actual z and y velocities, and the last
row gives the distance detected at each event-based reference. All of these plots are
with respect to the event-based reference and not time. It is clear that close tracking
of the desired velocities is achieved, except when the robot gets to obstacles which
are closer than a meter. So when no obstacles are found the system is showing close
tracking performance and is stable. In addition, the system is event-synchronized,

since the force rendered at a certain reference corresponds to the distance detected
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Figure 7.19: The behavior of the system under normal operation.

at that same reference value.

When the environment becomes more hostile, that is having several close objects,
the behavior of the system changes since now obstacle avoidance is taking place. In all
the following experiments the operator is not constrained, complete freedom is given
to move around in any direction or fashion and to get close to obstacle as desired.

To understand the system operation under these conditions consider Figure 7.19,

which shows the results for the normal operation case. The first row gives a plot of
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Figure 7.20: Comparison between the desired velocities and the sum of the actual
velocities and the forces felt.

time versus s, the event-based reference. It is clear that s is non-decreasing function
of time, which is very crucial in ensuring the system stability. The other plot in
the first row is the desired rotational velocity. The second row shows the desired
velocities in £ and y directions, which are called V,,. The third row displays the
actual velocities in both directions, which are called V,. The fourth row gives the
forces that are rendered by the joystick in both directions, which are referred to as
Tm- The last row displays the same plot, which is the closest distance detected to
obstacles in the environment.

Looking at the actual velocities in the third row, it is clear that it is changing
according to the distance detected; for example, if the distance gets closer the actual
velocity decreases. When this occurs, the fourth row shows that the force increases
as expected. Thus a close object causes the robot tracking error to increase by
that conveying to the operator that an obstacle exists. Also note that whenever the
robot gets to the critical distance of 0.5 meter the actual velocity becomes zero, which
applies to both = and y directions. At the time when the robot gets further away from

obstacles the actual velocity starts tracking the desired one again, by that reducing
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Figure 7.21: Comparison between tracking error and force felt for normal operation.

the tracking error and therefore the force.

Considering the sum of the actual velocity and the force it should be equal to
the desired velocity. This is what Figure 7.20 is showing, the first row presents the
desired velocities and the second row shows the sum of the forces and the actual
velocities. It is clear that the plots are similar although not identical. The difference
is due to the fact that the forces rendered are a filtered version of the tracking error
as seen in Figure 7.21. This figure shows the tracking error and the actual force felt,
which is clearly a low pass filtered version of the error. This is done to smooth the
force felt and eliminate abrupt changes. That is why the plots in Figufe 7.20 are
not identical, since whenever the tracking error changes suddenly the force would
change slowly, and that is why the differences in these plots are at the points where
the actual velocity is directly reduced to zero, by that causing a big sudden increase
in the tracking error. In addition, the system is event-synchronized, since the forces
reflect the current distance conditions.

As for the second case, where an additional round trip delay of 2 seconds is induced
in the system, the results are shown in Figure 7.22. This figure’s layout is similar to

the one shown in Figure 7.19. These plots show that the system has a similar behavior
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Figure 7.22: The behavior of the system under 2 seconds of round trip delay.
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Figure 7.23: Comparison between the desired velocities and the sum of the actual
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Figure 7.24: Comparison between tracking error and force felt for the 2 seconds delay
operation.
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to the case where no additional delay exists. The actual velocity tracks the desired
one until an obstacle becomes close, then the actual velocity starts deviating from the
desired one, by that increasing the tracking error. This increase would increase the
force felt. The opposite happens when the robot is getting away from an obstacle,
the tracking becomes closer and the error, thus the force, decreases. Again adding
the force and actual velocity would give a result similar to the desired velocity as seen
in Figure 7.23. The cause of the differences is again the filtering that was mentioned
before and seen in Figure 7.24.

The third case includes simulated random time delay, that ranges from 1 to 4
seconds. The results of one such experiment are shown in Figure 7.25, which has a
layout similar to Figure 7.19. These results are similar to the results of the previous
two cases. The tracking error, that is the force, is a function of the distance detected.
The closer the distance the more force is felt and the slower the robot moves, until
it comes to a complete stop. Then as the distance increases, the force decreases and
the robot follows the commands closer. A plot of the sum of the forces and the actual
velocities and of the desired velocities is shown in Figure 7.26. Here too, the errors
are due to the filtering illustrated in Figure 7.27.

These results show that the robot is stable and that the operator is event-synchronized
with the robot, since the force is felt at the same event-reference the obstacle is de-
tected. More importantly, is that this stability and event-synchronization is unaf-

fected by the time delay, which can be constant or random.
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Teleoperation from Hong Kong

As for the experiments done with the Robot Control Lab in Hong Kong, the control
frequency® experienced was between 1.4 and 1.5 control cycles/seconds. Some of the
results of these experiments are shown in Figure 7.28 and Figure 7.29. These plots
are similar in layout to the ones in Figure 7.19. In all of the following experiments,
the operator is not constrained, complete freedom is given to move around in any
direction or fashion and is allowed to get close to obstacles as desired.

The first plot in the first row is time since the beginning of the connection versus
the event-based reference, s, which is taken to be the control sequence number. It is
clear that s is a non-decreasing function of time. The second plot in the first row is
the desired velocity in the @ direction. The seconds row shows desired velocities in
the r and y directions. Under these, given are the actual velocities and forces in the
z and y directions. The last row gives the distances to the closest obstacles detected.

Observing these figures, it is clear that the forces increase as the robot gets closer
to objects and decreases as it gets further. Meanwhile, the opposite happens to the
actual velocity, where it becomes smaller than the desired one as the robot approaches
an object, and starts tracking the desired velocity as the robot pulls away, which
reflects the stability of the system. In addition, the actual velocity and the force
rendered respond to the distance detected at almost the same event reference as this
distance, which shows the event-synchronization between the operator and the robot.

As discussed before, the sum of the actual velocity and the force should approach
the desired velocity. This is shown in Figure 7.30, where the first and third row show
the desired velocity and the second and fourth row show the sum of the force and
the actual velocity. As expected, the two are not identical although they are very

close. This is a result of the force being a low pass filtered version of the velocity

3Control frequency is the number of times per second that the control commands are sent and
the feedback received, this gives a measure of events occurring per second.
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Figure 7.28: The behavior of the system during the control from Hong Kong.

tracking errors. This filtering smoothes the forces as seen in Figure 7.31, which gives
the tracking error in the first and third row and the force rendered in the second and
fourth row.

To test the sensitivity of the system to the time of day or the network load and to
test for event-transparency, the experiments were repeated several times on different

days. Figure 7.32, which has a layout similar to Figure 7.28, gives a set of data
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Figure 7.29: The behavior of the system during the control from Hong Kong.

collected at a different day. In this figure the same tracking and obstacle avoidance
behavior as in the previous cases is observed. As for Figure 7.33, the similarity
between the desired velocity and the sum of the force with the actual velocity is
clear. Figure 7.34 simply shows the tracking error and the actual force rendered
just to illustrate the filtering process. Since, regardless of the delay, similar control

responses were obtained, a consistency is clear. This consistency is nothing but event-
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Figure 7.30: Comparison between the desired velocities and the sum of the actual
velocities and the forces felt for the two Hong Kong experiments.
transparency.

Another design of this system was the one where the event-based reference was
taken to be the distance the robot traveled. The results of teleoperating such a system
are shown in Figure 7.35, which has a layout similar to Figure 7.28. It is clear that

the performance of the system is similar to the previous cases in terms of stability
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Figure 7.31: Comparison between tracking error and force felt for the two Hong Kong
experiments.

and event-synchronization. As for Figure 7.36, it shows the similarity between the
desired velocity and the sum of the force with the actual velocity. Figure 7.37 plots

the tracking error and the actual force rendered just to illustrate the filtering process.
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Figure 7.32: The behavior of the system during operation from Hong Kong.
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Teleoperation from Japan

The same mobile robot system was teleoperated from Japan. In this case the event-
based reference was taken to be the control sequence number. The results of this
experiment are shown in Figure 7.38, which has a layout similar to Figure 7.28.

As seen, the performance is similar to all the previous cases. The robot tracks the
desired velocity as long as there are no close obstacles, once obstacles are detected
the robot slows down and the force rendered increases. This shows that the system
is stable. In addition, the response of the system is very fast with respect to the
event-based reference, which reflects event-synchronization.

Figure 7.39, which is similar to Figure 7.36, shows that the sum of force and the
actual velocity is very close to the desired velocity. As for Figure 7.40, it gives the
tracking error in the first row and the force rendered in the second row, where it is
clear that the force is simply a filtered version of the error.

All these experiments done with the mobile robot reveal several facts regarding
the performance of event-based control and planning. It is clear that the system is
stable under random delay conditions and under different choices of the event-based
reference. Also the system is event-synchronized, since the force rendered is a re-
flection of the most recent state of the robot. In addition, the system is exhibiting
similar performance between the no delay case, where it was operated over the lo-
cal network, and the random delay case, whether simulated or real. Therefore, the
system is event-transparent despite random delay. Note that this performance was

obtained regardless of the operator, the environment or the delay.
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7.5 Mobile Manipulator: Velocity Control

The capability of mobile manipulation is a key to many robotic applications. A
mobile manipulator generally consists of a mobile platform and a robot arm. The
research on mobile manipulators focuses on motion planning, modeling and control,
and force control. Although teleoperation of mobile robots and manipulators have
been discussed in the literature; however, the teleoperation of mobile manipulator is
relatively new and more difficult. The general form of a mobile manipulator teleop-
eration system is depicted in Figure 7.41. In this system the operator sends velocity
commands and the remote robot feeds back force and video information. This sec-
tion presents the implementation of an event-based mobile manipulator teleoperation

system along with experimental results.

. Video Video
B Feedback Feedback
.
 §
N
T
E
R
N
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Force T Force
Feedback Feedback
——
Velocity Velocity
C

Figure 7.41: General structure of a mobile manipulator teleoperation system.
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7.5.1 System Implementation

The implementation discussed will cover both the hardware and the software details

of the system developed.

Hardware

The hardware architecture of the system developed is shown in Figure 7.42. The
joystick used is a programmable Microsoft SideWinder Force Feedback Pro. with 3
degrees of freedom. The mobile robot is a Nomadic XR4000 and the manipulator is
a PUMAS60. In addition, other components are used similar to the ones discussed in

the general case.

Hong Kong Michigan State University, USA
Fn Xm . e
[ vl v
Human Joystick Local PC
Operator WIN9S
[ 3 . |
F, Fp

Figure 7.42: Hardware architecture of a mobile manipulator teleoperation system.

Software

The software developed can be divided into three main parts: client, manipulator
(PUMA) server and mobile server.

Client: After connecting to the PUMA server, the client sends velocity com-
mands, V;,, to the mobile manipulator and relays force commands back to the joy-

stick once feedback is received. Communication with the joystick is achieved with
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MS DirectX technology, and that with the server over the Internet using TCP.

Puma Server: The puma server acts as a server for the client. Once it receives
the velocity command from the client via the wireless ethernet, it figures out what
part should be executed by the Puma and what part should be executed by the mobile.
Then it sends the torque required to the Puma joint motors. At the same time it
forwards the velocity required by the mobile to the mobile server. Communication
between the two servers is done using TCP via two Ethernet cards connected to each
other on the on-board PCs.

In addition, this server uses the force/torque sensor connected to the gripper of
the manipulator to detect forces applied on the arm and forwards these to the client
to be played back to the operator. In addition to the communication, the Puma
server is also responsible for the control of the robot hardware.

Mobile Server: This server receives velocity command from the Puma server and
sends these commands to the mobile motors. At the same time it achieves obstacle
avoidance by checking the sensors (sonar and laser) and stopping in case an obstacle
is detected closer than 0.5 meter.

In addition, the operator receives video feedback from the environment using VIC
(Video Conferencing Tool). VIC was used to transmit video feedback from the on-

board and the overhead camera to the operator.

7.5.2 Ezperimental Results

Concerning the experiments done with this implementation, they are divided into two
types. The first type is where an operator controls the mobile manipulator locally
and the other type is where an operator in Hong Kong controls the robot via the
Internet. Since both experiments gave similar results and since the second scenario
is more interesting, included here are only results from the testing done with Hong

Kong.
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Figure 7.43: Velocity performance of the mobile manipulator teleoperation system.

The experimental procedure had the operator in Hong Kong move the robot in z
and y directions randomly. Meanwhile, a person subjects the robot gripper to forces
in the z and y directions randomly. The event-based reference was taken to be the
control sequence number. The average frequency of communication was 3.1H z, which
implies that on average there were 3.levents/sec.

The main interest was in how close the actual velocity of the robot tip was following
the desired velocity specified by the operator, and in how close was the force felt by
the operator close to the one detected by the force/torque sensor. In other words,
how were the operator’s intentions executed by the mobile manipulator and how the
environment was felt by the operator, despite time delay and time delay variance.

The results are shown in Figure 7.43 and Figure 7.44. In Figure 7.43 the first
row gives the operator’s desired velocity in the z and y directions with respect to

the event-based reference. The second row is the actual velocity of the arm tip in

130



Force applied on the robot Force applied on the robot

10 15

5 _10

3 3 h

3 >
°M 5 l ‘ ’ 1
-5 0 wl

10 5 14
-15 -10
0 10 20 30 40 50 0 10 20 30 40 50
Force feit by operator Force feit by operator
10 10

in ‘nw

AP Y \ M

ot D I
\

10 20 30 40

x(N)
[(,]
y(N)
3]

-10

-10
0

Figure 7.44: Force performance of the mobile manipulator teleoperation system.

the z and y directions with respect to the event-based reference. The first thing to
note is that the desired velocity is a step function since it is a sampled version of the
continuous motion of the joystick, where the sampling rate is a function of the time
delay faced and the advance of the event-based reference. More importantly it is clear
that the actually velocity is almost a continuous version of the desired one and it is
tracking it almost perfectly, which implies the stability of the system.

As for Figure 7.44, the first row is the force detected by the force/torque sensor
and the second row is the force felt by the operator with respect to the event-based
reference. As for the force felt, it is clear that it is a step function that is almost
tracking the actual one.

It is clear from these results that the system is stable since the actual behavior of
the robot is tracking the desired one and the force felt by the operator is very close to

the actual one the robot is detecting. In addition, the system is event-synchronized
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since the change in the rendered force occurs almost at the same reference as the

change in the detected force.

7.6 Mobile Manipulator: Position Control

As discussed in the previous section, mobile manipulators have several usages and
advantages. However, using velocity control as shown in the previous section does
not allow for the use of all the degrees of freedom of the arm and lacks high accu-
racy. To achieve this, the Phantom haptic device is used as a master instead of the
MS Force Feedback joystick. In this case, the operator supplies position increment
commands and the robot feeds back actual force resulting from the interaction with
the environment. The general architecture of such a system is shown in Figure 7.45.

This system is experimented using tasks such as picking up and manipulation. The
objective from this system is to illustrate the generality of the approach and to show
that the system can have control commands other than velocity. This illustrates that
the design is independent of the specific commands used. Also this system renders

tasks requiring high levels of accuracy feasible.

Remote Site (HongKong/Japan) Local Site (Michigan State)
2 1 s ;
Feedback | N | Feedback “
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Position N Position
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Figure 7.45: The architecture of a supermedia enh d PUMA ipul teleop-

eration system
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7.6.1 System Implementation

This section gives the details of the hardware and software utilized and implemented

as part of this system.

Hardware

The hardware used is similar to the one shown in Figure 7.42. The only difference
from the system discussed in the previous section is the use of a Phantom haptic

device instead of the MS Sidewinder Force Feedback Pro joystick.

Software

Similar to the system discussed in the previous section, the software developed in this
case can be divided into three main parts: client, manipulator (PUMA) server and
mobile server.

Client: After connecting to the PUMA server, the client sends position increment
commands to the mobile manipulator and relays force commands back to the Phantom
once feedback is received. Also the operator has the capability of opening and closing
the gripper.

Puma Server: The puma server acts as a server for the client. Once it receives
the position increment commands from the client via the wireless ethernet, it figures
out what part should be executed by the Puma and what part should be executed
by the mobile. Then it sends the torque required to the Puma joint motors. At
the same time it forwards the position required by the mobile to the mobile server.
Communication between the two servers is done using TCP via two Ethernet cards
connected to each other on the on-board PCs.

In addition, this server uses the force/torque sensor connected to the gripper of

the manipulator to detect forces applied on the arm and forwards these to the client
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to be rendered to the operator. In addition to the communication, the Puma server
is also responsible for the control of the robot hardware.

Mobile Server: This server receives position commands from the Puma server
and sends these commands to the mobile motors. At the same time it achieves
obstacle avoidance by checking the sensors (sonar and laser) and stopping in case an
obstacle is detected closer than 0.5 meter.

In addition, the operator receives video feedback from the environment using VIC
(Video Conferencing Tool). VIC was used to transmit video feedback from the on-

board and the overhead camera to the operator.

7.6.2 Ezrperimental Results

Several experiments where carried out from Hong Kong via the Internet. The operator
commanded the manipulator using the Phantom haptic device, which was used to
render force information fed back from the environment. Since the control is event-
based there is a need to investigate the integrity of the force signal being sampled
with respect to time. That is there is a need to compare the fed back force signal,
which is sampled with respect to the event-based reference, with the continuous force
sensed with respect to time. For this reason Figure 7.46 gives in the first row the z,
y and z components of the continuous force sensed with respect to time and in the
second row the z, y and 2z components of the discrete force fed back with respect to
time.

It is clear that the signals are very similar, with the fed back signal shown in the
second row being a low pass filtered version of the continuous signal shown in the
first row.

In addition, to check the integrity of the received force signal compared to the fed
back signal Figure 7.47 is provided. The first row plots the z, y and z components of

the force signal fed back and the second row plots the z, y and z components of the
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Figure 7.46: Comparison between the continuous force sensed by the robot and the
discrete force fed back both with respect to time.

force signal received by the master all of which are with respect to the event-based
reference. As seen, except for small errors due to rounding, the two signals are almost
identical.

Since the force received is discrete there is a need to smooth it out before ren-
dering. For this end the force planner, which runs at a higher frequency than the
communication loop, adjusts the desired force at small increments so that no sudden
jerks are felt. This is illustrated in Figure 7.48, which compares the force received with
the actual force rendered by the master shown in rows one and two respectively. As
expected the actual force rendered is simply a smoothed version of the force received.

Those figures show that the rendered force is almost identical to the received force,

which is almost identical to the fed back force, which is almost identical to the actual
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Figure 7.47: Comparison between the force fed back from the robot and the force
received by the master both with respect to the event-based reference.

force. Therefore, it is clear that the force sensed by the robot is sampled, transmitted,
received and rendered uncorrupted.

As for the manipulator control, the comparison between the desired and actual
positions is given in Figure 7.49. In this figure, the first row shows the z, y and 2
components of the desired position and the second row shows the z, y and z com-
ponents of the actual position all with respect to the event-based reference. For all
the components the signals are very similar with most of the errors being due to
rounding and inaccurate position sensing. This shows that the system is stable under

event-based planning and control regardless of the delay encountered.
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Figure 7.48: Comparison between the discrete force received by the phantom and the
actual continuous force rendered by the phantom both with respect to time.
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7.7 Multi-Site Multi-Operator Tele-Cooperation

Most of the work done relating to cooperation in robotics can be divided into two
categories: human-robot and multi-robot. Human-robot cooperation occurs when
a human and a machine work simultaneously together to achieve a task, which is
impossible for the human or the robot to carry on alone. This approach tries to
combine the human intelligence with the robot’s physical strength [108] [109]. Multi-
robot refers to instances where two or more robots work together to finish an operation

that might be difficult for one robot to perform or an operation which, by its nature,
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Figure 7.50: The structure of a multi-operator at multi-site collaborative teleoperation
system.
might require group work [110]-[112].

Multi-operator at multi-site collaborative teleoperation is a combination of teleop-
eration and cooperation, where several operators at different remote sites are trying
to collaboratively control a robot or several robots to achieve a certain task [113].
The motivation behind tele-cooperation is the existence of tasks that require several
different expertise to collaborate concurrently. In cases where these expertise are at
different locations, real-time collaborative teleoperation via the Internet is the answer.

A special case of a tele-cooperation system is depicted in Figure 7.50, where two
operators are collaborating to bilaterally control a mobile manipulator. This section
details the implementation of an event-based multi-operator multi-robot teleoperation

system along with experimental results.
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7.7.1 System Implementation

Hardware and software details will be covered followed by experimental results.

Hardware

Figure 7.51 presents the hardware architecture of a multi-operator multi-robot col-
laborative teleoperation system in which one operator controls the mobile base and
the other controls the manipulator. The specifications of the different hardware com-
ponents are similar to the ones discussed in the previous sections.

These different components interact and communicate in the following manner.
After each operator connects to a robot, the following sequence of events is repeated
until one of the operators disconnects. The operators move the joystick to a certain
position which corresponds to a velocity vector. Then the PC of operator2, who is
controlling the manipulator, generates the desired velocity vector, V,, and sends it to
the manipulator for execution. Meanwhile, the PC of operatorl, who is controlling the
mobile base, generates the desired velocity vector, V;,,, and sends it to the mobile base
for execution. Once the on-board PC (AR2), which is connected to the manipulator,
receives V, it sends this desired velocity to the joint motors controller for execution.
Then AR2 waits for the other on-board PC (AR1), which is controlling the mobile
base, to be ready to carry out the feedback exchange. In parallel, once AR1 receives
Vm it sends this desired velocity to the wheel motor controller for execution. The
controller does not execute V,, blindly but engages an obstacle avoidance algorithm.
Meanwhile, AR1 waits for AR2 to exchange feedback-AR2 forwards V, to AR1 and
AR1 forwards V;;, to AR2. After this exchange is done, AR2 and AR1 feedback V,,
and V}, to operator2 and operatorl respectively. This implies that the operators are

aware of each other’s intentions, which makes collaboration more efficient and safe.
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Figure 7.51: Hardware architecture of the multi-operator at multi-site collaborative
teleoperation system.

Software

The software developed can be divided into five main parts: mobile server, puma
server, puma controller, mobile client and puma client.

Mobile Server: Its service is moving the robot and receiving feedback. However,
the server does not execute requests blindly; it first checks the sensors and based on
input from them makes a decision according to an obstacle avoidance algorithm. Once
the mobile server decides which velocity to set and sends it to the motors, it waits for
the puma server to send the feedback V. Then it would send V;, to the puma server
and V, to the mobile client.

Puma Server: This server is responsible for receiving the puma velocity com-
mands, V;, from operator2. Then it forwards these commands to the puma controller.
After that the puma server sends V}, to the mobile server and receives V,, from it.
Then V,, is forwarded to the puma client.

Puma Controller: This controller receives the desired velocity, V}, and controls

the puma joint motors. The puma controller is designed at task level. A singularity-
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free hybrid motion controller is used to avoid the singularities of the robot arm [79].

Mobile Client: This client sends commands, V;,, to the mobile server and relays
force commands back to the joystick once feedback is received. Communication with
the joystick is achieved with MS DirectX technology, and that with the server over
the Internet.

Puma Client: This program sends velocity commands, V,, to the puma server
and relays force commands back to the joystick once feedback is received. Communi-
cation with the joystick is achieved with DirectX technology and with the server over
the Internet.

Although force feedback is very helpful it does not eliminate the need for visual

feedback, which was supplied to the operators from an overhead camera using VIC.

7.7.2 FEzperimental Results

This section describes two of the experiments that were done, in which the mobile
manipulator (Robotics and Automation lab, Michigan State University), operatorl
(Robot Control lab, Chinese University of Hong Kong) and operator2 (Nagoya Uni-
versity, Japan) were connected via the Internet. The delay experienced between these
sites is random with no specific pattern or model. These two experiments encompass
the two most popular modes of collaboration. These modes are master-slave, in which
one operator is leading the task, and master-master, in which the two operators are
helping each other without having a leader.

In the master-slave operation, one of the operators is requested to follow the force
felt. This implies that the slave would eventually track the motion of the master. The
results of one such experiment are seen in Figure 7.52, where the operator in Japan is
controlling the mobile (slave) and the operator in Hong Kong is operating the puma
(master). The results show that the desired velocity of the mobile is tracking that of

the puma in real-time, which reflects stability. The top row of Figure 7.52 shows a
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Figure 7.52: Multi-operator at multi-site collaborative teleoperation system behavior
while being controlled from Hong Kong and Japan.

plot of time versus s, the event-based reference. It is clear that s is a non-decreasing
function of time, which is crucial for system stability. The other plot in the top row
shows the desired rotational velocity. The second row shows the desired velocities
of the mobile in z and y directions, V,,. The Third row plots the desired velocities
of the puma in z and y directions, V,. The plots of V,, and V, also correspond to
the forces fed back to operator2 and operatorl respectively. The last row is the error
between the mobile and the puma desired velocities in both directions. The main
points to note, are the synchronization and fast response. It is clear that both robots
are event-synchronized since the shift in direction occurs almost at the same s value.
Fast response is clear from the sharp decrease in the error between the velocities of

the two robots.
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Figure 7.53: Multi-operator at multi-site collaborative teleoperation system behavior
while being controlled from Hong Kong and Japan.

The results of a similar experiment are shown in Figure 7.53. In this experiment
the operator in Japan is controlling the Puma (slave) and the operator in Hong Kong
is operating the mobile (master). The layout of this figure and the results it shows
regarding stability and event-synchronization are similar to Figure 7.52.

As for master-master collaboration, the two operators work together to achieve a
certain task without having a leader. The operator is free to follow or not to based on
what is decided more appropriate. Since both operators are collaborating to achieve

the same job, most of the time the commands are going to be similar. The only
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differences are going to occur when there exists multiple paths to the destination. In
this situation one of the operators has to compromise in case a conflict is detected. A
bases of this compromise might be to follow the mobile while far from the destination
and to follow the puma when close to the destination. An example of this mode
was experimented, where the operators’ task was to navigate to a table and touch
a bottle placed on it. The experiment was successfully accomplished even with low

video feedback quality and despite the visual limitations.

7.8 Multi-Site Multi-Operator Tele-Coordination

This section details the implementation and experimental results of a multi-site multi-
operator tele-coordination system. The experiments were conducted using two mobile
manipulators as seen in Figure 7.54 [114] and according to the general architecture
shown in Figure 7.55. In this setup, the operator sends position increment commands

and receives force and video feedback.

Figure 7.54: The experimental setup.
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Figure 7.55: The architecture of a supermedia enhanced multi-mobile manipulator
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tele-coordination system.

The robots and the remote stations communicate via the Internet with no as-
sumptions or knowledge regarding the delay characteristics. This system was tested
between Michigan State and Hong Kong. This setup was utilized to create the worst
scenario differential in delay faced, since the operator at Michigan State faces rela-
tively less delay than the operator in Hong Kong. This allowed for an evaluation of

the efficiency and performance of the event-synchronization algorithm implemented,

which proved to increase the efficiency in the coordination.

The hardware and software details will be discussed followed by the experimental

results.

7.8.1 System Implementation
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Hardware

The general architecture of the system, which resembles the model shown in Figure
5.7, is shown in Figure 7.56. The two operators use Phantom haptic devices to
generate 3-dimensional position increments for the mobile manipulators. Once the

fe in order

mobile manipulators receive the ¢ d they exch the event r
to maintain synchronization. Then if the force detected is equal or greater than the
maximum allowed, that is the coordination index, the direction of desired motion
is compared to the direction of force. If the direction of desired motion is in the
reducing force direction the command is executed else it is discarded. Meanwhile,
the 3-dimensional force detected is fed back to the operator to be rendered using the
Phantom device. The various hardware used has similar specifications to the ones

discussed in previous sections.

Hong Kong Michigan State

Human Phantom Local Local Phantom Human
Operator 1 1 PC1 PC2 2 Operator 2

Rl X Xl |F

Force
Sensor

Michigan State University, USA

Figure 7.56: The architecture of the multi-operator multi-robot tele-coordination
system implemented.
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Software

Most of the software used in this experiment is similar to the one described in Section
7.6. The only exception is that the manipulator server monitors the force detected
and in case it is larger than the coordination index the motion is stopped. New
commands will only be executed in case they are in the force’s decreasing direction.
Another difference is the added synchronizing servers running on each of the robots.
In this implementation, instead of the clients connecting to the PUMA server directly,
they connect to a synchronizing server. This server receives the commands from the
client, waits for the other server to receive the commands from the other client, and
then forwards the commands to the PUMA server. The synchronizing servers execute
a two-way hand shake in order to synchronize at each command arrival. In turn, the
PUMA servers feedback the force to the synchronizing servers, which in turn forward
this force to the corresponding clients. In addition, visual feedback was supplied from

two different view angles.

7.8.2 Ezperimental Results

Several experiments were conducted via the Internet, where the mobile manipulators
picked up and manipulated a metal rod. Once the rod was picked up, the two robots
calibrated the force sensors in order to deduce the weight of the object carried by
each of them. Then this weight was used to deduct the weight of the object and the
inertial forces from the measurements. Three configurations were experimented, the
first had the two robots holding the rod from the same side, the second had them
holding it from opposite sides and the third included a human locally applying forces
to the rod. During the first two scenarios the operators had a predefined pick and
place task to be accomplished and in the third scenario the operators were simply
required to follow the local human applied forces.

Figure 7.57 shows the results using the second scenario with the robots on oppo-
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Figure 7.57: Tele-coordination results of two mobile manipulators moving a metal
rod.

site sides of the rod. The first column of figures depicts the data from the mobile
manipulator controlled from Hong Kong and the second column depicts these from
the one controlled from Michigan State University. The z, y and z components are
plotted with respect to the event-based reference in rows 1, 2 and 3 respectively. The
gray line in these plots indicates whether the controller allows motion at that event-
based reference. A high value of the waveform corresponds to the case where the force
detected is less than the coordination index or the desired motion is in the direction
of force reduction and thus motion is permitted. A low value of the waveform corre-
sponds to the case where the force detected is equal or larger than the coordination
index and the desired motion is in the direction of increasing force and thus motion

is not permitted. The dark line in these plots shows the distance traveled at that
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Figure 7.58: Tele-coordination results of two mobile manipulators moving a metal
rod while a human is applying direct forces to the rod.
particular event.

The task was accomplished successfully and as expected, there is no motion at
events where the controller decision is low corresponding to no permitted motion. In
other words, changes in position occur only during the controller high state. The only
discrepancies are due to measurement errors and noise and they do not exceed a few
millimeters. So tele-coordination was accomplished with a prespecified coordination
index.

Fiigure 7.58 shows the results using the third scenario with the robots on the same
side of the rod and a human applying forces to the rod. The layout and results are
similar to the ones presented in Figure 7.57.

Figure 7.59 shows the results from an experiment done according to the third

scenario, where the operators were required to follow the force applied by a local
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Figure 7.59: Two mobile manipulators position tracking to the force applied by a
human on the manipulated object.
human on the object being manipulated. Plots in rows 1 and 3 are the forces in
newton detected by each mobile manipulator in the z axis with respect to the event-
based reference. The plots in rows 2 and 4 are the corresponding z positions of the
robots in cm with respect to the event-based reference.

As seen for both robots the z positions shown in rows 2 and 4 are tracking the
forces sensed shown in rows 1 and 3. The longer the force is applied in a certain
direction the more significant the motion is for both robots. Therefore, the two

mobile manipulators are capable of tracking external forces while maintaining the
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required coordination index.

The experimental results show that under the control strategy proposed multi-
robots can successfully tele-coordinate while maintaining a certain coordination index
irrespective of the delay faced. This is also independent of the configuration used,

the external forces applied or the object being manipulated.

7.9 Tele-autonomous Control of Robot Formations

Despite all the advances in artificial intelligence it is still inferior to human intelli-
gence. However, there are situations in which the artificial intelligence excels and can
be used to free humans from tedious tasks. Therefore, a combination of both human
and machine control is ideal for many scenarios [115]). In addition, the efficiency of
operation can be significantly increased by employing multiple robots in a forma-
tion and by enhancing the operator’s coupling with the environment by supplying
supermedia feedback [116]. A general setup of such a system can be seen in Figure
7.60.

Several applications from different fields motivate this research [116]. Military
applications are some of the driving forces for this technology. One operator capable
of remotely monitoring and controlling, if needed, several vehicles is a significant part
of future combat systems. Another application is search and recovery type of tasks,
where one operator is capable of scanning a wider area by deploying multiple robots
in a formation and monitoring the sensory feedback from all of them. Once a “hot
spot” is sensed the formation can be converged towards the target using teleoperation.
Industrial applications also exist; for instance, inspections of large facilities can be
done using formations of robots assisted with human intervention if required. In
addition, clean up and surveying type of tasks can be made easier and more efficient
using such technology.

Combining advantages from different technologies also combines the challenges
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Figure 7.60: The general architecture of a tele-autonomous formation control system.

of these technologies. The challenges faced are these of formation control and tele-
operation, specifically over the Internet. The challenge of formation control is the
establishment of a coordination scheme for heterogeneous robotic systems. The diffi-
culty faced in accomplishing this relates to the uncertainties of the environment.

In addition, there is the challenge of control transition from autonomous oper-
ation to teleoperation and vice versa, which has to be done on the fly with no re-
initialization or replanning required. In most existing planning and control schemes
for tele-autonomous operation, autonomy and teleoperation are mutually exclusive
modes of operation. That is the system is either in autonomous mode or teleop-
eration mode and once it is in teleoperation mode it requires complete replanning
to switch back to autonomous operation. To overcome the difficulties, event-based
planning and control is used for the formation and the teleoperation [117].

Tele-autonomous operation, which is considered in this research, combines au-
tonomous operation and teleoperation. This approach takes advantage of the speed,
repetitiveness and accuracy of autonomous operation and the flexibility, creativity
and ingenuity of the human intelligence. This approach is also known as watch-and-

intervene since the operator’s main job is to monitor the formation and take action

153



only in cases where the system faces unexpected situations. This reduces the work
load of the operator and thus increases their attentiveness and efficiency. Combined
with formation control, under tele-autonomous operation, one person is able to si-
multaneously monitor and control multiple robots.

In a tele-autonomous system there are three main modes of operation; either the
formation is operating completely autonomously, or the formation is sharing control
in real-time with the operator, or the operator has complete control of the operation.

Let the autonomous function of robot motion be described by Y4(s) and the
human generated commands from the joystick be described by Y,(s), where s is
the motion reference parameter. Based on the three modes of operation discussed
previously the resulting command, which is a combination of the autonomous and

the supervisory commands, can be expressed as such:

Yd(s)
Yi.(s) =< Yi(s) + Yi(s) (7.1)
Yhd(s)

The first case is pure autonomy and the desired command is based on the au-
tonomous plan. In this case no operator intervention is required and thus Y2(s) = 0.
However, once an unexpected event in encountered the system might request the su-
pervisor’s help or the supervisors themselves might elect to intervene. This is decided
based on the state of the formation and the feedback sensed by the operator. In the
case of an intervention there are two possibilities; either the command is a combina-
tion of the autonomous plan and the operator’s commands or it is entirely based on

the supervisory commands.
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7.9.1 System Implementation

The formation control was implemented on a mobile robot and mobile manipulator
setup, which included teleoperation capabilities. During tele-autonomous operation,
the operator sends velocity commands to the formation and a force is fed back. This

force is given by

F=K/d (7.2)

where d is the shortest distance to obstacles in the direction of motion and k is a
scaling factor. It is clear that the force in this case is inversely proportional to the
distance to obstacles. So when the robot formation gets closer to an object the force

sensed increases accordingly.

Hardware

The hardware architecture of the formation tele-autonomous operation system is
shown in Figure 7.61. The system is composed of a mobile manipulator and a mobile
robot. The joystick used to control the formation is an MS force feedback joystick.
The specification of the different hardware components is similar to what have been

discussed in the previous sections.

Software

The software developed for this system consists of three main routines: formation
client, mobile/manipulator server and mobile server.

Formation Client: In case human intervention is required, this client sends
velocity commands to the formation via the mobile/manipulator server. It is also

responsible for receiving force information from the mobile/manipulator server and
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Figure 7.61: The architecture of the tele-autonomous robot formation system devel-
oped.
rendering it.

Mobile/Manipulator Server: This server runs on the mobile/manipulator,
which is the front robot in the formation. In case there is no human intervention,
this server executes autonomously the original desired path. If the human operator
intervenes, this server receives velocity commands from the client, forwards these
commands to the mobile server, controls the mobile manipulator and feeds back the
force information to the client. Control is done according to the general obstacle
avoidance algorithm.

Mobile Server: This server runs on the mobile robot, which is the one at the back
of the formation. It receives the velocity commands from the mobile/manipulator
server and controls the mobile robot. The commands are either autonomously gen-
erated or based on the human remote control. Commands are modified in order to
maintain a fixed distance between the two robots and to avoid obstacles. In case this
robot is blocked a procedure exists for it to inform the front robot to wait [117].

As with all the experiments, VIC is used to feed back several video streams from

the environment.
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7.9.2 FEzperimental Results

The result of tele-autonomous operation is shown in Figure 7.62, the robots move
autonomously in a sine wave formation until an obstacle is detected. At this point
the operator intervenes to move the formation away from the obstacle.

Plots (a) and (b) of the figure show the trajectories of both robots, plots (c) and
(d) show the closest distance detected by the front robot with respect to time and
plots (e) and (f) show the forces fed back to the operator in the z and y directions
respectively both with respect to time.

These plots show that once an obstacle is detected, that is the distance is closer
than a certain predefined value, as shown in plots (c) and (d), the force increases in
the direction opposite to that of motion as shown in plots (e) and (f), where both
forces increase as an obstacle is detected. In this case, the operator takes control on
the fly and teleoperates the formation away from the obstacle. Once teleoperation
is stopped the formation autonomous motion is resumed as seen in plots (a) and
(b). These results confirm the advantages of the perceptive planning and control
scheme, where autonomous formation control can be established with minimal error,
where the formation can handle unexpected events with no need for replanning or
resynchronization and where tele-autonomous operation can be established on the fly

with no need for control hand over or replanning.
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Figure 7.62: Experimental results under tele-autonomous operation with obstacles
7.10 Supermedia Enhanced Teleoperation

Some applications require other types of feedback than force and video. These might
required supermedia to be fed back; such as, temperature and pressure. Since the
theory developed in this research does not depend on the specific system, then event-
based control and planning can be used to design systems that satisfy these require-

ments. To illustrate the generality of the theory developed, a supermedia enhanced

158






Remote Site (Hong Kong/Japan) Local Site (Michigan State)

Video Video
Feedback Feedback
«—

Temp
Feedback

Temp
Feedback

HmZEmAZ—

‘Temperature
Sensor

Force Force =
Feedback Feedback
Velocity Velocity
Commands Commands

Figure 7.63: The architecture of a supermedia enhanced teleoperation system.

‘Thermo-electric Device

teleoperation system was developed similar to the one shown in Figure 7.63.

The operator sends velocity commands, which the mobile manipulator executes.
This velocity is divided by the local controller between the arm and the mobile base.
This division is done to achieve an acceptable posture for the arm as discussed before
[114]. The haptic feedback in this case is actual force detected by the force/torque
sensor mounted on the gripper. Also temperature and real-time video are fed back.

All the supermedia are rendered to the operator in their original forms.

7.10.1 System Implementation

The hardware and software developed for this system are presented in this section.
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Hardware

The experiments were done using a mobile manipulator according to the system ar-

chitecture shown in Figure 7.64. The hardware required for the mobile manipulator

teleoperation is similar to the one discussed previously. This implementation also

included the remote temperature sensing and rendering system.

Human
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1(s) TulS) v Fi(s) T(s)
Local 1 Joystick Temp
Display Rendering
Device

Global View
Camera

Figure 7.64: The architecture of the supermedia enhanced teleoperation system de-

veloped.
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Software

The programs required for this system are the mobile/manipulator and temperature
server, mobile/manipulator and temperature client, video server and video client.

Mobile/Manipulator and Temperature Server: This server runs on the
robot and is responsible for receiving the velocity commands and deciding the ap-
propriate control for the manipulator and the mobile base. It is also responsible for
sampling the temperature sensor and the force/torque sensor in order to feedback
this information to the mobile/manipulator and temperature client. In addition, it
forwards the event number to the video server to be used on the client side for syn-
chronization.

Mobile/Manipulator and Temperature Client: This client runs on the re-
mote machine. It forwards velocity commands to the server and receives force and
temperature information back. The force is rendered with the joystick and the tem-
perature is sent to the temperature rendering device connected to the serial port. Also
this client forwards the event reference to the video client so that it can be compared
with the reference that the frame is tagged with for synchronization purposes.

Video Server: This server tags each video frame with the event reference and
forwards it to the video client.

Video Client: Before this client displays a frame it compares its event reference
with the event reference of the force and the temperature currently being rendered. If
the frame’s event reference is much less than the force’s and the temperature’s event
reference then the frame is discarded. The limit of how old a frame can be and still

be displayed is a performance parameter which has to be tuned.

7.10.2 FEzxperimental Results

The performance of the system was experimented under no delay and random delay

conditions. The mobile manipulator was teleoperated locally from Michigan State
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Figure 7.65: Performance of the system while being controlled from Michigan with
no considerable delay.

University and remotely from the Chinese University of Hong Kong. The operators
were asked to move the robot is any direction and once they detect a force they were
asked to command the robot in that direction. The results are shown in Figure 7.65
for the no delay case and in Figure 7.66 for the random delay case. The first row in

each figure shows the forces detected in the z and y directions with respect to the
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Figure 7.66: Performance of the system while being controlled from Hong Kong with
random delay.
event reference, the second row gives the actual velocity of the robot in the z and
y directions with respect to the event reference. The event-based action reference in
this system is taken to be the distance the robot moved.

As seen, the velocity of the robot in both cases is responding to the force sim-

ilarly. Once a force is applied on the robot as seen in the first rows the velocity
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changes direction to match that force as seen in the second rows. For example when
a force is applied in the y direction the velocity changes to the y direction. Although
different operators did these experiments, the performance is similar in both cases.
This illustrates the implications of event-transparency, which states that if a system
is event-transparent then the control is consistent regardless of random delay. In
addition, it is clear in both figures that the control signal, which in this case is the
velocity, is a reflection of the most current state of the system, that is the force de-
tected. This is seen since there is no difference between the reference at which the
force is detected and the reference at which the velocity responds to it. This implies
that the system satisfies part of the event-synchronization requirements.

As for the event-synchronization requirements that relate to the supermedia being
rendered, the results are shown in Figure 7.67. This figure gives the temperature
sensed on the robot, received remotely and rendered to the operator with respect
to the event reference in the first column. It also gives the forces detected and
received with respect to the event reference in the second column. As seen the received
signals are identical to the detected ones with respect to the event reference. Also
all the supermedia streams are event-synchronized, which implies that the force and
temperature detected at a certain event reference value are rendered at the same event
reference value. For example, the force and temperature detected at event reference
sn are rendered to the operator at the same event reference s,. Note that the rendered
temperature plotted is slow with respect to the detected temperature. This is due to
the fact that the external temperature sensor used to detect the temperature of the
rendering device has slow response.

Similarly, the video is event-synchronized with the force and the temperature.
However, since video feedback is slower than force and temperature feedback, a certain
tolerance has to be allowed. So the frame generated at s, can be rendered at any

event reference within s, + N, where N is the accepted tolerance. If the frame does
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Figure 7.67: Performance of the system while being controlled from Hong Kong with
random delay.

not arrive within this margin then it is discarded. So what the operator will be
seeing cannot be older than /N events from what is being felt. This is seen in Figure
7.68, where the first row shows the force and the frame numbers with respect to the
events at which they were sampled and the second row shows the force and the frame
numbers with respect to the events at which they were rendered. It is shown that the

frames were either rendered within 10 events of the event at which they were sampled
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Figure 7.68: The sampling and rendering of the video frames and the force with
respect to the event-based action reference.
and that is shown by a bar, or they were discarded and that is depicted by a circle
on the axis, such as the ones for frames 1, 7 and 8. This results in the video being
event-synchronized with the other supermedia streams with a certain tolerance.

The experimental results presented confirmed the analysis made regarding event-
transparent event-based control teleoperation systems. This implies that performance
of the system is consistent in the face of random time delay. Also the supermedia

streams fed back and the control signal are event-synchronized.
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7.11 Micro Manipulator

Micro Mechanical and Electronic Systems (MEMS) technology makes it possible to
sense and act in micro-environments [118] [119]. Combining the Internet and MEMS
it is possible for humans to sense and act in a remote micro-environment. This new
technology has potential impact on several fields; such as, biomedical engineering
and manufacturing. However, in order to avoid breaking or damaging micro objects
during the manipulation process, force reflection is an essential component within the
control structure of micro-manipulation and micro-assembly systems.

The supermedia feedback (force and video) supplied in this experiment, link and
couple the operator to the environment. This coupling increases the efficiency and
safety of manipulation at microscopic levels. It is similar to magnifying not only the
visual but also the sensing capabilities of the operator. Therefore, the force, which
conveys significant information to the operator with minimal overhead, is a desirable

form of supermedia feedback in micro-teleoperation systems.

Michigan State Hong Kong

Video Video
Feedback Feedback

1
N
Force | 1§ Force
Feedback | - | Feedback
N
E
—> T
Sensor Sensor
Commands Commands

Figure 7.69: The structure of a micro-manipulator teleoperation system.
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A micro manipulator teleoperation system with force feedback is shown in Figure 7.69
[120]-[122]. This section gives the implementation details and experimental results of

such a system.

7.11.1 System Implementation

The implementation discussed in this section concentrates on the teleoperation part
of the system and does not include much details about the micro manipulator or

micro sensor [120]-[122].

Hardware

The hardware architecture of the system is shown in Figure 7.70. The joystick is
the MS force feedback similar to the one used in the previous experiments. The
hardware includes a camera capable of feeding video from a micro scale. In addition,
a PVDF (Polyvinylidence fluoride) micro-tip was used as a piezoelectric sensor for
the force [120]-[122]. This tip is about 2.5 millimeter long with about 0.8 millimeter
at the triangular base. The output from this sensor is amplified using an inverted
amplifier with feedback gain of 50. Its signal is then fed to a 8255 analog-to-digital
conversion (ADC) card connected to a PC for signal transmission to the Internet. This
experimental setup is located at the Advanced Microsystems Laboratory (AML) of
The Chinese University of Hong Kong.

The sensor tip is attached to an x-y computer-control positioning table, which can
be controlled via the Internet by a force reflection joystick in the Robotics and Au-
tomation Laboratory (RAL) at Michigan State University. A cantilever is attached
to a vibration drum and has a tip vibration of 100 millimeter to 1 millimeter from
the frequency range of 1Hz to 120Hz. The AML sensor tip position can be manip-
ulated by the RAL joystick to contact the vibrating cantilever. The RAL operator

observes the AML tip position using a video conferencing software. The force of the
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Figure 7.70: Hardware architecture of the micro-manipulator teleoperation system.

vibrating cantilever sensed by the tip is sent to RAL via the Internet. Once the force
is received the force feedback joystick renders it. After that the operator generates a

new movement command to be sent to the sensor via the Internet.

Software

The software developed is a motion sever and a client.

Motion Server: This server receives the position increment commands from the
client in both z and y directions. These are forwarded to the x-y table for execution
and at the same time the sensor is sampled for the force in the y direction. The force
is then sent to the client.

Client: The client translates the joystick position into increment commands and
sends these to the server. It also receives the force feedback and renders it to the
operator.

In addition, real-time video was fed back from the micro-environment using VIC.

7.11.2 Ezperimental Results

The experimental results presented here relate to the testing done between Hong Kong
and Michigan State. Figure 7.71 shows a plot of the desired position increments in

both directions, in the first two rows, and a plot of the rendered force with respect
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Figure 7.71: Plots of the desired position increments and the force felt by the operator.

to the event, in the third row.

The commands sent are random, which is typical of a teleoperation scenario.
This makes approaches based on prediction of forces or virtual forces non-realistic.
Therefore, actual force had to be sensed and fed back. Figure 7.72 presents plots of
the force felt by the operator in the first row, the force sampled from the sensor in the
second row and the error between them in the third row all with respect to the event-
based reference. As seen, the force felt is closely following the one sampled from the
sensor, which implies that the system is stable. Also the force rendered responds at

a close event to the changes in the force sensed, which reflects event-synchronization.
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Figure 7.72: Comparison between the force felt and the one sensed.

7.12 Summary of Experimental Results

In summary, all these experiment show that the event-based planning and control
developed as part of this research is a general framework for the design of real-time
supermedia enhanced teleoperation systems. This framework is independent of the
specific robot used, the human operator, the environment model or the communica-
tion medium.

In addition, the experimental results reveal that event-based controlled real-time
teleoperation systems maintain stability in the face of random delay. Also these sys-
tems are event-transparent, which offers consistency in the performance, and event-
synchronized, which increases efficiency and safety. So this framework ensures syn-
chronization between the operator and the robot and between the different supermedia
streams being rendered.

The next chapter summarizes this dissertation, gives concluding remarks and de-

tails the future work.
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CHAPTER 8
SUMMARY, CONCLUSIONS AND FUTURE WORK

This chapter gives a summary of this document. It also gives concluding remarks and
observations regarding the research conducted. Then additional improvements to the

approach and future work will be suggested.

8.1 Summary

This dissertation started by motivating Internet-based teleoperation and specifically
these that include supermedia feedback. It also discussed the many challenges and
difficulties faced in designing and implementing such systems. These challenges that
include random delay, human-machine interfacing, non-determinism, data loss and
others. Also a detailed literature review was given that covered most aspects of this
research.

Then the Internet as a real-time control media was examined. The characteristics
of Internet communication and their effects on teleoperation systems performance
were covered. Effects such as instability, loss of transparency and desynchronization.

This was followed by the contributions of the research done, which can be di-
vided into theoretical and experimental. The theoretical contributions included the

following:

e Event-based planning and control for real-time bilateral teleoperation systems
was introduced. This control method was analyzed in terms of stability. Also
event-transparency and event-synchronization concepts were developed and their
implications analyzed. It was shown that event-based teleoperation systems,
under certain conditions, satisfy stability, event-transparency and event syn-

chronization regardless of the randomness of delay.
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e The modeling of event-based bilateral teleoperation systems using dynamic
equations was detailed. Also, Petri Nets were proposed as a modeling and
analysis tool for such systems. Then these modeling and design approaches

were compared with another popular method in the literature.

e The design methodologies that guarantee stability, event-transparency and event

synchronization for bilateral teleoperation systems were included. A new design

approach based on Petri Nets was developed for event-synchronization.

e The importance of the developed concepts were illustrated by studying bilat-
eral tele-coordination of multi-robots. The concept of coordination index for
bilateral teleoperation systems was developed. The design methodology for

establishing tele-coordination with a certain small index was detailed.

e All the theory developed is independent of the time delay faced and applies
to a wide range of systems operating in unknown environments with different
human operators, tasks and types of feedback. All the methods do not require

significant overhead and are easy to implement.

As for the experimental contributions they included the following:

e Several different event-based bilateral teleoperation systems were implemented.
To the best of our knowledge these were one of a kind systems that have not

been developed previously.

e Several types of robots ranging from mobile manipulators to micro manipulators
were bilaterally controlled with different types of supermedia feedback, which
included haptic, temperature and video. To the best of our knowledge this
was the first time haptic and temperature information were fed back via the

Internet.
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e Experiments were carried out via the Internet using test beds that included The

United States, Hong Kong and Japan.

e The experimental results confirmed all the theory developed and illustrated its

benefits in the face of random nondeterministic delay.

8.2 Conclusions

Teleoperation is a very attractive and quickly growing research field. But this tech-
nology faces many difficulties. The most important one, which will always exist, is
time delay. At first thought this might seem as a trivial issue not affecting the system
performance. But it was shown that this delay would render the system unstable and
degrades the system performance, especially when supermedia (sensory information:
video, audio, haptic, temperature and others) is fed back.

The work found in the literature has several limitations when it comes to su-
permedia enhanced teleoperation under nondeterministic delay conditions. Those
limitations mainly relate to assumptions made regarding the delay; some take the
delay to be constant others do not even consider delay.

This research extended event-based control in order to apply for supermedia en-
hanced real-time teleoperation systems. It was shown theoretically and experimen-
tally that this approach results in a stable teleoperation system regardless of the
time delay encountered. In addition, the notions of event-transparency and event-
synchronization were developed. The theory and experimentation revealed the impli-
cations of these performance properties. Implications which include consistency and
efficiency in the control despite random delay.

Moreover, modeling for such systems was accomplished using Petri Nets, which
were also used for analysis and design. Detailed design procedures for stability, event-

transparency and event-synchronization were given. The importance of those char-
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acteristics is illustrated using the concept of tele-coordination. It was shown that
tele-coordination under certain performance conditions can be achieved by event-
transparent and event-synchronous systems.

The major contribution of this research is the generality of the theory developed.
The approach developed and the analysis done are independent of the specific system
being controlled. Also they are independent of the environment model, the delay
model and the human operator. In addition, this approach does not require any
over-head and is easy to implement.

Therefore, as shown by the several different experimental systems developed, any
type of application can adopt this approach. Micro or macro scale applications can use
event-based control for supermedia enhanced real-time teleoperation via the Internet
or any communication medium. To the best of our knowledge, these are the first
such supermedia enhanced teleoperation systems to be controlled in real-time via the
Internet.

This work will have an impact on the fields of robotics, communication, control
and multimedia. It gives new modeling, analysis and design approaches that can be
adapted for any of these fields. In addition, new measures such as event-transparency
and event-synchronization compose an innovative way for evaluating performance. As
for teleoperation specifically, this research elevates the level of hope for the feasibility
of Internet-based real-time bilateral control systems. Since the research carried out is
technology independent and since most of the issues investigated, such as delay, will
not vanish in the foreseen future, this research will not become obsolete in the face

of technological advances.
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8.3 Future Work

The future work suggested relates to some topics researched as part of this project and
also to some topics that were not investigated. The following are the main suggested

topics:

e Additional work should be done relating to transparency from the operator’s
perspective. Examining how realistic the supermedia feels compared to direct
interaction with the environment. This measure should be objective and easy

to evaluate.

e The quality of service should be studied. Specifically, developing measures for
quality of service in real-time teleoperation systems and investigating the kind

of quality of service that can be guaranteed.

e This field has much potential for the use of Neural Networks. Many parameters
can be adapted using Neural Networks to better match the specifics of the
system. A changing event-based reference can be used to adapt to a changing

system or environment.

e The use of wireless application protocol WAP should also be investigated in the
remote sensing and control context [123]-[125]. Since wireless communication
is a field growing at a fast pace, there is great interest in robotics applications

based on WAP.
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