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ABSTRACT

IMPLICATIONS OF STRUCTURAL CHANGE

IN U.S. DEMAND FOR MEATS ON U.S.

LIVESTOCK AND GRAIN MARKETS

by

Laurence David Cornell

The U.S. beef market and indeed the market for other major meats,

pork and poultry, have been subject to substantial structural change

over the past several decades. Within this background of considerable

change in the U.S. market for meats, structural models of retail demand

were estimated. The broad objectives of this study were (a) to test the

assumption, underlying the classical model of consumer demand, of con-

stancy of structural coefficients in the retail demand for major meats

in the U.S.: (b) to investigate parameter variation in terms of sys-

tematic behavior over time; (c) to relate systematic variation of

estimated slope coefficients and estimated measures of responsiveness of

demand to observed structural changes in retail meat demand; and (d) to

incorporate estimated models of retail demand into a model of U.S. agri-

culture and to simulate the long-term impacts of recent structural

changes on U.S. agriculture and international feedgrain markets. and

particularly on U.S. imports of beef.

Structural changes in regression coefficients were identified and

quantified using graphical analysis, qualitative shift and interaction

variables, linear and cubic spline functions within a discontinuous

time-varying switching regression model, and Legendre polynomials within
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Laurence David Cornell

a continuous time-varying parameter model. A major conclusion of this

study, supported by considerable evidence, is that a constant parameter

formulation for the retail demand functions of table beef, hamburger

beef and broilers is not appropriate and is likely to result in mislead-

ing structural coefficients of retail demand. A notable and consistent

exception throughout this analysis was aggregate pork demand for which

the null hypothesis of fixed coefficients was accepted in each parameter

variation model tested. The hypothesis of irreversibility of demand for

beef is one testable hypothesis explaining systematic changes in the

slopes of retail demand curves and in the derived flexibilities. This

hypothesis was accepted: direct flexibilities were higher during

periods of beef cattle cycle or inventory upturns and lower in cycle

downturns.

Over the past several years direct flexibilities for table beef

have risen while for hamburger they have declined. The lower the direct

flexibility, the greater the extent to which increases in quantities

available per perSon are absorbed by demand and hence, the smaller the

price adjustment required to clear the market. This means that,

recently, quantities of hamburger beef have been more readily absorbed

by demand than have table beef or poultry meats. This result for

chicken is consistent with the observations that the market for chicken

is becoming saturated and that the impact of gains from technology in

the broiler industry, which have helped keep real prices down, may be

slowing. The implication is that the preference for hamburger beef has

been flowing vis—a-vis other meats.
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Laurence David Cornell

The inclusion of the preferred retail meat demand models into a

model of U.S. agriculture permitted simulations of the impacts of iden—

tified structural changes on the livestock and feedgrain markets of the

U.S. For exanple, results of simulations run individually, of a declin-

ing consumer preference for table beef, an increasing cross-effect on

table beef from a growing hamburger and broiler demand, and a declining

income flexibility of demand for table beef, each indicated substantial

impacts on table beef demand and on the levels of production and prices

of feedlot produced beef. In another analysis, the impacts indicated by

a simulation of a proposed dairy herd reduction program on cow beef pro-

duction and hence imports of processing quality beef were also shown to

be considerable.
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CHAPTER 1

INTRODUCTION

1.1 Focus of the Problem

 

(he of the important tasks of demand and price analysis has been to

identify and to quantify the structure of consumer markets by estimating

demand functions for various goods. The coefficients or parameters of

the estimated demand functions are known as the structural coefficients

or parameters. The quest for accurate and reliable estimates of these

parameters arises from their use for public policy analysis and for

forecasting. The journals of economics and econometrics are filled

with attempts to overcome the many formidable obstacles arising during

their estimation .

Typically, economists have operated with some version of the clas—

sical linear statistical model, a model which assumes that tastes and

preferences, habits, expectations and various other sociological and

psychological phenomena remain constant over time. In particular, the

assumption is usually made in time series analysis that the structure of

demand and the values of the true coefficients remain unchanged over the

period under investigation. Despite this simplifying assumption, casual

empirical observation will quickly show that the structure may change

over time, gradually or abruptly. The difficulties which market

analysts have experienced in understanding the recent developments in

the retail markets for meats illustrate clearly the nature of the prob-

lem.
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Economists have long been plagued by the lack of a fundamental

explanation for these shifts in price-quantity relationships, typically

observed over time. To some extent this absence of an adequate explana-

tion has been due to a preoccupation with the traditional theory. It

was concluded by Tomek and Robinson (1977, p. 388) in their extensive

review that

in the literature of agricultural price analysis, as in much

of the economic literature, own-price elasticities have

received more emphasis than is justified by their economic

importance. The large changes in consumption, production and

price have occurred as a result of shifts in demand and supply

functions rather than as a result of movements along a static

ceteris paribus schedule. Preoccupation with price elastici-

ties has in some cases led economists to ignore more critical

variables.

Alongside the preoccupation with price elasticities, the assumption

of fixed coefficients stands equally as an obstacle to economic estima-

tion and forecasting of key policy and outlook variables. With the

increased economic and political interelationships among the various

sectors of the national and international economies, the magnitude of

structural parameters are less likely to remain constant through time.

This has been true of agriculture (Fox, 1962; Schuh, 1976; and Gardner,

1981M

Tomek and Robinson (1977. p. 388) cite the large underestimation of

beef prices during the early 19708 using models based on pre-1969 data,

Suggesting that a change in the structure of the demand for beef in the

U.S.may have been responsible. More recently, the observed decrease in

demand for red meats has been attributed to changing tastes, changing

attitudes toward health, the rapid growth in new processed poultry
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products and the associated increasing shift of consumer preferences

towards chicken and away from red meats. These and other changes all

point to an evolving and at times an abruptly changing structure in the

demand for meats in the U.S. If account is not taken of these changes,

future economic forecasts may well be inaccurate. Furthermore, if

economic models are estimated with a constant parameter formulation and

the paraneters change over time, especially for those markets where sig-

nificant market adjustments have taken place, then economic policies

based on these estimates are at best questionable and may be misleading.

It is towards this matter that the present research is directed.

1.2 Research Objectives

The broad objectives of this study are (a) to test the assumption,

underlying the classical model of consumer demand, of constancy of

structural coefficients in the retail demand for major meats in the

U.S.; (b) to investigate parameter variation in terms of systematiC'

behavior over time; (c) to relate systematic variation of estimated

Slope coefficients and estimated measures of responsiveness of demand to

observed structural changes in retail meat demand; and (d) to incor-

Porate estimated models of retail demand into a model of U.S. agricul-

ture and to simulate the long-term impacts of recent structural changes

on U.S. agriculture and international feedgrain markets, and particu-

larly on U.S. imports of beef.
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1.3 Orientation of Research

 

In the U.S.. the beef subsector has had and continues to have a

dominating effect on the retail market for meats. To be sure, poultry

meat and certain non-meat foods have in recent years claimed an increas—

ing share in consumers' diets. Beef still, however, commands the major

portion of the consumers' budget and of the consumers' purchased quanti—

ties of retail meats. It is also the major source of protein.

The presence of the U.S. beef market is also felt internationally.

Besides being the largest producer of beef, the U.S. is the world's

largest importer of beef, mainly processing—quality beef and an impor-

tant exporter of table cuts of beef. The U.S. market is of prime impor-

tance to Australia, the world's major exporter of beef and largest sup-

plier of beef to the U.S. U.S. beef imports, however, represent less

than 10 percent of total U.S. beef consumption. In a world in which

total beef trade is a small proportion of total world production and in

which trade patterns and price formation in world markets are influenced

considerably by institutional factors, changes in domestic markets of

importers can have a pronounced effect on the returns to exporting

nations. This is certainly the case in the U.S., where developments in

the markets for meats can significantly influence the level of beef

imPorts and consequently affect the returns to exporters who supply the

U.S. market, chiefly Australia and New Zealand. Compounding the uncer-

tainty of gaining entry into the U.S. beef market is the regulation of

U.S. beef imports by a complex 'countercyclical' meat import law.

Access for those exporters is further complicated by the fact that this

law does not impose a binding constraint in all years.

A
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One source of uncertainty and a major determinant of the level of

beef imports permitted entry in the U.S. is the U.S. retail demand for

meats. Changes in the structure of demand for table beef, hamburger

beef, pork and chicken are investigated in this research. Analyses of

the impact of these and other structural changes on imports of beef into

the U.S. are reported.

1.” Organization of Proposed Research

In the following chapter, the U.S. beef market is discussed in the

context of world trade patterns. The structure of the U.S. market and

key changes in consumption and marketing are also discussed. In Chapter

3 the theoretical underpinnings of traditional consumer demand are crit-

ically reviewed with respect to the measurement of structural changes in

demand parameters. Given this theory and its noted limitations, an

extensive array of methods for identifying and estimating structural

changes in demand are reviewed. Chapter ll reports the results of empir-

ical analysis of retail meat demand models. Emphasis is given to relat-

ing observed changes in retail meat markets to estimates of time-varying

structural coefficients of demand for table beef, hamburger beef, pork

and chicken. In Chapter 5 preferred models of retail demand for each of

these four major meat categories are incorporated into a larger

econometric model of U.S. agriculture and world grain trade. Simula-

tions of this model over the longer term provide scenarios of impacts of

structural changes on U.S. retail meat demand and in particular, on the

level of beef imports permitted entry under the countercyclical meat

import law. The final Chapter 6 contains concluding comments and the

90116}! implications from the previous analyses.
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CHAPTER 2

STRUCTURE, INSTITUTIONAL SETTING AND THE

CHANGING ENVIRONMENT OF THE BEEF MARKET

2.1 The World Beef Market: An Overview

The world beef market can be viewed in terms of the following broad

dimensions: cattle population, aggregate production, consumption per

person, and imports and exports. World beef cattle numbered over 1.2

billion in 1982.1 Two—thirds were located in developing countries with

the greatest concentrations being in Asia (30 percent) and South America

(18 percent). The majority of beef cattle in developed countries are

found in Europe (11 percent) and the U.S. (9 percent). Centrally

planned economies which include parts of the developed and developing

worlds accounted for 17 percent of all beef cattle in 1981; USSR con-

tained 8 percent of the total. Over the past two decades (1960-1981),

growth in cattle numbers has been greatest in the USSR, Oceania and

Africa; in these countries growth has been 50 percent or more. Slower

growth has been experienced in the U.S. and Europe, at less than 20 per-

cent.

Developed countries carried 35 percent of the cattle but accounted

for 67 percent of total beef production. This disparity may be

eXplained by the subsistence livestock practices and low productivity in

 

1

Data are cited from various issues of FAO, Production Yearbook,

and from Simpson and Farris (1982). A proportion of the animals

reported as beef cattle are dual purpose breeds.
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developing countries. The U.S. produced 22 percent of the world's beef

from only 12 percent of the world's cattle. Europe had 11 percent of

the world's cattle and 22 percent of production. Growth in production

has been relatively slow over the 1960-1981 period: 43 percent in the

U.S., 1111 percent in the USSR and 53 percent in North and Central Amer-

ica. By contrast production growth, though from a smaller base, has

been much faster in Asia and Oceania.

About 211 percent of world beef was consumed in the U.S., 22 percent

in the whole of Europe, 15 percent in the USSR and 12 percent in South

America between 1961 and 1981. Growth in consumption has been fastest

in the USSR .

The international market for beef is characterized by a few major

exporting and importing countries. The beef trade has represented

between 8 percent and 10 percent of world production (OECD, 1980).

Currently, four major regions dominate beef imports, namely, the U.S.,

the EEC. and to a lesser extent Canada and Japan. These key developed

country markets jointly account for over two-thirds of total beef

imports. The U.S. and the EEC are also leading producing regions in

which imports comprise only a small proportion of total beef consump—

tion. Oceania (mainly Australia and New Zealand) and South America

(mainly Argentina, Brazil and Uruguay) provide the bulk of the world's

beef exports, although these countries account for a relatively small

Proportion of total world production. Details are presented in Table

2'1.

There exists a large number of other countries which trade in beef.

Collectively, they represent a significant proportion of total trade

|
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Table 2.1

Beef Production, Consumption and Trade: Averages 1971-73,

1976-78 and 1977-81 (Carcass Weight Equivalent)

 

 

Production Consumption Imports (Exports);i

Z of Pounds 74 of As a Z of

'000 World '000 Per ‘000 World Consumption/

Tonnes Total Tonnes Person Tonnes Total Production

 

A. Major Importing Countries

 

066 1971-73 10.115 29.5 10,741 117 373 39.4 8.1

1976-78 11.735 27.7 12,619 130 953 45.7 7.6

1979-81 10.092 24.3 10,979 106 949 40.6 8.6

mm (9) 1971-73 5,337 15.7 6,399 55 672‘“c 30.4 10.5

1976-78 6,428 15.2 6,529 62 205b 10.0 3.1

1979-81 6.864 16.9 6,667 57 324b 13.9 4.9

Japan 1971-73 279 0.8 393 9 111 5.0 23.2

1976-78 343 0.3 467 9 123 6.1 27.4

1979-81 430 1.1 594 25 175 7.5 29.5

Canada 1971-73 390 2.6 933 95 94 4.2 10.1

1976-78 1,148 2.7 1.209 115 115 5.5 9.5

1979-81 979 2.4 997 93 32 3.5 3.2

Total 1971-73 16,671 48.6 13,466 -- 1.750a 79.1 --

1976-78 19.659 46.4 20.824 -- 1.4063 67.2 --

1979-31 18,365 45.1 19,237 -- 1.5303 65.4 -

B. Major ExportinLCountries

Anittalia 1971-73 1,306 3.3 566 97 716 26.2 54.8

1976-78 1.954 4.6 955 139 932 34.5 50.3

1979-31 1,573 3.9 730 110 373 27.5 55.5

Argentina 1971-73 2,117 6.2 1.540 101 562 20.6 26.5

1976-73 3,892 6.8 2,302 121 591 20.7 15.2

1979-31 2,989 7.3 2,436 132 551 17.4 13.4

New 2611666 1971-73 407 1.2 134 143 274 10.0 67.3

1976-78 544 1.3 173 194 330 13.3 70.0

1979-31 502 1.2 137 198 341 10.7 67.9

Brazil 1971-73 2.100 6.1 1,383 42 135 6.3 8.3

1976-73 2.333 5.5 2,137 42 171 6.0 7.3

1979-81 2,167 5.3 2.017 35 183 5.9 3.7

Total 1971-73 5.930 17.3 4,123 -. 1,737: 63.6

1976-73 7,723 13.2 5,622 -- 2,124b 71.7 -

1979-81 7.231 17.8 5,370 -- 1.953 61.5

 

Source: USDA. Foreign Agriculture Circular: Livestock and Meat (various issues).

aFor importers these data relate to gross imports; for exporters data relate to gross

export

b

Excludes intro-EEC trade.

cExcludes live cattle trade.
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Ml‘hdividually. however. they exert very little influence on the

seam: and account for a very small proportion of world beef production

' and oohmption .

The present structure of world trade in beef has arisen partly

because of comparative advantages in beef exporting and partly due to

institutional factors in response to, for example, the existence of foot

and mouth disease in certain regions. Exporting regions such as South

America and Oceania have a comparative advantage in beef production

because of natural conditions, such as their large pasture bases which

favors cattle raising and their low human population pressures arising

from a comparative endowment of land. Areas such as the U.K. and Japan

have a comparative disadvantage in beef production and, hence, are

importers of beef. The U.S. and Canada have a relatively small area of

permanent pasture and are major importors of grass-fed beef. However,

these countries are also major exporters of livestock products, sup-

Ported by their extensive feedgrain systems.

Also impacting on the overall pattern of trade and effectively seg-

menting the market into an Atlantic market and a Pacific market has been

the regulations relating to foot and mouth disease. The beef trade con-

sists predominantly of fresh, chilled and frozen beef, with frozen boxed

manufacturing quality beef2 being the main type. The flow of trade is

Predominantly between Oceania and North America on the one hand and

between South America and the EEC on the other. This pattern emerged

 

2Manufacturing beef, processing beef, ground beef and hamburger

beef are used interchangeable in the literature. This practice is

adopted in this research. At various points in this research some

differences anong these terms will be highlighted.
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following prohibition by Japan and the U.S. of meat imports from foot

and mouth infected regions such as South America. Because these regions

cannot ship their fresh. frozen or chilled beef to the U.S. they now

depend almost exclusively on Europe and the USSR.3 Hence, Australia and

New Zealand, countries free of foot and mouth disease, are the only

major suppliers to the North American and Japanese markets. Australia

accounts for around 50 percent and New Zealand for some 20 percent of

U.S. beef imports.

An additional factor which led to the current structure of the

market was the entry of the U.K. into the EEC-9 in 1973. Up to the

1960's the U.K. dominated international trade in beef and was the major

market for Oceania beef. mring this time North American and Japanese

imports were negligible. The U.K. had no prohibitive restrictions on

trade in meat except for health and sanitation and Australian beef trade

flourished under the Fifteen Year Meat Agreement with the U.K. By the

early 1960's this agreement expired, fortuitously for Australia, just

when the U.S. emerged as a significant importer in the world beef

market. The U.S. was experiencing rapidly rising income per person, a

Brewing ‘fast food' industry and had few trade restrictions. These

developments consolidated the trade pattern illustrated in Figure 2.1,

i.e., the establishment of separate Pacific and Atlantic trading markets

Which were only weakly linked by Oceania's European trade, now greatly

diminished by U.K. entrenchment within the EEC.

 
 

3Argentina is permitted to export cooked canned beef to the U.S.,

although these exports represent less than 10 percent of total

beef imports.
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Figure 2.1 Pattern of Wor1d Trade in Beef
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2.2 Institutional Constraints in World Beef Trade

 

Various policies restricting trade have been adopted by all major

beef importing countries, the objective being to maintain prices and/or

incomes to domestic producers. Major beef exporters have responded with

other institutional measures which attempt to counter importing country

restrictions and hence achieve maximum access and returns for exporting

country producers. As a consequence, world beef trade is dependent not

only upon economic considerations in these countries, but also upon

their political environments. Institutional constraints operating in

1
'

world beef markets will now be discussed. Institutions governing U.S.

imports and to a lesser degree Australian exports will be outlined in

greater detail .

In 1964 the U.S. Congress implemented a Meat Import Act for the

purpose of regulating. through quotas, imports of manufacturing beef

into the U.S. Beef was permitted unrestricted entry up to a quantity

'trigger' level, which was set 10 percent above the quota level. In any

given year, if imports were expected to exceed this trigger level of 110

percent of the base meat quota then the quota was invoked. The

President had the power to relax or suspend the quota in the national

interest, e.g., when internal beef prices have been high as in 1973.

However, because of certain destabilizing effects of this law, the 1979

Meat Import Law was enacted. The latter law has a countercyclical com-

ponent which, in effect, permits increased imports when domestic beef

suPplies are low without involving quotas but limits imports when sup-

plies are high. Further details of this quota will be discussed in

Chapter 5.

M L“;
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Access to the Canadian beef market has been subject to a quota res-

traint since 1976. Previously, restrictions on imports were less for-

mally imposed, often being negotiated with major supplying countries.

The level of the restraint has been determined by the Minister for Agri—

culture in response to general market conditions. However, moves to

replace these rather ad hoc quota arrangements gained momentum with the

passing of the countercyclical Meat Import Law in the USA in December

1979. In November 1980, a Meat Import Act (Bill C416) was introduced by

the Minister for Agriculture. The government felt that without such

import controls Canada would be vulnerable to market distortions caused

'
1
‘

by the U.S. beef import controls. This Act, also countercyclical in

effect, became law at the end of 1981 and was applied to beef imports in

1982”. In practice, Canadian beef trade policy is very similar to U.S.

beef trade policy and its meat import laws. This is because the Cana-

dian cattle industry is similar in many reSpects to the U.S. cattle

industry. Like the U.S., a fed-beef production system predominates

which is also subject to a pronounced and regular cattle cycle that

closely follows the U.S. cycle.

Internal stabilization objectives of domestic livestock industries

largely determine Japanese beef trade policy. These objectives are to

maintain prices to producers at stable and high levels by world stan-

dards. The Livestock Industry Promotion Corporation (LIPC) is the con-

trolling agency, responsible for establishing global quotas on beef

 

 

A

Week; and Turner (1981) provide a detailed review of the poten-

tial effects of this law.
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imports, stockpiling beef, and various other activitiess. The LIPC

administers the quota system by issuing licenses to Japanese importing

firms which then negotiate with overseas suppliers. Levies are charged

on all imports and effectively raise world prices up to internal whole-

sale prices. Proceeds from these levies are used to promote Japan's

livestock industries.

A commitment to greater self-sufficiency in livestock products

underlies Japan's policies. As a result, consumer beef prices are main-

tained at very high levels relative to other countries, and imports are

virtually unrelated to world trade prices. Japanese beef imports are

influenced by the domestic market, in particular by the level of domes-

tic beef production. For instance, since 1979. the Japanese government

has been subsidizing Japanese dairy farmers to slaughter low-yielding

milk cattle. The aim is not to increase milk production, but to

increase dairy industry productivity. These subsidies have led to

higher dairy cattle slaughterings and a consequent increase in domestic

meat production. In most years, Australia has captured 80-90 percent of

this market. However, future global beef quotas continue to depend upon

both economic and political considerations (Bureau of Agricultural

Economics, 1981). For example, the currently depressed dairy-beef

market induced the LIPC to reduce the chilled beef quota, since these

chilled beef imports compete directly with Japanese dairy-steer beef.

Furthermore, Japan's current trade surplus with the U.S. has resulted

in pressure from the U.S. on Japan to relax restrictions on imports,

 

 

5

Details of Japanese beef import policies are contained in Bureau

Of Agricultural Economics (1975) and Longworth (1978).
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including U.S. table quality beef. For this reason Japan can be

expected to give preferential treatment to U.S. beef imports.

Intervention in the beef market of the EEC comes under the Common

Agricultural Policy (CAP) and its extensive and seemingly plethoric

array of rules and regulations. Since 1980, the EEC has been a net

exporter of beef and veal. A system of variable levies and duties pro-

vide the mechanism for controlling imports and supporting internal

prices. This mechanism comes into effect when internal prices fall

below 'guide' prices. The market is supported also by intervention buy-

ing, stockpiling of beef, and 'restitution' payments (subsidies) to EEC

exporters in times of surplus production or stocks. On occasions when

their measures have been ineffective in maintaining internal prices at

guide price levels, virtually all imports have been prohibited as

occurred in the mid-1970's. Daring 1981, imports by the EEC operated

under three quota schemes: first, the GATT levy-free quota including

boneless frozen beef and veal and high—quality cuts plus an Australian

quota of buffalo meat; second, the ACP imports from African, Caribbean,

and Pacific nations; and third, the balance sheet arrangements quota

(mreau of Agricultural Economics, 1981, pp. 25—26).

This turnabout of the EEC in 1980 from net imperter to a net

exporter of beef and veal reflects to a very large degree the extensive

POlicy mechanisms of internal support and associated barriers to cheaper

world imports which have protected beef producers in the EEC. EEC beef

'surpluses' which are finding their way increasingly into world trade

and third country markets are directly related to the high internal

Price supports given to the perennially surplusing production of the EEC
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dairy industry. EEC dairy cattle are predominantly dual purpose. As

dairy cow nunbers grow. so does beef production.

With a mere 8-10 percent of total world beef production entering

world trade, the use of government measures has allowed major importing

regions to transfer much of their potential price instability to exter-

nal markets. As a consequence, the instability in major exporting coun—

tries is greatly magnified and their access to world markets is substan-

tially reduced .

In view of the above policies, major exporting countries have

implemented their own institutions and policy measures to maximize ‘

access to world markets. Among these, price discrimination is often

administered by way of a state monopoly marketing board. In 1968, the

year U.S. quotas first became binding, Australia implemented an Export

Diversification Scheme to regulate shipments of beef to the U.S.6 This

Scheme is operated by the Australian Meat and Livestock Corporation

(AMLC) which issues licenses or 'entitlements' to exporting firms who

must first earn the right to export to the U.S. by making sales to non-

U.S. markets. This price discrimination has the effect of directing

some Australian beef to lower priced export markets (sometimes at a loss

to Australian exporters) and of raising domestic consumer and producer

prices.

New Zealand also operates a national beef marketing board which,

like the AMLC, allows private firms to handle exports. Also like the

 

6

(An analysis of this scheme is given by Freebairn and Gruen

1977).
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AMI-C, the New Zealand Meat Board has considerable market power. Since

1955 the Board has used its intervention powers to maintain a price sta-

bilization scheme for producers and maintain minimum prices for meat in

New Zealand under the Export Meat Prices Act7. The majority of cattle

slaughtered are destined for the export market.

Argentina's once dominant position as a beef exporter weakened,

partly because of foot and mouth disease in that country. Australia and

New Zealand, both free of the disease, prospered as a result. Ensuing

sanitary restrictions limited Argentina's access to the 'Pacific' market

of North America and Japan to canned beef. Argentina exacts substan—

tial, though variable, taxes on exports of beef primarily to generate

government revenue. To some extent these taxes militate against

national goals to augment foreign exchange earnings. Other policies

attempt to restrain the high level of domestic meat consumption, which

is the highest in the world.

Overall, trade patterns and price formation in the world beef

market are influenced in a pronounced way by institutional factors.

U.S. and Canadian beef imports are mostly unresponsive to prices except

during tight domestic supply conditions. That is, normal fluctuations

in domestic prices will not affect import volumes. Similarly, Japan's

i“IPOrts, which are strictly controlled by quotas, are determined pri-

marily by domestic needs and not by changes in the world market. Hence,

in these three major Pacific markets which annually accept around 60-70

percent of Australia's beef exports, exporters face a demand which is

 

 

7

The Scheme is described by Johnson (1978).
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virtually unresponsive to price. However, trade with the Atlantic seg-

ment is highly price responsive. In this market Oceania competes

directly with South America.

From the foregoing, therefore, it is clear that although the U.S.

is an important market for beef exporters, exports to the U.S. have

represented a relatively small proportion of total U.S. consumption of

beef; less than 10 percent. However, beef imports represent around 20

percent of U.S. consumption of processing quality beef. Exports of

beef from the U.S. are even less significant. Various studies conducted

over the last decade or so have concluded to a greater or lesser degree

that U.S. beef imports have had a small impact on domestic prices of

beef and, consequently, on the profitability of domestic beef produc-

tion8. Therefore, from the U.S. standpoint, the aggregate U.S. beef

market, especially for high quality table beef cuts, may reasonably be

considered predominantly as a domestic system.

2.3 Characteristics of the U.S. Beef Subsector

Except for quotas on imports, the beef market unlike several other

U.S. agricultural industries, is relatively unfettered by government

intervention policies. Nevertheless, the beef subsector is an integral

Part of the rural economy, and has important linkages with, in particu-

lar, the feedgrains subsector and the pork and chicken subsectors.

Direct government intervention policies affect the price of grain. And

M

8

The magnitude of this impact was the subject of a major investi—

Bation by the U.S. International Trade Commission (1977). The

Commission concurred with the results of earlier analyses.
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since feed costs comprise two-thirds of total production costs in

feedlot Operations, these grains policies, significantly, though

indirectly influence the beef market.

The study of the beef subsector9 or the beef market is the study of

a political economy. Consistent with this notion is the subsector

representation in Figure 2. 2. Albeit simplistic, the principle partici-

pants in the system, the subsector, are identified. Figure 2.2 goes

beyond the traditional industrial organization framework of structure,

conduct and performance, and includes the structure of a broader

environment. The political-economic environment of the beef 'market'

m
’

'

includes the many overlapping opportunity sets of participants in the

system .

The political-economic system structures relationships among

participants, thus structuring the Opportunity sets for indi-

viduals and groups by defining rules for access to resources

and pay-offs from the aggregate opportunity set. (Shaffer,

1979. p. 2)

This is but one possible configuration of the interactions among parti-

cipants and clearly, no attempt is made to detail every component of

this system. Nevertheless the important linkages between participants

and the commodities produced are emphasized. In this way the operating

environment, i.e., the underlying structure of the beef system may be

visualized.

 
 

9FOr treatments of the beef subsector from slightly different per-

spectives see Campbell and Hayenga, ed (1978); McCoy (1979);

Shepherd and Futrell (1982); or Simpson and Farris (1982). Ma-

terial in this section also draws from U.S. International Trade

Commission (1977) and Harris (1980 and 1981).
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Figure 2.2 The Political-Economic Structure of the U.S. Beef Subsector
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2.3.1 Beef Cattle Industry

1110 production of beef may be segmented into three major stages:

cow-eel! operations, feedlot operations, and meat-packing operations

inolming slaughtering and processing. These stages are illustrated in

Finn-e 2.3V

The central system of production involves the rearing of feeder

cattle on pastures and rangelands followed by the fattening of these

feeders on high energy feedgrain based rations. Currently about 85-90

percent of all steers and heifers slaughtered in the U.S. have been

grain fed; in 1960, 65 percent were grain fed (Appendix Table A2). Not

all cattle enter feedlots nor are they slaughtered as veal calves or fed

cattle. These so-called 'non-fed' cattle are raised primarily on range

grasses or on a combination of grasses and other roughages (that have a

low alternative value) and limited grain before being slaughtered. They

yield a lower grade of beef than the carcasses of grain fed animals when

slaughtered. When feed costs are high, a greater proportion of

slaughterings are of non-fed cattle.

2. 3. 2 Heat Marketing

Particular changes in the structure of the beef subsector have

taken place in an attempt to improve the efficiency of the marketing

process (Hard, Henderson and Hayenga, 1978). Coordination systems are

very market dependent, and at times, supplies do not match demands.

Contracts between major feedlot operators and major meat packers facili-

tate dependable supplies with rigid specifications. The importance 0f

4‘ - 5 n
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With more exact specifications lies in the emerging trend in consumer

attitudes towards greater healthfulness in food with respect to packag-

ing ad leaness of meat. This and other consumer trends are discussed

1a.? 0

Beef is processed into different forms at the packer and processor

level, ranging from chilled carcasses, primal cuts, boxed beef, boneless

beef and ground beef, according to the distributor's needs. Ground beef

is one form that has been steadily increasing in importance. The trend

towards more processing, such as deboning of carcasses at the packing

plant level accelerated with the introduction and sale of boxed beef to

retail outlets and institutions. Boxed beef involves the division of

the carcass into primal and sub-primal cuts at the meat packing plant

and the packaging of these cuts into vacuum-sealed plastic-lined card-

board boxes .

Returning to Figure 2.3. it can be seen that following the finish-

ing phase of production in feedlots, fed cattle are slaughtered to pro-

duce fed beef. Fed beef provides table meat cuts, which include veal.

Table cuts consist of steaks and roasts, and account for a large part of

the beef consuned in the U.S. This meat is usually graded choice or

better by the USDA.10 Some imported cattle, mostly from Canada, go

directly to slaughter as fed cattle.

Non-fed beef cattle are slaughtered to produce some table beef but

aainly to produce manufacturing quality beef. Manufacturing beef

 

 

1

0The role of beef grades and the implications beef grades have

had for U.S. beef consumption will be discussed later.
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includes all beef requiring further processing (ground, chopped, cooked

or ended) and includes ground beef, sausages, and various types of

cooked beef. The use of beef for manufactured products depends largely

upon the quality of the meat and the demands of the market.

As noted above, the bulk of the commercial slaughter is made up of

grain fed steers and heifers, and these are the primary source of table

beef. Most of the remainder consists of cows and non—fed steers and

heifers. Host manufacturing beef derives from cull dairy and beef cows

and bulls and meat from non-fed steers and heifers. A further and major

source of manufacturing quality beef is imports of Australian and New

Zealand non-fed boneless beef. Because of its leaness, U.S. processors

often mix imported beef with otherwise 'waste' fat and trimmings from

domestically produced fed beef, in their production of hamburger beef,

thereby lowering their plant operating costs per unit of production.

The average proportion of processing beef obtained from each car-

cass type and the respective amounts of processing and table beef

derived from each source is presented in Table 2.2 (Agnew, 1979). A

feature of these data which is quite often overlooked is that grain fed

cattle are a significant source of processing beef. The average fed

beef carcass provided 20 percent of its weight as trimmings and other

low value cuts for use in processing beef production (including fresh

ground beef). This represented absent a third of all processing beef in

1978.

Almost 90 percent of imports which enter the U.S. primarily as

frozen boneless beef, are ground for use in processed and ground beef

Products. Imports accounted for approximately 9 percent of all beef

.. _. m Vt
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showed in the U. 3. Australian beef exports have commonly been around

26

50-55 percent of total U.S. beef imports. If it is assumed that all

“.3. beef imports from Australia were lean beef of manufacturing qual- fl _

ity. then these imports account generally for around 10 percent of all

processing beef construed in the U.S. The proportions presented in Table

2.2 will vary somewhat over the cattle cycle as the composition of

slaughterings of fed and non-fed cattle varies in response to relative

price levels. During herd liquidation, non-fed cattle slaughterings

(especially of cows) increases markedly. The supply of processing beef .-

increases subsequently relative to table beef production, which tends to i

very less over the cattle cycle. hiring the herd build—up phase sup-

plies of processing beef is greatly reduced.

Some 98 percent of total U.S. meat production is consumed domesti—

cally; the remaining 2 percent is exported. The majority of domesti-

cally consumed meat is channelled through retail outlets, particularly

retail food stores.11 However, one of the most visable structural

changes that has occurred in meat distribution has been the rapid growth

in the food service industry (HRI). HRI trade handles an estimated 1&0

percent of final meat sales and this share has been increasing (McCoy,

1979). One-quarter of HRI purchases are supplied by retail stores. To

the retailer, meat is a very important item, generating on average some

25 percent of total gross retail food store sales (McCoy, 1979). The

 

1

1For a discussion of wholesale pricing in the livestock industry

:28. for exanple. Hayenga (ed.) (1978) and McCoy (1979. pp. 220-

1).
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moor family eating patterns and the growth of the fast food indus-

try on oonsuner demand are discussed in more detail towards the end of

this chapter .

Although food retailing has been subject to substantial change and

develoment many of these changes and developments have not been recent

ones. The development of the system of retail chains gained its

greatest momentum in the 1930's and 19u0's. 'lheir initial raison detre

was in attaining some management control over supplies. With chain

growth and mass purchasing economies, cane gains in bargaining power.

The second major development was the supermarket, also a product of the

1930's and 1940's. The emphasis was on economies of size in terms of

volune. By the late 1950's and early 1960's, food retailing was highly

concentrated, dominated by a few national and several regional chains.

The growth in fast food outlets has been a most prominent develop-

ment in meat retailing in the U.S. over the last two decades (Schmelzer,

1981). Hamburger restaurant growth has been evident but so has growth

in fast food steakhouses. Much of the growth in these franchised, chain

operated, ready-to-eat food establishments has been associated with an

increasing preference of consumers to eat more meals away from home.

“HEY-Wom-home eating has increased both in terms of the proportion of

the food budget spent on such meals and the proportion of meals eaten

away from home. Beef, especially ground beef used in hamburger patties,

forms a major component of fast food meals and forms a sizeable propor-

tion of total sales value.

Vertical integration by retailers is not a major factor in the

structure of meat marketing. A possible innovation for backward

(4| -H
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integration by retailing firms is to establish a brand name and hence to

28

achieve some product differentiation. While such differentiation is

possible with processed meats (mainly sausages) the applications appear ‘

lilited for fresh meat. For instance, distinctive packaging has not -

' been a major factor in differentiating fresh meats‘z.

Pricing of meat at the retail level is a relatively simple matter

for processed products (similar to non—food items), since the product

bought at wholesale is identifiable with the product sold at retail.

This is not so in the case of fresh meat where wholesale cuts must be

broken down to retail cuts. Shrinkage costs (losses due, for example,

to trimming, spoilage or moisture losses) must be accounted for in the

pricing of each cut. Perhaps even more critical is how the wholesale

cut will be divided into saleable retail cuts. This will vary among

carcasses depending upon conformation of the animal, degree of finish,

carcass weight, degree of trim, sex and method of cutting (McCoy, 1979,

P- 237). The total value of the carcass to the retailer is dependent,

not only upon the retail price per pound but also upon the cut-out

(i.e., saleable retail meat obtained). The characteristic that two car-

casses of identical weight and grade can yield significantly different

Quantities of saleable meat, prompted the adoption of USDA yield grades

in 1965. If a retailer can purchase beef according to rigid specifica-

tions then he is able to achieve a consistent cut—out range and hence he

can more accurately match those supplies to the effective demand for

various retail cuts in the store. This level of market coordination,

 

 

1

250m success in product differentiation seems to have achieved

in retailing chicken.
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though desirable, is difficult to achieve in a cyclical production

environment. Not only are product specifications variable, but variable

product supplies cause inefficiences at the retail level. The per-

sistence of these inefficiencies undoubtedly encouraged such contractual

arrangements as exist among Cargill, Keystone, MBPXL and McDonald's

which coordinate feedlot operations with fast food distributions.

To the meat retailer, the optimal cut-out of a carcass or wholesale

cuts, given the prevailing consumer demand for retail cuts, is the basis

of a profitable business. However, with no detailed information on the

consumer demand for individual cuts, retailers have to use considerable

Judgment on the prices they set for the various retail cuts. The prices

of cuts which move slowly may need to be reduced before spoilage occurs.

If table cuts are not moving and some deterioration occurs then they may

be converted into ground beef and sold at a discounted price. Prices

may be raised on cuts which are moving rapidly.

2.3.3 Consumption of Beef, Pork, Poultry,_and Other Meats

A concern widely held by many participants in the U.S. beef subsec-

tor has been the strong downturn, since 1976 record levels, in beef con-

sunption per person. This downturn stands sharply against a long-term

upward trend in consumption per person for most of the post-war period.

Many attempts by economists and industry analysts have been made to

identify and quantify those factors determining the demand for beef and

in particular, causing the recent decline in beef demand. Factors usu-

ally considered in traditional demand analyses are (a) the unit price of

beef, (b) unit prices of competing meat products, namely, chicken, pork
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and to a lesser extent turkey, lanb, mutton and fish, and (c) some meas-

ure of income available for purchasing these products, usually dispos-

able income per person. Supply factors are also important since, with

the exception of relatively small amounts of net imports and beef

stocks, production will usually approximate consumption. More will be

said later on how supply factors effect quantities of beef demanded.

However, some would argue that other factors, less easy to identify

and even harder to quantify, are the key to explaining the apparent

decline in the demand for beef. These other factors include longer term

influences such as changing consumer tastes and preferences, changing

eating habits and life-styles, and changes in the demographic composi-

tion of the 0.8. population. The intention in this section is to review

briefly the main characteristics of and trends in the consumption of

beef, other red meats, poultry and fish, and then to analyze some of the

underlying forces which are currently shaping consumer demand for beef.

2.3.3.1 Trends in Consumption

Beef and veal have accounted for between 50 and 65 percent of all

red meat consumed in the U.S. As a proportion of all meat (red, poul-

try, and fish meats) beef usually accounted for less than 110 percent

(Table 2.3). For many years, until 1976, beef consumption per person

generally followed an upward path, increasing from 611 pounds per person

in 1960 to a record peak of 911 pounds in 1976. The exceptional decline

in beef consumption in 1973 followed a 28 percent increase in livestock

prices received by farmers, the subsequent decision by cattlemen to

withhold cattle for herd expansion, and the associated boycott of beef
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by consuners; retail beef prices rose about 20 percent that year.

Surprisingly, consmption per person of the major meats, pork and

chicken also declined in that year. Consumption of beef then fell by

more than 18 percent to 77 pounds per person in 1982.13

By comparison, pork has shown considerably greater yearly variabil-

ity in consunption per person. During the recent years of decline in

beef consumption (1976—80), consumption of pork tended to increase, but

since beef consumption has stabilized, pork consunption has begun to

decline. Veal consunption has trended downward over the long term,

except during 19711-77 when cattlemen marketed young calves for slaughter

in response to sluggish cattle prices. Generally, it has been more pro-

fitable to mature calves for slaughter as steers or heifers than to

slaughter calves. Lamb and mutton consumption has steadily fallen over

the period. Red meat consumption and total meat consumption per person

reflected much of the annual variation in individual meat consmnption.

Notably, red meat consunption has varied since 1967 within a relatively

small range of 140-155 pounds per person. This, to a large extent,

reflects the relatively high degree of substitutability between beef and

pork over much of this period. In some respects it would seem that pork

has played largely a residual role for consuners of red meat.

By contrast, there has been a pronounced upward trend since 1960 in

total meat consumption reflecting the steady rise in poultry consump-

tion, and to a lesser extent, fish consunption per person. Between 1960

and 1982 poultry consunption per person rose by 88 percent from 314

1
3Retail weights .
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pounds to 64 pounds; and fish consumption per person rose by 26 percent

from 10 pounds to 13 pounds. Total meat (including red meat) rose 22

percent between 1960 and 1981 from 189 pounds to 231 pounds, but in 1982

it fell 2 percent to 126 lbs.

Despite the recent decline in beef consumption per person, this

commodity remains for consumers the major source of animal protein. The

shares of beef, pork and poultry meat in total meat consumed have varied

over the past 20 years or so, however beef still commands the largest

share (Table 2.11). For the first time, in 1982, the share of poultry

meat exceeded the share of pork. Increases during the 1960's and 1970's

in the share of poultry meat in total meat consumption were largely in

response to reductions in its relative prices. Variations in the shares

of beef and pork consumption in total meat consumption per person over

the 20 years, also reflect changes in their respective production

cycles. For exanple, because the production of beef closely approxi-

mates beef consumption each year, beef consumption patterns will follow

changes in the beef production cycle, with prices the adjusting mechan-

ism. Thus, the production cycle itself is a reflection of supply and

demand conditions in previous years.”

Despite the high degree of substitutability between beef and pork,

the total share of red meat in total meat consumption per person has

1

“The 'demand-shifting force' of livestock supplies was discussed

by Uvacek (1968) and will be considered later.



. .p Au"

.\..
IOU“

. . u
, .'--

( t l'.‘

O. I. —‘ .

I

\

'l'.

'Ie97

a
law-

 

. .,

.I'. :

 

‘6' “V:

I" fr I

~

. 1. .l

. '
OI.‘ L.‘

 

3:... .’.

I'lb

: :3

‘s.‘ n

.

 

.

o'a
,



314

tended steadily downward. Apart from a small increase in fish consump-

tion over the period since 1960, the decline in importance of red meat

is largely due to inroads made by chicken into meat consumption in the

U.S.

Another way of viewing changes in meat consumption is in terms of

animal protein consumption. Since 1970 there has been relatively little

change in total meat consumption per person (i.e., beef, pork, veal,

lanb, and poultry) (Table 2.11). DeSpite the considerable variation

among consumption levels for individual meats, total meat consumption

per person since 1975 has been around 226-230 pounds. Protein from

fluid milk and eggs has fallen steadily while fish and particularly

cheese consumption per person has steadily risen over the past '20 years

(National Cattlemen's Association, 1981). The total consumption per

person of all these protein foods trended upward to 1970 but since the

mid-1970's it has stabilized somewhat around 1135 pounds equivalent per

person. The significant point to be made from these data is that future

growth in overall meat consumption may be limited, with the levels of

consumption of individual meats being determined largely by their rela-

tive prices.

2.3.3.2 Price Competition from Pork,_Poult_rl and Other Meats
 

The previous discussion on relative shares of meats suggested that,

there exists competitive interrelationships among the price of beef and

the consumption of other meats, especially pork and poultry. Figure 2.1;

illustrate such substitutability between beef and pork and between beef

and poultry meat. Simply, in periods of relatively high beef price
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'Retail weight.

”1.61.... veal, 1m and mutton, edible offals, and fish.

cIncludes beef, veal, pork and lamb and mutton.

Table 2.4

Shares of Beef, Pork and Poultry Meat, and Red Meat Consumption

in Total Heat Consumption Per Person: 1960-82

Product‘ 1960 1965 1970 1975 1980 1981 1982

Percentages

Beef 34.1 37.3 37.8 40.9 33.2 33.5 34.2

Pork 32.0 27.7 27.8 22.6 29.6 28.2 26.1

Poultry Heat 18.0 20.6 21.8 21.8 26.2 27.1 28.3

~ 08m" . 15.9 14.4 12.6 14.7 11.0 11.2 11.4

Total: 100.0 100.0 100.0 100.0 100.0 100.0 100.0

8.8 Mac" 71.1 68.8 68.0 64.3 64.1 63.1 60.3

Other Heat 28.9 31.2 32.0 35.7 35.9 36.9 39.7

Total: 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Pounds Per Person

Total: 188.5 197.4 222.4 214.7 230.4 230.5 225.9

Source: Derived from Table 2.3
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rises, consumption of beef will decline and demand for pork and poultry

will rise.

In terms of quantities consumed per person beef has been preferred

over other meats by U.S. consumers. Pork is the next most important

meat consumed, followed closely by chicken. However, it is expected

that consumers of beef are more responsive to competing meat prices dur-

ing periods of tight budgetary constraints. This would seem to explain

a large part of the reduced consumer demand for beef over the past few

years. Real disposable incomes per person declined and rises in retail

prices of beef made beef less competitive with the relatively lower

Priced pork and poultry meats.

Over the last 10 years to 1982 the undeflated retail price for beef

(choice) increased by 70 percent compared with 117 percent for the CPI

(all items), 99 percent for the CPI (all foods only), and 61 percent and

20 percent for pork and poultry (broilers), respectively. However, the

real damage to beef's competitiveness occurred over the last three to

four years. Between 1977 and 1981 retail beef prices rose by 63 percent

compared with 59 percent for the CPI (all items) and 119 percent for the

CPI (all foods only). Over these years retail pork prices rose by I10

percent, and retail poultry prices rose by only 19 percent. As a conse-

quence, meat price relativities have moved sharply against beef. These

trends can be seen from Figure 2.5. In the early 1950's the retail

price of chicken was around 80 percent of the beef price compared to 30

percent in recent years. Large supplies of relatively cheap pork and

Ponitry meat substantially eroded the demand for beef at the retail

level. Another factor which has contributed until recent years to the
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widening spread between beef prices and particularly chicken prices has

been that production and distribution efficiency have increased more

rapidly in the poultry industry (and, to a lesser extent in the pork

industry). This has made possible a steady decrease in real chicken

prices. Notably, for chicken this price spread with beef has levelled

off more recently at 30 percent, possibly suggesting that these produc-

tion and distribution efficiency gains achieved in a highly industrial-

ized chicken industry have begun to diminish. The potential of the com-

paratively traditional beef industry to achieve such gains for itself

seems quite limited, at least over the short term. However, the beef

industry can be expected not to lose further ground it terms of its

price competitiveness with chicken (and pork, whose position in this

regard lies somewhere between that of beef and chicken).

Later in Chapter 11 an attempt is made to estimate the responsive-

ness of demand for beef to changes in the prices of competing individual

meats. Much of the past research on the 0.8. demand for beef provides

estimates only for the combined effect of competing prices on the demand

of beef. A recent exception by Haidacher et al. (1982) indicate that on

average the 0.3. consumer decreases consumption of red meat by almost 7

percent for every 10 percent increase in the price of red meat, ceteris

Paribus. Also, consumption of red meat per person increases by one per-

cent per every 10 percent increase in the price of poultry meat, ceteris

Paribus. More specifically, the results of this study indicated that

beef and veal consumption per person in the 0.8. decreases on average by

6.5 percent in response to a 10 percent increase in the retail price of

beef and veal, ceteris paribus. Moreover, beef and veal consumption per

Person is estimated to increase by one percent and 0.11 percent for every
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10 percent rise in the retail price of pork and chicken, respectively,

ceter is par ibus .

The cross-effects of the broader meat categories are substantially

greater. For example, a 10 percent increase in the price of red meats

will result in a 5.6 percent increase in the consumption of poultry

meat, ceteris paribus. Similarly, the price effect of poultry meat on

red meat consumption is greater than the price effect of the individual

product effect of chicken on beef and veal or of chicken on pork. This

would suggest that for consumers, the major meat purchasing decision is

between red meat and poultry meat. Thereafter the decision is which red

meat to purchase. This purchasing behavior by consumers would tend to

explain the relatively higher cross-price elasticities between beef and

pork and between pork and beef than exists between these products and

chicken .

2- 3.3.3 Disposable Income and Consumer Expenditures on Meat

Retail prices, of course, are not the only determinants of consu-

mers' decisions to buy. Changes in the level of disposable incomes also

have a significant impact on the demand for beef and, indeed, on the

demand for all other items within a consumer's preference set. Consumer

purchases are subject to a budgetary constraint on a budget that must be

allocated among durable and non-durable goods, services and food.

Demand theorists suggest that this allocation process occurs in two

stages: in the first stage the consumer allocates his budget among the

broad categories of expenditure, for exanple, food versus non-food. In

the second stage the consumer allocates the food sub-budget among say
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groceries, produce, frozen foods, meats and beverages.”- Arguably, a

third stage might involve the allocation of the meat budget among beef,

pork, chicken, and other meats. A related decision is also made to con-

sume at home versus away from home.

The level of real disposable income per person is influenced by

developments in the U.S. economy. Factors include the rate of growth in

the economy (GNP growth), the inflation rate (the effect on consumer

purchasing power), the level and rate of unemployment, interest rates,

the level of government disbursements, taxation rates, and changes in

the distribution of disposable incomes. There is often a direct rela-

tionship between the level of real disposable income per person and many

of these factors. The impact of these factors on food expenditures and

in particular, on beef consumption, can be substantial.

Interest rate levels, for example, appear to have an influence on

consumer purchasing patterns, although their impact is difficult to

measure. The effect of high interest rates on consumers will be favor-

able when consumers act as 1enders; conversely, the impact will be

unfavorable when consumers act as borrowers or as purchases of products

in which interest charges are a substantial component of costs. Either

way, it may be argued, that the high interest rates between 1979 and

1982 are likely to have had a negative effect on consumer demand for

beef. 0n the one hand, high interest rates will tend to attract

consumer's disposable funds into saving and investment schemes and draw

funds away from consumption expenditures. This will result in at least

 

1

l‘SDetails of the theory of consumer demand are

Chapter 3.

20 provided in
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some trading-down (i.e., purchasing of cheaper versions of a food item,

e.g., moving from choice beef to hamburger or eating more at home) and

in some cases in trading-out (i.e., no purchases of the item, e.g., mov-

ing from beef to chicken or meat to non-meat foods). On the other hand,

higher direct costs such as home mortgage charges, and higher induced

costs of food due to higher interest charges to producers, wholesalers,

distributors and retailers, may result in a similar reduction in consu-

mer demand for beef and other food products.

Real personal consumption expenditures per person on beef and other

meats increased strongly during the early 1970's to a large extent in

response to increases in real disposable incomes per person. The recent

declines in beef and pork expenditures have been due to rising retail

prices of beef and pork and a strong downturn in disposable incomes.

The overall result of these recent movements in real disposable incomes

and meat expenditures has been a large reduction in the proportion of

consumer income allocated to beef expenditure (Harris, 1982, p. 88).

From its peak level of nearly 2.7 percent in 1975. the proportion of

U.S. disposable income per person spent on beef has fallen to two per-

cent. The proportion spent on pork declined to slightly over one per-

cent. Interestingly, the proportion spent on poultry meat has also

declined, though slightly, and is at about .5 percent of real disposable

income per person .

During periods of declining real disposable incomes, therefore,

consumers can be expected to reduce real personal consumption expendi-

tures, which includes expenditures on food items, especially 'luxury'

food items. Most table cuts of beef (steaks and roasts) are generally
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considered to be of higher quality than the relatively cheaper pork and

poultry meats. Therefore, demand for beef is probably more responsive

to changes in real incomes than is demand for either pork or poultry

meat. Similarly, demand for the higher quality and more expensive cuts

of beef such as fillet steak, is more responsive to changes in real

income than is demand for the lower quality beef products such as ground

beef. The responsiveness of demand for beef to changes in income is

measured by the income elasticity of demand. Time-series estimates of

income elasticities of demand will be discussed in Chapter 11.

One aspect of the retail demand for beef which warrants further

analysis is the interrelationship between retail prices and income lev-

els over time. That is, the relatively low consumption of beef over the

past few years may have been influenced by the interaction of of income

constraints and relative retail meat prices. It may be hypothesized

that consumers were more responsive to changes in the price of competing

meats during periods of relatively tight consumer spending, as occurred

in 1980 through 1982, than during periods of steady income growth, as

occurred during the 1960's and early 1970's.

2. 3. 3.11 Some Cross-Sectional Aspects of Heat Consumption

Certain insights into the nature of demand for beef, which may not

be obtained from time-series analyses, may be gained by examining

cross-sectional data. Many of these insights derive from being able to

keep certain factors constant in the analysis which may vary in time

series analyses. These factors include income distribution, family

3128. age and other socioeconomic and demographic characteristics of the
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consumer. Time-series data will be used in Chapter 4 to examine the

consumer demand for beef and other meats in the U.S. The purpose of

examining cross-sectional data is to highlight the substantial variation

that exists among consumers of meats: a variation that is masked when

aggregate market data used in time series analyses.16

Cross-sectional data, used primarily to investigate income-

consumption relationships, have been collected during various household

food consumption surveys conducted in 1955, 1965-66 and 1977-78 and pub-

lished by the USDA (1956, 1972, and 1982).17 The analyzed results of

these surveys have been presented elsewhere.18 In each of these studies,

estimates of 'income' elasticities were obtained. These estimates may

differ depending on the form of the income measure used.

The most recent analysis of household food consumption surveys is

by Haidacher, et al. (1982) who examined data from the 1977-78 survey.

These data covered 32 categories of meat which included fresh and pro-

cessed. Neat categories were analyzed by income quintiles, household

size, consumer age group, race, region, seasonality of consumption and

type of urbanization. Each of these items were in turn analyzed by

 

16Certainly, time-series analysis would be more revealing if

cross-sectional data were available continuously through time.

Such data, unfortunately is not available in the U.S.

17The USDA has also conducted food consumption surveys on a na-

tional scale in 1936, 19112, and 19118 (urban only). Only the

1955-’65 and 1977-78 surveys included all four seasons of the year.

18("or an analysis of the 1955 and the 1965-66 surveys, see

Rockwell (1959) and Rizek and Rockwall (1970), respectively. For

a comparison of the 1955 and the 1965-66 surveys see George and

MUS (1971). For a comparison of the 1965-66 and the 1977-78 sur-

veys, see Haidacher, et a1. (1982).
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quantity and value of meat consumed. These researchers then compared

the results of the spring quarter of this survey with the spring quarter

of a similar 1965 survey.

Relationships among selected meat categories only will be reviewed

here. For instance, consumption patterns of the major meat categories,

viz., beef, pork and chicken will be analyzed. Also important to this

research are the patterns of consumption of table cuts of beef (steaks

and roasts) vis-a—vis manufacturing quality beef products (especially

ground beef). Ground beef19 was the largest category of beef consumed

per person in the 1977-78 survey, accounting for an average 37 percent

of all beef eaten at home.

The level of household income, as discussed earlier, is a major

determinant of meat consunption patterns in the U.S. However, there are

many diverse aspects of this determinant which are simply averaged out

in aggregated annual income data. For instance, consumer households in

the South had after-tax incomes more than 20 percent lower than other

regions in the U.S. Black households had incomes nearly 60 percent

lower than non-black households. Low income households consumed at

home, more meat in total, although they paid less for it per person than

 

19Substantial confusion and misunderstanding surrounds the label-

ling of ground beef. The term hamburger may be misleading.

Although fresh ground beef is mostly sold as ground round, ham-

burger, or ground chuck, it is all ground beef with different per-

centages of fat. The lean-to-fat ratio of the meat is the most

important classificatory standard of ground beef and not from

where it comes on the overall carcass. Ground round with 10-15

percent fat is the leanest category and ground sirloin is usually

the fattest category. Additional fat may be added to the beef up

1:377: legal maximun of 30 percent fat (or 70 percent lean) (Bloch,
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consumers in high income households.20 However, these low income house-

holds consuned less red meat, less beef, and fewer table cuts of beef

per person. Higher income consumers, consumed more of the high priced

meats such as lab, veal, and rib and loin cuts of beef and consumed

less pork, poultry (especially whole chickens) and chuck, round, ground

and other beef. In terms of quantities, low income households consuned

only slightly more than high income households. However, the proportion

of gromd beef consumed in total beef consumed ranged from 40 percent

for low income households to 3'4 percent for high income households.

Regional differences were found to be significant for most meat

items. Host of the variation was in the type of cut of meat and, hence,

in its price rather than in the quantity consumed.

The type of urbanization of the household residence also influences

the choice and anount of meat consumed. Central city residents consumed

and spent more in nearly every meat category than did suburban or non-

metropolitan residents. City residents consumed over 90 percent more

chicken parts per person than did non-metropolitan residents. This

result would seem to reflect (a) the greater anount of home production

in non-metropolitan areas and, hence, fewer store purchases, and (b) the

greater demand for convenience in at-home food preparation by the larger

nunber of two-wage earning households in central city areas.

*—

zoAll consunption data are on a per PEN"n basis ““1933 otherwise
stated. Also, consumption data in this section refers to food

consumed at home. Measures of meat -consuned from non-household

supplied, such as schools, cafeterias and restaurants were not

available and, therefore, were not included in this analysis.
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Household size was a factor which influenced meat consumption in

the U.S. Small size households consumed more and spent more per person

on meats than larger households in virtually every meat category.21 Rea-

sons for this characteristic may be that (a) small size households are

usually of adults only who consume and spend more per person than house-

holds with children, which are more common in large households, and (b)

two-person households are more likely to have two income earners (except

for retirees), with a higher income elasticity for food and a propensity

to eat more expensive foods. Age of household occupants is therefore

important. In fact, differences in the consumption levels among the

various age groups were significant in nearly every meat category both

in terms of expenditures and quantity consumed. The heaviest meat

eaters in the majority of meat categories came from the 140-61! age group.

A notable exception was the 13-19 age group wherein 418 percent of total

beef was eaten in the form of ground beef, compared to no percent in the

20-39 age group and 31 percent in the 130-61: age group. Smaller quanti-

ties, but similarly high proportions of ground beef were consumed by the

youngest age groups (0 < 5, 5-12). Possibly the heavy promotion and

advertising associated with the rapid growth in ground beef-based fast

food outlets (e.g., hamburgers, tacos) have influenced at-home consump-

tion patterns among the younger meat consumers, in particular, the

teenage group. Certainly the more expensive table cuts of beef are con-

sumed largely by the older age groups. Other notable exceptions, con-

sistent with the consunption pattern of ground meat are chicken parts,

 

Some of these differences, however, were not statistically sig-

nificant, for exanple, as was the case for ground beef consumption

differences.
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processed chicken and franks, which are eaten at home mainly by those

under 20 years.

A further factor providing a considerable influence on meat con-

sumption patterns in the U.S. is seasonality. The seasonal variation

tends to be associated with weather conditions and holidays. For exam-

ple, meats such as ground beef, steaks, chicken parts, franks, and fish,

which are frequently cooked on outdoor grills, are consumed more heavily

during the spring and sunmer. Conversely, meats such as whole turkeys

and chickens and beef and pork roasts are more heavily consumed in the

fall and winter, reflecting in particular the Thanksgiving and Christmas

holiday periods. Overall, however, these seasonal variations tend to

counter each other such that total meat consunption, red meat consunp-

tion and also beef consumption remained relatively stable throughout the

year.

Comparison of 1965 and 1977-78 Surveys: Again drawing from the

Haidacher et al. (1982) study, a snapshot of household meat consumption

and expenditure patterns in 1977-78 is compared with a similar snapshot

in 1965. As before, this review will focus on the major meat categories

and on the within-beef categories, especially between table beef cuts

and ground beef.

Data on changes in at-home and away-from-home eating patterns

reveal substantial between-survey increases in the percentages of meals

eaten away from home for every meal occasion, regardless of sub-grouping

considered. In both surveys, meals eaten away from home increased with

increasing income levels, although between 1965 and 1977 an increased

percentage of meals were eaten away by lower income groups. It is
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likely that the relative cheapness and convenience of fast food restau-

rants may have contributed to this increase in away-from-home eating by

lower income groups. Changes in consumer lifestyles and the increased

proportion of young adults may also have been factors.

Comparative details of consumption of individual meat items are

available only for at-home consumption. Perhaps the strongest 'trend'

between survey periods was towards the more convenience-type foods such

as ground beef and chicken parts, and away from the heavier table beef

cuts, roasts and steaks, and away from whole chickens and turkeys

(except during specific holidays) (Table 5). A further tendency was

towards increased fresh pork consumption per person and away from con-

sumption of processed pork products. Ground beef and chicken parts con-

sumption per person rose by 51 percent and 75 percent, respectively,

while consumption of table beef cuts showed a tendency towards no change

or a decrease between survey periods. The proportion of the total meat

budget allocated to red meat declined from 70 percent to 66 percent.

As would be expected consumption of total meats, red meats, and

beef increased with increases in income level per person. Consumers in

low income households increased their consumption levels of total red

meats between the two surveys. There were substantial increases in

ground beef consumption per person in each income group, with the larg-

est gains occurring in the lowest and highest income groups. A similar

Phenomenon occurred for chicken parts, except that the largest growth

was in low income groups. The negative relationship between income and

pork consumption per person in 1965 was more pronounced in 1977-78.
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Table 2.5

At-fiome Meat Consumption and Expenditure in the

U.S., Spring 1965 and Spring 1977

 

 

1965 1975 1965 1975

Allocation of weekly At-Home

Meat Budget Consumption Per Person

$ 3 lbs. lbs.

Total Heats:

Nominal 124.28 252.77 4.42 4.39

Real (1967 - 100) 131.51 139.27

2 Z Z Z

Total Meats 100.0 100.0 100.0 100.0

Red Meats 70.1 66.4 62.0 61.5

Beef 42.1 41.0 36.0 39.4

Steaks 6 Roasts 31.5 26.6 23.5 22.8

Ground 7.7 11.7 9.3 14.1

Other 3.0 2.5 2.9 2.5

Pork 25.1 23.1 24.0 20.5

Fresh 8.1 8.5 7.7 8.0

Processed 8.9 7.4 7.9 5.9

Bacon & Sausage 8.1 7.0 8.4 6.6

Veal 1.5 1.2 .9 .7

Lamb, Mutton, Goat 1.5 1.2 .9 .9

Poultry 11.4 12.4 18.6 19.4

Chicken 10.3 10.9 17.4 17.3

Whole 8.1 6.2 14.3 11.8

Parts 1.8 3.7 2.7 4.8

Processed .4 1.0 .4 .9

Turkey .7 1.6 1.0 1.8

Whole .3 .6 .9 .9

Parts .4 1.0 .2 .9

Fish & Shellfish 7.7 10.5 8.1 8.4

Fish 6.3 8.5 7.2 7.5

Shellfish 1.5 1.9 .9 .9

Miscellaneous 11.1 10.9 11.5 10.7

Franks 3.3 3.1 3.6 3.4

Luncheon Meats 6.3 6.4 5.7 5.5

Variety Meats 1.5 1.4 2.3 1.8

M     
 

Source:

Errors due to rounding.

Derived from Haidacher, et a1. (1982, pp. 56-57)
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Most notably, for every major meat category, except chicken, the

expenditure and quantity elasticities were smaller in absolute value in

1977-78 than in 1965. As concluded by Haidacher et.al. (1982), this may

indicate a declining preference in the demand for meat and meat items

consumed at home .

Some important problems and inconsistencies in these results and in

the elasticities estimated in the Haidacher et a1. study were evident.

This may be in part due to the omission of away-from-home data in much

of the study. For instance, away-from-home consumption of meat is

thought to be considerably more income responsive than is at-home meat

consumption. Nevertheless, it appears from the study that consumers are

switching increasingly to the more processed, convenience-type meat

items, in particular, ground beef and processed poultry items such as

chicken parts, processed poultry and turkey parts. Also, most of the

various socioeconomic and demographic variables analyzed were found to

have had a significant influence on meat consumption, especially on an

individual meat item basis.

2.4 Current Forces for Changewin Consumer Demand for Meats

In the previous section it was concluded that a distinct shift

seems to have taken place in the consumption per person of the major

meats in the 0.5. A major shift has been away from red meats, particu-

larly beef, and toward white meats. More particularly, the transition

seems to have been away from the traditional table cuts of beef, i.e.,

steaks and roasts, and from whole chicken and whole turkey, toward pro-

cessed ground beef, chicken parts and to a lesser extent fresh pork.
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Clearly, changes in relative meat prices and income levels are major

determinants of the market demand for meats at the retail level. When

viewed in aggregate, these two factors explain a substantial part of the

recent decline in beef consumption in the U.S. This conclusion has been

reached by a number of researchers.22 Notwithstanding this observation,

some analysts of the U.S. meat, markets argue that prices and incomes are

not the only factors explaining this downturn in total beef consumption

per person since the mid-1970's. Certain non-price influences are also

considered to have had a significant impact on the retail demand for

beef and other meats. For instance, changes in the demographic charac-

ter of the U.S. population, changes in the distribution of incomes,

changing consumer habits and tastes, shifting attitudes to health,

changing preferences for convenience foods, increased frequency of eat-

ing away from home and changes in the overall beef marketing system have

been credited with some of the changes in beef consumption. Indeed,

some of these developments in food retailing and consumer responses may

have been price and income induced. Therefore, it is within the context

of changing meat prices and changing income levels that some of these

other factors influencing beef demand are now considered.

2.14.1 Impact of Age Structure and Size and Composition of

Consumer Households

Changes in the structure of the U. S. population appears to have had

a profound influence on the consumption patterns of particular food

items. There exists considerable evidence that differences in economic

 

2

2For example, see Haidacher, et a1. (1982) who concluded that 95

Percent of the variation in quantity demanded of meat products is

e"Plained by changes in prices and income.
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behavior are systematically associated with differences in age.23 The

post-war baby boom has had and will have a continuing impact on the size

and structure of age cohorts as the babies in that boom grow up and move

through those cohorts. That boom began in 1946 and lasted until 1965.

Thereafter a substantial drop-off in births occurred, which in time will

have its own impact on consumer behavior. Therefore, people born during

the baby boom years are now aged between 18 and 36 years. During the

mid-1960's through the 1970's the bulk of this group would have impacted

primarily on teenage-oriented markets. The group's impact on the labor

force began when the group's first members reached working age in the

mid-1960's. As this group swelled, the number of teenagers and young

adults available for work increased and rapid growth in the labor force

followed, causing unemployment rates to climb (Russell, 1979).2“ Over

the next five years as the baby boom group grows older and the smaller

cohorts of people ‘born since 1965 begin to enter the work force, the

character of unemployment will change further.

This will not, however, be the end of the baby boom group. Its

impact will manifest itself in different ways in older age cohorts.

Changes in the age structure may have important effects on both the

amount and composition of consumer spending in the future. For example,

it may be inferred from the previous section that an increase in the

luhéfl age group relative to the 20-39 age group will cause a 20-30 per-

cent increase in the consumption per person of all meats, red meats,

 

23For a discussion of this literature, see Russell (1979).

24

Under normal circumstances this particular group has higher

unemployment rates than older workers.
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beef, chicken and fish. Similarly, greater percentage increases would

occur for pork, turkey and high priced veal and lamb. Consumption of

ground beef and chicken parts, highest among the 13—19 and 20—39 age

group, would tend to fall as the baby boom group grows older and moves

beyond their cohorts?5 However, the logic of these conclusions rests

heavily upon the assumption that as the younger consumers age and move

into older age cohorts, they change from being, for example, heavy

ground beef consumers to being heavy table beef consumers. This would

depend greatly upon the degree to which they carry tastes and prefer-

ences into older age.

The composition and size of households also change over time.

These changes affect people's spending and food consumption patterns.

The decline in birth rates since 1965, the tendency towards postponement

of marriage, and the rising number of divorces all point to proportion-

ally more single people and childless couples among the young households

of the 1970's and 1980's than were among those of the 1950's and 1960's.

Three major demographic trends have developed concomitantly. First,

there has been an increase in the number of single people, especially in

the 2040 age group and an increased number of single person households,

some of which would have been occupied by old people and/or widows.

Mitchell et al. (1980) estimated that on average single person house-

holds have higher per person annual incomes. Spending of food by single

Person households has-been higher on a per person basis than multiple

Person households (Sexauer and Mann, 1979). They also spent nearly 100

__

25

A similar conclusion was reached by Mitchell, et al. (1980, p. 6).
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percent more on meals away from home. Second, there is an increasing

number of two-income households. Third, perhaps the most significant

trend of the 1970's and obviously related to the above two points, is

the increasing number of working women. Between 1960 and 1980 the per-

centage of women who were working rose from 33 percent to 48 percent

(Beef Industry Council, 1982). The last of these three development has

been due to a number of factors. The baby boom contributed to a natural

increase in the percentage of women eligible to participate in the work

force. The recessionary economy, high unemployment and the inflationary

squeeze on incomes during the 1970's and early 1980's made it necessary

for many women to supplement the household income. Also, the changing

lifestyles of and attitudes toward working women encouraged or at least

made it possible for women to develop careers.

The effect of this trend is not straightforward since there exist

many types of working women, i.e., with or without a family, profes-

sional or non-professional, or single partner and no family. The age

SPOUP "5-54 traditionally has supplied the largest labor force partici-

pation rates among women. However, relative increases in numbers of

working women have been greatest among those under 35 years of age

(3433911. 1979). A result of these changes is that men are now doing

more of the shopping (Mitchell, et al., 1980; BIC, 1982). To some

extent there have been changes in the traditional roles played by men

and women. This may in turn change the overall complexion of consumer

behavior as it was once known. There may now be a need to know more

about the shopping demands of men. For exanple, it is alleged that, in

Seneral, men Shop faster than women.
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2.4.2 Changing Lifestyles and Consumer Health and Nutrition

Attitudes Toward Meats
 

An overall effect of the above demographic changes has been a

change in consumers' lifestyles. With more two-income earners per

household, free time has become scarce and leisure time has become more

valuable. Hith less time available for shOpping purposes, eating out

becomes more common or, if eating at home, convenience in shopping and

food preparation becomes more important (Stafford and Hills, 1979). In

turn, a derived demand has developed for time and labor saving equipment

such as microwave ovens, slow cookers, hot—dog and hamburger cookers and

food processors. The demand for convenience in shopping has resulted in

the growth of supermarkets, superstores, and hypermarkets, which

emphasize one-stop shopping.

Convenience in food preparation is usually achieved by a greater

degree of food processing, as reflected in the increased demand for

chicken parts, processed chicken, and ground beef in contrast to whole

chickens and beef roasts. A 1978-79 survey of 166 convenience foods

showed that 59 percent of these fOods cost more per serving than the

ingredients for their fresh or home prepared counterparts; 13 percent

cost the same and 28 percent cost less (Traub and Odland, 1980).26 On

average beef convenience foods were 45 percent more expensive than their

home prepared counterparts; all—beef patties were 81 percent more expen-

sive. Pork foods were 35 percent more expensive, chicken fOods were 64

percent more expensive, and chicken meat was 154 percent more expensive

than when prepared at home. Although many of these processed

 

6

It was not clear from this article how labor and energy costs

were allocated.
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convenience foods are, in general, more expensive, any premium paid for

such processing would usually be of little'concern to a two-income

household. That is, for many, the convenience outweighs any shortfall

in quality or additional cost.

A typical response of consumers to stagflationary pressures27 and

deteriorating real incomes such as have existed in varying degrees dur-

ing the latter part of the 1970's and early 1980's, is to 'trade down'

to a cheaper form of the product, to buy less of the same product, or to

'trade-out' of that particular product and buy a different, though sub-

stitutable product. Consumers (except perhaps for the very wealthy)

have made this response in various ways over the past several years. As

noted earlier, high beef prices or reduced consumer budgets caused con-

sumers to buy less or trade-down from expensive steaks and roasts to

cheaper table beef cuts or to ground beef. Some consumers traded out

towards chicken and even towards non-meat products. For slightly dif-

ferent reasons, for many consumers enduring a recessionary squeeze on

their incomes, the greater consumption of convenience and/or processed

foods, and the increased patronizing of fast food eating places was an

obligatory trading-down. For others, many of whom were up-scale

shoppers, such behavior was in response to a desire for greater shopping

value. The rapid growth in generic foods was manifest evidence of this

desire .(Anon, 1981a). Upward spiralling beef prices imposed substantial

2‘IStagflation, a term coined in the 1970's, describes the situa-

tion when an economy is experiencing inflation during an economic

recession, i.e., when economic activity is said to be stagnant but

inflationary.
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cost pressures on restaurants specializing in beef menus. As a conse-

quence, many restaurants, especially fast food places, introduced non-

beef meals and sandwiches, namely chicken and fish, as a protection

against the rising cost of their beef inputs (Anon, 1981b, Anon, 1981c).

Yet, clearly, no one lifestyle has been adopted by all consumers”.

For some, priority is given to more holistic preferences and a concern

with freshness, nutritional value and healthfulness. This holistic con-

cern, itself a result of a more educated consumer, has resulted in, for

example, a greater demand for product labelling. Health and nutritional

concerns have become much more important to American consumers. A

recent USDA survey indicated that nearly two-thirds of those surveyed

said they had adjusted household diets in the past several years for

health or nutritional reasons (Jones and Heimer, 1980). Weight control

was stated as the main factor influencing food choice, and reducing fat

intake was the major reason cited. The move away from red meats and

toward white meats, some people have contended, has been in response to

this concern. Recommendations by various health organizations and

government agencies that meals should contain more fish and poultry

(which have less saturated fat than red meats) and more lean or trimmed

meat cuts, may have furthered this move away from red meats (LeBovit and

Boehm, 1979; Longen and Stucker, 1980; Jones and Weimer, 198O)29.

 

28For a discussion of various consumer lifestyles which have

helped shape food retailing in the U.S., see Mitchell, et al.

(1980) and Hamm (1983).

29111 1977 a U.S. Senate Select Subcommittee issued 'dietary goals'

which specifically recommended that consumers eat less fat, espe-

cially animal fat, to prevent cholesterol related health problems,

among others. The American Medical Association has made similar

recommendations .



e 5. s1

1:. 6h “

p wan-I

.92....2...

u; “

.4": ICE

an r‘

At 1"

.90 e.‘

unit}.

‘054

0.1 ("l-(e.

‘ 9

W av
'le-qy'



59

Nevertheless, there exists considerable controversy surrounding

these recommendations. The tenor of these recommendations is probably

not in question, but rather the appropriateness of these very general

recommendations for healthy people. For instance, the Food and Nutri-

tion Board of the National Academy of Sciences recommended in a recent

report, Towards Healthful Diets (1980) that only sedentary peOple

attempting to achieve weight control should be advised to reduce fat

intake. The Board made no specific recommendations about dietary

cholesterol for healthy persons.

Another institutional concern held in some quarters is the feeding

of' antibiotics to farm animals, especially to beef cattle (Burbee,

1980). Almost one-half of all antibiotics produced in the U.S. in 1978

were administered through farm animal feeds. They are used to control

animal diseases and ostensibly to promote growth. Opponents of their

use state that the offending organisms develop resistance to the antibi-

otics, raising the possibility of organisms, now safe to humans,

transferring their resistance to harmful organisms that could infect

humans and/or farm or wild animals (Roberts, 1979).

A ban on antibiotics would reduce meat supplies and raise prices to

consumers (Burbee, 1978). Meat consumption would fall, albeit slightly,

although with relative price inelasticity of meat demand, gross revenue

to farmers would rise. Higher farm income from the ban may increase

meat supplies but it may take some time befbre supplies reached their
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original levels30. 0n the other hand, current adverse attitudes towards

the healthfulness of meat may already be reducing meat demand. Such

drugs are the most frequently detected chemical contaminant in meat

(Roberta, 1979). However, to conclude that drugs (antibiotics and sul—

fur drugs) administered to beef cattle account, at least in part, for

the recent decline in beef consumption may be premature. These drugs

are as frequently detected in poultry meat, and poultry meat consumption

has risen markedly.

2u4.3 Consumer Preferences and Beef Grades

Despite reservations about certain attributes of meat, in particu-

lm' beef, consumers have indicated a strong preference for beef. A

study conducted in 1975 on consumers‘ perceptions of benefits of meat

items scored beef highest in nutrition, ease of preparation (convenience

factor) and family taste (Sun, 1979). On price, beef scored worse than

poultry and fish but fared better than pork and shellfish. 0n nutri-

tion, poultry also ranked behind fish, second in ease of preparation and

 

30A proposal is presently before the Food Safety and Inspection

Service, USDA to require that countries exporting meat to the U.S.

submit their product to a residue testing program. The proposal

requires that the standards applied to imported meat and meat pro-

ducts be at least equal to those applied to the domestic 0.3. pro-

duct. However, the potential for this proposal to be essentially

a non-tariff barrier to meat imports is reflected in the catch-all

sentence that ‘testing would be required only for those substances

known to be in use in the production of meat and meat food pro-

ducts in the particular exporting country or otherwise known to be

present in the environment of such country' (Office of the Federal

ReSister (1982)). The arbitrariness of the interpretation and

hence the impact of this proposal is obvious. For instance, since

most antibiotics are used in feedlot cattle and most beef imports

are range fed, antibiotic levels are not in question, but of

course, any other substance may be questioned.
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in taste, but best in price. These attitudes may have changed since

1975, a year of high beef prices.

Some researchers have argued that this change may have in fact

occurred as reflected by the change required in the role of the meat

department in supermarket stores (Allen and Pierson, 1980). There has

been a substantial change in the format of stores retailing food in the

U.S. The move has been away from the traditional supermarket which has

relied on the meat department to generate store profits. A prolifera-

tion of new products, new packaging concepts and marketing formats has

caused fresh meat sales to lag behind other food product sales. Today's

consumer is oriented toward improved value, greater convenience, a

desire for more information and change. This change demands a rethink-

ing of product development, packaging and merchandising of meat. There

is a need for consistency of trim, thickness and eating quality, and for

better information on preparation. There also exists a need to develop

new packaging systems. Boxed beef marketing has been a major development

in this direction. Other trends which have not yet run their course

include the growth in boneless cuts, the expanded variety of meat cuts,

family packs, 'chub' packs for ground meats, and microwave-ready meats.

UPC (Universal Product Code) scanning has not yet made a major impact on

beef retailing but can be expected in the future to provide detailed

information of demand for individual meat cuts and to facilitate a

closer matching of supply and demand for meat at the retail leve1

(Walsh, 1977). Given this information, retailers will be able to more

accurately determine the most profitable carcass cut-out, and provide

consumers with a product which more closely meets their particular

demands.
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Another, perhaps more direct way of'meeting the specific demands of

consumers for meat products is to market a product more closely tailored

to consumer requirements. For a number of years evidence has emerged in

various forums by various participants in the beef marketing system that

consumers want leaner and less expensive beef. Literature supporting

this observation has already been cited. Allen and Pierson (1982) quote

the experience of Safeway, the nation's largest retailer. Safeway feels

it successfully shifted from the USDA choice grade of beef, which for

decades was the focus of its merchandising program, and now sell mainly

leaner, no-roll beef products. The means of providing this differen-

tiated beef product is to develop meaningful beef grades.

The issue of beef grades in the U.S. has had a relatively long and

tempestuous history which will not be entered into here31. The central

aim of grading is to improve pricing efficiency, the accuracy of iden-

tification of product value, and overall production efficiency. Not all

beef is graded. In 1980, 56 percent of the commercial beef supply was

graded; 75 percent of beef cattle were federally graded (Burbee, 1982,

P- 17). Of that beef graded, 5.9 percent was graded Prime (the top beef

grade), 89 percent was graded Choice, and 4.3 percent was graded Good.

Most beef that might have been graded U.S. Good or Standard was not

graded. Grades designate differences in color, tenderness, juiciness

and flavor. Therefore, grading would seem to be closely tied to consu-

mer preferences. Grade standards must be adjusted from time to time to

accommodate new technologies for raising cattle, new techniques for

M

1

3 For some of this background see Nelson (1977). MCCOY (1979) and

references contained therein.
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evaluating beef quality, changes in economic conditions, and shifting

consumer tastes and preferences. Changes in grades have implications

throughout the entire beef marketing system from producers to consumers.

If grade changes achieve their objectives and truly reflect consu-

mer preferences with respect to palatability (eating quality) and value,

then a structural change in the demand for beef will occur. Theoreti-

cally, the increased utility from the consumption of beef will shift the

demand curve for beef to the right, ceteris paribus; otherwise no signi-

ficant change will occur. Researchers have attempted to test for this

response following the 1976 Federal grade changes (Purcell and Nelson,

1976; Nelson, 1977). Virtually every study on consumer preferences for

beef has shown a clear preference for leaness in meat appearance.

Partly in response to this preference, the 1976 grade changes were

designed to decrease the degree of marbling to qualify a carcass for

Prime and Choice grades and hence, increase the proportion of carcasses

grading Choice and Prime. Nelson (1977) exanined monthly data on beef

consumption by grade covering a period before and after the introduction

of grade changes. Using a zero-one dummy variable for before and after

grade changes, no significant response was found; that is, no shift in

the demand for beef resulted from the grade changes. The study's

results indicate that the grade changes achieved the objective
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of widening price differentials between quality-yield grade combina—

tions, suggesting that between grade price spreads had increased32.

Nevertheless, there was little evidence found in that study that time

spent by cattle in feedlots had been reduced and hence reducing produc-

tion costs or that today's beef cattle are leaner than those graded

under the previous standards (Burbee, 1982)”.

The dilemma which faces those charged with designing the optimal

system of beef grades is, as many studies have shown, the large amount

of confusion and unfamiliarity which consumers generally have with USDA

beef grades (Smith and Weimer, 1980)“. The main confusion or contrad-

iction exists between preferences as revealed in sensory tests (eating

tests) and preferences as revealed in visual tests. Visual tests indi-

cate a preference for leaner grades at equal prices or even with price

differentials against beef35. 0n the other hand, eating preferences

were very rarely revealed for the leaner grades. Despite the apparent

inconsistency, this result does show some identifiable characteristics,

 

32With more beef of grade Good being graded as Choice beef, consu-

mers became concerned at the time of the grade changes, that they

would be paying the same Choice prices for beef formerly graded

lower. It was a question of whether producers‘ savings in produc-

ing less costly beef would be passed on to consumers. Price dif-

ferentials widened, i.e., implying product differentiation, but

beef demand did not increase.

33More beef has been graded Choice since 1976, however, since

Shading is voluntary, a simple comparison of the grade distribu-

tion of the officially graded carcasses grossly misrepresent the

grade distribution of all beef carcasses.

3“See also for example, McCoy (1979). Reidy (1980), and Purcell

and Nelson (1976).

35’1‘his result was obtained almost 30 years ago by Kiehl and Rhodes

(1956). The same conclusion was found in survey results published

in 1980 (Smith and Weimer, 1980).
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such as preference for leaner cuts and a positive relationship between

marbling and palatability. Certainly, some of the misconceptions and

confusion could be alleviated by improved consumer knowledge and market-

ing information, as well as further refinements in the beef grading sys-

tem36. Part of the problem may be that consumers have begun to lose

confidence in the grading system (Burbee, 1982). Although consumers

have been infbrmed fer years that Prime is superior to Choice which is

superior to Good, many consumers, concerned with their nutrition and

health, want tender, juicy meat which is nearer in leaness to the

'lower' grades of Good and Standard. Essentially, this means that pro-

ducers, packers and retailers have yet to market a product which satis-

fies the demands of the final consumer in the marketplace37.

2.4.4 Changes in Family Eating Patterns and Growth

in the Fast Food Industry

 

 

In analyzing the U.S. meat market, it is worth remembering that

there is no such person as an average consumer. Part of the failure of

beef marketing has been the absence of any targeting of promotion and

advertising to specific consumer segments which will provide the

greatest return for the marketing effort expended38. The diversity

 

36See veblen (1977) for an overview of these and other problems

existent in the U.S. beef system.

37Currently, alternative beef grading standards are being examined

by the Agricultural Marketing Service of the USDA. Proposals have

been submitted by, among others, the National Cattlemen's Associa-

tion and by the Community Nutrition Institute. For details of the

main alternatives see Burbee (1982).

38This specific issue was addressed in 1981 by the Beef Industry

Council of the National Livestock and Meat Board. The Council as-

signed a marketing consultant the task of developing a marketing

strategy, including national advertising and promotion for the

Purpose of 'returning the beef industry to profitability.‘ This

strategy is contained in Beef Industry Council (1982).



my“
"Ni-s to

CE. EX

' 'u

15 :31.

4.!‘0'!

.hlkg:

U

‘95 an;

I‘.‘bd,

:czseq

;Ilzat

"‘wa I
.

u

an ,
rule}

a

u.” ’

‘uuu ,

r14
511..

D

.M:1.“

t I..

U
A'I'.‘

”N.
'y'.:

:Ia

sq.



66

among consumers of beef and other meats is evident from consumer atti-

tudes towards fresh versus processed foods. For instance, for many con-

sumers fresh foods are more attractive from a nutritional and health

'standpoint. However, for the most part, the trend toward convenience is

essentially a trend toward processed and/or frozen foods. Hence, one

can expect demand by consumers to move toward a variety in foods which

is tailored more towards a range of diets and lifestyles. Many of the

demographic and socioeconomic changes among U.S. consumers reflect this

tendency. In particular, developments in family eating patterns are a

consequence of the collective impact of many of these changes. This

impact on the demand for beef and other meats is likely to be of a

longer term nature. For example, in many dual income households, break-

fasts as a weekday meal have all but disappeared -- hence, the consump-

tion of breakfast meats like bacon and sausages has declined. Moreover,

with a family of four or more, it is usually cheaper to prepare meals at

home than it is to eat out at a restaurant. However, with the trend

toward smaller families and working parents, eating out becomes more

attractive. A parallel development of these trends is a decline in the

traditional family (i.e., housewife, employed husband, and children) and

the traditional sit-down family meal. This particular trend explains

much of the decline in per person consumption of beef and pork roasts,

and whole chickens.

A major characteristic of the change in eating patterns in the U.S.

has been the increasing prOportion of the consumers dollar spent on

meals away from the home (Figure 2u6). Over the period 1970-80, with
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the exceptions of 1974 and 1980, expenditures per person on food con-

sumed away from home increased at a rate faster than expenditure on food

for consumption at home (Gallo, 1981). As a result, expenditures per

person on food consumed away from home increased its share of total food

expenditures per person from 23.2 percent in 1970 to 26.5 percent in

1980. Some of the reasons for this result have already been mentioned;

i.e., increased purchasing power in dual income households, greater

value placed on leisure time and relative cheapness in feeding a smaller

sized family.

With an increasing number of consumers eating away from home the

food service industry experienced, especially since the early 19603, a

rapid growth in sales (Schmelzer, 1981). Much of this expansion was due

to the rapid growth of firms in the fast food industry (i.e.,

McDonald's, Burger King, Hendy's, Kentucky Fried Chicken). Business

census data show that between 1958 and 1978 real sales in food stores

and eating places39 increased 44 percent and 83 percent, respectively

(VanDress, 1980). Real sales in fast fecd places increased by 305 per-

cent over this period. Moreover, fast fbod restaurants currently

account for around 45 percent of the total number of eating places.

The growth of the fast food industry in the late 1960's and 1970's

brought about a rapid rise in consumption of ground beef and has been

largely responsible for the generally strong demand for imported beef

over the past 20 years. Most of the lean beef imported from Australia

 

39Eating places include restaurants, cafeterias and fast food

Places which together account for about three-fifths of eXpendi-

tures for food consumed away from home. Fast food outlets are the

fastest growing segment of the away-from-home market.



vi)

5.

)Jh

I

((c.

)1.{.-

(Us};
—

.J:IJ

tunic

.u‘).

82“

.388”

MH:m

an...”3



69

is consumed through the fast food industry. Commonly, 30 to 40 percent

of all beef consumed in the U.S. is in the form of manufacturing quality

beef (American Meat Institute, 1982, p. 17). Ground beef is the major

component of manufacturing quality beef and has comprised regularly

around 64 percent of all manufacturing quality beef. Ground beef is

used to manufacture hamburger patties and is sold primarily through fast

food outlets, although ground beef is sold also at retail food stores

for meals prepared at home.

A factor having a major influence on the share of ground beef and

other processed beef products in total beef consumption is the beef pro-

duction cycle. In addition to a weakening of demand for beef during

1980 through 1982, the current relatively low level of beef consumption

per person is a partial reflection of the cattle industry being near the

low point of its production cycle. Moreover, the prOportion of ground

beef in total beef consumption is generally highest when ground beef

prices are lowest relative to table beef prices, as occurred for example

during 1975-77. These years coincided with peak beef cattle slaughter

and beef production and a period of low producer prices. The combina-

tion of an excess supply of beef cattle (a peak in the cattle cycle) and

low producer prices, resulted in the liquidation of many breeding cows,

reduced grain feeding of cattle in feed lots, and the related diversion

of large numbers of cattle as non-fed, lower quality beef. With this

influx of manufacturing quality beef, ground beef prices tend to fall

relative to choice beef prices, and hence, ground beef consumption

rises.
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Satisfaction among consumers with ground beef has shown to be gen-

erally high (Smith, 1978). It does, however, face competition for the

consumer's dollar. There appears to be two, though not unrelated, lev-

els to this competition for the consumer. For away-from-home consump-

tion, ground beef predominantly used in hamburger-type sandwiches, faces

its strongest competition from fast foods like chicken and fish

sandwiches. Sun (1979) argues that much of the growth in fish consump-

tion has been due to growth in fast food places, which have recently

accounted fer some 60 percent of total fish consumption. It would seem,

therefore, that a large part of the increased consumption of fish has

been due to increased eating away from home plus an increased conveni-

ence in fish products purchased fer home cooking. Hamburgers, per se,

compete also with a number of products which contain, in varying

degrees, ground beef, for example, tacos, pizzas. For home consumption,

ground beef competes more directly with chicken (whole and parts), tur-

key and beef and pork cuts of meat. The increasing number of salad

bars in many fast food places is likely to compete with hamburgers and

other meat sandwiches. However, at home salad vegetables are more

likely to have a complementary relationship.

A development in meat processing which may have contributed to the

decline in hamburger meat and beef sausage/frankfurters consumption per

person since the mid-1970's was the successful introduction of minced

chicken and turkey in frankfurters. The inroads new processed chicken

and turkey products have made into traditional domains of beef (and to a

lesser extent pork) are reflected in the increased market share of poul-

try franks, from 5.2 percent to 10.1 percent of the frankfurter market

between 1978 and 1980 (Sun, 1982). Beef's share declined over this
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period from 38.8 percent to 28.9 percent of that market. Price changes

during this time contributed to much of the shift in market shares; the

price of beef franks rose on average by 5.8 percent while chicken frank

prices fell by 2.2 percent. In fact, it was high beef prices, falling

consumer demand and an attempt to product differentiate which led to

innovations such as the textured vegetable protein blended hamburger

during the mid-1970's (Weimer, 1976). This product failed primarily

because of adverse consumer perceptions about blended meat products.

Over the last few years the rate of growth in the fecd service

industry and to a lesser extent in the fast food segment of that indus-

try, has slowed appreciably (National Restaurant Association, 1980).

This slower growth has been due mainly to the decline, in real terms, in

expenditures per person on food for consumption away from home of 5.6

percent in 1980 compared to a 3.5 percent reduction in expenditures per

person on food for home consumption. This is consistent with cross-

sectional data that indicate that expenditures on meals away from home

increase with increases in income per person. Therefore, reduced

economic growth which reduces growth in real disposable incomes has had

an adverse effect on sales in the food service industry. Interestingly,

these periods of slower economic growth coincide with periods of reduced

demand for imported beef. Hence, it would seem that sales of food for

consumption away from home are affected before sales for home consump-

tion are affecteduo.

___m

4 1

0Apart from the lagged relationship implied here, expenditure

elasticities of demand for food eaten away from home, are likely

to be greater than those elasticities for food eaten at home.
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There are other reasons to believe that the trend toward eating

away from home may steady or even decline in the future. In recent

years growth in the fast food industry has tended to plateau despite

attempts to vary the menu offered. The apparent maturing of this indus-

try'may reflect the aging of the baby boom group and its 'move' beyond

the teenage years, years of greatest per person consumption of ground

beef, chicken parts and processed chicken. Moreover, the present

teenage cohort reflects the post-boom decline. Another factor slowing

the growth in away—from-home meals is that the children of the baby boom

are having families of their own. This, in many ways belated baby boom

will tend to decrease the number of single and dual income earning

households and can be expected to lead to more meals being eaten at

home. Moreover, with the increased sale of food products with conveni-

ence in home preparation, there will be less incentive to eat meals away

from home. Fast fbod and other restaurants have already begun to move

against some of these adverse trends. They have expanded menu selec-

tion, increased promotion, changed services and redesigned their prem-

ises with an aim to attract families and the older customer (VanDress,

1980).
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CHAPTER 3

THEORETICAL FOUNDATIONS OF CONSUMER DEMAND AND APPROACHES

TO THE ESTIMATION OF STRUCTURAL CHANGES

The study of consumer behavior generally is undertaken within the

nee-classical paradigm, the fbundation of which is the theory of the

utility-maximizing behavior of individuals. In empirical work the

static theory of consumer demand often forms the basis for specifying

market demand. In this section this theory will be reviewed briefly for

the purpose of providing a basis for subsequent discussions of the iden-

tification and measurement of'structural changes in consumer demand.

Also, since changes in consumer preferences, tastes and habits appear

central to an understanding of the nature of structural changes, their

role in demand theory will be discussed.

3.1 Traditional Theory1

The theory attempts to explain the problem of choices faced by an

individual consumer with given prices, income, tastes, preferences and

habits. The consumer will choose the most preferred combination of

goods (and services) in such a manner that utility derived from their

consumption or a combination of them is maximized. The behavior follows

from the assumption of consumer rationality. Utility associated with

the consumption of each good requires that the underlying preference

 

1Brown and Deaton (1972, p. 1148) consider that by 1939 most of

the strengths and weakness of what we may call classical demand

analysis had been probed and most of the techniques still in use

had been discovered.

73
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relationships of the individual satisfies certain behavioral actions

(George and King, 1971, pp. 4-5). More specifically, an individual con-

sumer is assumed to possess a twice differentiable continuous quasi-

concave utility function defined over a finite commodity space:

u - u(q1) i = l,2,...,n (3.1)

That is, a consumer makes a choice of quantities of various goods, q1,

92, . . . q“, from a goods space with n elements. This utility function

is assumed to be maximized subject to a fixed or known budget or income

constraint in each time period. The consumer's budget constraint is:

n

>3 no _<_y i=1,2,...

1-1 11

,n (3.2)

where unit prices of these goods are p1, p2, "'pn’ and y is the

consumer's income or budget constraint.2’ This maximization process

yields a set of demand functions of the fern:

<11 ' q1(p1. y) i = 1.2..--.n (3.3)

From these demand fUnctions a number of important relationships or

Properties may be obtained on differentiation of the first order condi-

tions (George and King, 1971, pp. 8-10). These properties which are in

fact restrictions on the nature of the demand relationship, include the

 

2The inequality sign is a more general notation, however, for the

present purposes an equality sign will suffice.
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homogeneity condition, the symmetry restriction and Engel aggregation or

adding-up restrictions.3 The easiest way to impose these general res—

trictions simultaneously is to derive the system of demand equations

from a specified utility function. This will provide demand equations

for which all general restrictions are automatically satisfied (Phlips,

19D“ p. 55). The cost of this approach, however, is a loss of general-

ity' implied by the choice of the particular utility function. The

alternative is to begin with the desired specification of the demand

equation and impose the restrictions as constraints in the regressions.

However, the cost in this case is the large computational burden requir-

ing very sophisticated econometric methods.

A particular advantage of imposing restrictions on consumer demand

is that this reduces the number of parameters to be estimated. As

George and King (1971, p. 21) pointed out, the number of parameters to

be estimated independently still remains large when the system of equa-

tions involves a large number of goods. However, as one is often

interested in only a small subset of the consumer's consumption possi-

bility set or even a single demand equation, this degrees-of-freedom

problem may be further mitigated by the notion of separability.

Separability provides a justification for imposing a restriction on

the number of distinct commodities recognized. In essence, the aim is

to include in the estimated demand functions price and quantity data and

treat it as if it were price and quantity data of a single commodity

 

3Derivation of these restrictions and their implications for

demand analysis are concisely discussed in George and King (1971)

and in many texts on consumer demand theory, viz., Green (1978)

and Phlips (1974), in particular.
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(Green 1978, p. 150-152). Hence, the assumption that the consumer

possesses a separable utility function makes estimation of demand func-

tions manageable. .In this research the concept of strong separability

is defined as:

£4 . o (3.4)

where i 6 group g, j a group m, k a group s f g or m. This means that

the marginal rate of substitution between two goods 1 and j, belonging

to different groups, g and m is independent of the consumption of goods

in any other group, 3.

Inherent in the separability assumption is that consumers set aside

or commit sums of money to broad general purposes, e.g., meat, dairy

products, fruit and vegetables, clothing, housing, private transporta-

tion, recreation, and so on. Then, it is assumed, that consumers decide

at the appropriate time on the detailed disposition of these sums

(Green, 1978, p. 153). In effect the consumer maximizes his utility in

two stages. In the first stage of maximization, total expenditures are

allocated between 3 separable groups and then in the second maximization

stage, group expenditures are split into individual commodity expendi-

tures (George and King, 1971, p. 27). In practice, it is not possible

to look at marginal utilities to determine the nature of separability.

Often arbitrary groupings are adopted. However, for the present pur-

poses the research results of DeJanvry (1966, p. 112) are utilized,

viz., that the meat category forms a separable group within the

consumer's consumption possibility set.
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Thus far the discussion of demand theory and restrictions derived

from it relate to an individual consumer. That is. the maximization of

an individual's utility function is subject to a fixed budget constraint

giving rise to a system of demand equations upon which various restric-

tions are imposed. As a practical matter, as statistical data almost

inevitably relate to groups of consumers, it is usual to aggregate

demands across individual consumers to derive market demand functions.

This in effect assumes that the demands refer to a 'representative con-

sumer' such that aggregate demand relations may be obtained directly

from the representative consumer demands. However, the conditions for

doing so are very stringent and unlikely to be met in practice. For

instance, the most restrictive condition is that all consumers' Bngel

curves are parallel straight lines.u Nevertheless, in defense of this

approach Houthakker and Taylor (1970, p. 200) argue that 'of all the

errors likely to be made in demand analysis, the aggregation error is

the least troublesome.‘ Further, Grunfeld and Griliches (1960, p. 1)

conclude that aggregation may reduce the specification error and hence

produce an aggregation gain. There is no departure from this standard

assumption of the representative consumer in the present research.

A long standing problem in undertaking demand analysis lies in

bridging the gap between the theory and empirical work. The gap exists

primarily because of restrictive assumptions used in the theory and

because of inadequacies in the data base. Some of these difficulties

such as identifying separable groups and the aggregation of individual

uFor details of the implications of aggregation see Green (1978,

P- 139ff) and Phlips (1974, pp. 98-100).
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demand relationships have been mentioned above. Others, which are not

reiterated here are discussed by George and King (1971, p. 20ff). .There

is a need, however, for fUrther coverage of certain aspects of consumer

theory which relate closely to the nature and modelling of structural

changes in demand. These include the common neo-classical assumption

that consumer preferences are given, the theoretical treatment of commo-

dities or goods as opposed to characteristics of goods, and extensions

of the classical static theory into dynamic models of consumer behavior

and habit formation.

3/L1 Consumer Preferences and Goods Characteristics

In the above outline of traditional demand theory, underlying con-

sumer preferences were assumed to be given for a particular period in

time. Although this assumption greatly simplifies the classical treat-

ment of consumer behavior, it is rather unrealistic to expect prefer—

ences of individual consumers or households to remain unchanged over

time or unaffected by their environment. When preferences are allowed

to change, the demand system also changes. This is because the indivi-

dual preferences underlie the given utility function and its properties

which in turn determine the form of’the demand functions.

It is not the intention here to set forth a theory which considers

changing preferences or which permits maximization of an intertemporal

utility function. This has been attempted elsewhere.5 The objective is

PimPIy to provide insights into how changes in preferences might effect

 

5A theory of intertemporal utility’ functions is presented by

Phlips (1974, Ch. 10).
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demand and what might cause such changes. Moreover, in empirical ana-

lyses and estimation of individual or system demand parameters one

should be aware of the implications of the assumption of an unchanging

utility function over the observation period.

There is in fact no unique time period for which the utility func-

tion should be defined but these are restrictions on the possible length

of the period. Since the consumer derives utility from variety in his

diet and diversification among commodities he consumes, the utility

function must not be defined for a period so short that the desire for

variety cannot be satisfied or too long a period that tastes (and hence,

the shape of the function) may change. The (static) theory would break-

down if it were impossible to define a period that is neither too short

nor too long in the above view. In essence preferences are given. Were

it practicable, it may be very important to incorporate into the

analysis the fact that preference ordering may change over time (or from

household to household)6.

Green (1978, p. 26ff) outlines three possible reasons preferences

change;7 namely, the effect of advertising, the choices made by other

consumers, and the longer term impact of changes in price.

Effect of advertisiggi Essentially, a consumer's choices are deter-

mined by his preferences and those preferences are influenced by the

 

6

These changes should not be confused with shifts in text book

demand curves constructed under ceteris paribus conditions.

7For a discussion of the current state of modelling changes in

consumer preferences see Pollak (1978), Pessemier (1978) and Mar-

schak (1978).
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infbrmation which is available to him. Lancaster (1966) developed the

notion that preferences among bundles of goods are not a fundamental

determinant of choice, but are derived from preferences among the bun-

dles of characteristics supplied by these goods. This notion may be at
 

the heart of the perceived change in preferences fer beef over other

meats and fecds. Normally advertising is concerned with persuading con-

sumers to switch from one brand to another brand of a particular good.8

In the case of meat demand, the concept may be more complex since recog-

nized brands do not exist in the market. That is, meat is homogeneous

with respect to brands, although there are many cuts and types of beef

meats. Advertising in meats, where it has taken place, has concentrated

on ‘commodities' e.g., beef versus chicken versus pork. If consumers'

preference orderings are based, not on commodities but on goods charac-

teristics, then this advertising effort may have been misdirected. If

it is possible to interpret each type of meat, e.g., beef, chicken, pork

or cut of meat, as goods which supply broadly the same characteristics

but in different proportions (i.e., vitamins, minerals, leaness,

calories and taste), then a large part of advertising may be construed

as an attempt to inform people of the bundle of individual characteris-

tics of a given good. This begs the question regarding the cause of the

recent decline in demand for meat, red meat and beef, in increasing

cmder of magnitude of that decline. Does this reflect a change in

M

8Galbraith (1979) stressed the ability of producers to manipulate

consumers through advertising to the point where an individual

surrenders her consumer sovereignty to the producer or producing

organization. See also Galbraith (1973) and Gintis (1972) for

discussions of the broader issue of produced influence of corpora-

tions and loss of consumer sovereignty.



4 r r’

.XSUEJU

«bx-H

1.51459

A

‘w. '

'm'

.4) '

'5

_ .

5":
‘5‘.

“hi.

I" v"

In ‘

.3:

I

h...-
‘5‘:

.,

'YJA

rm _



81

preferences or a change in infbrmation? That is, it may be quite con-

sistent for a consumer, who has a particular preference ordering for

particular characteristics of a good, to shift from beef to chicken

because of new or changed information that chicken provides the bundle

of characteristics which maximize his satisfaction in consumption. If

the unit of observation were goods then this shift may be perceived as a

change in preferences, namely of the good, beef. However, by looking at

characteristics, preferences are unchanged, so then the determinant of

choice in this case is information.

Take, for example, a consumer with a given preference ordering for

the characteristic of 'health attributes' who is at that time consuming

beef. Assune a report is released, stating that beef is high in

cholesterol and dangerous to ones health, and that chicken, because of

its low cholesterol level, should be consumed. In response, that consu-

mer, assuming his rationality, will shift consumption to chicken, where

his given preference ordering with respect to characteristics can be

satisfied. No change in underlying preferences has occurred; simply the

product, beef, in the eyes of this consumer, no longer contains the bun-

dle cfi‘characteristics which reflects his preference ordering and which

maximize his utility. Characteristics, therefore, would seem to be the

focal point of advertising, namely, to inform peOple of the characteris-

tics or the bundle of characteristics that a consumer will receive on

purchasing a particular commodity (or brand).9

 

9This is a point that until very recently has been overlooked in

the promotion and advertising dollars spent by representatives of

the U.S. beef cattle industry, in their attempts to turn around or

at best halt the decline in per capita beef consumption (Beef In-

dustry Council, 1982).
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This point is taken further by Lancaster (1966, pp. 132-133). He

argues that despite the persistence of advocates of the pure theory,

market researchers, advertisers and manufacturers act as though they

believe that knowledge of the intrinsic properties of goods is relevant

to the reaction and behavior of consumers. He notes that the classical

theory does not allow fer the introduction of a new good or for the

quality of an existing good to change. The theoretical, and indeed the

empirical problem arises when such structural changes occur within the

last few years of the observation period. In this regard traditional

theory would appear to have nothing to say and hence have no predictive

value. If it were possible to measure the quantities of characteristics

supplied by new or improved goods then a cost of living index could be

defined in terms of a representative bundle of characteristics. Such a

revision of demand theory may substantially overcome present weaknesses

in the classical theory, such as the assumption of fixed preferences.

Preferences relating to characteristics change less over time than

preferences relating to goods which supply these characteristics in dif-

ferent proportions. The apparent difficulty of inventing or promoting a

completely new characteristic would support this assumption. The point

is that under the neo-classical paradigm the only characteristic of beef

is 'beefiness' and the only source of 'beefiness' is beef.

Choices by other consumers: Besides advertising, preferences may

also change through the choices made by other consumers. When the

choices made by others result in an increase in a consumer's purchases

it is called the 'bandwagon effect'. When the result is a decrease in a

consumer's purchases it is a 'snob effect'. Green (1978, p. 28 and pp.

1H6-1fl8) states that these effects should be incorporated into the
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theory of individual behavior when applied to market behavior. It is

unclear which effect would predominate in the market for meats. Tb some

extent a bandwagon effect has resulted in the trend away from red meats,

especially beef, due to alleged health considerations. Estimators of

demand fUnctions appear to recognize these factors as a source of

preference change, but typically allow for this only in a very general

way. Approaches to measure such structural shifts are detailed later.

Green (1978, p. 147-1u8) presents a theoretical model of these effects

on individual demand. He assumes all individuals have identical price

dependent Marshallian demand curves of the form:

pi = a + bq1 +‘cQ1 (3.5)

where the demand price, pi depends on the quantity purchased by the

individual consumer, Q1, and on his expectation of the total amount, Q ,

purchased by that group of consumers. It is assumed that a > o, and b <

0, giving a downward sloping demand curve in the case of consumer

independence. Hence, the demand price may be increased in response to an

increase in expected total purchases, where c > o for the bandwagon

effect, or decreased, where c < o fer the snob effect. When present the

snob effect, c < 0, will make the demand curve slope downwards more

steeply, whereas a strong bandwagon effect, c)o may turn the slope to

positive.

Changes in_price: Price is a factor which may induce a change in

preferences. Price changes clearly affect choices through their effect

on the set of alternative goods that the consumer can afford within his

given budget. The question is whether such a commodity price change
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affects a consumer's preferences among alternative bundles. Some would

argue that the high retail beef prices of the late 1970's led to a

change in preferences for beef in favor of chicken or pork or non-meat

food. However, the logic of this argument seems unclear. When beef

prices rose to levels unacceptable to consumers, there followed the

expected contraction in purchases (a movement up the beef demand curve)

causing the demand curve for chicken to shift to the right. This leads

to an increased consumption of chicken at the same price, ceteris

paribus. If consumers then deve10ped new habits and tastes from the

greater chicken consumption then overall preferences may have changed in

favor of chicken. Nonetheless, the shift to chicken fellowing the high

beef prices should not suggest a change in underlying preferences for

beef at that point. Simply, the consumer could satisfy with chicken his

preferred ordering of his characteristic set (in terms of calories,

vitamins, minerals and so on), more cheaply and within his budgetary

limitations. Preferences only changed after new habits and tastes were

formed through greater consumption of chicken, ceteris paribus. This is

reflected in his reluctance to increase equivalently his consumption of

beef when beef prices subsequently fell. This apparent asymmetry in

demand response will be investigated below.

3.1.2 Dynamic Models and Habit Formation

As noted above, the static neo-classical theory of consumer demand

is based on a number of restrictive assumptions. In particular, the

theory implies that the representative consumer solves his maximization

problem in each period regardless of any past behavior. There have been

many attempts to relax this assumption and specify dynamic models of
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behavior by accounting fOr habit fbrmation and partial adjustment

10 The approaches usually adopted are either to date variablesbehavior.

in the utility function, introduce dynamic aspects into the utility

function or to introduce dynamic aspects directly into the demand func-

tion. Only the last approach is considered here.

Other than specifying a time trend, dynamic demand analysis usually

involves lagged variables. Examples of direct inclusion of dynamic pro-

perties into demand are the cob-web model, the distributed lag model, a

first differences model of changes rather than quantity demanded, and

the habit formation or inertia model of consumer demand (Intriligator,

1978, pp. 235-2u2). The three main habit formation models are (1) the

inclusion of an exogenously determined time trend to the static model to

account for taste changes; (2) the partial adjustment model, an

endogenous specification which assumes that adjustment of actual con-

sumption to desired consumption is achieved only partially during any

given time period because of habits; and (3) the state adjustment model.

The first approach is relatively straightforward. The last two are dis-

cussed below. Of interest in this research, in addition to an accurate

fitting of a model to observed data, is the develOpment of a model that

assists in identifying and measuring changes in the structure of those

demand relationships.

The partial adjustment mechanism as fOrmulated by Nerlove (1958) is

an example of a distributed lag relationship. It assumed for prices and

incomes, that consumers adjust consumption towards a desired or long-run

10

See, for example, Phlips (197k) and Green, Hassan and Johnson

(1978. pp. 93-107).
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demand and in each period only partial adjustment to the desired demand

level is achieved. Therefore, if

(1’ ) (3.6)

*

represents the desired demand for commodity j in period t, a Nerlovian

partial adjustment scheme would result in

*

qt - qt_1 ‘ 5(qt - qt_1) o< 6< 1 (3,7)

where represents the 'coefficient of partial adjustment.’ When €=1 the

adjustment is total and immediate and gives the original static case.

Expressing (3.6) in a linear form with an additive error term and com-

bining this with (3.7) gives the estimating equation in observable

terms,

qt . 6a + chpt + cScyt + (1-6)qt_1 + Out (3.8)

or equivalently,

qt " A + Bpt + Cyt + Dqt_1 + Out (3.9)

When estimated in double logarithmic form, <5 is the elasticity of

adjustment, B and C represent the long-run price and income coeffi-

cients, respectively, and b and c represent the short-run effects. Con-

ceptually this model reflects the impediment to immediate consumer

responses due to imperfect knowledge. As price changes, some consumers

will continue to respond to past prices because of habits or institu-

tional constraints. Although widely used in empirical analyses, this

Partial adjustment model has no solid theoretical underpinning (Phlips
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197“, p. 15“). In fact Griliches (1967) showed that essentially the

same form of estimating equation, indistinguishable from the static

demand model with autocorrelated errors, can be derived from quite dif-

ferent constructs.

An improvement on the partial adjustment model is provided by

Houthakker and Taylor (1970). Their state (stock) adjustment model, in

essence, is a habit formation model11 typically applied to non-durable

goods. The basic equation is

qt = a + Bpt + Yyt + Cbst + u (3.10)
t

where 3t represents a psychological stock of habits and <b is positive,

i.e., the more of a good that is consumed the more will be purchased.

This stock of habits is hypothesized to change over time according to

the differential equation

. dst

8t =-EE - qt - 58: (3.11)

where <5 is a diagonal matrix of depreciation rates or the average

'using up' of stock. Since neither the depreciation rates nor the

Psychological stock are observable and therefore cannot be measured, it

has to be eliminated from the equation.12 From the above equations

Houthakker and Taylor derive both a continuous and a discrete state

adjustment model. As all statistical data are in discrete time, her.

 

11

See also Brown (1952) who examined habit persistence as the

causal basis of lags in consumer demand.

1

28cc Phlips (1974, pp. 165-166) fOr these manipulations.



‘FL

:tecre‘

and he

9 A

.Ytfl

8""

161.1

‘I'Irr
.11.. v‘.



~88-

mally a year, the discrete version is more readily applied. Hence,

qt . qt<qt_1’ Pt'l, Aptsyt_l, Ayt’ Vt) (3.12)

where 1A represents the discrete first difference operator, e.g.,.Apt 5

Pt - pt_1, and all other variables are as previously defined.13

This model, as with the Nerlovian partial adjustment model has no

theoretical base, being an ad hoc procedure for incorporating dynamics

and habit formation into demand functions. In particular it suffers

from integribility, the problem that these demand functions cannot be

derived from maximizing a known utility function. Nevertheless, it does

introduce three ideas, all noted by Marshall (1920 Appendix H, 3) some

50 years earlier. These were (a) that adoption to change in price is

gradual, i.e., there exists a partial adjustment, (b) that the movement

along a demand curve is irreversible, when habits have develOped in the

meantime, and (c) that the effect of'habits is positive. Parts (a) and

(c) have been essentially covered above. The notion of irreversibility

of’ demand has particular relevance to the estimation of the demand for

beef and so it is discussed below.

3.1.3 Irreversibility of Demand

Some 30 years after Marshall's observations Farrell (1952)

attempted to explain by using irreversible demand functions why economic

variables played such a minor role in certain demand analyses1n and

k.

13
An alternative form that has been tested has prices and incomes

in current rather than lagged form (Reeves 1980).

14

See, for exanple, Prest (19’49).
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certain time and 'trend' variables play such a major role. Simply,

economic variables are considerably more important in the short run,

whereas in the long run social variables are more important. In the

longer run peOple's tastes may change especially due to habit formation.

'A man who has been induced by a rise in income or a fall in the price

of' tobacco to take up smoking or to smoke more heavily, will form a

habit, and will not, when the price or income returns to its formal

level, cut his consumption to the former level' (p. 174). This is the

notion of an irreversible demand function.

Farrell's simple consumption-price-income model was of the form:

Ct 3 ct(yt’ Pt: Ct_1: Yt_19 Pt_1) (3.13)

from which he developed a more specific model. That model distinguished

between and provided coefficients for rising and falling stages in the

income and price observations. Although his results were largely incon-

clusive some evidence was provided in support of the existence of demand

irreversibility.

This idea of irreversibility of demand functions was applied by

Goodwin, Andorn, and Martin (1968) to the consumption of beef. A key to

irreversibility in beef demand was the existence of consumption- habits

and a cyclical pattern of prices and consumption. A related aspect is

the important distinction between short-run and long-run responses in

demand. The Marshallian demand curve defines the relationship between

changes in quantity demanded to changes in price, ceteris paribus. This

static concept implies a reversible relationship since a price-induced

change in quantity demanded is completely reversed on the return of that
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price to its original position. In this case the concept of price elas-

ticity of demand is a static one. However, given a dynamic model, demand

is not necessarily reversible since changes in consumer habits formed

over time are not necessarily reversible. Potential confusion may arise

however, where 'static' and long-run concepts of demand.

Tomek and Cochrane (1962) identified the source of this confusion

as the interchangeable use in the literature of the terms 'habit' and

'tastes and preferences'. They identified habits as being formed pat-

terns of behavior which may impede quantity adjustments to a price

change. Habits are subject to change or elimination. Therefore, they

are not concerned with consumer like and dislike of a product. Likes

and dislikes are reflected in consumer preferences. Tomek and Cochrane

(1962, p. 719) further concluded that 'changes in tastes and preferences

may be regarded as structural. change--that is, a change in the

consumer's preference map. This change can shift the demand curves and

change the structural parameters (i.e., elasticities). A change in

habit affects only the rate of quantity adjustments with a given set of

determinants of demand.‘ These authors hypothesized that of the impedi-

ments to instantaneous adjustment of consumer reactions to price

changes, consumer habit may be the most important in creating lagged

quantity responses to price changes. Therefore, they conclude that the

long-run price elasticity for a product represents a complete quantity

adjustment to a given price change where the determinants of demand are

constant.

However, Tomek and Cochrane's conclusion that changes in habits are

not structural changes under their definition of causing parameter
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changes rests a little uneasily. In a dynamic model, standard operating

procedures, i.e., habits or routines, would seem more pervasive in their

influence than to simply affect the own-price. Certainly habit may

impede price-quantity adjustments, but habits will also impact on other

consumption behavior patterns causing parameter shifts in other explana-

tory variables.15 In fact, this is what happens with the irreversible

demand fUnction to be discussed below.

The consumption response associated with demand irreversibility may

be illustrated as in Figure 3.1. In essence changes in demand structure

are occurring between each phase or cycle of production-consumption.

More particularly, the responsiveness of consumers' quantities demanded

to changes in

Price

Increasing Consumption Phase

N:\Decreasing Consumption

Phase

  Quantity

Figure 3.1

Irreversibility in Price-Quantity Relationships

*—

STheoretical support that habits may change elasticities is

presented in Hope, Green, and Eales (1980, p. 779).
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prices is hypothesized to differ on decreasing compared to increasing

consumption phases. In effect this consumption response is a price

induced change in tastes; similar to the situation described earlier for

beef in the discussion on preferences. This dynamic response in con—

trast to the Marshallian static response is measured more appropriately

by 'response' elasticities (Tomek and Cochrane, 1962, p. 730).

To model this phenomena, Goodwin et al. (1968) began with the equa-

tion for beef,

th 8 a + alpbt + azp + a3yt + blppt + bzpp

'

0 pt t + b yt + u (3.14)
3 t

where the quantity 0f beef, th is a function of the prices of beef and

pork, pbt and ppt' and income, yt. These prices and income represent

decreasing quantity periods. The superscripts represent prices and

income during the increasing quantity periods. Hence there is a close

similarity with the specification of Farrell's (1952) model. Goodwin et

al. than assume a Hoyck distributed lag on all variables. The final

estimating equation has current and lagged consumption, prices and

income:

I ' I

qbt g qbt(pbt-i’ ppt-i’ yt-i’ Pbt-i’ ppt-i’ yt-i’ qbt-i-l) (3'15)

for i = 0,1,2. Seasonal dummy variables were included to capture quar-

terly differences in beef demand. Short-run and long-run elasticities

were computed for both decreasing and increasing consumption phase vari-

ables. The coefficient of adjustment suggested an immediate adjustment

of consumption by consumers to a falling price but a lagged adjustment

0f consumption to a rising price. The latter indicated the persistence
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of habits formed during the preceding phase of declining prices, imply-

ing the irreversible nature of beef demand at the retail level.

The time varying nature of structural coefficients in demand func-

tions for beef is clearly indicated by the distinctly different short-

run and long-run response elasticities in decreasing compared with

increasing consumption phases. Although there is a merging of income

and price effects in these response elasticities, in the short run,

own-price elasticities are lower i.e., more inelastic, in periods of

decreasing consumption phases (Goodwin et a1. 1968, p. 25). This con-

curs vdth the hypothesis that consumers adjust consumption by less dur-

ing the increasing price phase than during the decreasing price phase.

Income elasticities were higher in periods of decreasing price,

indicating a stronger response to income changes in these periods.

Also, price and income elasticities tended to decline over time.

Goodwin et al. (1968, p. 25) explain the former as a result of a

broader range of quantities being included in the relatively inelastic

position of the demand curve over time, and the latter being due to a

declining proportion of consumer income spent on beef given income was

rising over the period.

Uvacek (1968) also noted the irreversible nature of demand curves,

in particular for beef. He went further in recognizing a link between

shifts in the beef demand curve and the cattle inventory phase.16 During

supply-reducing periods the demand curves are more inelastic. This tim-

ing link with consumption shifts is made possible by the high positive

 

16See also reference to Goodwin (1965) on this point.
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correlation between the cattle cycle and slaughter levels. He

hypothesized that, given the reduced role of income in explaining vari-

ations in the demand for beef,17 the abrupt changes in demand that have

persisted have had their origins in the beef production cycle.

During the build-up phase of the cattle cycle, when larger

quantities of beef are being consumed per capita, the higher

incomes are utilized and the increased preferences for beef

satisfied by making larger quantities of beef available to the

consumer. This 'penned up' or 'accumulated' demand is util-

ized, not by a shift, but by a movement along the demand

curve, and does not really evidence itself until beef supplies

are withdrawn from the market. This situation occurs during

the liquidation phase of the cattle numbers cycle, when beef

supplies, in general, are decreasing. The result is a new and

more inelastic demand curve during the reduced-supply periods,

yielding substantially higher beef prices near the terminating

years of this phase of the cycle. (Uvacek 1968, p. 1503).

The pattern of these shifting demand curves described here is

identical to that illustrated earlier in Figure 3.1;namely the irrever-

sible demand function over time. However, since Uvacek wrote these

observations in 1968 the demand for beef has undergone considerable

changes and has been subjected to important influences. Real disposable

incomes in recent years have not moved upward at the rates of that time

and perhaps, more significantly, there is evidence to suggest that

preferences for beef have not continued to strengthen. On the contrary

they appear to have weakened substantially. It is these changes in the

structure of beef demand which are addressed in this research.

 

17See, for example Meinken, Rojko and King (1956) and Tomek and

Cochrane (1962).
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3.2 Structural Change in Demand Interrelationships

The classical theory of consumer behavior described in the previous

section, provides a means of deriving demand curves, indirectly via

utility maximization, in terms of relative prices and income. In prac-

tice, however, demand functions are estimated directly, for example, via

econometrics, mainly because factors other than prices and income are

important in explaining consumer behavior and the demand for a given

commodity. Another problem with the classical derived demand functions,

but also with many directly derived functions, has been typically that

tastes and preferences are assumed as fixed and given. Many other

important determinants of consumer behavior are also often ignored or

treated cursorily, such as habit formation. In effect this treatment at

times removes a major and common source of structural change in a demand

relationship. Before dealing, however, with the means for identifying

and quantifying structural changes in demand relationships, 'structural

change' is first defined, and then placed into the problem-oriented con-

text of this research.

3.2.1 Definition of Structural Change

In the context of demand estimation, the demand structure relates

the underlying economic and behavioral relationship or model. Foote

(1958. p. 213) described this structure as 'the process by which a set

of economic variables is believed to be generated'. A structural change

then is a change in this process. Poirier (1976, p. 1) was more

specific: 'structural change will be said to occur whenever the parame-

ters of an economic model change a "small" number of times in response
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to forces within or outside the model'. He draws a distinction between

those time-varying parameter models in which parameters are required to

continuously change over time or not at all. This distinction will be

discussed further when time varying parameter models are reviewed. In

this research both gradual and abrupt changes in economic structure are

considered. Whether a structural change is perceived to have occurred

gradually or abruptly clearly will depend upon the time interval chosen.

Moreover, not all structural changes are necessarily time related. For

example, on-off qualitative variables denoting the presence or absence

of a population characteristic of the data such as education/no educa-

tion or black/white consumers fall into this category. Although this

study focuses on time series observations, these qualitative variables

impact on the nature of economic relationships and therefore, are con-

sidered within the analysis of structural changes in consumer behavior

and consumption patterns.

3.2.2 Nature of the Problem

As noted in the introduction to this research, much of the preoccu-

pation with price and income elasticities of a particular commodity is

founded in the classical approach to empirical work and the assumptions

of the Marshallian demand curve (Brownand Deaton, 1972, p. 11119). The

growth and development of electronic computing technology has made pos-

sible the estimation of complete systems of demand equations derived

from theoretical considerations. Although there is much to commend this

development, the attention towards the empirical testing of the models

themselves has been somewhat at the expense of applied demand analysis.

This does not condone the uncritical proliferation of models and
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parameter estimates made possible by the computer. It does indicate the

need fior an improved balance in these two developments.

Directly related to the problem of estimating structural coeffi-

cients in many demand models is the assumption that the elasticities are

constant for all values of the exogenous variables. Both single equa-

tion models and equation system models are subject to this criticism.

Except for the shortest period in a time series this assumption would

not be expected to hold. Brown and Deaton (1972, p. 1151) illustrate

“some conceptual difficulties with this assumption when using the double

logarithm functional form for demand analysis. First, as a nation

becomes richer, goods which were luxuries on average when the inhabi-

tants were poorer, became more necessities as real incomes increase.

Hence the elasticity coefficient on income would be expected to fall

over time. A second more fundamental problem arises from the restric-

tion that the elasticities are constant. If this were really so and

those goods had elasticities greater than unity, then as real incomes

increased, goods expenditures would eventually dominate the budget and

reach the point where the sum of expenditures on each of the categories

was greater than the total expenditure being allocated. Therefore, even

though the model fits the data well when estimated, the results are

implausible, greatly diminishing confidence in the model for forecast-

ing.

A.more fundamental indictment of the assumption of constant demand

coefficients was provided by Lucas (1976). He argued that economic

theory leads one to expect relationships to change over time and that

the constant parameter formulation is inconsistent with this theory.
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For example, a change in policy will change the environment in which

economic units operate and result in structural changes in the equations

representing the behavior of those units.

3.3 Traditional Methods of Identifying and Estimating Structural Change

The objective in this section is to review the wide range of

approaches now taken from both theoretical and empirical standpoints and

to model structural change in demand relationships. Many of these

approaches, which have appeared in the literature, have developed to a

large degree, concomitantly with the sophistication of econometrics and

electronic computer facilities. Simple methods may often be the most

appropriate despite this computer and econometric sophistication. For

this reason a broad sweep of investigatory techniques is presented from

simplistic yet revealing graphical analysis to the considerably more

complex continuous time varying parameter models and Legendre polynomial

estimation.

3. 3.1 Graphical Analysis

Some of the first indications that the underlying structure of

demand for a certain commodity was changing was revealed by graphical

analysis. This has long been an important tool in agricultural econom-

ics. research, developed in the 1920's and 1930's, though much less used

now (Waugh, 196A and 1966). It is simply the plot of data, say, con-

sumption versus price or income and the freehand fitting of a demand

curve. Waugh emphasizes freehand fitting of a curve through the obser-

vation dots as this 'avoids the deadly routine of always fitting
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straight lines (or straight lines in logarithms) whether they are

appropriate or not' (p. 19). He claims that its neglect is due largely

to 'fancy, super-refined mathematics and electronic computerization ...'

and that '...the graphic tool is almost indispensable in preliminary

analysis (p. 1).' Often a quick preliminary analysis will help deter-

mine the relevant variables and the form of the relationship among these

variables. In particular it can identify changes in structure over time

and provide valuable insights about the data which may otherwise be

missed (Figure 3.2).18

Price Price

  
  Quantity Quantity

Figure 3.2 (b)

Shifts in the Structure of Demand

 
 

GD

1

8See for example (Rojko, 1961, pp. u7-fl8).
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There are earlier examples of this approach to show shifts in the

structure of demand, however, Waugh (196A) illustrates for beef that it

was necessary to draw two demand curves, one for the period 1948 through

1957, and another for 1958 through 1962. The upward shift in the latter

period indicated reduced marketings of pork. Similar shifts over the

period due to shifts in supplies of competing meats were identified for

pork, veal and lamb but not for chicken. Waugh noted that he expected

these shifts, which occurred at different points in the period to have

occurred, logically, simultaneously. It has become apparent from later

research that differential timing in commodity shifts are hardly

surprising. The perfect operation of the Walrasian auctioneer in a

multi-commodity system quickly breaks down with the introduction of

institutional, psychological and habitual factors. These factors, mani-

. fested as lags in market relationships, may be characterized collec-

tively as imperfect information flows.

Such shifts as described above may be abrupt as in Figure 3.2(a) or

more gradual as in Figure 3.2(b). In the simple demand model, for exam-

ple, consumption as a function of price and income, an abrupt shift, may

typically be due to a change in government pricing policy. On the other

hand, incomes have tended to increase gradually, perhaps cyclically with

the economy, resulting in a gradual upward trend in the demand for meats

as a whole. However, as will be the case with other means of quantifying

structural shifts, graphical analysis shows when the shift occurred but

not why it occurred.
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3.3.2 Time Trend Variables (Gradual Structural Shifts)

Where changes have taken place gradually over time and for which no

specific explanatory variable is available a time variable has often

been used. This formulation is also considered the most simple of

dynamic specifications in demand analysis (Intriligator, 1978, p. 235).

It has also been used to model habit formation (Pope, Green and Eales,

1980). It should be introduced as a measure of sources of continuous

systematic variation only if such sources are believed to be important

before the analysis is run, or if the time effect is believed to be

linear or moderately curvilinear. A plot of the unexplained residuals

versus time will determine this. If the plot does not indicate a trend

relationship, but is non-random then an attempt should be made to dis-

cover the economic cause of the pattern. If the contribution of time in

explaining variations in the dependent variable is large relative to

that of other independent variables then it suggests that some major

factor has not been identified and included (Foytik 1951, p. 919).

A time variable is often included in logarithmic equations either

in a converted or unconverted form. It makes a difference whether time

is in actuals, in logarithms or in some other form (Foote, 1958, pp.

90-93). Time, t, specified as an exponential function (unconverted

data) is

(I a xbict (3.16)
it i it

or equivalently,

log qit a log 311+ bi log xit + tlog c (3.17)
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where c== 1 and t : 0,1,2....n. and where qt 13 consumption of good i

and xit represents all other explanatory variables. As a power function

(converted data).

git - aixittc (3.18)

or equivalently,

log qit - log a1 + bixit + c log t (3.19)

Where O: 0 and t =1,2'oeegn

Typically, a time trend increases rapidly during initial growth and

then tends to flatten out. Given the greater variety of possibilities

including the above rapid initial growth scenario, Foote (1958) recom-

mends the power function in most cases. He further notes that depending

on the coefficient on time and whether time is in actuals or logarithms,

extrapolation can give markedly different results. Caution is usually

necessary when extrapolating, but more so when time is specified as a

higher degree polynomial or when a exponential curve is used and the

coefficient is greater than unity. Notwithstanding this warning, George

and King (1971, p.44) suggest that for projection purposes, inclusion of

a time variable may result in more reliable projections than if

excluded .19

 

1gSee Prest (1949, p. 39) and Foytik (1951, p. 421) who use t and

‘t terms in demand analyses. Prest found that after inserting t

(as t log a) the residuals still appeared to Show the influence of

a trend factor and so he added the term t . Although the time

variables were in exponential form the estimated coefficients on t

and 1: were very small and hence were not explosive. Also note

that to allow for parallel shifts other than by a uniform amount

or rate, second or higher degree terms of t would need to be

specified.
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In the context of structural changes in consumer demand functions,

a time trend is often introduced to represent the effects of continuous

changes in tastes.20 This is because at least for basic agricultural

commodities tastes for the most part have not changed rapidly over time.

In fact the time trend includes all variables which theory assumes con-

stant under ceteris paribus conditions. This catch-all variable was

specified in the classic demand studies of Schultz (1938) and Stone

(1954).21 In Schultz's specifications, time was included to explain sys-

tematic changes in all the variation in the dependent variable except

the product's price. Stone improved considerably on this specification

and upon its theoretical plausibility by including the prices of other

goods and income per person.

Despite Foote's recommendation of the power function the exponen-

tial function is very common (Phlips 1974, p. 98) but in the form,22

. '8 dt + sit
<1it ax ite (3. 20)

or equivalently,

log qit a log ai‘+ b log x + 8t log e + Sit log e (3.21)
i it

One of the main reasons a time variable is included into the regression

equation is to operate as a correcting factor for trend in each of the

data series, i.e., to eliminate the growth factor (Foytik, 1951, p.

420).

 

20

A similar justification is used for specifying time in supply

equations to represent changes in technology.

1

2 See Phlips (1974, pp. 116-120) and Intriligator (1978).

2

2This equation in e is a special simplifying case of an exponen-

tial function generalized as c in equation (3.16) and (3.17).
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Alternatively, any linear trend in the dependent variable over time

can be isolated and measured by using first differences of logarithms

where the constant, a1, in

logAqi - a + biAlogXi , (3.22)

i

13 the measure 0f trend in 91 over time. Rojko (1961, p. 43) cautions

that this specification only allows a trend that is increasing at an

increasing rate. One way around this deficiency is to explicitly

include time as an explanatory variable. Normally the constant term has

little economic meaning. Therefore student-t values are rarely

presented. However, the constant, a1 implies, 1f significantly dif-

ferent from zero, that some change in the dependent variable would occur

from the preceding year even if there were no changes in the independent

variable. Foote (1958, p. 43) suggests that if all variables in the

first difference analysis are converted to logarithms and if the con-

stant term differs significantly from zero, the percentage effect of

time in each year can be obtained by taking the antilogarithm of the

constant term plus 2. To take Foote's example, if ai is equal to 0.015,

and its antilogarithm, 2.015 is 103.5 than we can say that the time

trend alone would increase consumption of 91 by 3.5 percent annually.

If however, ai is -0.015 and the antilogarithm of 1.985 is 96.6, then

the trend above would tend to decrease annual consumption of qi by 3.u

percent.

Notwithstanding the above inclusions of a time variable in demand

specifications, there are further specific problems to be considered

(George and King, 1971, p. 44). variables such as prices and income are
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often highly correlated with time creating difficulties of multicol-

linearity in the estimation of individual coefficients. The coefficient

on the time variable may be overestimated and, as noted, the variable

becomes a catch-all for unexplained variation in addition to the effect

of time. A further difficulty, associated with its lack of theoretical

standing, is that an interpretation of the coefficient of time is not

provided readily. For these reasons researchers have been reluctant to

include time into their demand formulations.

To reiterate, the rather heroic assumption made by the inclusion of

a time variable is that all social and psychological and any economic

factors not accounted for by the income and relative prices series,

changed at a constant instantaneous percentage rate per unit of time and

are captured by this variable. This assumption is clearly arbitrary and

unsatisfactory in dealing with cyclical fluctuations or sudden changes

or discontinuities in data. At best it is more a proxy reflecting mis-

cellaneous changes than as representative of changes in tastes.

3.3.3 Dummy Variables (Abrupt Structural Shifts)

To account for structural changes in demand which are abrupt or

discontinuous in nature shift variables can be introduced through dummy

variables. These variables deal with qualitative information such as

qualitative facts (e.g., male or female, black or white), qualitative

shifts over time or space (e.g., war or peace, government subsidy or

not, region one or region two), or conversion of quantitative facts into

aggregate qualitative facts (e.g., rich or poor instead of quantitative
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income level).23 These dummy variables by convention take on a value of

zero before the critical year (assuming annual observations) or zero for

the presence of a characteristic, and take on the value of one after the

event in time or in the absence of that characteristic. In effect the

procedure permits a single displacement of the intercept for the period

beginning in the year in which the change occurred. To obtain the

effect of this change, the coefficient of the dummy variable is added to

the intercept. This partitioning of the data set into intervals and

defining a set of dummy variables over them has the desired result of

providing unbiased regression coefficients in contrast to either

estimating the whole period or, in the case of war years, dropping that

data from the data series (Suits, 1957).

This once and for all structural change due to war, or policy or

taste change, causes the demand coefficients to change. In past stu-

dies, in order to have a time series with sufficient data points, the

pre- and post-World War II periods were utilized. From an efficiency

viewpoint, the longer the time series the better the estimates of struc-

tural coefficients. However, unless the analyst explicitly considers

the structural changes in the variables, the values of those estimated

coefficients for policy in a future period may be diminished substan-

tially.

Prior to the use of dummy variables, sudden upheavals in a series,

say due to war years, was handled by simply omitting those years from

the time series. It was assumed that conditions during the war were

 

23See for example Suits (1957) and Intriligator (1978).
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somehow pathological and therefore observations in that period should be

omitted when estimating the economic relationship. However, discarding

observations involves a loss of information which should be used if pos-

sible. In this context, Brown (1952) had a somewhat different interpre-

tation of the zero-one variable in a study of the effects of habits on

the aggregate consumption function. He used this shift variable to

describe the structural change which occurred after World war II. He

interpreted the dummy variable as a measure of the aggregate impact of

the non-measurable variables of consumer habit, the psychological impact

of price controls, and the introduction of new products and new technol-

ogy. Brown reasoned that the War not only caused changes in prices and

incomes but also disturbed consumer habits, breaking existing habits and

creating new ones.2u

The procedure of combining data from periods that are believed to

be non-homogeneous is apprOpriate if the effect of the structural change

affects the level of the dependent variable only and occurs within a

single year. The technique is not appropriate where the structural

change affects the magnitude of the estimated coefficients, the general

nature of the relationship, nor where the change is a gradual one over

time as in the time variable specification. Dummy variables do permit

some relaxation of the classical assumption of fixed parameters. That

is, dummy variable parameters may vary over subsets of observations

regarded as different. But within these subsets parameter shifts have

 

24 ‘

Measuring the impact of quarterly changes in the demand struc-

ture due to seasonal variation is also a common use of dummy vari-

ables. However, this application is not discussed here in any de-

tail.
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zero variance, and between subsets, infinite variance. In reality the

variance of parameter shifts is more likely to fall between the extremes

of'zero and infinity provided by the dummy variable formulation. More—

over, as observed by Waugh (1964, p. 41), abrupt shifts are of little

use in forecasting if their cause is unknown. This is the case, partic-

ularly with episodic shifts such as wars, biological plagues, droughts,

certain government policies which defy most rational forecasting.

3.3.4 Homogeneous Subperiods

Another way to handle structural changes is to estimate homogeneous

subperiods in which no change in structure has occurred. This is analo-

gous to the dummy variable approach, except that separate regressions

are fitted to the data for each subperiod. The regression coefficients

for each period are compared with each other as well as with the regres-

sion coefficients of the equation fitted over the whole period. Again,

typically when the data series traverses years of war those war years

are omitted from the analysis of the subperiods and usually from the

whole period.25 If the respective coefficients of each line fitted to

the data are not significantly different from each other then a regres-

sion curve fitting data for the whole period will provide the most effi-

cient estimator since it contains more observations and minimizes the

residual sum of squares.

 

25Foote (1958, p. 20) recommends that any abnormal year be omitted

from the analysis. However, this may involve an important loss of

information. See also Meinken (1955. PP. 49-50, 89-93) for alge-

braic modifications of a model to account for structural changes,

e.g., in government policies.
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A technique is provided by Chow (1960) for testing two individual

regression equations based on an F-test. Nevertheless, care should be

taken in using this test and for that matter any F-test for identifying

when structural change has occurred. Unless the subpopulations over

which individual regressions are fitted, are distinct (for example, in

the case of different regions), this test may indicate significant

differences in subgroups even when observations in the subgroups are

added or subtracted, i.e., redistributed, at least at the margin. In

particular, a Chow test indicating a significant difference between two

subperiods of a time series, implying a mid-period structural change may

mislead since equally significant results may be obtained by alternative

splits of the data. The implication is that any arbitrary data split

may give statistically significant results for numerous subperiods.

Variations in the approach of specifying separate equations have

been adepted in analyzing structural changes.26 Instead of assigning

dummy variables, Stanton (1961) in a study of seasonal demand for beef,

pork and broilers, estimated separate equations for each season. Using

annual data and comparing linear and logarithmic functional forms,

Schultz (1938),27 divided the observation period into subperiods on the

basis of structural shifts in the data. Yet despite its practical

appeal the arbitrary division of the data into subperiods often has very

little economic basis.

 

26See Rojko (1961, p. 44), Foytik (1951) and Waugh (1964, pp. 40-

41).

27See Phlips (1974, pp. 116-118).
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3.3.5 Interaction Variables

It may be clear by now that gradual shifts (time variables) and

abrupt shifts (dummy variables) may be included individually in the one

regression equation. A shortcoming with dummy variables is that the

structural change is hypothesized to be once-and-for-all. A further

shortcoming is the assumption that the change affects the level (i.e.,

the intercept) of the dependent variable only and has no impact on the

slape and shift coefficients. BY contrast a time variable assumes the

shift is parallel and at a uniform rate.

Through the use of interaction terms or multiplicative dummies

these difficulties can be overcome at least partially.28 This variable

is usually multiplicative in terms of a slope or shift variable and a

dummy or time variable depending on whether the interaction involving

the slope or shift variable is abrupt or gradual, respectively. Of

course, separate equations could be estimated, for example, to represent

the distinct seasons, regions, characteristics or populations. The

demand structure for teenage consumers of hamburger meat may be dif-

ferent, not only in intercept but also in slape coefficients, from adult

hamburger consumers. In this case the own price of hamburgers, may

interact with a dummy variable for age, i.e., an age dummy takes a value

of one for observations relating to teenagers and a value of zero for

adults. An ex ante check on this interaction is to plot the residuals

against the dependent variable. Systematic departures in this plot may

reveal that the slope of the regression changes as the type of consumer

28399 fior example Pindyck and Rubenfeld (1976. PPo 77'37) and In-

triligator (1978, pp. 60-62).



varies

sicn

estimz

dma

prcg

fere

1|

elm.

,
.
.

£
—
3
’



- 111 -

varies. Following Foytik (1951) such systematic shifts in the regres—

sion coefficients over time have been approached alternatively by

estimating the equation

F 7 I 0

pi =- a + (b+b W)q1 + (c+ c 111)}!i + (d+d W)qi__1 + (e+e W)W (3.23)

where i = W = week of season p1 : price, qi = quantity sold, and y1 =

consumer income.

This approach considers all weekly observations together. The

demand equation changes systematically over time (as the season

progresses) if the coefficients b', c', d' and e. are significantly dif-

ferent from zero.

The interaction of quantitative variables, say own price and the

linear time trend variables may be represented by

qt = a + Bpt + ypT + 6T (3.24)

or,

at = on + (B+YT)p + 61‘ (3.25)

This is the simplest version of a continuous time varying parameter

model which allows fer continuous changes in the lepe coefficient on

price. Alternatively,

qt 3 up? 6er (3.26)

or,

log qt 8 log a + (Bi-yT)log pt + 5108 T (3.27)
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which is linear in logarithms. Note, finally, that where a regression

uses only dummy variables or explanatory variables, then that analysis

is equivalent to an analysis of variance, and where it includes both

dummy variables (qualitative) and quantitative variables as explanators

it is equivalent to an analysis of covariance.

3.4 More Advanced Methods for Identifying and

Estimating Structural Changg

Models discussed above use dummy variables to operate as once-and—

for-all intercept shifters or to operate with continuous variables as

interaction terms to create slope changes. Nevertheless, separate

regression equations are fitted to subsets of the data and in a discon-

tinuous way. Structural change in economic relationships may take on

another character: the change in structure may differentially effect

the slape coefficient gagigg the time period and possibly for specific

segments of the time period under observation.29 In the following sec-

tions, more advanced methods for dealing with these aspects and overcom-

ing some of these problems are discussed.

3.4.1 Grafted Polynomials andg§pline Functions

As illustrated in Figure 3.3, these are cases when the slope of the

function changes at a point, say i over time. These curves may be

approximated using 'grafted polynomials' (Fuller, 1969. pp. 35-46) or

'piecewise regressions' (Judge et a1. 1980: Gujarati 1978. pp. 301-303).

 

29Stinson and Lubor (1982) provide an example of this approach of

segmenting the regression line using cross-sectional data.
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These functions may be categorized as spline functions3O (Poirier,

1976). Spline functions are a special case of the more general group of

switching regression models (Judge, et al. 1980, p. 382). Specifically

they are models in which the regimes correspond to adjacent intervals

along an independent variable axis and in which various continuity res-

trictions are imposed so that the 'switch' from one regime to the next

is continuous and often often 'smooth'. Because of the important con-

tribution of these functions to the econometric estimation of structural

change their application in economic relationships will be reviewed

here.31 This discussion will be aprOpos, particularly to continuous

time varying parameter models to be discussed later.

(a) (b)
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Figure 3.3

An Illustration of Joined Segments of Different Polynomials

 

30More complex forms of these switching regressions are provided

by’Goldfeld and Quandt (1973).

31This review will draw extensively on the research of Poirier

(1976) among others.
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Cases of the appropriate uses of the standard dummy variable, i.e.,

discontinuous changes in the dependent variable, have been discussed

along with the various shortcomings in their use in econometric estima-

tion. Poirier argues, however, that with the exception of inherently

discontinuous models of structural change of a qualitative nature such

as race, region or education, continuity in economic models is more con-

sistent with reality. Where the explanatory variable causing the struc-

tural change is quantitative and continuous, then at the very least an

interaction dummy should be used.

A point to note about spline functions is that while they are con-

tinuous at points of structural change they may not be smoothly continu-

ous. Segments of the curve representing periods between significant

points of structural change are connected by join points. These seg-

ments may represent splices of linear, quadratic, cubic, exponential or

any other functional form. It is possible to represent these joined

segments by a series of slope and intercept dummy variables subject to

the constraint that segments join up continuously. However, spline

functions satisfy this continuity without the need of such constraints.

In the following, the discussion begins with the simplest form, the

linear spline, moving to cubic splines, bilinear splines, splines in

multiple regressions, and finally leading up to continuous time varying

parameter models of structural change.
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Linear Splines:

The linear spline may be shown for k transformed variables as

9,: " Bo 4' Blwl + 82112 + + Bka (3.23)

where,

wi'xt

Wj - (xt - x14), for xt>xj_1

- 0 , for Xt5XJ_1

and for j-i join points, j=2, 3,...,k and for time, t=1, 2, 3,...,n.

The coefficient, 51, represents the slope of the spline over the first

line segment. The remaining coefficients, Bt' represent the change in

the slope from interval j-1 to interval j, respectively. Therefore, for

example, the slope of the second line segment is 81 +.82.

The attractions of this linear version are (a) its linearity in

unknown regression parameters, 80, 81...,Bk; (b) the absence of parame-

ter constraints: (c) the ease in constructing the transformed variables,

"1. W2....,Wk in standard regression programs: and (d) the ease of

hypothesis testing of the presence of structural change, using standard

student t-tests on each 8. Statistical significance, different to zero,

indicates a change in the slope between intervals j-1 and j and hence

the notion of structural change at ij_1. Although omitted from the

above formulation, it is a straightforward matter to include other

explanatory variables within the context of multiple regression. Note,

that end (join) points can be specified if it is believed that the data

set is numerically bounded, for example, as in the case of income dis-

tribution segments which may have a lower bound of zero.
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Cubic Splines:

If the original relationship is non-linear and is a cubic polynomi-

nal then Poirier (1976, p. 21) shows that a structural change at the

join points will yield a cubic spline. In this case the transition at

the join point from one polynomial segment to another does not occur

abruptly since the curve's first and second derivates are matched. This

provides a very flexible approximation to the data. More generally,

these are in essence higher order grafted polynomials in a single

independent variable joined smoothly at known join points. Feasibly,

the first line segment could be a cubic polynomial grafted to a linear

segment (Fuller, 1969) as illustrated in Figure 3.3(b).

The case of a quadratic form over two line segments, i.e., one join

point, and hence one structural change, may be shown as

qt ' o + Biwi‘+ B2W2 + B3W3 (3'29)

where,

w1 ' x:

2

w2 x:

w a (x - ‘ )2 for x > i
3 t x1 ’ t l

' 0 , for Xt.§ X1

In this case, a t-test on the coefficient, 33 will indicate immediately

the gain from adding this structural shift parameter to the model.

Variations of these and other degree polynomials may be more appropriate

in practice (Cornell, 1976).
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Judge at al. (1980, p. 388) suggest that a major shortcoming with

the cubic spline, given its specification in a single independent vari-

able, is the implied restriction of the form of structural change.

Hence, there is limited scOpe for identifying the nature of the change.

However, Poirier (1976) is clear in indicating that the addition of

other explanatory variables is not only a simple matter but to be

expected in any formulation of a spline function. Of course, a poten-

tially limiting aspect of spline functions discussed so far is that the

time of the structural change, i.e., the join points, must be known, ex

ante.

Bilinear Splines:

A bilinear spline is obtained by creating an interaction variable

with transformed spline variables. With subscripts omitted for simpli-

city of exposition, a relationship between q, the dependent variable and

two independent variables X and Y gives the bilinear form

q:a+bX+cY+dXY (3.30)

where the main effects are measured by bx and cY and the interaction

effect is dXY. Application of this model to a piecewise formulation

implies that the XY term operates only over portions or certain regimes

of the XY space. Where these regimes are continuous then the resulting
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surface is a bilinear spline. In a notation consistent with linear and

cubic splines, the bilinear spline may be represented as

qt ' 8o + Blwl + 82”2 + 8:”3 (3°31)

where,

w1 ‘ x xi-l

Vt - X1_1, for Xt

- 0 , for Xt I
A

Xi-l i = 2’ 3’ .00, I

Yw . Y 3-1

[
At - Yj-l’ for Yt

= o , for Yt s.ij_1 j = 2, 3, ..., J

w3 ’ wiwz

where, i has i-l join points, I has j-l join points and time is t =

1, 2, ..., n.

An alternative formulation of the above equation is

qt ’ aij + bij(xt ’ Xi-l) + cij(Yt ' Yj-l) + dij(xt ‘ xi-1)(Yt ‘ Yj-l)

(3.32)

where X0 < X1, and Y0 < Y1 and 313 is the value of qt when Xi =

xi_, and ii = YJ_1, bij is the partial of qt with respect to Kt,

913 is the partial of qt with respect to Yt' and did is the

interaction coefficient between Xi and Y .

Because of the richness of the kinds of structural change

which can be specified, the complexity of the hypothesis testing of

these changes is increased though not prohibitive. However, since
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this spline is linear in its unknown parameters, classical testing

procedures can be utilized (Poirier, 1976, pp. 62-64).

Bilinear splines have the advantages over dummy variables

which continuity gives and they are less costly in degrees of free-

dom. However, higher order forms of this spline are increasingly

more expensive in degrees of freedom and meaningful economic

interpretation of the derived coefficients is more difficult.

Nevertheless, combinations of linear and cubic splines are feasi-

ble. Two final points to note are that (a) spline functions may

include other explanatory variables, splines with other variables

in the equation and interactions with splines, and (b) in specify-

ing those functions care must be taken to ensure multicollinearity

is not introduced since each of these splines have intercepts '

implicitly or explicitly contained in them.

Unknown Join Points:

As noted above, a limitation of spline functions and indeed

any switching regression whether it uses dummy variables or piece-

wise regression, is that the join point or exact time the struc-

tural change occurred is often unknown. Models where the join

POint(s) is unknown and hence needs to be estimated are contained

in the literature, for example, Poirier (1978, Ch. 8): Judge at

al. (1980), Silvestre (1969). Poirier argues that spline regres-

sions have major advantages in practical implementation, especially

when other explanatory variables are added, when more than two

regimes or segments are involved, and when the disturbance term is
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not well behaved. Nevertheless, these models are computationally

much more complex and may suffer from the requirement of large sam-

ples or large shifts in order to adequately test the model for sta-

bility of slope coefficients and of the estimated join points.

However, it is generally uncommon that some a priori informa-

tion is not available concerning the location of the structural

change. If the point in time when the change(s) took place is only

approximately known then one approach is to choose several join

points and/or construct several functions and then select the one

or combination of join points and functions which give the smallest

residual sum of squares.32 The risk with this latter approach in

finding join points is that as the function becomes complex, local

minima instead of the global minimum may be located.33 Also, unless

the appropriate optimization techniques3n are employed, iterative

algorithms can be expensive to run when the number of iterations is

large.

—___

32A rather different approach involving the criterion of minimiz-

ing residual sum of squares was utilized by Silvestre (1969).

Although this method contained some novel aspects, it appears com-

putationally prohibitive for all but the simplest models of struc-

tural change. Also, more efficient algorithms have been developed

which largely supercede this approach.

33Mathematical algorithms which search for the global minimum tend

to be iterative rather then analytical in nature. See Wold's four

rules—of-thumb to find join points in cubic splines, quoted by

Poirier (1978. pp. 151—152).

melee for exanple Kuester and Hize (1973).
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3.4.2 Models of Quality Changg

In the previous section a consumer theory which viewed a pro-

duct as a collection of characteristics was discussed. This

theory, due to Lancaster (1966), has been applied in various food

consumption and demand studies. For example, Ladd and Suvannunt

(1976) tested the hypotheses that (a) for each product consumed,

the price paid by the consumer equalled the sum of the marginal

monetary values of the product's characteristics and (b) consumer

demand functions for goods are affected by characteristics of the

goods. Products derive an inherent heterogeneity because of the

array of various characteristics contained in them. Different

qualities and quantities of characteristics provide this hetero-

geneity and hence models of consumer goods characteristics are use-

ful in studies of product differentiation, quality, and grades and

standards.

As noted earlier, traditional consumer demand theory has not

viewed utility maximization in terms of product characteristics,

nor does it have anything to say about the effect of quality

changes and the introduction of new products in demand analyses.

Wohlgenant (1982), however, is an example of one attempt to address

this problem in the context of the demand for meats. He

hypothesized that unexplained structural shifts in demand for meats

can be attributed to quality changes in the composition of meats

consumed. Rather than presume that negative shifts in the demand

for red meat have been due to changing tastes and attitudes to

health, he hypothesized that this shift is due to substitution of
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new processed poultry meats for processed red meats. The basis

used for identifying structural shifts due to quality changes is

that final consumption zJ, of each good, J, is fermulated as a

function Of quantity, Q3, and quality, 33' of the market good pur-

chased. For example, quantity is in terms of pounds of'meat con-

sumed, while quality may be the number of grains of protein per

pound of meat or some other quality characteristic such that

zj-qj sj’ jgli 2’ "'!n (3033)

Since it is not possible to characterize quality by a single

attribute, s3 is viewed as an index of quality, depending upon a

whole set of attributes,

s .., amdj) (3.34)j = a3 (alj, 823’ .

for all j = 1,2,...,n and where an is the amount of the ith

characteristic yielded by one unit of the Jth market good. These

attributes might be protein, enerSY. carbohydrates, iron or any

other nutritional, physical or if measurable, psychological attri-

bute. Demand for each purchased good is derived as

qj a qj (p19 p29 °“9 pn! xj;319 829 "'3 Sn) (3.35)

fer J = 1,2...,n where the s 's are given for each product, and pJ

J

is the price of the jth good. These are constant-quality demand

functions. An important restriction of this model specification is

that quality changes are interpreted as movements along a stable

demand curve through changes in the shadow prices, 'WJ = pj/SJ for
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the Jth good. Hence, an increase in sJ decreases NJ causing zj

to increase.

Wohlgenant showed after netting out price effects between 1970

and 1980 that about one-half of the unexplained increase in poultry

demand, and one-third of the unexplained decrease in demand for red

meats (beef and pork) was due to quality changes. A significant

shortcoming in this model relates to the invariant nature of the

elasticity estimates. These results will be further referred to in

later discussion of model estimation.

3.4.3 Time Varying Parameter Models

The notion of demand estimation that accommodates time varying

coefficients or elasticities is not new in the literature. Apart

from the early development of the intercept shift and slope dummy

variables this broader concept of time varying parameters was dis-

cussed in the context of 'time-elasticity of demand' (Smith 1937;

Prest 19n9, p. “7). Waugh (196”, p. 8) observed an excessive con-

cern with 'the' elasticity of demand for a commodity and felt that

in reality demand elasticities commonly vary across markets, across

uses, across grades and especially across time and from one part of

the curve to another. Already noted is the absurdity of assuming a

constant income elasticity of demand. It may be misleading to com-

pute a single coefficient that purports to show the response of

food consumption to income changes either across sections of time

or through time. Foote (1958, p. 83) outlined some of the diffi-

culties of interpretation and comparison of estimates of demand
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elasticities from time series data. In particular he pointed out

the considerable variation in elasticity estimates obtained from

regression equations run over different time periods and from data

other than the average of the period; contrasting years of depres-

sion and prosperity. As pointed out by Foote, it seems clear that

since an analysis of the cost of public programs depends largely

upon the demand elasticity of the commodity, the accuracy and vali-

dity of estimated regression coefficients in terms of the time over

which that coefficient is relevant bear upon the overall quality

and effectiveness of government programs.

In the previous section, techniques were discussed which per-

mitted the regression coefficients to change a small number of

times and therefore allowed for a similar number of changes in

structure over that time series. In this section models are

reviewed which permit the coefficients to vary more continuously

over time.

As evidenced by the plethora of approaches and techniques to

identify and measure changes in the underlying structure of

economic relationships the importance of modelling parameter varia-

tion is obvious. A major empirical question posed through this

discussion is whether structural changes are inherently abrupt and

instantaneous as portrayed by duumy variables, whether they are

more gradual but nevertheless definitively identifiable over a

small period of time after which a constant parameter prevails as

might be modelled with spline functions, or whether in fact, struc-

tural changes occur more or less continuously over time. While
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economists using all three general approaches recognize the possi-

bility of parameter instability, a required ingredient of the first

two approaches is for most practical purposes, that of knowledge of

when the change in structure occurred.

Notwithstanding this requirement, a necessary caveat in each

case is that while structural changes may be identified from a sta-

tistical viewpoint, these techniques provide only limited economic

interpretation of the change. Thus, the difficulty of pinpointing

the nature of the parameter variation has resulted in the continued

use of various constant parameter formulations. The merits of the

simpler constant parameter models are well known. However, where

there is evidence of instability in the parameters there would

appear to be a trade-off between accuracy and complexity.

Hundlak and Raussar (1979, pp. "-9) offer a number of justifi-

cations for the parameter variation formulation: (a) the 'true'

coefficients are considered to be generated by a non-stationary or

time-varying process; (b) even when the 'true' coefficients and the

underlying structure are stable (since econometric models are sim-

plified abstractions of reality), misspecification may cause inac-

curate model forecasts, which may be countered by an appropriate

parameter variation structure. An important misspecification is

the omission of relevant explanatory variables particularly those

that relate to structural changes resulting from taste and institu-

tional changes or technological developments. Time series of these

excluded variables exhibit nonstationary behavior and due to their

correlation with included variables, the estimated effects of the
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latter can‘ be expected to change with time. This time-varying

interrelationship can be expected between proxy variables and the

desired variable, for example, expectation formulations, which they

proxy. That is, if the relationship between the proxy and its true

counterpart is not constant across observations, then the coeffi-

cient of the proxy variable will not be constant; (c) an underlying

assumption in the construction of aggregate data is that the rela-

tive weights of the constituent micro-units do not vary. As the

relationship between micro-units is unlikely to remain constant in

time series data, coefficients in the aggregate equation will vary;

(d) an inappropriate specification of the fUnctional form espe-

cially when a linear equation is fitted to an inherently non-linear

relationship, can cause coefficients to vary across the sample.

This is particularly so for time series displaying pronounced secu-

larity; (e) perhaps the most intuitively appealing Justification of

a parameter variation structure is that economic relationships can

be expected to change over time, at least because of changes in

policy which affect the operating environment and hence the

behavior of its participants; (f) the evidence that economic rela-

tionships are formed by dynamic processes fueled by expectations of

futuref structural changes would indicate the presence of parameter

instability over time. Certainly forecasts would be improved if

account was taken of such parameter variation.

On the basis of the above observations it would appear unreal-

istic to assume that (a) the economic structure generating the sam-

ple observations remains constant, (b) there exists a single param-

eter vector relating the dependent and independent variables, (c)
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there exists a constant set of error process parameters, or (d)

there exists a single fUnctional form. However, as Hundlak and

Raussar (1979) point out, the central issue is whether or not the

explicit specification of a time-varying parameter structure will

sufficiently improve accuracy and implementation to out weigh the

increased complexities of such a specification.

In recent years a considerably large literature has developed

along with numerous variants of the continuous time-varying parame-

ter model. First, as a more obvious development of the classical

linear model, the general model that combines time series and

cross-sectional data is reviewed. Then, as a transitional link

from previously discussed models to models to be discussed,

Poirier's (1976) switching regression version of a time-varying

parameter model is presented. Finally, for review purposes, a gen-

eral version of the latter model and an important subset of more

specific formulations will be presented.35

3.n.n Cross-Sectional Time Series Model

In the context of the classical linear model of constant coef-

ficients using time series observations, perhaps a logical develop-

ment of this model is to estimate a relationship which combines

time series and cross-sectional data. Typically, several years of

data may be available for a number of households. This estimating

approach is not used in this research because of-the lack of

*4

35This review draws, inter alia, extensively upon Judge et al.

(\980) and Mundlak and Raussar (1979).
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consistent cross-sectional and time series data. However, for com-

pleteness and since this technique does allow structural changes in

demand to be identified by permitting the assumption of fixed coef-

ficients to be relaxed, the approach is discussed briefly.

In general, the model may be written

K

= B + Z

‘11: 11: 811:1: xkit + 9’1: (3°36)
k=2

where i a 1,2,...,N refers to the cross-sectional unit, household

or individual, and t = 1,2,...,T refers to a given time period.

The value of the dependent variable in qit fbr individual i at time

t and the value of the kth non-stochastic explanatory variable is

int for individual i at time t. The stochastic term is assumed to

have the usual prOperties of mean zero and constant variance. The

unknown parameters or response coefficients, Bkit may vary for

different individuals and for different time periods. This general

model may be classified, as the subscripts suggest, into various

models ranging from the most restrictive case where all coeffi-

cients are constant, through to other combinations depending on

whether the intercept or s10pe coefficients are constant or vari-

able, whether the intercept and/or slope varies over individuals

and/or over time. These and further sub-categories are detailed by

Judge at al. (1980). In terms of time varying parameter models the

general model where all coefficients vary over time and individuals

is the most comprehensive. In practice, however, more restrictive

assumptions are usually made.
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To illustrate the type of structural information that can be

obtained from such a model some of the results of a study by Doug-

las (1967) of the secular and cyclical changes in consumer demand

for household laundry appliances is briefly reviewed. Time varying

parameter models which rely wholly on time series data are

presented in the following sections. It will then become clearer

Just how closely related are the time varying parameter and the

pooling models.

Douglas examined changes in income elasticity over time.

Elasticity coefficients were obtained for each household over the

period 1932-61 (excluding 19u2.u5). She showed that the newer the

product the greater the elasticity, which rose when the new product

was introduced, reached a peak then declined secularly as the pro-

duct experienced increased market maturity, and became negative for

a declining product. Another important result with respect to the

present study is that the price elasticity of demand changed over

time in response to, first, the maturity of the market and,

secondly, in response to competition. For instance, price elasti-

city was quite high during the years immediately following intro-

duction of the electric and gas washing machines but showed a

marked secular decline during subsequent years' (p. 73). She con-

cluded that price elasticity declined as washing machines experi-

enced increased market maturity and that the price elasticity for

total washers, automatic washers, and dryers during the post-war

years was probably quite low. From this evidence Douglas surmises

that income and maybe price elasticity may be an effective basis

for differentiating between luxuries and necessities. Two
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advantages given in having these elasticity measures through time

are (a) as an aid 'in identifying where the position of a given

product is at a given moment of time on the continuum between the

possible extremes of luxury and necessity and particularly the par-

ticular products position relative to others' and (b) that 'changes

in elasticity from year to year may be useful in tracking a

product's movement through various levels of market maturity' (p.

7”).

Since consistent time series and cross-sectional data are not

available for the consumption of food, least of all meat, in the

0.8., alternative approaches to obtaining intertemporal change in

elasticity estimates must be sought. Also, it is recognized that

the demand for a durable consumption good will have substantially

different characteristics to the demand for meat. Nonetheless, the

Douglas study is aprOpos to the discussion of time-varying parame-

ter estimation and does motivate the search for such a technique in

explaining such structural changes in meat demand.

3.4.5 Time Varying Switching Regression Model

Poirier (1976) has argued with considerable justification that

the switching regression model more appropriately and realistically

reflects structural changes in a model through the switch in param-

eter values from one regime to another. Certainly there is more

structure built into the switching regression model in the way

parameter values change than in the fixed coefficient or in the

random coefficient regression model.
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Spline fUnctions which permit parameters to change over some

time periods and remain constant over others have certain attrac-

tions. The model presented here is an extension of earlier spline

functions except that all slope coefficients are allowed to exhibit

continuous time varying behavior. Consider the simplified model,

excluding other explanatory variables,

qt=a+6txt+et, 133192, 00-91. (3.37)

which is time varying in the lepe coefficient at (but with a con-

stant intercept<1). Assume that 8t is a function of time such that

at a Y0 + Ylt + 72 (t - t1) . (3.38)

Combining both equations, assuming the known Join point t1, gives

qt - cl+ yoxt + y1(xtt) + y2[xt(t - t1)] + at, (3.39)

or equivalently,

qt - a + 1Y0 + Ylt + 72 (t - t1)] xt‘+ at (3.40)

The following null hypothesis may be tested:

(1) H0: Y0 3 Y1 = Y2 = O

. (11) no: Y1 = Y2 = 0

'(iii) H0: '72 = 0

(iv) H0: Y1 + Y2 = 0

where null hypothesis (1) tests for any effect of the regressor xt

on Qt: (ii) tests whether the slope is constant over time; (iii)
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tests whether the slope varies linearly over time; (iv) tests

whether the slope is constant for t.; t1, but varies 11near1y for t

s t,.

Various extensions can be made to this simplified linear

spline formulation. These are, among others (i) parameter varia-

tion according to a higher order spline, e.g., cubic spline; (ii)

addition of Join points to accommodate other points of structural

change in the timegpaths of the coefficients; and (iii) time varia-
 

tion for more than one slope coefficient, i.e., the addition of

other explanatory variables.

3.“.6 Continuous Time VaryingLParameter Models

Consider, in its simplest form, the single equation, one

explanatory variable model36

y 3 xtBt + u (3.41)
t t

where Vt is a vector of observations on n dependent variables; Xt

is a matrix of n observations on k predetermined variables; Bt'

which is allowed to vary over time, is a vector of parameters; and

t denotes the time period. The error term. ut is a random vector,

serially uncorrelated and distributed with zero mean and covariance

2

matrix, E(ut “t1) = 5 u, and E(ut Xt) = E(ut St) = 0.

36This time series model could be generalized to include both

cross-section and time series observations. See, for example,

Judge et al. (1980, p. 382)
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Changes in Bt may be caused by structural variables, or by

completely random effects as represented by the error term et in

the equation

8 = 80 + H(Xt) + zta + et (3.42)
t

where H(Xt) denotes the general function of variables appearing in

the system which may be associated with habit formation; Zt

represents completely exogenous variables and the error term has

1 2

the usual properties of E(et et) : Oe' and E(et 2t) = E(et H(Xt)) =

0.

In demand equations it is not uncommon for B t to depend on

past consumption thus specifying habit formation, dependent upon

past experience. ,Indeed, in the consumption of meat, it is

hypothesized that social change and concomitant shifts in consumer

tastes and preferences have induced structural change and, hence,

variation into the parameter structure of meat demand. Mundlak and

Raussar (1979, p. 12) instance forecasts of meat demand in the

early 1970's, based on sample data up to 1970, which consistently

underestimated actual levels of demand. They suggest that social

changes in the traditional role of women resulting in greater

numbers of working women and the associated demand for convenience

foods, augmented actual consumption levels. In contrast, the

recent observed shift away from red meats, especially the fattier

table cuts of beef, due to health considerations, would reflect

social change but in this case an overestimate with respect to

actual consumption levels would be the result.
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It is these sorts of changes and influences which can be

represented in a parameter variation equation. Following Mundlak

and Raussar (1979) equations (3.41) and (3.42) may be combined to

produce

y 3 Xt Bo + H<Xt)xt + tht a + E (3.43)
t t

where E = Kt et + “t' The second and third terms in the equation

are interactions of variables described above. To mrther explore

the formulation in (3.43), let the general function, Hut) be

expressed as a function of past values or experience of the Xt'g as

determined by the geometric distributed lag,

2
Bt-BO+5xt_1+6x +... +azt+e (3.44)

t-Z t

Multiplying equation (3.44) by 5 and subtracting 5B,”, from Bt’

gives

8: =- 68t_1 + (1- 6) 30 + (mt—1 + o:(2t - dzt_1)

+ (at - 5et_1) (3-45)

where 8t is prOportional to Br”, and 0 <5 < 1.37

\

Both Judge et al. (1980) and Mundlak and Raussar (1979) pro-

vide excellent summaries of the various forms which the general

time-varying model expressed in (3.111). (3.42) and (3.33) might

Note that equation (3.43) is heteroscedastic where the varia cc

of the error term a has the following structure: 05 '- XE Ge

0 t , assisting ‘3

independence between u and e. See Judge at al. (1980, p. 3814).
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take. Some of these alternative specifications, developed in the

literature, are presented with the purpose of illustrating the

variety of assumptions that have appeared and the manner in which

the classical model has been extended. For these purposes equation

(3.45) is rewritten to provide the simplified base equation:

8t - 6080 + 618t_1 + 62xt_1 + a zt + at (3.46)

Note that the coefficients on Bt-1 and xt-1 differ. For

equivalence between equations (3.45) and 3.45): 50 ' 1’53 51 i 62

- 6; 2t - (zt - 62t_1); and it - (et - 6et).

From (3.46) the following models are obtained:

(1) Classical linear model:

6 = 1, 6 = 62 = a = it = 0 and, hence, 8t 8 80, for all t.

0 1

(ii) Random coefficient model (Swamy, 1970):

60 a 61 = 62 + a = 0 and, hence, 8t = 80 + it-

(iii) Systematic parameter variation model (Belsey, 1973 a, b):

60 = 61 a 62 = 0 and, hence, 8t = a zt + Et.
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(iv) Adaptive regression model (Cooley and Prescott, 1973 a, b):

60 - 52 - a - ut - O; 61 - Xt = 1, for all t, and, hence,

8t 3 Bt-l +'5t'

(v) Variable mean response model (Singh et al., 1976).

60 - 51 - 62 = 0; 2t 8 l; a 8 a f(t) and, hence,

8t ’ 80 + af(t) + it, where

f(t) is some function of time.

(vi) Time varying parameter models

(a) Cooley-Prescott model (1973c):

50 = 62 a a = ut = 0; 51 = 1; St = nt - vt_1 + mt,and hence,

m

11

9

812+ nt

9 _ p

8t Bt-l + ¢t’ and

I
I
)

II

t Bt—l + a0 wt + a1 wt-l’ where

w = [¢t. nt]; “0 = [1. 1]; and 01 = [0. -l].

(b) Kalman filter models (1960, 1961):

60 = 62 = 0 and, hence, 8t + 51t Bt-l + atzt + at
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Note that the coefficients 51, and a are also time varying in this

formulation and are assumed to change in each period.

Each of those models is not without certain limiting charac-

teristics. For instance, in the adaptive regression model, where

the intercept varies sequentially, parameter variation follows a

random walk with no allowance for turning points. In the widely

used random coefficient model (Griffith, 1971) coefficients of the

explanatory variables are specified as fluctuating randomly from

one observation to the next (as opposed to being fixed) and the

mean and variance of these unknown random parameters are estimated.

Since economic phenomena are rarely random the economic content

which this model provides, particularly for forecasting, provides

very little insight into structural changes. The systematic varia-

tion models allow at to be explained in terms of economic vari-

ables, however, these structural influences are usually modelled

qualitatively and suffer from measurement problems. The variable

mean response model is Justified in as far as calendar time

explains continuous evolution of the parameter effects in Bt' This

is a vast improvement from a dynamics viewpoint to simply including

time trend variables in regression models. To the extent that

variables in the mean response model proxy all unknown time-related

dynamic forces within the economy, the 8t substitution is useful.

Although all of the above models are special cases derived

from the generalized model of equation (3.46), only the last three

are strictly time varying models. The former group have consider-

able structure built into the parameter shifts. By contrast the
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time varying models have much less restriction placed on parameter

variation. The last three models allow parameters to vary from one

time period to the next based upon a nonstationary probabilistic

scheme (Judge, et al. 1980, p. 392).

The Cooley-Prescott model assumes that parameters are subject

to both permanent changes, 8:, i.e., some persistent drift in the

parameters values, and transitory changes. In a study by Hard and

Myers (1979) this model was used to capture the dynamic effects of

advertising on consumer demand.37

A time varying parameter model that has created considerable

interest in economics is the Kalman filter model (Kalman, 1960;

Kalman and Buoy, 1961)38. This model, long utilized by systems

analysts, has arisen from the engineering literature (Manetsch and

Park, 1980). Kalman filters have usually been applied to control

problems within a predictive mode. The system model projects esti-

mates forward in time which are continually updated and corrected

by the incoming measurements. The current state of the model thus

represents all the previous measurements which are not stored. The

incoming measurements affect the estimate only when they disagree.

This feedback mechanism implies that recent information is

37See Judge et a1. (1980. p. 394) for a discussion of the theoret-

ical problems with this model. See also the convergent parameter

model of Rosenburg (1973) for which equation (3.45) above is a

generalization and extension of that Markovian formulation. This

model is not applicable to the present research as it deals with

cross-sectional variation of parameters over time.

38An exposition of this model is also contained in Judge et al.

(1980, pp. 395-397).



139

important only so far as it differs from past measurements. In

essence it is a one-step-ahead prediction process. Hence it seems

a practical way to update econometric models which are subject to

structural change.

Chavas (1982) uses Kalman filters in the context of a linear

model to investigate structural change in the demand for meat in

the U.S. Theoretically, this model deals with parameters varying

over some periods but constant during others. Nevertheless, some

major problems for estimation of economic relationships remain.

First, in contrast to the experimental control available in

engineering models, economists usually have little prior informa-

tion on certain key parameters, namely (St anda and 9t, the
t

covariance matrix Hit 5%); Simplifying assumptions usually need

to be made, for example, such as making these parameters time

invariant. However, this simplification virtually collapses the

model to the class of random coefficient models, although not

necessarily stationary ones) Dixon and Martin (1982) discuss a

random and systematic varying coefficient model using Kalman

filters, but in the final analysis a random parameter model is used

because of estimation difficulties.

This leads to the second limitation. The Kalman filter is

primarily a forecasting model, although it can be used for

econometric diagnostic purposes in the examination of variable and

model misspecification. For instance, the model will indicate

whether or not the included variable coefficient follows a random

walk. If that variable exhibits such behavior than it arguably has
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very little economic value in the equation; from either a policy or

predictive standpoint this would appear to be the case. Therefore,

that variable as diagnosed should be excluded from the model. Cer-

tainly, for structural analysis its value is limited.

A third problem relates to available degrees of freedom. To

set up the one-step-ahead forecasts, initial values for the

estimated at and covariance matrix, at have to be obtained. This

may be achieved by estimating an equation over a prior period of

relatively stable observations, the parameters of which are then

used to base the one—step-ahead projections.39 A fourth more prac-

tical reason for the use of such models not being greater than it

is, has been the relative complexity of these techniques and the

lack of available computer software.

In this section a variety of statistical models have been

reviewed. These models have been developed for situations where

the coefficients of the general linear model are assumed to vary in

a systematic and/or random way over time.“0 Problems exist, how-

ever, with each model presented. As with all economic inference

based on statistical models, interpretation of results in still

required by the analyst. Moreover, this interpretation can only be

as sound as the theoretical and institutional knowledge of the

economic structure on which it is based.

 

39Chavas' results of price and income elasticities for meat using

the Kalman filter will be discussed later.

noMany of these formulations can also incorporate cross-sectional

observations.
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3.4.7 COMPLEX: A Mon-Linear Optimization Search Technique

COMPLEX is a non-linear programming algorithm. Like many

search techniques, it starts from some base and moves towards the

optimum, based on sequential movements in the value of the objec-

tive function. The step size may be fixed or varied subject to

certain conditions. The purpose, method and desirable features of

this algorithm are summarized below.In

COMPLEX finds the maximum (or minimum) of a multivariable,

non-linear function, U, subject to non-linear inequality con-

straints:

maximize U (X1, X2, ..., KN) (3.47)

subject to Gkfi ngflk (11-48)

For k - l, 2, ..., M, where M is the total number of constraints.

There are N independent variables and hence N explicit constraints

< <

Gl—xl-Hl

C < X < H2
(3.49)

Nam
There are (MAN) implicit constraints, imposed on implicit vari-

o
.
0
.

ables, XN+1,...,XH which are dependent functions of the explicit

variables, X1, X2,...,XN. The upper and lower constraints, Mk and

Gk’ may be constraints or functions of the independent variables.

.____

1This review draws largely on Knester and Mize (1973). but also

see Box (1965) in which the algorithm was first developed.



142

The implicit constraints may be linear, e.g.,

GN+l—XN+1 3x1”""25-1‘m1 (3.50)

or inherently non-linear, e.g.,

x2 2

GN+2--xu+21'3x2 5HN+2

c;M _<_xM a=«f(x1,x2,...,xN)5nN (3.51)

Minimization of this model is achieved by maximizing (-U).

The procedure for problem solving using this algorithm and for

obtaining a global maximum instead of a local maxima derives from

the fact that the initial set of points are randomly scattered

throughout the feasible region. This region of points is called

the 'complex'. The algorithm proceeds according to a number of

rules.“2

(a) Rule 1:

An initial 'complex' of K Z-M + 1 points or vertexes is gen-

erated consisting of a feasible starting point and K-1 additional

points generated from random numbers and K-1 constraints for each

of the independent variables:

xij + G1 + rij (Hi - Gi) (3.52)

4

2The details of each rule are only briefly covered here. See the

Previous two references for further explanation.
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for i = 1,2,...,N and J = 1,2,...,K-1 where r1.j are random nunbers

between 0 and 1. The starting feasible point is chosen as a best

guess. The parameter, K, can be varied: the greater is K, the

greater are the changes of Obtaining the global maximum. In the

illustrated example in Figure 3.4 over the X1.x2 feasible space,

three points are chosen, point one being the initial point.

(b) Rule 2:

All selected 'complex' points must satisfy both explicit and

implicit constraints. This rule deals with the necessary adjust-

ments in the point location when any of the explicit or implicit

constraints are violated. The adjustment moves the offending

points to within the feasible space.

(c) Rule 3:

The objective value, U, is evaluated at each point of the

'complex'. For 'complex' maximizing, the point, 1, having the

lowest function value is replaced by a point, 4, which is located a

distance cx times as far from the centroid, C, of the remaining

points as the distance of the rejected point (point one in example)

on a line Joining the rejected point and the centroid. The value

of 1.3 for a is suggested by Box (1965) to provide the appropriate

acceleration towards the optimal solution.

(c) Rule 4:

The new point is compared, in terms of U(.), to the old point.

If, U(new point) > U(old point), the new point is accepted as an
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improved one. If a point repeats in giving the lowest function

value in terms of U(.), then it is moved half the distance to the

centroid of the remaining points. In Figure 3.5 point 2 is an

inferior point with respect to 1 and 3. However, X, the new point

is even worse. Therefore, 2 is moved half the distance to the cen-

troid, C, to the new point 4. The procedure of 'complex' is to

eventually straddle the optimal point, 2.

 

   
Figure 3.4

A 'Complex' of Three Points
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Figure 3.5

Movement from Inferior Boints in 'Complex' Optimization Procedure

(e) Rule 5:

The new point is checked 'against the constraints and is

adjusted as in rule 2, to satisfy all constraints.

(f) Rule 6:

Convergence is assumed when the values of U(.) at each point

of the 'complex' are within Buunitsu3 for a consecutive

iterations (K , a , B , and y are exogenously

set in the program). An iteration is the set of steps

*—

u

3The convergent parameter, 8 is in units of U('). Selecting an

appropriate 8 is key to this complex technique.
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necessary to achieve a new feasible point in the 'complex'.

The larger is Y. the more rigorous is the solution

process.uu

The 'COMPLEX' algorithm requires starting values or best

guesses for the xN variables, plus valuesfor K, a, B, Y and 5

(explicit constraint violation correction). The algorithm will

then provide values for U, the X's and the number of iterations

taken to reach that objective function value, U.

Criterion for Identification of 8 Values

It is not always possible to identify every unknown parameter

in the model. Nevertheless, identifiability implies obtaining

estimates within the neighborhood of the real values. Hence, the

following criteria are established: (a) each unknown parameter B1,

82,..., 8N must influence U, and (h) each member of the 8 set must

have an independent effect on U. The effect of a change in one 8

cannot be offset by a change in another one, i.e.,

3U
~ .32 _.. A

AU ‘ A B "' aBN 8N (3.53)

3U
— AB +ooo+

331 1 as, 2

*—

u

1‘A flow diagram illustrating this algorithm is contained in Kues-

ter and Mize (1973. Do 371)-
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Criterion (b) requires that AU=O, which implies implies A81= 482 =

... = A8" = O in some neighborhood about the optimum. In essence

this is a condition of linear independence.

There are many optimization techniques which feasibly could be

applied to the present problem. The classical gradient method and

the improved gradient method are two such search algorithms. How-

ever, the former is not selective in that it starts on one slope

and stays on it. This risks obtaining a local optima and not a

global optimum. Also, if the iterative steps are too large the

solution fails to converge and may over shoot the optimum point.

The improved gradient method utilizes the COGGINS algorithm, the

Optimizing subroutine (Box, Davies and Swann, 1969). This method

overcomes the local optima problem by iterating along a ridge.

However, the problem, with this method is that it is a single vari-

able maximization, i.e., of U(X) and is not subject to constraints.

It does have application as a building block within multivariable

search methods. For both of these methods a minimum or maximum is

reached when the gradient vanishes. By contrast, COMPLEX is (a)

more efficient than gradient methods in terms of achieving a faster

convergence; (b) tends to find the global optimum; and (c) has the

added flexibility of introducing constraints.

Within the class of multivariable seanch methods the minimiz-

ing algorithm of POWELL may be considered (Powell, 1965). However,

COMPLEX is to be preferred until iterations get within the neigh-

borhood of the optimum (after which convergence is slow with COM-

PLEX) or when a high degree of accuracy is not required. POWELL,
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which makes use of a quadratic convergence, does not perform well

when the interim solution is outside the neighborhood of the

optimum. Another shortcoming of POWELL is that this minimization

of a multivariable, non-linear function is unconstrained.

3.4.8 Legendre Polynomials

In optimal control problems the vector of controllable vari-

ables, Xe, can be represented in discrete or continuous form.

Diagrammatically, the representation of Xe, optimized over the time

path 0 5 t g T, is given in Figure 3.6 below.

   
 

_ X optimal

xcoptimal . C.

X opt. _.

P

O 1' O T

(a) Continuous (b) Discrete

Figure 3.6

Representation of Continuous and Discrete Controllable

Variables in an Optimal Control Problem
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The problem in this research (where the controllable X; are in

fact the 8'3. i.e., Sc), may be stated: find 5 such that 3c will

optimize U(T) over the time path 0 g t g T.

Legendre polynomials provide a means of representing any con-

tinuous function f(x) or f(t) over the interval (-1, 1). This set-

of polynomials, {Pn(x)}, which are orthogonal functions, have found

application in representing continuous system controlable inputs in

optimization studies. Hence, a function f(x) would be represented

8831‘s

f(x) ' a0P0(x) + alP1(x) + ... + anPn(x) (3.54)

for x: -1 < x < 1.

These polynomial functions Ph(x) are defined as:

Po(X) ‘3 1
(3.55)

P10!) = 3‘

P2(x) = a (3x2 - 1)

1 .

Pn+1(x) --E:I [(2 n+1) x Pn(x) - nPn_1(x)]

The nth polynomial is obtained by recursion and is based upon Po(x)

and P1(x),

‘..—

45

See Manetsch and Park (1981) for a more extensive background and

development of this material.
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The legendre polynomials are orthogonal over the interval (-1,

1) for x. That is,

for i¥j (3.56)

ll

0

f1 Pi(x) P (x) dx

1

1
1

_{ Pi(x) Pj (x) dx = {1 [Pi(x)]2 dx = 2—§:1 , for i=J

However, of particular interest here is the values which the a's

will take in the function, f(x) in equation (3.54). An important

property which allows the 5 vector to be obtained is called the

finality of coefficients property. Essentially, this means that

the a's are independent. This is a special property of’ orthogonal

functions which is shown below.

Assume a function f(t) such that:

N
(3 57)

f(t) = n20 an¢n(t)
-

where t 13 time abd ¢n is some basis function. A representation of

f(t) is desired that improves as more terms are added as H'*“’in

(3.57). It is also desired that as terms are added to this approx-

imation of f(t), previously determined coefficients, a1, a2,...,aN

do not need recomputation. This finality of the coefficients, how-

ever, can only be obtained if the<pn(.) functions are themselves

orthogonal. The proof of this property is not presented here. It

can be shown (Manetsch and Park, 1981), however, that for a set of
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orthogonal functions over the interval (t1, t2), an equation for

determining the a's in equation (3.57) can be derived as

1:

an - %- {12 f(t)¢n (t) dt , for n = l, 2, ... (3.58)

where A.is a constant. Each of the a's in equation (3.58) are

independent of one another.

Therefore, given the orthogonal relationship expressed in

equation (3.56) and given equation (3.58), an equation allowing

determination of the a vector in equation (3.54) may be given as

a

2 n+1 1
n a ——§——- {1 f(x) Pn (x) dx

(3-59)

Applications of Legendre polynomials may be more usefully

demonstrated in systems analysis by mapping -1 SIX 5 1 into 0 5 t 5

T, so that the polynomials are now orthogonal with respect to the

time interval. By substitution of

t- g- (x+1) ,
(3.60)

and therefore,

x = £5 - 1
(3.61)‘ T

equation (3.55) becomes

Po'(t> = 1 (3.62)

. . A -1’1 (t) T 1

v -1 A- 2 _

i 1 E- ' _ ' £_1Pn+1(t) - 5;? [(2 n+1) (T 1) Pn (t) nPn_1 (T )1
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-
2n

Note that Pé(t) = Pn(7f"1)- A continuous function, g(t) may be

represented as

g(t) = a0' P0'(t) + al'Pl'm + a2'P2'(t) + (3.63)

= f (z—Tt- - 1)

where

an' - -2-—t,11;+—1-6Tg(t)Pn'(t) dt (3.64)

3.5 A.Time-Varying Model Using COMPLEX and Legendre Polynomials

The aim in this section is to combine the use of the COMPLEX

optimization algorithm and Legendre polynomials in order to produce

a continuous function with time varying parameters. The approach

is analogous to conventional least squares techniques with some

important exceptions. Figure 3.7 represents the overall process of

integration of COMPLEX to find the optimal time-varying parameters

. in the economic model.

Using the weighted least squares criterion the problem may be

stated:

(3.65) 

minimize U(T) = E

T [Yt - Yt

t=1
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where:

T 1: -§ 2
U(T)- 2 _1£___i£

t-l y

J

ch - observed value of the Jth good in time t;

§Jt - estimated value;

Yj - mean of observed value.

Figure 3.7

Block Diagram of Time-Varying Parameter Model
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subject to th 8 act + Blt th + ... + Bkt xkt (3.66)

for t - 0, 1, ...,T; k = O, 1, ..., n; Bk = BO, 81, ...,

8n; Xk = x1, x2, ..., xn.

The function, U(T), which is optimized by COMPLEX is the weighted

least squares criterion, i.e., minimum weighted sum of the residu-

als squared where th represents the observed data; 3 the

Jt’

estimated value: and T3, the mean of the observed values. Hence,

U(T) is minimized subject to the estimated demand constraint, th

for the consumption of the jth good in time, t.

The COMPLEX algorithm using Legendre polynomials provides a

means of testing whether any or all of the Bkt coefficients on the

”6 are constant or in factxkt exogenous or predetermined variables

vary over time. The Legendre polynomials provide the means of

introducing various degrees of polynomial into each (3 coefficient.

The particular advantage of these polynomials over, say, directly

specifying a given polynomial into the demand equation, by substi-

tution, is the property of finality of coefficients. That is, the

addition of a higher degree term in time does not change the 'a'

6Justification of a single equation estimation procedure is pro—

vided later.
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coefficients previously estimated using the lower degree polyno-

mial. Also, the same degree polynomial does not need to be set for

each xkt' Some 8 coefficients may be optimal over the time period

as a constant value whilst others may more appropriately be speci-

fied in say, a linear or quadratic formulation. Hence, in general

form U(T) is minimized subject to 3 where

t

80t = 300 Po(t) + 3.01 P1(t) + ... + aon Pn(t) (3.67)

Blt = alo P0(t) + a11 Pl(t) + ... + a1n Pn(t)

th = a20 Po(t) + 321 P1(t) + ... + 32n Pn(t)

B - ano Po(t) + an1 Pl(t) + ... + anu Pn(t)

How, the objective of COMPLEX within this optimal control

specification is to find the values of the vector, 3 such that the

E vector will optimizelmT)(i-eo minimize) over the time path 0 5 t

5 T. Within this optimal control algorithm, COMPLEX, the following

procedure is: (a) fit a constant function, i.e. only one 'a' term

on each slope and intercept term. This provides the base value for

U(T); (b) then fit, say, a linear function, i.e. find ano and an1

which minimizes U(T); (c) using these a's for comparison, add a

further term, an2 and so on finding all a's to optimize U(T): and

(d) stop adding terms when the change in U(T) becomes negligible.

If the specification of the B'coefficients in §jt are linear

in coefficients then this approach is broadly equivalent to direct

substitution of the 8 terms and estimation using ordinary least
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squares. However, the advantages of using the COMPLEX-Legendre

polynomials method are: (a) when the degree of the polynomial is

unknown, as will virtually always be the case, the property of

finality of coefficients provides superior estimation to ordinary

least squares: (b) Legendre polynomials provides a systematic

search method with a definite criterion, i.e., minimizing the sum

of the residuals squared, for the specification of the B coeffi-

cients compared with the more ad hoc search involved with OLS;u7

(c) COMPLEX allows for an inherently non-linear specification (in

coefficients) of both the optimized function and the inequality

constraints; and (d) COMPLEX will provide, given the above sys-

tematic search method, a global minimum sum of squared residuals.

The output from this model, in.addition to it and the size of

the error of estimation, (Yt'§t)' includes the values of the a's

and for 6t for each right-hand-side variable. When specified in

logarithmic form the coefficient values are the values of elastici-

ties over the total time period. Hence, this will provide a

'tracking' of elasticities over time which may be illustrated as in

Figure 3.8. Changes in these 8 coefficients over time should

provide insights in continuous structural changes which have

occurred in the demand for red meats.

—_

u

6Legendre polynomials are optimal in the sense that there exists

no better representation in a mean squared error sense.
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fit

  

Figure 3.8

Illustration of Continuous Time-Varying Elasticity Estimations



CHAPTER 4

ESTIMATION OF RETAIL MEAT DEMAND AND IDENTIFICATION

AND MEASUREMENT OF PARAMETER CHANGES

In Chapter 3 a review was undertaken of a rather comprehensive

array of estimation techniques and statistical models which have been or

may be applied to an analysis of structural change in demand relation-

ships. These methods provide, in varying degrees of sophistication and

appropriateness, means of obtaining insights into the changing nature of

demand relationships and of consumer responsiveness to the forces

influencing retail meat demand. Depending on the particular estimation

technique used, coefficients of causal relationships are permitted to

vary through time.

Not all estimation methods reviewed in Chapter 3 are applied in

this chapter. In some cases, data are unavailable or in an inappropri-

ate form to test those models. In other cases the inherent form or

structure of the statistical model is not appropriate to test the

economic model under consideration. In choosing the analytical tools

the question asked was 'does this particular statistical model assist in

addressing the economic problem at hand?’ and not the question 'with

this statistical model, what problem or question can be addressed?.' In

158
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either case, a statistical model merely provides results. Economic

interpretation of those results remains the task of the analyst.1

The approaches adopted and the steps followed in these analyses of

structural change in retail meat demand in the U.S. are:

——_—

a. estimation of a 'base' model of each demand equation, namely,

table beef, hamburger beef, pork and broilers.2

b. ‘graphical analysis of price-quantity relationships as an ini-

tial step in investigation of major shifts in demand over the

period 1950-1982.

c. using graphical analysis as a guide, re-specification of the

base model to include qualitative shift variables (i.e., dummy

and quantity-time interaction variables) to estimate major

shifts in demand. The hypothesis of irreversibility of demand

is tested, assuming discontinuity between shifts.

d. linear and cubic spline functions are applied to the above

economic models to provide continuity between structural shifts

in retail demand. The spline function is applied to the

switching regression model which allows more specifically for

1Every attempt is made in this research to provide a priori

economic reasoning in identifying changes in the structure of

demand and hence militating against the more dubious activity of

curve-fitting.

2An 'all beef' model is estimated for the purposes of comparison

with table and hamburger beef models. However, this model was not

used throughout.
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time-varying shifts to be modelled. In essence, the coeffi-

cients of the estimated model are allowed to vary uniquely for

identified periods between 1950 and 1982.

e. the specification of Legendre polynomials within a

continuous time-vapying:p§rameter model; enables the estimation

of a fully dynamic coefficient-varying model.

Before results from these estimations are presented, a number of

preliminaries are completed. First, specification of the economic model

and Justification for this specification is presented. This includes a

brief discussion of theoretical restrictions applicable to a price

dependent demand function and some observations on interpreting the

measured coefficients of consumer responsiveness. Second, the statisti-

cal model and estimation procedure are outlined: this includes the

functional form of estimated equations, the method of estimation,

details of the estimation period and data limitations. Third, the

structural model and a discussion of candidate variables precedes the

presentation of results from the estimated equations.

4.1 Specification of the Economic Model

The theory of consumer demand discussed in the previous chapter was

based on the behavior of an individual consumer. It was reasonable to

view the consumer as having no influence over the price paid for a given

good. but as being able to determine the quantity of that good pur-

chased. Hence, a change in price is thought of as causing a change in

the quantity demanded by the consumer, under ceteris paribus conditions.



(
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Aggregation of consumer behavior was viewed in much the same fashion but

in terms of the 'representative' consumer.

From the standpoint of the entire market, however, the line of

causality in retail demand, from prices to quantities is not so

straightforward. For many agricultural commodities, supplies available

for consumption determine prices rather than the other way around. It

is argued here that this is the case for meats in the situation of

short-run changes, from one year to the next; although in the long-run,

supplies are responsive to changes in price.

These directions of influence may not apply to shorter-run (i.e.,

shorter than one year) or to local marketing situations, even for such

perishable products as beef and pork. In many quarterly models of beef

and pork, supplies available for consumption are assumed fixed at the

retail level, although it is likely that quantities moving into and out

of storage will have a greater effect on the quantity supplied than in

annual models. Of course, as the time period is further reduced, the

opposite is more likely. That is, consumption will be determined by

prices, which are more likely to be exogenously determined. At any

given time a retailer sets a price for each product and his customers

adjust their purchases and consumption to that price.

Greater doubt arises as to whether consumption of poultry meat3 in

particular, commercial broilers, can be regarded as a predetermined

variable. Within a period of a year, production of broilers is more

3In this research meat refers to all meats, including poultry

meat, i.e., chicken and turkey.
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likely than beef or pork to be influenced by prices of broiler and, for

that matter, by supplies and prices of other meats. Certainly in a more

detailed analysis of the poultry meat subsector such questions about an

annual specification of retail demand for commercial broilers would be

exanined more closely.”

The significance of this identification problem in agricultural

commodities was noted almost 60 years ago by working (1927). Where sup-

plies coming off the market and made available for consumption in any

year are almost wholly the result of decisions made in previous periods,

price will have little influence on supplies in the same period (i.e., a

year). In this case, where there is likely to be a much greater shift-

ing of the supply schedule of sellers than of the demand schedule of

buyers, a demand curve is obtained by fitting a function to a series of

points which represent the quantity of a good sold at various prices.

Otherwise, a supply curve is identified. Working added the caveat that

although shifts in the actual supply and demand curves may be corre-

lated, an attempt to estimate a demand curve will not give a useless

result. On the contrary, such a curve would be useful for price fore-

casting purposes, 'provided no new factors are introduced which did not

affect the price during the period of study...so long as the shifts of

”It is not uncommon nor unreasonable, when estimating annual

models of beef and pork demand to specify broiler demand in the

same fashion (Fox, 1953, pp. 48-53). This avoids the complexities

0f a mixed annual and quarterly model and maintains consistency

among equations. Complexities avoided with an annual model, but

which arise from a shorter term analysis of prices for storable

commodities are due partly to the potential importance of fluctua-

tions in inventories relative to adjustments in final consumption.
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the supply and demand curves remain correlated in the same way

and...shift through approximately the same range' (p. 227).

Fox (1953. 1954, 1955) in a series of papers considered this iden-

tification problem in the context of measurement of demand for farm pro-

ducts and in deciding upon the theoretical and practical appropriateness

of single equation methods for estimating structural relationships of

food demand. He demonstrated, within the simultaneous equation theory,

that the demands for beef and pork can be satisfactorily approximated by

single least squares equations. That is, when production is virtually

equal to consumption, then consumption may be regarded as a predeter-

mined variable and hence, the demand functions may be fitted with price

as the dependent variable and give unbiased estimates of the demand

coefficients. This is indeed the case with beef, pork and broilers,

since the magnitude of changes in stocks of these products is small

relative to production. Also, imports and exports of these commodities

are small compared with production. Therefore, the characteristics of

domestic demand are of predominant importance in determining how meat

prices change in response to changing meat production.

An explicit and restrictive assumption regarding the elasticity of

supply in the short-run is made when either prices or consumption is

chosen as predetermined in a demand relationship. To accept prices as

predetermined and to estimate demand elasticities is to assume supply is

highly elastic. An inelastic supply assumption is presuppositional to a

model specification of price as some function of the level of demand,

resulting in price flexibilities. Where neither postulate can be made

about the nature of the elasticity of supply, that is, where both price
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and quantity are regarded as current endogenous variables, a simultane-

\

ous equation approach is necessary.

A price dependent specification of an annual model of retail meat

demand becomes more obvious when the structure of the meat market is

examined. In the case of beef, the number of animals on farms at the

beginning of a marketing period is largely unaffected by current price.

Beef, as distinct from veal, is produced from heavier, more mature

animals. Therefore, beef production must come mainly from animals in

existence at the beginning of that year. In particular, steers are

affected only slightly by current prices in any one year. Marketings of

cows and heifers are more subject to economic decisions based on current

prices. But, even decisions to expand or contract the breeding herd and

the scale of the beef enterprise are made with longer-term expectations

in mind. Certainly meat production can be affected to some extent by

current economic forces during a given year, e.g., when a rising price

of’ hogs causes farmers to feed their hogs to heavier weights before

marketing. Yet despite this qualification, the large proportion of sup-

Ply 18 predetermined in the current period.5

Some analysts, who use annual data, have employed simultaneous

models. Authors of models falling under this category include Langemeir

and Thompson (1967), Hunt (1973) and Freebairn and Raussar (1975). They

regarded the level of supplies to be Jointly determined with prices.

—__

53cc Fox (1953). Working (1954) and Breimyer (1961) for further

details of these arguments.
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They would argue.that production has time to respond to price changes

and hence they assume price elasticity in product supplies.

An argument/that may suggest simultaneity at the retail level

between prices and consumption is based upon the butcher's decision to

cut-out the carcass into table cuts and other beef cuts and products.

The process of retail pricing, discussed in Chapter 2, is relevant here.

The total value of a carcass to the retailer is dependent, not only upon

the retail price per pound, but also upon the cut-out, i.e., the sale-

able retail meat obtained. Two carcasses of identical weight and qual-

ity grade can yield significantly different quantities of saleable

meat.6 Moreover, the carcass cut-out is likely to vary over time. This

would suggest that while total quantities of beef may be predetermined

in the current period, the exact quantities of various cuts from of

given carcass may be endogenously determined, within the period, by

retail prices prevailing for those specific cuts. There would be bounds

on the degree of flexibility in cut-out percentages for a given carcass

and this range would vary between type of carcass, e.g., between choice

steer carcasses and commercial cow carcasses. Intuitively, price would,

therefore, be a major factor determining this range in a given period.

There is no readily available documented evidence, however, on the

degree 'of; flexibility of cut-out percentages or of the extent to which

retail prides influence these percentages. In the absence of such evi-

dence and on the assumption that the large proportion of variation in

domestic consumption is determined by forces of an earlier period, a

 

6

Elaboration of these arguments is presented by McCoy (1979), pp.
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price dependent single equation model is adopted. Therefore, using the

arguments presented earlier, single equations can be used to measure the

interrelationships between consumption, price and income in either the

table beef or processed beef market, given the amount that moved through

each outlet. However, a simultaneous system of equations would be

needed to estimate the relative proportion of total beef production mov—

ing through each outlet in any given year.

Some researchers have argued that the specification of an annual

model of retail demand for beef, pork and broilers be quantity depen-

dent. For completeness of treatment, it is perhaps useful to look

briefly at some of their arguments. In a study of the Canadian lives-

tock industry Tryfos and Tryphonopoulos (1973) justified their single

equation estimation of quantity dependent retail demand equations for

beef, veal, lamb, pork, and chicken on the basis of exogenously deter-

mined U.S. livestock prices. Hence, in their annual model, the absence

of any supply considerations follow from the dominance of the U.S.

livestock markets allowing separate estimates of demand and supply func-

tions. Hassan and Johnhon (1976) adopt similar arguments in their Cana—

dian demand study. They add, however, that at least in Canada's case,

the demand curve is identified as quantity dependent because of the

importance of government programs in shifting supply. Certainly these

arguments do not hold for the U.S. meat markets.

For broadly similar reasons, Australian retail meat demand studies

by Main, Reynolds, and White (1976) and by Fisher (1979) assumed quan-

tity variables were endogenous and that prices at retail were predeter-

mined. Overseas prices, in large measure, determine Australian farm
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level prices, upon which retailers base their prices to domestic consu-

mers (93P890900108. 1973, Hinchy, 1978). Furthermore, they argue that

retail price leveling and price averaging activities, for all meats,

cause 'smoothing' of retail prices and provide consumers with prices

7 However, in these twowhich fluctuate much less than farm level prices.

quarterly model studies, quantities coming into the market may have some

effect on retail prices. Therefore, the estimates of the parameters in

those models may contain some simultaneous equation bias.

Undoubtedly, on these aspects of identification, a sizeable quan-

tity of subjectivity goes into some studies, and in any case some degree

of subjectivity is unavoidable. Economic models of meat demand are

estimated over different data periods, different time periods (monthly,

quarterly, annually), may use slightly different data sets and defini-

tions, and are often constructed for different objectives and uses. For

example, Tomek and Cochrane (1962) estimated quarterly and annual single

equation models to obtain the long-run demand for beef, pork and red

meat. They recognized quantities as predetermined in their annual model

and the effects of changes in stored quantities on price in their quar-

terly model. However, they conclude in deference to 'some practical

experience (of a study of apple supply and demand) that quantity as the

dependent variable provides ”better" results' (pp. 721-722). They add

blandly, in apparent Justification of this specification that 'a

A

7See Reeves (1979, p. 191) for references in which these practices

are discussed. He defines these two activities: 'Price leveling

refers to the practice of marketing firms holding retail prices

stable over time in the face of fluctuating farm level prices.

Price averaging refers to the practice of firms setting a low mar-

gin on one meat type and recouping any losses on that meat line by

setting high margins on the other meat lines.‘
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considerable portion of single equation demand analysis has been con-

ducted with quantity as the dependent variable' (p. 722). Foote (1958)

makes the observation that if R2 is near one then it makes little

difference which variable is treated as independent. However, the sta-

tistical convenience of these observations seems hardly consistent with

or of relevance to the desire of a correctly specified economic model.

It would seem that for many authors the question of whether to

treat price or quantity as the dependent variable in econometric

analysis is, indeed, not completely settled. Chang (1977), in his oth-

erwise informative article, quotes Schultz (1938), Working (1954) and

Fox (1954) in Justifying his own use of single equations to estimate an

annual model of U.S. demand for meat, but provides no economic reasoning

for specifying the functions as quantity dependent with predetermined

prices. Pope, Green and Eales (1980), like Chang, estimate single equa-

tion models on the accepted logic that shifts in the supply function of

agricultural products are much greater than those of the demand for farm

products. Hence, a demand relation can be estimated without serious

problems associated with simultaneity. However, they, like Chang, make

the dubious transition from the traditional demand theory and its asso-

ciated notion of a 'representative' consumer, by specifying prices

endogenously in an annual model of retail demand for beef, pork, poultry

and fish. At the market level, as pointed out by Working (1954), the

representative consumer approach is inappropriate. It is the market

which responds to quantities available. Goodwin, Andorn and Martin

(1968) also appear far less concerned about the economic specification

of their retail beef demand model then they are about the statistical

properties of their quarterly model. They argue that in distributed lag
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models, whether price or quantity is used as the dependent variable

makes little difference in the statistical (as opposed to economic)

validity of the results. Hence, quantity consumed is chosen as the

dependent variable in their study.

From an investigation of the structure of the U.S. retail meat

market in aggregate and from an assessment of the analyses of other

researchers in this area, the assumption that quantities of meats and

their respective substitute products, available for civilian consump-

tion, are predetermined in the current period, and that retail prices

adjust to clear the market, appears reasonable for beef and pork. This

may not be so for broiler demand given its shorter production cycle.

However, in the interests of model consistency within an annual frame-

work, a similar specification was adopted for broilers.8 On this basis

the following general economic model of the U.S. retail demand for meats

is adopted;

- (5.1)
Pit - f(qit. qjt. yt. 2,)

where, in time period, t, pit is retail price of the ith commodity, qit

is the supply of the ith commodity available for retail consumption, th

is the supply of the jth substitute (or complementary) commodity avail-

able for retail consumption, yt is income, and 2 represents all other

t

influences on price, pit‘

 

A further reason for specifying an annual broiler equation is for

compatibility within the Michigan State University Agricultural

Model, discussed in the following Chapter 5.
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4.1.1 Restrictions on a Price—Dependent Demand Function

Having resolved for this research, the general specification of the

economic model of the retail demand for meats, i.e., price as a function

of quantity supplied, one must ask how this specification relates to the

restrictions on demand theory discussed in the previous chapter. More

specifically, what are the relationships between the elasticities

derived from the traditional quantity dependent demand function and the

flexibilities derived from a price-dependent specification?

The classical utility-maximizing framework described earlier in

Chapter 3 is based upon the economic behavior of individual buyers to

changes in prices and incomes which, when making a purchase, they con-

sider as given. They respond to decisions on quantities demanded;

demand elasticities measure this response with respect to changing

prices and income. The carefully reasoned set of theoretical restric-

tions which apply to direct and cross-price and income elasticities of

demand are firmly embedded in this theory. As discussed above, although

individuals make quantity decisions based on given prices, at the market

level many agricultural production processes are such that market sup-

plies of related commodities are determined largely in advance of

current prices. That is, these supplies are fixed in the short-run so

that prices must bear virtually the entire adjustment burden.

Consequently, the focus is on the amount by which market prices

change in response to supply availability. Therefore, direct and

cross-quantity flexibilities are the appropriate measure of 'consumer'



171

or more correctly, market responsiveness.9 Quantity flexibility refers

to the percentage change in the price of a commodity associated with say

a one percent increase in the quantity 'demanded' or available from sup-

plies,1O ceteris paribus. A cross-quantity flexibility refers to the

percentage change in a commodity's price associated with a one percent

increase in the quantity demanded for another good, ceteris paribus.

So that an economic demand model, where prices are a function of

quantities demanded, is consistent with the classical theory developed

in Chapter 3, there is a need to establish that the virtually complete

set of restrictions among demand elasticities have a corresponding set

of theoretical relationships among demand flexibilities. For the most

part, these theoretical relationships ‘have been presented by Houck

(1966), who obtained the corresponding restrictions for a price depen-

dent demand equation by beginning with the traditional elasticity res-

trictions imposed on quantity dependent demand functions.11 Counterpart

restrictions among demand flexibilities are the column sums (Cournot

aggregation) condition, row sums (zero homogeneity) condition, and the

cross—coefficient symmetry (symmetry or Slutsky) condition.

 

91f a quantity dependent function gives a price elasticity then

more consistently, a price dependent function should give a quan-

tity flexibility.

1

0Where stocks and imports are zero or negligible, production or

suPply availability approximates the amount consumed.

11

The traditional, though simplistic, assumptions of constant

preferences, and no aggregation or income distribution problems

are made.
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In an earlier article, Houck (1965) also demonstrated that

under rather general conditions, the reciprocal of the direct

price flexibility is the lower absolute limit of the direct

price elasticity. The departure of the true price elasticity

from the flexibility reciprocal depends upon the strength of

the cross effects of substitution and complementarity with

other commodities (p. 789).

That is, for the ith commodity

(5.2)m

l
v __1_

£11 

 

If all the cross effects are zero, then the elasticity will equal the

reciprocal.12

Colman and Miah (1973) pose some important qualifications to the

condition in equation (5.2). They argue that this condition is meaning-

ful only for partial elasticities and flexibilities in which cases the

ceteris paribus conditions also hold. This would be true of elastici-

ties or flexibilities calculated from the structural equations, whether

they be of a single equation model or of a simultaneous model. When

these calculations are made from simultaneous systems of equations after

taking into account the effect among equations then they are correctly

termed total elasticities and flexibilities. These are obtained from

the reduced form equations. Because of the unique feedback relation-

ships built into the structural system, the total direct elasticities

and flexibilities cannot logically be expected to be each other's

inverse. Moreover, when, perhaps more realistically, both' prices and

 

12Likewise, the flexibility will equal the lower absolute limit of

the direct flexibility, if all cross effects are zero.
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quantities are treated as endogenous in a structural system of equa-

tions, the total direct elasticities and flexibilities do not exist.

This is because the reduced-form coefficients do not provide estimates

of relationships between endogenous variables. When, however, a single

equation model is estimated the partial and total elasticities and flex-

ibilities are equivalent, respectively.

One final point on demand restrictions; of the nine conditions,

which the theory imposed on demand functions, only two are applicable to

the case of a single equation model (Intrilligator, 1978, p. 217). They

are the homogenity condition and the non-negativity condition.13

4.1.2 Some Observations on Interpreting:Consumer Responsiveness

Given the above specification of the economic model, i.e., price as

a function of quantities available, consumer responsiveness will be

interpreted in this research in terms of quantity and income flexibili-

ties. This specification explicitly reflects the underlying causality

assumed to exist in the retail market for meats and, therefore, it is

not appropriate to assume that upon mathematical manipulation, to give

price and income elasticities, the economic meaning is unchanged.“4

In causal terms, a demand flexibility has a different economic

meaning to a demand elasticity. More specifically, under the above

assumption of causality, to derive a price elasticity is to imply that

1

3These conditions require that the sum of elasticities or flexi-

bilities be equal to zero and that the demand curve be downward

sloping, respectively.

1“Colman and Miah (1973) take a strong stance in this regard.
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current price influences current consumption. The policy implications

for correctly identifying these structural relationships is clearly of

major importance.

Despite the apparent force of these arguments, the temptation of

researchers and users of such coefficients of consumer responsiveness to

derive elasticities, is often strong. No such derived elasticity esti-

mates are presented in this research. Of course, the tempted reader may

wish to make a mental qualitative check of the flexibilities obtained by

considering the inverse of the estimated flexibility to be somewhere

around the lower limit of the derived 'elasticity'.

Many of the observations made in the past regarding the interpreta-

tion of estimated elasticities15 may be relevant to the interpretation

of direct16 and cross-flexibilities. In time series analyses, as with

own-price elasticities, own-quantity flexibilities are likely to be dif-

ferent in the long run compared to the short run, and, to depend upon

the sample period, the estimation procedure, and the functional form of

the estimated equations. In a logarithmic specification the flexibility

is constant across all price—quantity combinations. In this case a

change in flexibility represents a shift in the demand curve. While

there is some convenience in this specification it may be too restric-

tive in representing reality. The arithmetic linear form provides

greater flexibility of interpretation since it allows for the

 

A succinct treatment of some of these issues is contained in

Manderscheid (1964).

16 .

The term 'direct' is used throughout this research in place of

the term 'own-quantity' in referring to flexibilities.
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possibility of slope and price-quantity changes to be observed.

Presented in Table 4.1 are six possible theoretical situations of change

in an estimated demand flexibility arising from the well-known flexibil—

ity formula:

AP 9

f- 1'3-
—— 9

5031 APi ‘11 < )

Observing that the flexibility has changed over time does not

necessarily indicate what has actually happened to demand. For example,

a change in an estimated flexibility over time may arise in three gen-

eral ways: (a) a movement along a given demand curve17 (b) a parallel

shift of that curve, i.e., a change in the level of demand, or (c) a

non-parallel shift of the curve, i.e., a change in the relationship

(slope) between price and quantity. In the first case, a change in

flexibility may not require a shift in demand structure but come about

merely by a change in the price-quantity ratio, resulting from a shift

in supply. In cases (b) and (c) a change in the price-quantity ratio

must occur for the flexibility to change. Even when the demand curve

has shifted (i.e., along a static supply curve), the slope may have

changed as well as the intercept. In reality, it is more likely that

demand and supply changed simultaneously. Similar confusion in

interpretation may arise when the flexibility is observed not to have

changed over a given time period (Table 4.1).

17This occurs when the curve is linear in arithmetic terms as op-

posed to linear in logarithms.



 

176

Table 4.1

Decomposition of Components of Change in Direct-Quantity

Flexibility of Demand (f - fig . %)

 

 

 

 

 

 

 

Direct Flexibilit

(or Elasticity) y Slope Coeffient

‘ Constant Changed

Inggtity—Pricegggtio nggtity-Price Ratio

Constant Changed Constant Changed

Constant Null Set c Null Set e

Changed Mull Set b,d a f
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Note: 1. Single lower case letters in table refer to cases illustrated

below.

2. Additional combinations could be obtained by differentiating

between quantity and price changes.

3. Similar cases are obtained from price elasticity of demand
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A central focus in this study is on how market responsiveness to

changes in quantities available and in incomes has influenced retail

prices of individual meats in the U.S. over the past 30 years or so.

The importance of understanding the nature of these changes in market

response, as measured by elasticities or flexibilities, was discussed in

Chapter 3. A number of researchers have observed that flexibilities and

elasticities have not remained constant during this time. More particu-

larly, they have shown that estimated demand curves (linear in arith-

metic values) have generally become flatter over time.18 This may imply

an increasing demand elasticity. However, this graphical evidence is

not in accord with empirical evidence that, in the case of elasticities,

demand has become less elastic (more inelastic) and for flexibilities,

demand has become more flexible. Breimyer (1961), Tomek and Cochrane

(1962) and Tomek (1965) have been among those to make this observation.

Tomek recognized the need to explain these changes in empirical

measures of consumer responsiveness. To do this requires that the three

sources of change in responsiveness be examined. Most commonly, econom-

ists explain changes in demand flexibility as being due to demand curve

shifts through time in response to changes in incomes, available quanti-

ties of substitute commodities, or tastes and preferences. However,

this interpretation ignores the slope of the demand relation, i.e., the

relationship between quantity and price, which may also change.

A bound on the nature of some of these changes may be obtained by

applying the Slutsky relation and the homogeneity condition of consumer

18This phenomenon is illustrated later in this chapter in the

graphical analysis of retail meat demand.
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demand. As incomes increase, the related increases in food consumption

generally become smaller. In consequence, income elasticities (in this

case), for food will decline.19 From the Slutsky equation, when

transformed into elasticities, a decrease in the income elasticity

implies, via the fall in the income effect, that price elasticities will

also become smaller.20 That is, as incomes rise relative to the price

of a commodity, the income effect of a price change will be smaller.

Using the homogeneity condition, a fall in income elasticity,

assuming no change in substitutes or complements, will result in the

own-price elasticity becoming smaller in absolute magnitude (less elas-

tic or more inelastic). As discussed earlier in this chapter, the homo-

geneity condition also holds for demand flexibilities. Hence, in an

opposite direction, as the income flexibility rises, the absolute magni-

tude of direct price flexibility will become larger, i.e.,more flexible.

Demand flexibilities for meats are likely to rise over time. First, as

disposable incomes increase and income flexibilities rise, direct flexi-

bilities become larger in absolute value; and second, as an economy

develops, consumer preferences change in a way that makes the demand for

certain foods more price flexible. Offsetting these effects are the

 

1

9Empirical evidence supporting this observation is contained in

Fox (1958, pp. 125-129, 141).

20

This follows from the Slutsky equation

 

Sq 3q 39

___.___ (1.--,

391 31:1“l Byp

where utility, u and prices, 5 are constant. By multiplying each

term by p/q and the last term by y/y the gross price elasticity

equals the not price elasticity less the income elasticity times

expenditure on that good as a proportion of income.
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possible changes in prices, number and closeness of substitutes.

Changes in consumer responsiveness to the availability of substitutes

suggest that the substitution effects, i.e., cross-product flexibili-

ties, may also be subject to change over time.

Theoretical reasoning suggests that cross-product flexibilities

would be higher for close substitutes. An increase in the quantity

available for a close substitute will shift the own-product demand to

the left. Own-product demand, D(q1,q2,,,,,qn), is a function of cross-

product quantities. This shift and, hence, the effect on price of the

own-product, will be greater for a close substitute. Another way of

viewing this substitution effect is in terms of effective demand. From

a position of equilibrium, increases in quantities available of a strong

substitute will divert demand away from the own-quantities causing a

greater excess supply situation and a greater concomitant own-price

adjustment than if the substitute were a weak one.21

Advertising, promotion and the forms of market and consumer educa-

tion of substitute commodities will make them stronger substitutes and

will tend to make the own-product more quantity flexible and increase

the impact of substitutes on demand for that.good in question. On the

other hand, to the extent that attempts to product differentiate result

successfully in less substitutability, demand flexibilities will tend to

be smaller.

 

21Note the parallel in the interpretation of cross-price elastici-

ties and cross-product flexibilities. In both cases the closer

the substitute, the stronger the cross effect and hence the larger

the cross-elasticity and the cross-flexibility.
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On balance, a reasonable hypothesis is that direct flexibilities of

demand for individual foods are becoming greater through time. Cer-

tainly, food aggregates are becoming more quantity flexible, simply

because incomes are rising and aggregation implies fewer substitutes.

For specific products like meats, subject to production cycles, it may

be more realistic to hypothesise, not continuous increase in flexibili-

ties, but cycling change in demand flexibilities.

One theoretical note needs to be made regarding the interpretation

to be given to an income flexibility. Houck (1966) has argued that, on

theoretical grounds, the income flexibility of demand must be unitary.

This result is derived from the homogeneity condition for elasticities

when all products are considered. If the estimated income flexibility

differs widely from unity, he argues, that meaningful interpretation of

it becomes difficult. Houck further states that 'when zero-degree homo-

geneity is assumed among prices, income and quantities demanded, the

flexibility coefficient on income is not a behavioral measure in the

same sense as the elasticity (pp. 228-229). He acknowledges, however,

that not only may the flexibility differ from unity in practice, but the

underlying conditions of homogeneity may not apply in any given empiri-

cal research problem.

The interpretation of‘ the income flexibility estimates in the

current research is accepted at an intuitive level. A change in the

'aggregate' purchasing power of consumers can be expected to increase

the demand for a commodity (except for inferior goods) and hence put

upward pressure on market prices. This results in a positive relation-

ship between income and market prices. Alternatively, a fall in
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consumer purchasing power will influence their willingness and ability

to pay for a particular good or to buy as much of it. For a given level

of product availability over a specific time period, assuming a normal

or superior good, consumer demand will not be as strong and so the price

will tend to fall adjusting supply with demand. Also note that the

stronger the demand for a good in response to a rise in income, the

higher the income flexibility (and income elasticity).

4.2 Statistical Model and Estimation Procedure

The discussion in Chapter 3 and in this chapter provided the main

theoretical foundations for consumer behavior and how this theory

relates to empirical analyses at the retail market level. This review

was desirable as the theory is a useful guide and provides a justifica-

tion for the demand functions chosen. The theory is a guard against

'some of the absurdities and inconsistencies which may arise from prag-

matic models if the latter are used without considerable care and exper-

tise' (Brown and Deaton 1972, p. 1152). This gives the estimated demand

functions theoretical plausibility.

Nevertheless, as also pointed out earlier, a substantial gap exists

between the theory of consumer behavior, on the one hand, and empirical

analysis on the other. It is in recognition of this gap that economists

have chosen certain specifications of demand functions over others.

Houthakker and Taylor (1970, p. 1) refer to practical considerations in

the design and development of their study. They report that 'common

sense' and a ‘long process of experimentation and elimination' were

necessary before a final equation was selected.



 

 

of
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Not all economists subscribe fully to this perspective. In defense

of theoretical plausibility, Phlips (1974, p. 112) was encouraged to

write

Houthakker and Taylor's choice among specification is based on

goodness of fit. ...while much has been gained in terms of

descriptive power, much has been lost in theoretical plausi-

bility. By introducing more realistic changes of the income

elasticities, Houthakker and Taylor lose contact with the

theory of utility maximization. Indeed, there is no longer

any reference to a specific utility function. Much more,

these specifications are not compatible with utility maximiza-

tion, as they do not satisfy the adding-up criterion exactly.

The approach is entirely pragmatic (p. 112).

On th'e other hand, Brown and Deaton (1972, pp. 1151-1152), in their

review of applied models of consumer behavior gave support, albeit qual-

ified, to the pragmatic approach.22 They saw a clear role in many prac-

tical situations for the procedure of estimating a set of single equa-

tion models, one for each commodity:

Single equation models, even if less satisfactory from a

theoretical point of view, may still be able to out-perform

complete models in terms of past experience and ability to

project the future (pp. 1157-58).

In empirical analysis it is often necessary, when attempting to

measure consumer demand from a time series of annual consumption and

Prices of a commodity, to go beyond the specification of the theoreti-

cally derived demand function. Most econometric analyses of demand in

h

2
2Deaton and Brown meant 'pragmatic in the sense that it includes

those variables in which we are directly interested, ignoring or

summarizing others.‘ (p.1151)



 

ar
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agriculture do not use explicit utility function formulations, but use

arbitrary or ad hoc reduced forms.23 This approach is more commonly

adopted 'because of increased ease of estimation and the ability to

incorporate greater complexity in the dynamic formulation.' (Pope, Green

and Eales, 1980, p. 778). Moreover, there are variables which directly

influence consumer demand in addition to relative prices, quantities and

income, as suggested by the classical theory. This is the view taken in

this research.

The statistical model to be estimated may be written in general

terms, the demand for the ith meat specified as

(p1 E511(1)-——- = a + --—-

CPI t 1 3:1 13 POPC t
+ c ) + di 2

...JL___.

1 (POPC.CPI 1: + “1; (5‘4)kt

where i=1,...,4 (table beef, hamburger beef, pork, broilers), where pit

is the real price of meat 1 at retail in period t, CPI is the Consumer

Price Index (1967:100), POPC is U.S. civilian population. th is the

domestic consumption of meat j, at retail weights, per person, yt is

real personal disposable income per person in the U.S.. 2t represents

all other variables considered to influence retail prices, and uit is a

random error term. Coefficients ai (intercept), bij’ c1 and di are to

be estimated.2u

The signs expected on bij (i=J), the own—quantity coefficient, are

negative, implying a negatively sloped demand curve. The signs expected

 

2

31One recent exception is the paper by Green, Hassan and Johnson

(1978).

24
Later specifications of (5.4) will allow these coefficients to

be functions of time.
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on the bij (iij), coefficients on substitute products, are negative

also. For complements the sign would be positive. An increase in the

quantity available for consumption of a substitute good should cause its

price to decrease. This decrease in the price of the substitute causes

a decrease in demand for the particular product in question, i.e., the

demand curve shifts to the left. Assuming some upward slope on the sup-

ply curve, this shift brings about a fall in the price of the product.

Therefore, a negative relationship exists between the quantity of a sub-

stitute and the price of the product in question.

The coefficient, 01, on disposable income may be positive or nega-

tive depending upon whether the product is an inferior or normal good.

For the four meat products considered in this analysis a positive sign

is expected.

4.2.1 Functional Form of Equations

Behavioral theory of demand does not provide much guide to the

choice of algebraic forms of the equations to be estimated. The compu-

tational burden is simplified considerably by using functions linear in

the parameters. Most common among these functions are the linear and

the log-linear functional forms. The quest for an integrator of demand

theory and empirical work has favored the use of the double-logarithmic

demand form. This functional form provides a means to implement the

desirable homogeneity restriction plus it provides the relevant flexi-

bilities (or elasticities) directly from its coefficients.

Hassan and Johnson (1976, p. 22) appear less accommodating of the

double-logarithmic form in demand theory because of inconsistencies with
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classical demand theory. Yet, despite its ad hoc framework, these

authors use this functional form and concede its superior fit in many

cases, ease of estimation and the ready interpretation of the estimated

coefficients when compared to utility maximization derived demand

curves 0

Although the linear and log-linear models are the most widely used

among linear economic models, there is evidence to suggest that neither

of these formulations is to be preferred. Research indicates that more

flexible functional forms obtained from Box-Cox transformations, using

25 (Pope, Green and Eales 1980; Changmaximum likelihood techniques

1977). The approach in this research is to test both linear and log

linear functional forms and make a choice based on Theil's test of resi-

duals (Theil 1971, pp. 544). These results are described in a later sec-

tion.

4.2.2 Method of Estimation
 

Each model of retail demand was estimated using ordinary least

squares. To check the appropriateness of this choice some alternative

estimation methods were examined. For instance, with price equations

estimated separately there is a possibility of contemporaneous correla-

26
tion among the dependent variables. This may result from prices of

 

2

5Tolley, Wang and Fletcher (1969) found mostly small effects on

price and income elasticities and flexibilities of food demand

from the use of logarithmic Juxtaposed linear forms.

6Contemporaneous correlation among dependent variables and among

disturbance terms implies that these variables and terms in dif-

ferent equations are correlated, respectively, at a given point in

time but are not correlated over time (Judge, et.al., 1980, pp.

2 5-251).
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one meat being affected by price levels or changes in prices of other

meats in the retail market. If this occurs, disturbance terms in dif-

ferent equations will be contemporaneously correlated and OLS is not an

efficient method of estimation. Estimation will, however, lead to con-

sistent and unbiased parameter estimates. In such a case of correlated

disturbance terms, Zellner's27 'seemingly unrelated regression' (SUR)

will yield asymptotically more efficient estimates than those obtained

by OLS provided the set of exogenous variables is not identical in each

equation.28 The equation set is estimated as if it were a simultaneous

equation system: in the first stage an estimate is made of the error

terms' variances and covariances, based on the residuals derived from an

equation by equation application of OLS. In the second stage the esti-

mates are used to contrast the Aitken generalized least squares estima-

tor of the regression coefficients in all equations. To examine the

possibility of contemporaneous correlation of the residuals, SUR esti-

mates are obtained for the set of meat demand equations. The more usual

simultaneity between prices and qualities, using two-stage least squares

(2815) is also examined.

Finally, the hypothesis that total adjustment to a long-run equili-

brium might not occur within one year is tested by introducing a lagged

dependent variable in each of the beef equations. Lagged adjustment of

prices to a change in quantity available may be due to imperfect

knowledge, habit persistence or institutional delays. The coefficient

2

7For details see Zellner (1962; 1963).

2

81h meat demand studies see, for example, Tryfos and Tryphono-

poulos (1973), Main, et al. (1976) and Hassan and Johnson (1976).
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of adjustment, A, can be obtained by subtracting from one, the coeffi-

cient for the lagged dependent variable. This specification permits

estimation of a short-run and long-run direct flexibility.

4.2.3 Estimation Period and Data Limitations

The model was estimated using annual observations over the period

1950-1982, providing 33 observations. Shorter data periods are fre-

quently preferred in many studies, primarily because of an explicit

forecasting objective or in order to circumvent the need to model such

changes in structure as might occur over a longer estimation period.

Since an important objective in this research is to investigate struc-

tural changes in demand, a long data series was used.

Market adjustments are continually taking place and hence, there

exists no natural time period (in terms of observation steps) with which

to capture structural change. The periodicity in the economic relation-

ships concerned had much to do with choosing annual observations.

Monthly and even quarterly observations would tend to reflect brief and

passing phenomenon as well as seasonal influences on consumption and

prices of meats. These rather short-term phenomenon were not of

interest here. Even so, the choice of annual data is to some degree

also arbitrary where economic adjustments are continuous.

Breiymer (1961, p. 60) provides some insights to the problems aris-

ing from the choice of data points. He argues that the actual produc-

ttion span or cycle from which the empirical data arise is central to

this choice. He felt that
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the results of a statistical analysis can be interpreted in

terms of the length of run only by examining closely the par-

ticular time series incorporated in the analysis. That is, it

is necessary to look into the reasons which explain why the

series of annual data depart from their mean as they do. If

long-run trends are the dominant factor, the results relate

principally to long—run trends. If production cycles are

instrumental, results relate thereto. If only erratic annual

fluctuations are to be found, results apply to them.

It follows that if any continuous trend exists, the longer the

time span included in the statistical study the more does the

long-run trend influence the result. The shorter the number

of years that are included, the more do cyclically-evolving or

even briefer phenomena. (p. 60)

One major difference between Breimyer's analysis and the present

analysis relates to his assumption of constancy of estimated parameters.

In his study, fixed coefficients estimated over a long series will give

coefficients which reflect average response over the period.29 In the

following analysis, progressive relaxation of this assumption of fixed

coefficients should provide additional insights into the character of

these structural changes in meat demand.

Actual data used in computations and all sources of these data are

provided in Appendix A1 and Appendix C. Derivations of the prices and

consumption series, in particular, the fed and nonfed data series, are

Siven. Some limitations inherent in data used are discussed in the fol-

lowing section.

...——

2

9Breimyer did relax this assumption somewhat breaking the estima-

tion period into three periods.
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4.3 Structural Model and Candidate Variables

The estimated structural model may be written, in terms of selected

candidate variables, as the following set of retail meat demand equa-

tions.

RPBFR = f(DCFBFRC, DCNFBFRC, DCPKRC, DCBRC, DICR, Z) (4.5)

RPHMBR : f(DCFBRC, DCNFBFRC, DCPKRC, DCBRC, DICR, 2) (4.6)

RPPKR f(DCFBFRC, DCNFBFRC, DCPKRC, DCBRC, DICR, 2) (4.7)

RPBRR f(DCFBFRC, DCNFBFRC, DCPKRC, DCBRC, DICR, Z) (4.8)

A description of variable codes and other variables used in subse-

quent analyses is presented in Table 4.2.

It should be well recognized that beef is not a homogeneous pro-

duct, particularly at the retail level. Clearly, at the retail level a

'commodity' such as beef is a collection of distinct cuts and grades,

most of which are closely competitive with respect to a given end use.

The decision to disaggregate beef into two categories, namely, table

beef (roasts, steaks) and hamburger beef (ground beef, processed beef

products) is based on (a) an attempt to recognize the heterogeneity in

beef especially at the retail level, (b) a desire to relate the nature

of that heterogeneity back to the broad categories in beef production,

namely, fed beef and non-fed beef respectively, and (c) pragmatic con-

siderations with respect to data availability and analytical feasibil-

ity.
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Table 4.2

Description of Candidate Variable Codes

 

variable

Code Name

RPBFR

RPHMBR

RPPKR

RPBRR

DCFBFRC

DCNFBFRC

DCPKRC

DCORMRC*

DCBRC

DCPMC

DICR

CPI

POPC

Z

5 to 24

25 to 64

 

Units of

'Measure Description

3 Retail price, choice beef, real, retail weights.

$ Retail price, hamburger, real, retail weights.

$ Retail price, pork, real, retail weights.

$ Retail price, broilers, real, retail weights.

lbs. Domestic consumption, fed beef, retail, per

person.

lbs. Domestic consumption, non-fed. beef, retail,

per person.

lbs. Domestic consumption, pork, retail, per person.

lbs. Domestic consumption, other red meat, retail,

per person.

lbs. Domestic consumption, broilers, retail, per

person.

lbs. Domestic consumption, poultry meat, retail, per

person.

lbs. Disposable income per person, real.

index Consumer Price Index (1967 - 100).

millions Population, Civilian, U.S.

- Collective term for all other candidate variables.

1 Proportion of population aged 5 to 24 years.

2' Proportion of population aged 25 to 64 years.

 

*DCORMRC is a variable combining pork, veal and lamb.
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This classificatory scheme is largely production derived3o since

retail consumption (disappearance) data are based on whether or not the

animal came out of a feedlot. Feedlot produced beef, steers and heifers

mainly, are assumed to supply all choice beef cuts. However, as pointed

out in Chapter 2, fed steers and heifers also contribute though to a

much smaller degree, to ground beef supplies. This approach is an

improvement on studies which classify all steers and heifers into the

choice beef category. Hamburger beef is assumed to be provided by non-

fed beef, cull cows and bulls and grass fed steers and heifers plus

imports. Again, there is a proportion of this beef that finds its way

into table beef supplies, though the proportion is considered small. An

additional advantage of this classification of beef type is the close

relationship between U.S. non-fed beef and Australian imported beef.

Both are considered to be manufacturing quality going primarily into

ground beef and other processed beef products.31

Since no official data series on table (fed) beef and hamburger

(non-fed) beef consumption exists, various approaches to measuring and

estimating these data have developed. The simplest approach is to clas-

sify all steers and heifers as table beef, although this would result in

some overestimation of fed beef. Crom (1970) developed and used a data

 

30Some researchers have preferred an end-use approach, attempting

to measure the quantities of high grade and low grade beef enter-

ing the market. See Bain (1977. pp. 16-18) fbr a discussion of

the two approaches and reference to authors who have used them in

classifying beef.

31This dichotomy of beef products is not new. Langemeir and

Thompson (1967). Crom (1970), Hunt (1972), Freebairn and Raussar

(1975). Macaulay (1975), Bain (1977), and more recently, Reeves

(1979) used this approach.
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series for fed and non-fed beef production/consumption which has been

used by Freebairn and Raussar, Macaulay, Bain, and Reeves.32

An alternative data series of fed and non-fed beef

production/consumption has been developed for this research.33 This

series, while similar to Crom's takes advantage of new data series

available and overcomes problems of discontinued data series. In

essence, fed cattle are fed steers and heifers only. Non-fed cattle are

cull cows, bulls and grass fed steers and heifers. Adjustments are made

to accommodate inventory, and imports to provide estimates of domestic

disappearance in retail weights.

Limitations of available data prevent any major improvement on this

classification. Some 25 percent of 3 fed steer or heifer carcass

becomes ground beef. 0n the other hand, a portion of a non-fed (forage

fattened) steer or heifer carcass and certain cuts from cow carcasses

are sold as choice or table feef. Also, the cut-out of a given carcass

into table beef or ground beef depends on relative prices and hence that

cut-out will vary over time. In this study fed steer and heifer car-

casses (fattened in feedlots) only are classified as choice or table

beef. The remainder is classified as processing or ground beef. During

years of low farm prices for fed beef, an increased proportion of steers

and heifers are marketed directly from forage-based operations and,

‘___¥

32$ee Bain (1977, p, 16) for an outline of this method of estima-

tion.

33Details of the method are presented in Appendix Table A2. These

estimates are based around a method developed by Ferris of Michi-

gan State University.
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therefore, do not enter feedlots. These cattle are classified as non—

fed beef although meat from these animals will be marketed as table

beef. Therefore, some inflation of the data on non-fed beef (or 'ham-

burger' beef) occurs during these low farm price years. Perhaps a more

accurate dichotomy is fed beef and 'other' beef. However, the only

retail price series for lower quality beef is the hamburger/ground beef

price series. To the extent that 'other' beef is of manufacturing qual-

ity this price series should be representative. The underlying assump-

tions and associated limitations should be borne in mind when interpret-

ing results.

Retail prices of choice grade beef and retail price of hamburger

beef, as defined by the USDA, are the normalized endogenous variables in

the two beef demand equations. At the retail level these two price

series, while being readily available3u would appear to be representa-

tive of the prices of the two beef categories mentioned. To the extent

that institutional prices for ground beef, i.e., at fast food restau-

rants, deviate from this retail series some bias may be present. The

retail price of pork and the u-region average retail price of young

chickens (broilers) are the normalized endogenous variables for the pork

and broiler demand equations, respectively. Separate data series, each

for domestic consumption of table beef, hamburger beef, pork and

broilers, in retail weight equivalents, per person, were specified in

each demand equation.

‘

u

The hamburger price series has recently been discontinued. Up-

dates of this series would need to make use of the ground beef

price data series of the BLS.
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Personal disposable income, provides the budgetary constraint on

demand. This variable is included to account also for the increased

purchasing power of the U.S. population over the sample period.There are

two reasons disposable income is exogenously determined in this model.

The first is simply that beef, pork, and broilers comprise a very small

part of total per person disposable income. All red meat and poultry

meat amounts to little more than “-5 percent of total expenditures per

person (USDA 1981, p. 21). A second reason follows from the classical

theory of consumer demand. Since total expenditures made fer each com-

modity group is determined in the initial budgetary allocation process

of the consumer, the group expenditure for individual demand fUnctions

is predetermined (George and King 1971, p. 27). Hence, the group expen-

diture is a predetermined variable for the demand function of an indivi-

dual product within the group.

Population is usually incorporated into demand studies by express-

ing consumption and income data on a per person basis. This study does

not deviate from this common practice. However, it may be of use to

restate the implications of this practice, along with its difficulties,

especially given the potential role changes in the population may have

had on consumer demand for meats in the U.S. Expressing these variables

on a per person basis is consistent with the underlying theory of consu-

mer choice which refers primarily to individuals. More importantly, for

market level demand studies, per person relationships are likely to be

more meaningful and stable than relationships between aggregates. A

potential difficulty of this use is the assumption that all persons be

given equal weight irrespective of age and sex.
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In principle, a different scale of weights or 'adult-equivalent

scale' (AES) should be used at least for each commodity. However,

available evidence suggests that equal-weight scales do not produce much

distortion (Houthakker and Taylor, 1970, p. 29). This is because the

distribution of the population by age and sex is fairly stable. Claffey

(1982) estimated an A88 for use in meat demand analysis. Since children

consume less than adults the AES population is smaller than the official

civilian population, causing AES per person consumption to be larger

than the 'official' per person consumption of meat. However, following

examination, there was very little difference at the national level in

the two series. Although, it was acknowledged that the ABS approach may

have value in regional studies of meat.

In the present study, there are, nevertheless, a priori grounds for

including specific demographic variables to account for a particular

demand relation phenomenon due to the impacts of certain segments of the

population. For instance, in Chapter 2 it was shown that younger seg-

ments of the population consume more ground beef although older segments

consume more roasts and steaks.

Like population, changes in the general price level, represented by

the CPI, are included implicitly in each equation. That is, prices and

income per person are deflated by the CPI to express these data in real
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terms, hence adjusting for the effect of inflation.35 The assumption

underlying deflation of price and income is that consumers are not sub-

Ject to money illusion. In terms of the theory of consumer demand this

implies that the demand functions are homogeneous of degree zero in

prices and income per person. However, deflation is also a pragmatic

compromise since it is impossible to accommodate the theory precisely.

The usual approach is to include in the demand relation all those sub-

stitutes and complements as prices and quantities and use a price index

such as the CPI for all other goods (expressed in terms of prices).36

This price index may be used as a deflator or as a separate independent

variable. Here, CPI is used implicitly as a deflator as these equations

appeared superior to expressing it as a separate variable.

The variable, Z, in equations (4.5-4.8) represents all other

shifter variables, explaining changes in retail prices of table and ham-

burger beef, pork and broilers. Demographic variables, i.e., of

specific age segments of the population, have already been mentioned.

Theoretically, changes in tastes and preferences result in a different

utility function and, therefore, a whole new set of demand relations.

 

35Tolley, Wang and Fletcher (1969, p. 704) found in price depen-

dent equations of aggregate food demand that the total bias in

price elasticity estimates due to incorrect deflation was greater

than in the consumption dependent case, partly as a result of the

effect of correlation of the deflator with the residual. Total

bias in income elasticity estimates is small in both cases. Total

food is an important component of the CPI and therefore some

correlation is expected. Such correlation between deflated prices

for individual meats is likely to be very small.

36See Zellner. Gallo and Levey (1980, pp. 20-21) for a discussion

of alternative measures of inflation.
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Intuitively, these changes in demand relationships may cause more signi-

ficant shifts in demand than those caused by changes in incomes or quan-

tity availability. Tastes may encompass a multitude of effects such as

fashion, attitudes to health and preference for leisure. Habits develop

after tastes and preferences have been formed. Historically, tastes for

meats have not changed rapidly over time. As discussed in Chapter 2

there has been in recent years, a decline in beef demand which some

observers feel have been due to taste changes. The treatment of ana-

lyses of these changes in demand are discussed later.

4.4 Results of the Base Model of Demand

4.4.1 Estimation of a Base Model

The estimated retail demand equations for the four meats plus an

equation for 'all beef' were estimated as linear functions using OLS and

are shown in Table 4.3.37 For the beef equations, the statistical esti-

mates were improved by combining pork, veal and lamb consumption into a

variable of ‘other red meat' consumption.38 Similarly, in the table beef

 

37Tests for choice of functional form were inconclusive so the

linear ferm was chosen. Contemporaneous correlation of the resi-

duals was tested by estimating Zellner‘s SUR (Appendix Table A1).

Notably, unexpected positive and insignificant signs were obtained

on pork in the table and hamburger beef equations.

38In the case of the all beef equation, consumption of veal and

lamb was esthmated as a separate variable from pork. In this case

no improvement was gained by combining these variables. However,

in the table and hamburger beef equations this separate specifica—

tion was not stable in later analyses.
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equation, broilers and turkey consumption were combined in a 'poultry

meat' consumption variable.39 Elsewhere, specific product variables were

maintained. Fish consumption was included initially but later excluded

because of its unexpected positive sign. In recent retail demand stu-

dies using quantity dependent specifications, considerably greater amal-

gamation of variables was found necessary, preventing the individual

product effects to be estimated.“0

These particular equations form the base model and do not represent

the final specifications. Other specifications are tested, in later

analyses of structural change, by allowing the regression coefficients

to change over time. Nevertheless, several important observations may

be made from these equations. First, all the estimated coefficients are

significantly above the 99 percent confidence level, except the sUbsti-

tute products, pork and other red meat. Other red meat in the beef

equations is significant at the 90 percent level, but pork is insignifi-

cant in the broiler equation. Multicollinearity among explanatory vari-

ables might explain the low significance on an expected substitute like

pork. However, the correlation matrix for first-order correlation among

explanatory variables, did not indicate this possibility. It is possi-

ble‘that the nature of multicollinearity is higher than first order. A

 

539This procedure saved degrees of freedom and did not greatly af-

‘.fect the other estimates in the equation. Generally, autocorrela-

tion was lessened, the standard errors of the coefficients were

reduced slightly, and explained variation in the equation was in-

creased.

u .
0See, for example, Reeves (1979). Freebairn and Raussar (1975)

and Houck (1974), where, in fed and non-fed beef equations,

cross-price effects were not estimated or at least were estimated

as 'other meat.‘
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low level of significance of the estimated coefficient on the pork con—

sunption variable has been found in other meat demand studies. These

variables were retained in the equations even when insignificant because

they had the expected negative sign of a substitute product. It should

not be overlooked that pork may have an inherently low cross effect on

other product prices.

Second. the R2 values on equations, except for broilers, suggests

some variation in the dependent variables remains unexplained. However,

prices tend to vary considerably less at the retail level (because of

certain retail pricing practices, e.g., price smoothing and other lapses

from perfect competition) than they do at the wholesale or farm level.In

This will tend to result in a relatively lower R2 at retail. Deflated

retail prices also tend to fluctuate less than consumption per person

and therefore R2 values derived from quantity dependent equations tend

to be higher. Moreover, considering the change which the retail market

has undergone over the past 33 Years since 1950, it is perhaps too much

to expect that the same combination of traditional variables would

explain the at times complex and dynamic set of forces influencing

 

“1For empirical evidence, see in George and King (1971, p. 62) the

elasticities of price transmission from farm to retail. For a one

percent change in the farm prices, each of beef, pork, lamb and

chicken, retail prices change by between .5 and .8 percent, in the

same direction.



201

retail prices over this period. When some of these changes are expli-

citly accommodated into the model specification, a greater degree of

explanation can be expected.”2

Third, the Durbinéwatson statistic, an index measuring the

existence of first-order serial correlation in the disturbance term,

suggests either the absence or inconclusive evidence of such correla-

tion.

Estimated mean price and income flexibilities, derived from equa-

tions in Table 4.3, are presented in Table 4.4. A common practice is to

draw comparisons and to establish the extent of agreement between ones

own estimates and those of other economists. However, there is a dirth

of comparable studies in which flexibilities have been estimated and so

no direct comparisons are possible. Qualitative comparisons only are

nae.

Fox (1953, p. 43. 52) and Breimyer (1961, pp. 61-78) are among

some of the earlier studies in which flexibilities were estimated from

annual data. Compared to each other and to this study they use dif-

ferent functional forms, data transformations and model specifications.

Fox used first differences of logarithms whilst Breimyer used loga-

rithms, undeflated retail prices, deflated income and included the CPI

as an explicit variable. The estimates of Fox cover a period before

 

uzThe coefficient of determination is a useful index of the good-

ness of fit of a regression equation to data. Predictive preci-

sion_%f the equation, however, may be of more practical value than

the . In this regard, the closeness of say, a 95 percent confi-

denceaband about the regression is more important than the size of

the R , per se (Bartlett, 1974).
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1941; Breimyer's estimates are pre-1961. Both studies deal with aggre-

gate beef and in most cases have used substantially different variable

definitions. Fuller and Ladd (1961) estimated a quarterly model of beef

and pork, at the wholesale level, and also aggregated beef.

The few more recent estimations of direct and income flexibilities

provide only limited opportunity for comparisons. Langemeir and Thomp-

son (1967) estimated fed and non-fed beef (farm and retail) own-quantity

and income flexibilities using an annual simultaneous equation model.

Their estimates of own-quanity and income flexibilities were higher than

those in Table A.“ and those published by Fox and by Breimyer. Also, as‘

expected of data from the pre-1970s, the retail cross-effect of non-fed

beef consumption on fed beef prices is smaller and the cross-effect of

fed-beef consumption on non-fed prices is larger than those estimates in

Table 4.4. Non-fed beef (hamburger beef) has become a closer substitute

with fed beef and has achieved a greater degree of favour in many consu-

mers' minds.

Crom (1970), who along with Langemeir and Thompson, was among the

first to make a serious attempt to disaggregate beef into fed and non-

fed beef, estimated quarterly price equations of wholesale demand. In

that study flexibilities from linear OLS estimations were not presented.

Colman and Miah (1973) estimated a quarterly model, also of wholesale

prices, of major meats in the U.K. The quarterly flexibilities for beef

(aggregate) and pork were about equal to or slightly less than those for

all beef and for pork in Table 4.4. A priori, one would expect that,

largely because of adjustment delays due to habits and lags in market

flows, the shorter the period between sample observations the lower the
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consumer response (smaller flexibility) to a change in quantities avail-

able. There is simply less time to respond to a given change. Also,

flexibilities estimated at wholesale may be expected to be greater than

those estimated at the retail level. This is because of the more com-

petitive structure of the market at the farm level, if not the wholesale

level, than that which exists at retail. For example, as noted earlier,

price leveling and price averaging by retailers tend to .restrict the

response of changes in quantities on retail prices. Empirical support of

these observations is provided in two papers by Ferris (1974, 1981).

Using annual data, the direct flexibility for fed beef was -1.5 at

wholesale and -.87 at retail. The relative inflexibility of the esti-

mate at the retail level would seem consistent with figures in Table

“On.

The only other available meat demand study in which flexibilities

were estimated is that by Roberts and Heady (1979). In an annual model

covering the years 1953-1976, retail price equations were estimated,

using OLS (linear arithmetic), for beef, pork, lamb, chicken and turkey.

Beef, pork and lamb were estimated in carcass weights in contrast to

retail weights in the present study. No disaggregation of beef was

attempted. Specification of a lagged dependent variable (retail price)

provided short and long-run flexibilities. Results of that study are

compared in the following section.

Bearing in mind that these are not final results, the relative mag-

nitudes among flexibilities in Table 4.4 seem consistent with expecta-

tions. The direct table beef flexibility may be slightly under

estimated or the cross flexibility on poultry meat may be over estimated
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in the table beef price equation. This apparent biasedness, due most

likely to misspecification, is largely corrected in later models.

Nevertheless, the relative magnitudes of direct flexibilities appear to

be in the expected order. For instance, the greater inflexibility of

table beef demand vis-a-vis hamburger beef demand reflects consumer

preferences for quality of beef cut. A one percent increase in quantity

of table beef supplied per person is absorbed into effective demand more

readily than a one percent increase in hamburger beef because of its

preferred quality status. At the consumer level, another reason could

be the more inelastic demand for hamburger beef at fast food restau-

rants. Hence, the increase in table beef supply has a smaller price

depressing effect on table beef prices than does the increase in ham-

burger supply on hamburger beef price. Similar reasoning can be used

for hamburger vis-a—vis pork and pork vis-a-vis broilers.

Also expected is the greater cross—quantity effect of table beef on

hamburger beef than the contrary effect of hamburger beef qualities on

table beef prices. Although, hamburger beef quantities appear to have a

greater effect on pork prices while table beef quantities have a more

important effect on broiler prices. Recall that the higher the cross-

flexibility, the closer is that product a substitute. The cross-effect

of broilers on table beef may be overestimated. The likely cause of

this over estimation is misspecification error due to omitted variables

and the constant coefficient specification. This problem is (addressed

in the estimation of later models.
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Nevertheless, broilers (chicken) are the closest substitute in con-

sumers' eyes for table beef and pork. Table beef is the closest substi-

tute for hamburger beef and chicken. Pork is the weakest substitute in

all other meat equations.

The results raising the greatest concern are the income flexibili-

ties. Products which are luxuries tend to be more highly preferred and

tend to be consumed by higher income groups. These products are

expected to have the highest income flexibilities. A priori, table beef

demand should fit this catagory more so than hamburger beef. That is,

table beef should have a stronger income effect and be more responsive

to changes in incomes. Multicollinearity between income and consumption

of table beef and poultry meat exists, given the high first order corre-

lation between these explanatory variables. However, this causes inef-

ficient estimators, not biased ones. More likely, the apparent biased-

ness in the income coefficient is due to specification error, i.e., the

omission of relevant variables, incorrect mathematical form or incorrect

inclusion of the error term.

Remember that these are average effects over a 33 year period,

flexibilities of which are derived from a fixed coefficient model.

Broilers have grown to greater prominence in consumption and more

recently, attitudes have appeared to have moved unfavorably for beef.

Relationships in more recent years, which are also likely to have

changed, will be examined in subsequent analyses.
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4.4.2 Beef Price Adjustment Model

Estimated price adjustment equations of retail demand for table

beef, hamburger beef, and all beef are presented in Table 4.5. Short

and long-run direct and income flexibilities, derived from this table,

are shown in Table 4.6. The price adjustment model is obtained by inclu-

sion of a one-period lag on the dependent price variable.

For various reasons, total price adjustment following a given price

change in a causal variable may not occur within one year. Imperfect

knowledge, the persistence of consumer habits and institutional impedi-

ments to market processes are primary factors. The coefficient of

adjustment indicates the proportion of adjustment that is instantaneous.

For beef products the proportion of adjustment in prices estimated to

take place in one year is around 70 percent. The short-run flexibility

for an independent variable at the variable mean may be estimated by

multiplying the coefficient of the independent variable by the ratio of

the independent variable mean and the mean of the retail price. The

long-run flexibility at the variable mean is derived by dividing the

short-run flexibility by the coefficient of adjustment. Therefore, the

greater the amount of adjustment in the current period, the closer is

the long-run flexibility to the short-run-flexibility. From Table 4.6,

the direct flexibility for table beef implies that a one percent

increase in domestic available supply of table beef per person will

result in a .47 percent decrease in the short-run and .67 percent in the

long-run retail prices for table beef, ceteris paribus. Similarly, a

one percent increase in real disposable income per person will, as a

result of an increased demand for choice beef, cause a 1.28 percent
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increase in retail table beef prices in the short-run, and a 1.83 per-

cent increase in retail prices in the long-run, ceteris paribus.

Note that the base model flexibilities in Table 4.4 fall between

their short-run and long-run estimates. Since some 70 percent of

adjustment occurs in one year, i.e., the current period, estimated flex-

ibilities using annual data seem to be predominantly short-run measures.

This is consistent with the reasoning of Tomek (1962) that for many

foods, including meats, complete adjustment (in the '1ong-run') is

nearer to one year than to several or many years. Certainly the differ-

ences between the short-run and long-run estimates do not appear large.

It is expected that the long-run flexibility will exceed the flexi-

bility in the short—run. In the short run the impact of imperfect

knowledge and habit persistence on the market adjustment mechanism will

prevent complete and instantaneous adjustment of market prices to clear

the market. Only after some time has elapsed in subsequent periods will

these final adjustments in prices take place. This implies greater

longer run flexibility of retail prices to the initial change in the

explanatory variable. The short-run and long-run flexibilities

presented in Table “.6 are consistent with this reasoning.

Larger long-run flexibilities were also reported by Fuller and Ladd

(1961, p. 202) and by Roberts and Heady (1979. PP. 35-36) for beef

(aggregate) and pork. Authors of both papers expressed concern that

these results of long-run flexibilities which are greater than short-run

flexibilities, contradict the usual arguments relating to the short-run

and long-run demand curves and the behavior of demand elasticity through
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time. They gave as an explanation the premeditated over adjustment to

prices by 'enlightened' consumers, knowledgeable of the cyclical pat-

terns of beef prices. That is, when beef prices are low relative to

prices of substitutes, consumers purchase more beef than if the present

price relativities were expected to continue indefinitely.

This argument rests on the doubtful assumption that consumers are

knowledgeable of beef cycles and that they can consistently over adjust

their reactions to market prices at the retail level to accommodate for

these cycles. A more defensible explanation is one that is couched in

the validity of the original specification of the economic model,

namely, that prices adjust to changes in supply availability. The clas-

sical utility maximizing theory, from which Marshallian demand curves

are derived, says nothing in its formulation about the short-run and the

long-run (See Chapter 3). Moreover, the distributed lag model has no

theoretical underpinning with respect to utility maximizing theory. The

lagged specification is ad-hoc and pragmatic. Its justification is

based simply upon a pre-specified structure of an underlying economic

model of the market under analysis. As discussed at some lengths, it is

not appropriate to judge estimated flexibilities against Marshallian

demand curves or demand elasticities to ascertain their correctness or

otherwise. The underlying causality inferred by a flexibility does not

make meaningful this type of comparison. Given this causality, and the
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related assumption that adjustments in the retail meat markets are

through prices, it then becomes clearer that the long-run flexibility

will exceed the short-run flexibility in the manner hypothesized earlier

and supported by the results in all three studies.“3

4.4.3 Effect of Age Composition and Expenditure Away From Home on

U.S. Meat Consumption

In Chapter 2 it was considered that variables, in addition to the

traditional price-quantity and income variables, may explain some of the

changes in demand for retail meats, particularly over the past, rela-

tively volatile, 10 years or so. Among such influences on the retail

meat demands, were changes in the age composition of the population and

the apparent trend towards increased eating away from home and the asso-

ciated growth in fast food outlets and institutional food-service pro-

grams, e.g., school lunches.

In some respects these two developments may be related. For exam-

ple, the consumption of ground beef is greatest among the younger por-

tion of the population which have contributed to the growth in meals

away from home. variables tested in each of the four equations were (a)

the proportion of the population aged between 5 and 24 years and the

proportion aged between 25 and 64 years, and (b) away from home expendi-

ture on food per person, in real dollars. These are some apparent

shortcomings with these proxy variables. Ad hoc inclusion of a specific

 

u3Grounds for rejection of these arguments and this conclusion

would seem, therefore, to be more reasonably based on the assump-

tions underlying the economic model and not whether there is

correspondence between elasticities and the flexibilities.
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age variable does not address the total age dynamics of population

change. On the other hand, the use of an adult-equivalent scale to

weight meat consumption by sex and age has not proven successful. After

studying this problem, Houthakker and Taylor (1970, p. 29) advocated use

of specific demographic variables for population segments where, in the

case of a particular commodity, such an influence could be identified.

A priori, a positive sign is expected on the 5 to 24 age variable

and a negative sign on the 25 to 64 age variable in the hamburger beef

equations. This follows from the evidence presented in Chapter 2 that

the young segment are the heaviest consumers of ground beef. Therefore,

an increase in the proportion of the population in jthe 5 to 24 age

group, which in the past has reflected largely the baby boom phenomenon,

will result in an increase in demand and upward pressure on hamburger

beef prices. Conversely, the 25 to 64 age group are lower consumers of

ground beef and have as a group decreased since 1950, the first observa-

tion point. Hence, an increase in the proportion of this group reduces

demand for hamburger beef and places downward pressure on hamburger beef

prices.

The effect of these age groups on table beef demand may be less

clear because fed beef provide table cuts and a proportion of ground

beef. Also, table beef is eaten at restaurants and some fast food

outlets, by all ages of the population. Notwithstanding this, the

expected sign is negative for the 5 to 24 group and positive for the 25

to 64 group on the grounds that the latter group are the heaviest consu-

mers of table beef and much lighter consumers of other beef.
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The expected signs for pork and broilers is even less clear. Pork

consumption appears neither age specific nor eaten predominantly away

from the home. Chicken consumption is also eaten by all age groups,

although in recent years, as with ground beef, chicken parts are eaten

mainly by younger consumers and at fast food outlets. By contrast,

whole chicken and roast pork is consumed mainly by older segments of the

population and at home. On balance, the signs on age variable coeffip

cients for pork are expected to be the same as for table beef and signs

for chicken are expected to be the same as for hamburger beef.

No data are available on the quantity of ground beef or table beef

retailed through fast food restaurants or of the total quantities eaten

away from home. The only readily available proxy for this data is aggre-

gate away from home expenditure on food per person.uu This data series

includes all food expenditures, excluding only alcoholic beverages.

Individual meats are a relatively small component of this total expendi-

ture and therefore their effects on retail prices is likely to be

masked. An alternative specification of this upward trend in away from

home food expenditure is the ratio of that expenditure to total food

expenditure.

Intuitive reasoning would suggest a positive influence of away-

from-home food expenditure on demand in the case of convenience-type

meats, hamburger and to a lesser extent, chicken. As expenditure on

food away from home increases, demand for the products increase, putting

See various issues of USDA, National Food Review.
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upward pressure on hamburger beef and broiler prices. A negative influ-

ence is hypothesized on table beef and on pork although the evidence is

unclear. As the share of expenditure away from home increases the

demand for beef and pork roasts and certain steaks, more commonly eaten

at home, will fall leading to a downward pressure on prices. 0n the

other hand, certain other table cuts are a common item on many restau-

rant menus.

As predicted, results of the above analysis were mixed. For this

reason, selected results are presented only for the beef equations, and

then, only those for the age variables. Coefficients on the ‘away-

from-home' variables had the expected positive sign in the hamburger and

broiler equations and negative signs in the beef and pork equations

though insignificant. Multicolliniarity with real disposable income

caused some of these problems. The retail price of hamburger beef may

not be appropriate when considering the influences of away-from-home

purchases of ground beef foods. Counter-intuitive signs were obtained

on the age variables in the pork and broiler equations and coefficients

were not highly significant.

The age variables in the hamburger beef equation were significant

and had the expected signs (Table 4.7). A one percent increase in the

proportion of the population aged 5 to 24 years will result in a 1.42

percent increase in retail hamburger beef prices, ceteris paribus. The

increased demand by this young, heavy ground beef consuming group places

upward pressure on hamburger beef prices. A one percent growth in the

population of older consumers will result in a 1.24 percent decrease in

retail prices, ceteris paribus. A major fBCPOP in the STOVth in the
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proportion of this younger segment has been the U.S. baby boom. This

might suggest that as these younger consumers grow older and move into

(older age cohorts, characterized by low hamburger beef consumption,

demand for ground beef will decline, causing a decline in hamburger beef

prices. However, this assumes constancy of age based meat consumption

patterns. Militating against this is the degree to which the young con-

sumers of ground beef carry or maintain their tastes and preferences

into older age. Extrapolation of these trends, therefore, must be con-

sidered cautiously since habits and tastes and preferences of consumers

can be expected to change through time.

The coefficient signs on the age variables in the table beef equa-

tion, contrary to the initial hypothesis, are the same as in the ham-

burger beef price equation. This possible outcome was mooted earlier.

Even though older groups are considered heavier consumers of table beef,

fed beef provides some 25 percent of ground beef. Also, as the younger

Broup expanded over the past 33 Years, so did the demand for beef, caus-

ing prices to rise. Note, however, that the impact of this age variable

on table beef prices is substantially less than it is on hamburger beef

prices. Also, the coefficient on the 25 to 64 age variable, though

negative, is not significant.”5

 

5These equations were tested over a more recent period, 1960-

1982. although the equations were generally inferior. It may be

that young people eat more of both types of beef provided their

parents have adequate income. Similarly, poorer consumers over 25

years of age may be heavy consumers of hamburger beef. This indi-

cates the need for a more detailed analysis of these factors.
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4.5 Examination of Structural Shifts in Demand

4.5.1 Graphical Analysis

Graphical analysis provides the first indication that the underly-

ing structure of demand for a particular commodity is changing. By

plotting a series of price—quantity points, valuable insight may be

gained about these data and the apparent movements of observation points

along and shifts in a demand relation. General reasons for some of

these changes in demand structure were discussed in previous sections of

this chapter. Many of the specific causes of demand structure change in

the meat markets were discussed in the previous chapters. However, as

with other means of quantifying structural shifts, graphical analysis

identifies approximately when certain shifts occurred but not why they

occurred.

Plots of retail prices and quantities for table beef, hamburger

beef, pork and broilers are illustrated in Figures 4.1 through 4.4. A

cursory examination of these plots will reveal the changes in these

price-quantity relationships which have occurred over time. Fitting

freehand drawn linear demand curves through particular sets of data

highlights periods when price-quantity movements along the curve as dis- '

tinct from shifts in demand. These demand curves for table beef,

broilers and to a lesser extent hamburger beef, appeared steeper in the 73'

earlier years of the 19505 but became increasingly flatter through the

19603. This trend was not as apparent for pork demand.

In the case of table beef, between 1968 and 1973, demand shifted

outward. Retail prices of all four products rose sharply over this
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period. Eventually, high prices caused demand to shift back to the

left.”6 This shift ushered in a period of volatile quantity—price rela-

tionships, associated with a general fall in real prices and a decline

in consumption per person from the high levels of 1972-73. Declines in

consumption stabilized during 1980-82, although real prices continued to

fall. It was during the period of the late 19705 and early 19805 that

shifts in both supply and demand occurred and it is the latter part of

this period that has caused forecasters the greatest problems.

Hamburger beef followed a rather different path to that character-

izing table beef. Formost of the 1950s, consumption of beef from non-

fed animals exceeded consumption of fed beef (Simpson and Farris, 1982,

P. 39). The majority of U.S. cattle were still produced on grass and a

substantial portion of table beef came from grass-fed cattle. During

the 1960s and early 19705 fed-beef production grew rapidly and non-fed

beef filled largely a residual role in consumption. After this period,

with the beginning of high table beef prices, consumers turned increas-

ingly to its cheaper substitute, hamburger beef. As Figure 4.2 illus-

trates, between 1973 and 1977 consumption of hamburger beef grew

rapidly, then remained at the high levels of the 19503. However, as the

general demand for beef declined and fed-beef prices fell, consumption

of hamburger beef returned to the low levels of the early 19705, and,

since 1980, consumption per person has remained relatively stable,

although real prices have continued to decline.

 

"GDiscussions in Chapter 2 cover further details of these price-

quantity movements.
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In contrast to beef during the 19503 through to the early 19705,

pork has not fared as well. For much of this period the demand for pork

has tended to shift downward. More recently, in the wake of the malaise

in beef consumption, pork consumption has increased.

1

A further contrast to both beef and pork products is the path of

domestic consumption of broilers per person which has been one of steady

growth and falling real prices. As shown in Figure 4.9, the retail

broiler demand has tended to become flatter over time.

These general observations from the graphs are supported empiri-

cally in Table 9.8 in which are presented the four base model equations

with the addition of a time-quantity interaction variable (T'Q) in each

equation. T is time and Q is the respective own-quantity. In the sim-

plest fashion, this variable allows the slope coefficient on own-

quantity to vary as a continuous linear function of time. The signs on

the T'Q coefficients are positive for table beef, hamburger beef and

broilers, although the coefficient in the table beef equation was not

significantly different from zero.“7 The coefficient sign in the pork

equation was negative and also insignificant. These signs agree with

visual inspection of the plots. In the case of the hamburger beef and

broiler price equations, the own-quantity slope is becoming signifi-

cantly flatter over the 33 year period.’48 For table beef and pork,

 

“YIn the 'all beef' equation, not shown, the coefficient on T'Q

was also positive and insignificant. The substantial change of

the 19708 and early 19805 offset the steady growth trend in the

previous period.

8In a price equation the smaller the slope coefficient the

flatter the curve.
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demand may be tending toward a flatter and a steeper position, respec-

tively, although not significantly.

From these observations from Table “.8, it can be concluded that at

least in the case of hamburger beef and broilers, if the quantity-price

ratio in each year remains constant, then, given their declining slope

coefficients, the direct flexibility is declining. This conclusion is

contrary to the arguments presented earlier: that of a tendency towards

increasing flexibility over time. For this to occur, domestic supply

per person will need to have increased at a faster rate than real retail

prices and the slope over this period.

To determine the direction of change in direct flexibilities in

each commodity over time, evidence on trends in consumption and prices

were combined with information on changes in the slope coefficients con-

tained in Table “.8. This information on changes in the components of

their respective direct flexibilities is presented in Table ”.9 together

with the expected change in flexibilities over time. From this informa-

tion it is possible to hypothesize that direct flexibilities for table

beef and broilers have increased, those for hamburger beef have

decreased and in the case of pork no significant change is expected.

Given earlier discussions on interpreting flexibilities in demand

relations, these directions of change are of considerable interest. The

lower the direct flexibility, the greater the extent to which increases

in quantities available per person are absorbed by demand and hence the
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smaller the adjustment of price to clear the market. This could mean

that over time, given supplies made available to consumers, that quanti-

ties of hamburger have been more readily absorbed by demand than .have

table beef or poultry meats. Relatively speaking, the preference for

hamburger beef has been growing vis-a-vis table beef and poultry meats.

0n the other hand the position of pork demand has remained unchanged.

A simple way of testing this hypothesis is to estimate flexibili-

ties, using the base model in Table n.3, over the first half and compare

them with those of the second half of the data period. Flexibilities

estimated over these two periods are presented in Table “.10. As

hypothesized, the direct-quantity flexibilities of table beef and

broilers increased over the two periods, the flexibility for hamburger

beef declined, and that for pork remained approximately the same.

An alternative test of this hypothesis is to derive flexibilities

directly from equations in Table ”.8, by plugging in incremental values

for time, T. For example, in the hamburger beef price equation direct

flexibility can be written as f = {-2.2ufl + .031T)* (q/p), for T =

1,2,...,33. These calculations, contained Table 9.11, can only be taken

as indicative of the direction of change and of the relative magnitude

of the change. Table beef and in particular, broiler direct flexibili-

ties show a distinctive rising trend over time. Flexibilities for ham-

burger beef show a downward trend although subject to {considerable

annual change. Pork, by contrast, has revealed considerable variability

over this period, switching frequently between flexibility and inflexi-

bility of demand.
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It is not possible to understand the cause of every change in

direction in these flexibilities, even if these estimates were identical

to actual movements in direct flexibilities. Even when patterns of

change have been recognized, interpretation or the relating of these to

actual phenomena have to be made with caution.

With this caveat, it may be instructive to attempt to relate, in a

general way, observations of economic change in the meat markets to the

estimated flexibilities contained in Table 4.11. The purpose is to

establish the existence of any structural relationship: to simplify the

discussions the more recent period of the late 19605 to date is exam-

ined.

For a considerable period from the 19505 to the early 19705 the

market for beef, especially table beef has been characterized by strong

demand, expanding supplies and growing consumption per person. Real

prices were kept low over this period by low inflation rates, relatively

cheap inputs and scale economies in feed-lot production. With no signi-

ficant change in the quantity price relationship (slope) over this time

(assumed from Table 9.8) and growth in quantities available per person

exceeding growth in real prices, the own-quantity or direct flexibility

should increase, which indeed it did up to 1972 (Table 4.11). The peak

in beef supply did not occur until several years later although one

would expect the retail market and consumer response to lead the changes

in the direction of beef production. The flexibilities in Table 4.11

for the years after 1972 first decline and then fluctuate to 1982. The

logic of these changes is less clear, except to recognize that both

demand and supply appear to have shifted over this period (see Figure
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Table 4-11

Direct Flexibilities for Retail Heat Demand:

Estimation Used T*Q Interaction Variable

 

 

Direct Flexibilities

 

 

Year

Table Beef Hamburger Beef Pork Broilers

1950 -.269 -.822 -.916 -.308

1951 -.259 -.573 -.960 -.377

1952 -.291 -.687 -1.023 -.427

1953 -.414 -l.310 -.850 -.461

1934 -.373 -l.625 -.769 -.570

1955 -.398 -l.631 -1.011 -.548

1956 v.42? -l.727 -1.083 -.794

1957 -.404 ~ -1.596 -.886 -.925

1958 -.373 -l.136 -.843 -1.107

1939 -e“3 -9936 “14086 -1525.

1960 -.b76 -1.022 -l.073 -l.28$

1961 -.524 -l.018 -.896 -1.588

1962 -.517 -.988 -1.032 -1.500

1963 -.600 -l.000 -1.l40 -1.616

1964 -.667 -1.076 -1,170 -1.691

1965 -.642 -1.050 -.911 -l.765

1966 -.703 -.978 -.832 -l.840

1967 -.776 -.927 -1.043 -2.053

1968 -.825 -.892 -1.118 -2.054

1969 -.820 -.778 -l.063 -2.150

1970 -.889 -.732 -l.104 -2.473

1971 -.868 -.718 -l.408 -2.509

1972 -.869 -.622 -1.135 -2.657

1973 -.727 -.473 -.837 -1.889

1974 -.722 -.719 -l.017 -2.210

1975 -.614 01.156 -.733 -2.089

1976 -.818 -1.129 -.830 -2.472

1977 -.880 -1.110 -.986 -2.709

1978 -.824 -.706 -.934 -2.779

1979 -.689 -.648 -l.187 -3.273

1980 -.698 -.523 -1.499 -3.415

1981 -.758 -.602 -1.446 ~3.758

1982 -.824 -.597 -1.204 -4.133
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4.1). In the last few years, quantities available have remained at

relatively stable levels and prices have fallen. If the relationship

between quantities and prices remained constant as assumed, then as

shown in Table 4.11, the table beef flexibilities will have risen. This

means that demand shifted leftward in a parallel fashion.

As fed—beef production expanded in response to a growing table beef

demand, hamburger beef supply availability and, hence, consumption fell

from the mid-19603 to a low in per person consumption in 1973 (Figure

4.2). With this decline in hamburger beef supply, quantities available

to consumers moved more in line with effective demand, and consequently,

retail price adjustments became increasingly smaller. In turn, direct

flexibilities of demand for hamburger beef became increasingly smaller,

in absolute terms. As indicated in Table 4.11 this decline continued

until 1973. In effect, the demand curve for hamburger beef was shifting

leftward and becoming flatter (Figure 4.2).

However, by 1973 table beef prices were at high levels and consu-

mers turned steadily to ground beef and other meat substitutes. For a

period, demand for hamburger beef rose (demand curve shifted out) and

hamburger beef direct flexibilities rose to higher levels over 1974-77.

Over time table beef prices began to fall, hamburger beef again faced

increased competition and demand declined. The opportunity cost of ham-

burger beef supplies from cows and heifers rose as the demand for breed-

ing stock increased. A greater portion of fed beef carcasses was cut

out as table beef. As these reduced quantities of hamburger beef could

be more readily absorbed in demand, than as reflected in Table ”.11,

direct flexibilities of hamburger beef also fell.
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4.5.2 Slope and Intercept Changes in Demand

From the foregoing discussion, considerable change in the structure

of U.S. demand for meats, especially table and hamburger beef and

broilers, appeared to have occurred over the past several decades. Thus

far, through the use of time-quantity interaction terms, namely T’Q,

changes in slope have been measured as an average linear change over the

total 33 year period. However, as may be seen in Figures 4.1-4.4, over

certain periods within this total period the slopes appear relatively

stable, while over other subperiods substantial change in slope has

occurred. In an attempt to measure these changes, slope and intercept

dummy variables were tested separately and within the same equation.

The choice of periods over which these variables were to operate was

somewhat arbitrary, although based upon the plots in Figures 9.1-9.4.

While some experiment was necessary, examination of groupings of price-

quantity data does reveal periods when these prices and quantities

appeared to move along the same broad demand curve as opposed to periods

when a shift in demand took place.

For each of the four meats being examined, the following subperiods

were chosen.
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Table Beef: 1950-1957 Hamburger Beef: 1950-1958

1958-1965 1959-1966

1966-1668 1967-1972

1969-1982 1973-1976

1977-1982

Pork: 1950-1954 Broilers: 1950-1964

1955-1959 1965-1982

1960-1965

1966-1979

1980-1982

It is recognized that for table beef the period 1969-82 could not

adequately be modelled as a homogeneous period. The latter half of this

period was particularly volatile in terms of demand and supply shifts.

It is partly for this reason that it is separated from the other

periods. Also, in order to keep the number of subperiods within manage-

able limits and within the restrictions on degrees of freedom in estima-

tion, this grouping was chosen. A further difficulty arises from the

inclusion of both slope and intercept changes. When both variables were

included in the same equation, except the broiler equation, multicol-

linearity prevented efficient estimation of the coefficients. There-

fore, the intercept dummy variables were excluded in most cases. The

bases for this choice were first, that the primary interest is on how

the structural relationship between prices and quantities (slope)

changes over time, and second, that the interpretation associated with

the value of the intercept is somewhat doubtful since no data points

have been observed at or near zero quantities. The remaining discussion

focuses primarily on changes in slope coefficients of specific demand

relationships.
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Results of the addition of slope interaction variables are summar-

ized in Table 4.12. The slope of the demand for table beef has become

significantly flatter in each subperiod.“9 This change has been associ-

ated with a rightward shift of the curve and substantial increases in

supply availability. The slope of the demand curve for hamburger beef

has also become flatter in each subperiod, though significantly only in

the fourth period, 1973-76. This period covers the years when demand

for hamburger beef expanded as consumers substituted out of high priced

table beef.

Consistent with earlier results, the slope of pork demand has

become steeper over time. In this model, these changes were statisti-

cally significant at or above the 90 percent level for all but the

fourth subperiod, 1966-79. Only one shift in the demand for broilers

was measured, namely, that during the mid-19603. This was the time of

an important watershed for the broiler industry in terms of diminishing

gains in labor productivity, output per farm and feed efficiency

(Reimund, Martin and Moore, 1981). The first broiler equation in Table

4.12 indicates that the demand curve became flatter over the latter

period. Because there was only one shift it was statistically possible

to specify a slope and intercept variable as shown in the second broiler

equation.; This equation suggests that in this later period the demand

curve rotated to give a lower intercept and a flatter curve.

u

9Changes in slope are to be measured with respect to slope in the

first period, for example, as represented by the coefficient on

DCFBFRC.
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It should be noted that the income flexibilities derived from the

equation in Table 4.12 and calculated at mean values were 1.65, .99.

1.13 and 1.41 for table beef, hamburger beef, pork and broilers (second

equation), respectively. The relative magnitude of these values agrees

with a priori expectations.

4.5.3 Measurement of Irreversibility of Demand

There are researchers who have theorized that these shifts in

demand structure are more systematic and follow distinct cycles and

phases. The existence of consumption habits as well as cyclical pat-

terns of prices and consumption has led to some investigations into beef

demand and of the hypothesis that coefficients in demand models are dif-

ferent for rising and falling phases of consumption, prices and incomes.

This is the hypothesis of irreversibility in demand, discussed in

Chapter 3.50

In a quantity dependent demand relation the usual hypothesis is

that the quantity demanded by consumers, following a change in prices,

is more elastic in an increasing consumption (decreasing prices) phase

and more inelastic in a decreasing consumption (increasing prices)

phase. This is consistent with the hypothesis that because of habits in

consumption patterns consumers adjust consumption by less during the

increasing price phase than during the decreasing price phase. Also

hypothesized within this model is that income elasticities are higher

I

See Chapter 3 for a review of literature in which this hy-

pothesis has been tested.
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(lower) in periods of decreasing (increasing) prices because of a

stronger response to income changes in these periods.

There have been several analyses of demand testing these hypotheses

in terms of quantity dependent demand equations, dealing with measures

of elasticity. However, at the time of writing no studies have been

conducted on the demand for meats when price is specified as the depen-

dent variable and quantities are assumed predetermined. In this model

specification, it is hypothesized that own-quantity or direct flexibil-

ity will tend to be more flexible during decreasing consumption phases

and less flexible (inflexible) during increasing consumption phases.

From an initial equilibrium, for a given level of demand, market prices

adjust less when available supplies are increasing. Existing consumer

habits are reinforced by more product at lower prices and since demand

and supply are more closely in balance price adjustments are smaller.51

When available supplies are decreasing relative to a given level of

demand, prices by necessity, are more flexible in clearing the market.

Another, more market oriented, explanation f0r this apparent demand

irreversibility relates to the nature of retail pricing. That is, at

the retail level, the average response of retailers over one year given

predetermined quantities available is to increase prices when supplies

are low but not to decrease prices by a commensurate amount when sup-

plies are high. Therefore, there is some degree of downward rigidity but

uDward flexibility in the process of pricing at the retail level.

1

5 A given level of demand is quite realistic since demand usually

moves less and more slowly over time, compared to supply. This

would seem the case especially within the short-run period of a

year.
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The a priori behavior of income flexibilities seems less clear.

Two arguments may be made, each giving rise to different conclusions.

The first is based on the assumption of habits in consumption patterns

and institutional impediments to adjustment. As incomes fall, the

demand for a particular good falls. Because of the persistence of con-

sumption patterns associated with a given level of income, a fall in

income is not associated with as large a reduction in demand as the rise

in demand resulting from a rise in income. When incomes rise, existing

consumption patterns are reinforced and hence prices tend to be more

flexible in response to upward movements in income.

The alternative argument is based less on individual consumer

behavior and more on market behavior. During periods when incomes are

low or declining, retailers pay greater attention to competing fer the

consumers' dollars. The effect of an increasing budgetary constraint on

consumer spending is, from the retailers' standpoint, the more frequent

offer of specials and greater price discounts, and from the consumer's

standpoint, a greater sensitivity in terms of their willingness to pay a

certain price for a particular good. Hence, in response to downturns in

consumers' incomes a greater direct flexibility can be expected. Con-

versely, when incomes are rising consumer demand increases, but as

retailers would find, consumers are less sensitive to price increases,

since their overall budgetary constraint is less apparent. No theory is

available to choose between these alternative hypothesis, hence it

becomes an empirical question to be investigated.

Irreversibility of demand is usually tested in terms of increasing

and decreasing phases of consumption even in quantity-dependent demand
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models when changes in prices seem the more logical reference point.

Logically, the irreversibility should be with respect to the variable to

which the consumer is responding, i.e., the particular explanatory vari-

able, and not the dependent variable which is the outcome of the causes

of irreversibility.52 Given this causality a number of possible explana-

tory variables may be used to test the irreversibility hypothesis in

beef demand.53 These variables include consumption, production,9 and

cycles in cattle numbers. In each model tested domestic consumption per

person, retail, remained the actual explanatory variable. When changes

in aggregate production and in cattle inventory were chosen as the

underlying cause of demand irreversibility, changes in these variables

were only reflected in domestic consumption in choosing cut off periods

and were not specified directly. Therefore, measures of change in flex—

ibility remain in terms of retail prices and quantities.

Goodwin et.al. (1968) used consumption changes to test irreversi-

bility. Uvacek (1968) argued that the irreversible nature of demand

curves was linked to cycles in cattle inventories. During supply reduc-

ing periods demand curves are more inelastic (flexible). He felt that

the high positive correlation between cattle cycles and slaughter levels

made possible the link with consumption shifts.

Various demand models were tested for all beef, table beef and ham-

burger beef. The procedure was to specify an interaction dummy variable

A

52The study by Goodwin et.al. (1968) appears to suffer from this

flaw in logic.

53This analysis is restricted to beef demand since in an annual

model. demand irreversibility is more likely to be identified.



241

on own-quantity, over the period of years, for each increase and each

decrease in the chosen causal variable. In most instances this resulted

in a large number of interactions (slope) variables. It would not be

statistically possible or indeed economically meaningful to specify each

and every decrease and increase observed. Therefore, broad groupings of

periods were chosen as an increasing or a decreasing period. Subperiods

were overlapped at the beginning and ending years in order to achieve

some continuity in change of direction and maximize available degrees of

freedom.

The first set of estimates using direct changes in domestic con-

sumption per person were disappointing and at best inconclusive.su

Largely because of the many changes in direction in consumption and the

problem of large variances associated with multicollinearity, many of

the estimated coefficients were not significantly different from zero.

Results of applying changes in aggregate beef production to the

identification of quantity interaction variables also proved unsatisfac-

tory except for all beef.55 This model estimated in logarithms56 is

 

54

In the first model tested, one overall slope interaction vari-

able was specified that took the value of zero when consumption

was increasing and one times consumption in that year when con-

sumption was decreasing over the period 1950-82. The sign on the

estimated coefficient of this interaction dummy variable was posi-

tive, indicating a direct flexibility which is relatively high

during periods of consumption decline, hence giving support to the

stated hypothesis of irreversibility in demand.

5

5Results may be improved by choosing fed beef and non-fed produc-

tion as the underlying variables of change in the table beef and

hamburger beef equations.

6The logarithmic model was chosen for convenience in estimation.

all other factors being equal.
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shown in Table 4.13. Coefficients may be interpreted as flexibilities.

Specification of consumption flexibility was based on eight changes in

direction of production observed between 1950 and 1982. Bork consump-

tion was excluded from this model since its inclusion resulted in

increased variances in other coefficients.

Although the differences are quite small, the estimated direct

flexibilities agree, except for the last period, with the relative mag-

nitude of flexibilities expected under the hypothesis of irreversibility

of demand. When supplies of beef are decreasing following the liquida-

tion phase of the cattle cycle lower quantities of beef are made avail-

able to the consumer. During this time there is an 'accumulated'

demand, and prices, being more responsive to supply changes, are more

flexible during this period. The opposite occurs when cattle inven-

tories are expanding and supplies are increasing. The previously

'pent-up' demand is now satisfied. With supplies moving more into line

with demand, price adjustments become increasingly smaller: hence direct

flexibilities tend to become lower during this period.

Two postscripts may be made to these results. First, these

estimated flexibilities measure predominantly short—term phenomena.

This follows from annual time series models. Second, the overall

hypothesis of irreversibility is expected to be strongest when demand is

strong. If an increase in supplies occurs simultaneously with 3 weaken-

ing of demand, implying an adjustment of supply and demand, then the

direct flexibilities may not be low as hypothesized. In fact they may

be relatively high if the market continues for sometime in disequili-

brium. This may partly explain the relatively higher and 'unexpected'
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flexibility during 1979-82 when demand for beef weakened and as a result

demand irreversibility appears less in evidence.

Also specified in the all beef equation in Table “.13 is a slope

dummy on income, DVDICR. This variable is zero for periods of increas-

ing income and one times the income level in that year during periods of

decreasing income. A single interaction variable to cover all periods

of decreasing income was chosen in the interests of preserving degrees

of freedom, in lieu of separate dummies for each group of years when

income was observed to change. The estimated coefficient on DVDICR is

positive and significant suggesting that the flexibility on income is

higher during periods when incomes are decreasing. This result agrees

with the second proposed income hypothesis that, because of the effect

of a tighter budgetary constraint, consumers (and retailers in pricing)

are more responsive to decreases in income.

As alluded to above and as suggested by Uvacek (1968), changes in

the cattle inventory or more generally, cattle cycles may provide the

underlying momentum behind irreversibility in demand. This possibility

was investigated by identifying upturns and downturns in U.S. beef cat—

tle cycles between 1950 and 1982. Seven such periods of change;

increase followed by decrease and so on (see bottom of Table H.1H), were

investigated. These changes in cattle numbers were used to provide the

breakpoints in consumption (slope) interaction variables. The results

of this analysis are presented in Table n.1n. Even though a strong

positive correlation exists between beef production and cattle cycles,

the cattle cycle provides slightly different subperiods to those speci-

fied fer aggregate beef production. Nevertheless, a very similar
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pattern emerges in changes in estimated direct flexibilities; higher in

periods of cycle or cattle inventory upturn and lower in cycle down-

turns. Again the exception is the last year which for the reasons

stated above may be coincident with a weakening demand for meat over

that period. The fact that this pattern also emerges fer the beef sub-

categories, table and hamburger beef may be surprising. More precise

estimates may be obtained by using changes in numbers of fed-beef

animals and non-fed animals. The problem is how to allocate in any one

year the investment component of the herd, namely, breeding cows and

bulls and calves which to some extent may be turned out as fed animals

or nonfed animals.

Finally, note again, the test of irreversibility with respect to

income changes, and that the coefficient flexibility on the interaction

term of DVDICR suggests increased income flexibility in periods of

decreasing incomes. One avenue for further analysis concerns the

hypothesis that income and consumption interact systematically during

different phases of demand change. This hypothesis was referred to in

Chapter 2.

4.6 Time-Varyinngwitching Regression Model

Thus far all attempts to identify changes in demand structure and

to measure those changes through estimated flexibilities have focused on

models of discontinuous and disjointed changes in structure. Models

estimated first, were of broad changes in slope as illustrated in plots

of prices and quantities and, second, were specified in a manner to test

the hypothesis of irreversibility in demand relationships. In reality,
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shifts in demand from one structure to another are likely to be more

continuous. Such continuity seems more in accord with the inherent and

psychic nature of people and more consistent with the role played by

expectations in smoothing abrupt changes in market behavior. One tends

to underestimate the continuity of mass economic behavior. In noting

this strong continuity in our economic behavior, Fox (1956, p. ”18)

observed that the structure of demand had undergone a gradual evolution

rather than a dramatic upheaval.

Discussions now return to the broad changes in demand illustrated

by the plots of Figures 4.1 to 4.4. Results are presented of demand

models capturing this continuity of regression coefficients across

structural shifts.

4.6.1 Linear and Cubic Splines
 

As discussed in Chapter 3, spline functions offer a means of model-

ling continuous, though not necessarily smoothly continuous, changes in

demand structure. Only cubic splines allow distinct line segments to be

Joined smoothly at known Join points (the assumed points of change).

These spline functions have continuity in their second and first deriva-

tives. It is this character which gives cubic splines greater reality

in economic applications in which a discontinuous shift may be unex-

pected, as in shifts in elasticities, flexibilities and in various mar-

ginal concepts.

The general model applied is a time-varying switching regression

model (Poirier, 1976). This model permits slope parameters to change

over some periods of time and remain constant over others. And, through
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the use of splines, the periods of change are modelled in a continuous

fashion.57 This model is to be distinguished from continuous time-

varying parameter models,- estimated in the next section, which permit

the slope parameters to vary in every period. The estimating models are

represented below.

 

.Linear_§pline:

pit Y01 + Yliqit + YZiqit t + YBiqit(t-tk)Dk (4.9)

3

+ 65113::qu1: + Aiyt + et

Cubic spline:

2 3

pit ’ Y01 + Yliqitt + YBiqitt + Y41““: t (4-10)

- 3 I 3

+ YSi qit (t-tk) Dk + 6ji ‘1']. qjt + Ath + ej

where the retail price of the ith meat, pit for i=1,...,4 , is a func-

tion of the ith meat quantity, and other variables of the composite
qit

spline in qit; namely time t for t=1,...,33 , ‘Ek over k join points

(points of change in demand structure) and dummy variables, Bk = 1 if t

.3 tk’ and 0, otherwise. lOther variables are substitute meat quantities,

qjt’ disposable income per person, yt, equation error term, et and

regression coefficients, Y, 5, and A, to be. estimated. All variables

remain as previouSly defined. In contrast to the specification of most

spline fUnctions in time series analyses, the splines in (4.9) and

h

57
Models in which change is measured in an abrupt, discontinuous

fashion were discussed earlier and include slope-interaction dummy

variable models.
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(4.10) are defined in terms of time, t and with respect to a particular

explanatory variable. This is to allow explicitly for a time-varying

character in the estimated regression coefficients.

Using special notation, the previously estimated base model for

each price equation may be written as P = B(X) + e1. Hence, the base

model with the composite spline variable, S(X), may be represented as P

= 8(X) + 3(X) + e2, where e1, and e2 are error terms. The statistical

significance of the contribution made by the addition of a composite

spline variable may be tested by following the procedure outlined in

Table 4.15. The coefficient of partial determination associated with

each spline is calculated and its significance tested by comparing resi-

dual sums of squares in the spline models with the respective base

models as in an analysis of variance table. The F-value is used as the

test statistic.

Both linear and cubic splines are tested fbr each meat product and

the results of these tests are summarized in Table 4.16-4.19. Contained

in each table are the respective partial R2 values and the associated

F-values. Except for the broiler price model, only equations in arith-

metic values (linear functional form) are presented, as these were supe-

rior to equations in natural logarithms in terms of signs, statistical

significance, and fit to the data. Spline join points are located at

points of structural shift in demand identified earlier from plots of
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TABLE 4.15

Procedure fbr Testing Contribution of Composite
Spline Variables Relative to the Base Models

of Meat Demand

 

 

 

 

 

Sum of Degrees of Mean

Squares Freedomg Square

Residual from B(X) 2e: 27

Residual from B(X)+S(X) Xe: 23 £e§l23

2Contribution of S(X) Kai-2e: 4 (lei-£62)/4

2 2 2 2Partial R (Eel-Ze2)/Ze1

F-value
(£ei-Xe§)/4

lei/23

 

8Numbers of degrees of freedom are illustrative only.
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prices and quantities of each meat, used in section 4.5.2 in estimating

slope and intercept changes in demand.58 These individual splines, for

each line segment, provide constant slope within line segments and con-

tinuity across periods or points of structural shift. That is, within

periods it is assumed that prices and quantities adjust along a given

demand curve.

The models presented in Tables 4.16-4.19 were estimated by OLS with

usual regression techniques. Within this framework of least squares a

number of hypotheses may be tested. First, the overall test of the con-

tribution of the particular spline in explaining variation in retail

prices, relative to the base model may be conducted in the way outlined

in Table 4.15. This F-test is a test of the hypothesis that‘YZ-VY = o

3

in the linear spline and that yz- '6' '74 "Y5 - O in the cubic spline.

Acceptance of the null hypothesis is acceptance of no variation in the

regression coefficients of the own-meat quantity over time. That is,

the classical model of constant coefficients is appropriate.

This null hypothesis was accepted in the linear spline table beef

model and in both the linear and cubic spline pork models. Everywhere

else the hypothesis of constancy in regression coefficients was rejected

at the one percent level. Notably consistent with earlier models of

structural change, the relationship between pork prices and quantities,

i.e., slope of the pork demand curve, has not changed significantly over

time. This is not to say that increases and decreases in demand have

 

58There were 4,5,5 and 2 periods identified in table beef, ham-

burger beef, pork and broilers, respectively. This implies 3, u,

u, and 1 join points in each case.
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not occurred, but that the demand for pork has responded almost entirely

to the relative prices of substitutes.

Second, using the test of equality between sets of coefficients in

two linear regressions,59 an F-test of the statistical significance

between the linear and cubic spline models may be made. Results of

these tests are presented in Tables 4.16-4.19 and indicate the superior-

ity of the cubic spline in terms of fit of the actual data in each model

of retail meat demand, of course, with the exception of the pork model.

Third, as is most usual in regression estimation, the significance

of an individual coefficient can be determined by use of the standard

t-statistic. This test may be meaningful in the linear spline model.

However, in a cubic spline model the spline is a composite variable,

coefficients of components of which are not readily interpreted. In

this case the previous F-tests provide the relevant information on the

nature of parameter variation. Therefore, the procedure of Suits, Mason

and Chan (1978), that of providing regression statistics on)?2 for the

whole regression, D.W. statistics, and on the significance of the par-

tial 82, has been adopted here.60

Examination of the linear spline equations, however, do provide

some insight into the nature of changes in demand for beef and broilers.

For example, the log-linear spline model of broiler price indicates that

the direct flexibility is not constant, that it has been increasing

ngor details see Pindyck and Rubinfeld (1979. p. 205) and Chow

1960).

60

See Huang sad Raunikar (1981) where both individual t—statistics

and partial R values are used in hypothesis testing.
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linearly over time (significant coefficient on Q'T), but that the rate

of increase has slowed since the mid-19603. This result is consistent

with the observations that the consumption of chicken in becoming

saturated and that the impact of gains from technology in the broiler

industry, which have kept real prices down, may be slowing. This may

mean that the competitive advantage in prices enjoyed by chicken over

beef will steadily be diluted.

Direct flexibilities estimated from price equations in Tables

“.16-“. 19 are shown in Table “.20 for table beef and hamburger beef and

in Table “.21 for pork and broilers. The linear splines, using a linear

functional form, in the beef price equations give larger (and probably

overestimated) estimates of direct flexibilities than the cubic spline,

which may have under-estimated flexibilities during the 1970s. Also,

the range on the linear spline for table beef is unexpectedly large.

Consistent with other estimates, nevertheless, is the tendency for table

beef flexibilities to rise, especially over the late 19703 and early

19803. This indicates that the table beef market is subject to larger

price variations as supply fluctuates. The tendency is for hamburger

beef price flexibilities to fall in the latter half of the period. Not-

ably, the relatively low flexibility during the early 19703 when ham-

burger beef was more price competitive with table beef agrees with'

results of Table “.11 in section “.5.1.

Very little difference exists between splines in the pork equation

largely because they do not make a significant contribution to the

explanation of demand for pork. Therefore, the results in Table “.21

are very similar to the model results shown earlier in Table “.11. In
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Table 4.20

Direct Flexibilities of Table and Hamburger Beef

Estimated From Linear and Cubic Splines

 

 

 

 

 

Type of Spline:

Year

Linear Cubic Linear Cubic

Table Beef Hamburger Beef

1950 - .376 - .383 - .699 - .459

1951 - .358 - .369 - .504 - .347

1952 - .398 - .410 - .624 - .444

1953 - .559 - .571 -1.229 - .889

1954 - .498 - .502 -1.574 -1.142

1955 - .525 - .517 -1.632 -1.177

1956 - .557 - .534 -1.785 -1.268

1957 - .520 - .484 -1.702 -1.184

1958 - .477 - .430 -1.252 - .849

1959 - .667 - .485 -1.065 - .700

1960 - .830 - .497 -1.168 - .764

1961 -1.036 - .521 -1.168 - .758

1962 -1.144 - .488 -1.139 - .730

1963 -1.471 - .536 -1.158 - .730

1964 -1.791 - .559 -1.251 - .771

1965 -1.878 - .502 -1.227 - .735

1966 -2.225 - .506 -1.149 - .664

1967 -2.596 - .507 -l.094 - .604

1968 -2.907 - .481 -1.037 - .552

1969 -3.040 - .420 - .889 - .451

1970 -3.509 - .394 - .823 - .395

1971 -3.635 - .327 - .792 - .355

1972 -3.849 - .274 - .674 - .280

1973 -3.396 - .189 - .502 - .192

1974 -3.551 - .154 - .803 - .262

1975 -3.171 - .109 -1.359 - .394

1976 -4.419 - .125 -l.395 - .393

1977 -4.968 - .126 -1.442 - .447

1978 -4.853 - .122 -1.068 - .365

1979 -4.229 - .118 - .774 - .303

1980 -4.455 - .148 -1.029 - .450

1981 -5.024 - .209 -1.330 - .629

1982 -5.665 - .298 -1.474 - .717   
Note: F1exibi1ities were derived from linear (arithmetic)

equations in Tables 4.16 and 4.17.
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Table 4.21

Direct Flexibilities of Pork and Broilers Estimated

From.Linear and Cubic Splines

 

 

 

 

 

Type of Spline:

Linear Cubic Cubic Linear (in logs) Cubic (in logs)

Pork Broilers

1950 - .927 — .984 - .022 -.360 -.834

1951 - .981 -l.018 - .064 -.373 -.810

1952 -1.056 -l.082 - .109 -.386 -.790

1953 - .885 - .903 - .153 -.399 -.774

1954 — .808 - .826 - .227 -.412 -.762

1955 -l.072 -l.105 - .250 -.425 -.754

1956 -1.158 -1.207 - .401 -.438 -.748

1957 - .956 -1.008 - .505 -.451 -.745

1958 - .916 - .976 — .642 —.464 -.744

1959 -l.188 -l.273 — .764 -.477 -.745

1960 -l.185 -l.269 - .808 -.490 -.747

1961 - .988 —1.059 -l.026 -.503 -.750

1962 -1.136 -1.212 - .989 -.516 -.754

1963 —l.253 -l.321 -l.079 -.529 —.757

1964 -1.284 -l.332 -1.143 -.542 -.760

1965 - .999 -l.016 -1.203 -.555 -.762

1966 - .911 - .908 —1.264 -.563 -.763

1967 -1.138 -1.111 -l.421 -.571 -.763

1968 -l.216 -l.166 -1.430 -.579 -.761

1969 -l.152 -l.087 -1.505 -.587 -.759

1970 -l.l94 -1.112 -l.739 -.595 -.757

1971 -1.517 -l.404 -1.773 -.603 -.754

1972 —1.219 -1.130 —l.884 -.611 -.751

1973 - .896 - .839 —l.344 -.619 -.747

1974 -1.087 -1.037 —1.577 -.627 -.744

1975 - .780 - .768 -1.495 —.635 -.741

1976 — .882 - .906 -l.773 -.643 -.739

1977 -l.044 -1.131 -1.947 -.652 -.737

1978 - .986 -l.137 -2.001 -.660 -.736

1979 -1.250 -1.551 -2.360 -.668 -.736

1980 -l.573 -2.118 -2.467 -.676 -.737

1981 -l.577 -2.218 -2.718 -.684 -.739

1982 -1.361 -l.985 -3.010 —.692 -.743   
Note: Flexibilities were derived from linear (arithmetic) equations of

pork in Table 4.17 and from linear and logarithmic equations of

broilers in Table 4.18.
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the case of the broiler price equation, the cubic spline gave very simi-

lar results to those in Table “.11 because of the strong linear effect

in both cases. Direct broiler flexibilities have risen strongly over

time.

The spline function has some important limitations as pointed out

by Suits, Mason and Chan (1978). It is most useful when data are uni-

formly distributed throughout the observed range and when the scatter of

observations is uniformly dense. The broiler data most characterize

these aspects. By contrast the table beef data, particularly since the

1970s, does not lend itself as much to the spline function. This

absence of uniformity over this period, i.e., 'the thin patches, size-

able gaps or isolated points, reduces the discipline (of the function)

and the function is free to twist and squirm through the sparse path of

the data to yield spurious curvature' (Suits, et al.,p. 139). The other

major limitation of the spline function arises during attempts to extra-

polate beyond the observed range of data. The spline function is not

defined outside the range to which it has been fitted, and therefore, as

with regression equations in general, some caution is necessary. Mot-

withstanding these limitations, the spline function provides a simple

means of approximating complicated functions.

“.7 Continuous Time-Varying:§arameter Model

It should now be clear how potentially misleading it may be to com-

pute a single coefficient that purports to portray the response of

retail meat prices to consumption and income changes through time or

across sections of time. To varying degrees, the underlying structure
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of economic relationships in each of the major meat markets appears to

have undergone considerable change over the past several decades. Such

change has been induced by shifts in consumer tastes and preferences and

by cycles and adjustments in production. In previous sections demand

coefficients were estimated using statistical models which allowed

regression coefficients to change a small number of times, and there-

fore, allowed for a similar number of changes in structure over that

period. In this section an estimation model is presented which permits

the structural coefficients to vary more continuously over time.

“.7.1 Legendre Polynomials
 

The model employed in the following analysis is based on a particu-

lar time-varying parameter model discussed in Chapter 3. The approach

involved the integration of the COMPLEX optimization algorithm and

Legendre polynomials to find optimal coefficients as continuous func-

tions of time, using the weighted least squares criterion. Legendre

polynomials, specified into the economic model, provide the means of

introducing various degrees of polynomial, with a time dimension, into

each coefficient.

As noted earlier, the particular advantage of these polynomials

over, say, specifying a polynomial into the demand equation, by direct

substitution, is the property of finality of coefficients. The addition

of a higher degree term in time, does not change the coefficients previ-

ously estimated using the lower degree polynomial. Moreover, the same

degree polynomial does not need to be set for each explanatory variable.

Optimality over time may be attained for some of the E3 coefficients by
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specifying a linear, quadratic, cubic or higher degree of polynomial

while for others the assumption of a constant coefficient value may be

justified. Therefore, the B coefficients in each demand model are in

essence polynomial functions of time. The role of COMPLEX is to find

the coefficient values of the E3functions which will optimize the objec-

tive function, i.e., to minimize the weighted regression sum of squares

over the time path 0 $_t $_T.

The central strength of the COMPLEX-Legendre polynomial method is

in estimation of B coefficients which are inherently non-linear in

parameters. The present model of retail demand is linear in parameters.

This substantially simplifies the estimation procedure adopted in the

following analysis and yet does not compromise the property of finality

of coefficients which is preserved throughout the transformation. The

use of the COMPLEX optimization algorithm is not necessary when

inherently linear parameters are being estimated. The time-varying

coefficients may therefore be estimated using least squares techniques,

applying the standard tests of significance.

From equation (3.66) in the previous chapter, a simplified version

of the time series regression model of retail demand for the ith meat

may be reconstructed as

a + e 4.11

Pit YOi +'Ylitqit j ( )

Initially, let the parameter variation occur only in qit’ the own-

quantity of meat consumption per person. Following the general form of

equation (3.67), this parameter variation for the ith meat in time, t

may be expressed through its coefficient,Y1.1 as
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Ylit 8 a01 + 311P0(t) + a21P1(t) + ... + aniPn_l(t)

n

= a01 + kfl akiPn-l(t) (4.12)

where Pn—l(t) are the n-l Legendre polynomials defined in (3.62). Sub-

stitution of (4.12) into (4.11) gives

u 3

P1: ' Y01'+ 301‘+ z akiPn-l(t)qit + 6ji 2 qjt
ksl j=1

+rAi yt + at (4.13)

n

where kfl akiPn-l(t)qit is an interaction variable in qit’ and qjt and

yt are the previously defined cross-product and income variables,

respectively. Each estimated coefficient, ak1 becomes a time-varying

coefficient, akiPnel(t) and along with the constant coefficients, 611

and Ai’ they may be estimated and tested using standard regression tech-

niques. The intercept term is Y and the error term is e .

To illustrate the structural form of this demand model, a cubic

polynomial in one explanatory variable may be written as

Pit a “’6+ ¢1P0(t)qit + ¢2Pl(t)qit + ¢3P2(t)qit

3 .

+ 94P3(t)qit + 5j1 $51 qjt + Aiyt . . (4.14)

although the estimating equation is written more simply,

39‘

pit = ¢o + ¢lzl + d’217‘2 + ¢323 + ¢424'+ 531 jgiqut

+ liyt +‘et (4.15)

The regression coefficients presented below are the ¢, 6 and A values.

Theoretically, Legendre polynomials may be specified in any or all

of the explanatory variables, giving the time—varying character to each
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coefficient. Calculation of direct-quantity flexibilities, for example,

from the cubic model in equation (“.1“), when estimated in linear arith-

metic form, is

f '[¢P(t)+¢P(t)+¢P(t)+¢P(t)1-q-i£ (416)
it 1 0 2 1 3 2 4 3 Pit '

This provides an estimated direct flexibility for the ith meat for each

year, t, of the estimation period.

Recall that each polynomial is mapped over 0 g_t g_T, so that they

are orthogonal with respect to time. The orthogonality is a necessary

and sufficient condition for the property of finality of coefficients.

Each polynomial in the following estimations, therefore, takes the form

I

1
"

P0 (1:)

Pl(t) - -—-- 1

2113.- 2_l

P2(t) 2 (32 1) 2

15 2t 3 2_ g;,_
P3(t) = 6 (32 - 1) - 6 (32 l)

105 21: 4 ya _2_£_ 2 ;

P4(t)'—2?(’5§'1) ‘ 23 (32 1) +2

945 2t 5 1981 g;,_ 3 32_ g£._

1’5“" 140 32" 1) " 140 (32 1) + 10 (32 1)

for t - 0, 1, ..., 32.

Calculated values for each Legendre polynomial up to the 5th degree over

the 33 year period, 1950-82, are shown in Table “.22.

All equations were estimated in linear arithmetic form using OLS.

The initial objective was to permit, with varying degree polynomials,

the coefficients of each explanatory variable to vary through time and

hence obtain direct and cross-quantity flexibilities for all structural
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Table 4.22

Calculated Values of Legendre Polynomials Up to the 5th Degree

 

 

Year Degree of Polynomial

PTl 972 PT3 P71 975

1950 -1.00000 .500000 -1.00000 -1.50000 3.50000

1951 -.937500 .378906 -.653687 -1.53583 3 11166

1952 -.875000 .265625 -.362305 -1.16979 2.60176

1953 -.812500 .160156 -.122192 -1.32178 2.03086

1951 -.750000 .625000E-01 .7031255-01 -1.11035 1.11272

1955 -.687500 -.273138£-01 .218872 -.852665 880075

1956 -.625000 -.109375 .327118 -.561511 373360

1957 —.562500 -.183591 .398801 -.260319 -.551702£-01

1958 -.500000 -.250000 .137500 .“68750E-01 -.392188

1959 -.137500 -.308591 .116899 .315391 -.629517

1960 -.375000 -.359375 .130661 .621939 -.766365

1961 -.312500 -.102311 .392156 .876583 -.807o13

1962 -.250000 -.137500 .335938 1.09277 -.760198

1963 -.187500 -.161811 .261771 1.26733 -.639510

1961 -.125000 -.181375 .182617 1.39515 -.160069

1965 -.625000£-01 -.196091 .931396E-01 1.17369 -.210302

1966 0. -.500000 0. 1.50000 0.

1967 .6250005-01 -.196091 -.931396E-01 1.17369 .210302

1968 .125000 -.181375 -.182617 1.39515 .160069

1969 .187500 -.161811 -.261771 1.26733 .639510

1970 .250000 -.137500 -.335938 1.09277 .760198

1971 .312500 -.102311 -.392156 .876583 .807013

1972 .375000 -.359375 -.130661 .621939 .766365

1973 .137500 -.308591 -.116899 .315391 .629517

1974 .500000 -.250000 -.137500 .4687506-01 .392188

1975 .562500 —.183591 -.398801 -.260319 .5517025-01

1976 .625000 -.109375 -.327118 -.561511 -.373360

1977 .687500 -.273138E-01 -.218872 -.852665 -.880075

1978 .750000 .6250002-01 -.703125E-01 -1.11035 -1.11272

1979 .812500 .160156 .122192 -1.32178 -2.03086

1980 .875000 .265625 .362305 ~1.16979 -2.60176

1981 .937500 .378906 .653687 -1.53583 -3.11166

1982 1.00000 .500000 1.00000 -1.50000 -3.50000

1 2 3 1 5
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variables. This, however, was not possible. Generally speaking, equa-

tions were rejected on any of the following somewhat arbitrary grounds.

First, the time-varying specification did not make a significant contri-

bution to the explanation of the dependent variable, i.e., retail price.

Second, the sign of the coefficients do not reconcile with a priori

expectations and economic theory. Some exceptions to these grounds of

acceptance are made for the purpose of providing comparisons among indi-

vidual demand equations or to present results when the null hypothesis

of no significant parameter change is accepted.

Results of selected equations for five product categories, all

beef, table beef, hamburger beef, pork and broilers are shown in Tables

“.23 - “.27. Linear, quadratic, cubic and in some cases fourth-degree

polynomials were tested. Direct, cross and income effects were examined

for each product. However, because of problems in estimation in all but

the broiler equations, polynomial specification was limited to own-

quantity and income as these were considered to be of primary

interest.61

The continuous time-varying parameter specification was found to

make a significant contribution, beyond the classical model of fixed

coefficients, in each product model with the notable exception of pork.

The assumption of the constant coefficient model has been accepted con-

sistently in each model of structural change tested for pork. A related

conclusion was made in a study using a random coefficient model of pork

production (Dixon and Martin, 1982). They explained that the move

 

61

A model with all coefficients systematically varying seems un-

reasonable in economic applications.
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toward capital intensive, confined production operations gives a produc-

tion cycle with a smaller amplitude, and therefore, the hog prices

response has declined systematically over time. This may explain at

least the absence of production induced shifts in retail demand.

Typically, as a higher degree polynomial was specified the '82

increased significantly and autocorellation was usually reduced. The

standard F-test was used to test the contribution of each polynomial

specified. In some equations it appeared that terms in higher degree

polynomials were becoming colinear with other explanatory variables

causing sign change or a reduction in previously significant coeffi-

cients. Illustrative of this behavior is the transition from the cubic

to the fourth degree polynomial in the all beef equation. This suggests

that caution is required in the use of this approach in model specifica-

tion. The linear polynomial is preferred in the broiler specifications,

however the preferred polynomial varied in the beef equations.

The property of finality of coefficients, while being imposed upon

the Legendre polynomials specified in each equation, does not reveal as

strong a degree of constancy in the progressive coefficient values of

those polynomials as would be eXpected in some engineering studies

wherein errors in estimation may be considerably less or may be con-

trolled. Nevertheless, the table beef equations, for example, illus-

trate the similarity in the coefficient of earlier polynomials after a

higher degree has been added to the model specification.

Calculation of direct, cross and income flexibilities for each of

these sets of product equations followed the formula illustrated for a
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cubic polynomial in equation (“.16). Derived flexibilities are con-

tained in Tables “.28 - “.33.

Flexibilities estimated from the all-beef equations (Table “.28)

indicate that regardless of the Legendre polynomial specified, direct

and income flexibilities are greater than unity in nearly every year.

This suggests first that the beef market has been subject to larger

price variations as supply fluctuates and second, that increases in real

disposable income per person, although increasing demand for beef, have

had a more than proportional impact on market prices.

Considerable change has occurred between years although it is

recognized that all changes may not be significantly different from each

other. Nevertheless, the pattern of change is the same among each of

the sets of all-beef flexibilities. This similarity of pattern of

change in flexibilities among the various degree polynomials was evident

also in the other tables of product flexibilities. This reflects the

consistency in the coefficient estimation procedures, since the data

series of the quantity-price ratios used in determining the flexibili-

ties are not obtained from the estimated equations. Also, consistent

with previous analyses of the impact of cycle-induced structural changes

on retail demand, the pattern of flexibilities of all beef characterizes

production cycles over the period. For example, since the late 19603,

direct flexibilities for all beef (Table “.28) tended to decline until

1973. Since quantities supplied per person increased only slightly

(demand shifted out only slowly in response to increasing prices), the

fall in flexibilities was due largely to upward price movements along

the demand curve. The record retail prices in 1973 were associated with
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Table 4.28

Direct and Income Flexibilities for All Beef

Estimated Prom Legendre Polynomial Model‘

 

  

 

 

Direct Direct Direct Flexibility:

Year Flexibility, Piggibilitz, Flexibility Direct Income

Polzgggigl: Quadratic cubic 4th degree linear linear

1950 -l.118 - .909 -1.004 -l.076 1.321

1951 .893 - .746 - .806 - .861 1.209

1952 -l.009 - .862 - .919 - .974 1.255

1953 -l.560 -l.360 -1.436 -l.508 1.614

1954 -1.531 -l.410 -1.482 -1.538 1.600

1955 -l.604 -l.44l -l.5l4 -l.551 1.672

1956 -l.686 -1.532 -l.612 -l.628 1.754

1957 -1.577 -l.444 -l.526 -l.519 1.668

1958 -l.312 -1.209 -l.285 -l.26l 1.450

1959 -1.275 -l.l80 -l.263 -l.221 1.450

1960 -1.353 -l.254 -l.352 -l.290 1.491

1961 -l.406 ol.303 -l.4l4 -l.332 1.528

1962 -l.349 -l.249 -l.364 -1.270 1.499

1963 -l.477 -l.364 -1.498 -l.380 1.581

1964 -l.497 -1.469 -1.622 -l.479 1.701

1965 -l.524 -l.395 -l.545 -l.396 1.698

1966 -l.572 -l.431 -1.589 -l.425 1.727

1967 -l.627 -l.472 -l.636 -l.455 1.781

1968 -l.645 -1.480 -1.643 -l.450 1.783

1969 -1.555 -l.392 -1.542 -l.350 1.672

1970 -1.618 -1.441 -l.59l -l.380 1.699

1971 -l.559 -1.383 -l.521 -l.305 1.663

1972 -l.488 -l.318 -l.442 -l.220 1.574

1973 -l.233 -l.092 -l.189 - .989 1.433

1974 -1.401 -l.244 -1.349 -l.096 1.467

1975 -l.473 -l.315 -1.423 -l.123 1.467

1976 -l.736 -l.562 -l.692 -l.286 1.610

1977 -l.785 -1.625 -1.768 -l.282 1.700

1978 -l.484 -1.372 -1.506 -l.031 1.488

1979 -1.l83 -l.115 -l.24l - .794 1.289

1980 -l.250 -1.206 -l.370 - .808 1.316

1981 -1.384 -1.372 -l.599 - .858 1.391

1982 -l.446 -1.480 -1.779 - .859 1.417

 

' Plexibilitias were derived from Table 4.23.
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Table 4.29

Direct end Income Flexibilitiea for Table Beef

Kati-ated Fro- Legendre Polynonial Hbdel'

 

 

 

 

 

. Direct Direct Direct Flexibility:

Year Flexibilitz Flexibilitz Flexibility Direct Income

Degree of if, j"""'

Folzgggigl: Quadratic cubic 4th degree linear linear

1950 - .769 - .639 - .560 - .754 .555

1951 - .709 - .612 - .528 - .695 .518

1952 - .763 - .681 - .583 - .748 .547

1953 -1.035 - .953 - .813 -1.015 .718

1954 - .892 - .845 - .720 - .875 .726

1955 - .908 - .882 - .754 - .891 .773

1956 - .932 - .924 - .794 - .914 .827

1957 - .841 - .850 ~ .736 - .826 .803

1958 - .747 - .767 - .671 - .734 .713

1959 - .841 - .875 - .774 - .826 .727

1960 - .863 - .909 — .813 - .849 .764

1961 - .907 - .963 - .871 - .893 .800

1962 - .855 - .913 - .836 - .842 .802

1963 - .949 -1.018 - .943 - .936 .865

1964 -1.007 -1.083 -1.015 - .995 .952

1965 - .929 - .999 - .946 - .918 .972

1966 - .975 -1.048 -1.001 - .965 1.013

1967 -1.033 -1.108 -1.067 -1.024 1.070

1968 -1.054 -1.129 -1.094 -1.047 1.098

1969 -1.009 -1.080 -1.050 -1.004 1.055

1970 -1.055 -1.128 -1.100 ' -1,052 1.100

1971 - .996 -1.066 -1.041 - .995 1.105

1972 - .967 -1.039 -1.014 - .968 1.074

1973 - .787 - .853 - .830 - .789 1.004

1974 - .763 - .837 - .814 - .767 1.057

1975 - .636 - .710 - .690 - .641 1.088

1976 - .832 - .951 - .924 - .841 1.229

1977 - .884 -1.041 -1.014 - .895 1.338

1978 - .821 -1.002 - .983 - .833 1.207

1979 - .684 - .871 - .863 - .695 1.079

1980 - .693 - .926 - .931 - .706 1.130

1981 - .756 -1.065 -1.091 - .772 1.244

1982 - .829 -l.236 -1.295 - .849 1.302

 

‘ Flexibilitiee were derived from Table 4.24.
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Table 4.30

Direct and Income Flexibilities for Hamburger Beef

Eetimeted tron Legendre Polynomial Modela

 

 

 

Direct Direct Direct Flexibilitz:

Y“, LWLML—M.

Degree of

Polzgomial: linear qgedretic cubic linear linear

1950 - .823 - .934 - .566 - .903 1.294

1951 - .574 - .645 - .429 - .628 1.190

1952 - .688 - .766 - .549 - .752 1.282

1953 -l.311 -1.448 -1.105 -1.430 1.864

1954 -1.627 -l.780 -1.429 -1.770 2.047

1955 -1.633 -1.772 -1.482 -1.772 2.185

1956 -1.730 -1.863 -1.609 -1.873 2.322

1957 -1.598 -1.709 -1.512 -1.725 2.183

1958 -1.139 -1.210 -1.090 -1.226 1.743

1959 - .938 - .991 - .903 -1.008 1.734

1960 -1.024 -1.076 - .988 -1.097 1.843

1961 -1.021 -1.068 - .983 -1.090 1.909

1962 - .991 -1.033 - .949 -1.055 1.937

1963 -1.004 -1.043 - .953 -1.066 2.014

1964 -1.080 -1.l20 -1.015 -1.142 2.213

1965 -1.054 -1.092 - .981 -1.111 2.275

1966 - .983 -1.018 - .905 -1.032 2.259

1967 - .932 - .966 - .850 - .975 2.345

1968 - .897 - .932 - .812 - .935 2.424

1969 - .782 - .815 - .705 - .812 2.299

1970 - .737 - .771 - .665 - .762 2.302

1971 - .722 - .760 - .657 - .744 2.359

1972 - .626 - .664 - .578 - .642 2.274

1973 - .476 - .509 - .451 - .486 1.954

1974 - .724 - .781 - .709 - .735 2.058

1975 -1.166 -1.272 -1.193 -1.178 2.449

1976 -1.139 '1.258 -1.231 -1.144 2.619

1977 -1.120 -1.256 -1.294 -1.119 2.888

1978 - .713 - .812 - .890 - .708 2.424

1979 - .452 - .524 - .615 - .446 1.904

1980 - .529 - .624 - .791 - .518 2.026

1981 - .609 — .734 -1.009 - .592 2.252

1982 - .605 - .746 -1.118 - .584 2.441

 

‘ Flexibilitiee were derived from Table 4.25



277

Table 4.31

Direct and Income Flexibilities for Pork

Estimated From Legendre Polynomial Modela

 

 
 

 

 

.Direct Flexibility: Flexibilit :

Year Flexibility Direct Income Direct 13%353—

Degree of

Polynomial: cubic linear linear cubic linear

1950 - .907 - .895 1.063 - .916 .862

1951 - .973 - .939 1.078 - .982 .872

1952 -1.056 -1.003 1.150 -1.067 .928

1953 - .889 - .834 1.122 - .898 .904

1954 - .812 - .755 1.065 - .820 .856

1955 -1.075 - .994 1.322 -1.085 1.060

1956 -1.155 -1.066 1.443 -1.166 1.154

1957 - .946 - .873 1.293 - .954 1.032

1958 - .898 - .831 1.224 - .906 .974

1959 -1.150 -1.070 1.447 -1.160 1.149

1960 -1.132 -1.060 1.494 -1.141 1.184

1961 - .938 - .886 1.463 - .945 1.156

1962 -1.071 -1.022 1.517 -1.079 1.196

1963 -1.172 -1.130 1.648 -1.180 1.296

1964 -1.190 -1.160 1.783 -1.197 1.399

1965 - .917 - .905 1.616 - .922 1.265

1966 - .828 - .827 1.537 - .832 1.201

1967 -l.026 -1.038 1.792 -1.031 1.396

1968 -1.088 -1.114 1.920 -1.092 1.492

1969 -l.023 -1.059 1.859 -1.027 1.442

1970 -1.054 -1.102 . 1.900 -1.056 1.470

1971 -1.332 -1.406 2.247 -1.334 1.735

1972 -1.067 -l.134 2.021 -1.067 1.556

1973 - .783 - .837 1.712 - .782 1.315

1974 - .949 -1.019 1.878 - .947 1.439

1975 - .683 - .734 1.636 - .681 1.251

1976 - .776 - .833 1.775 - .772 1.354

1977 - .926 - .990 2.067 - .921 1.571

1978 - .883 - .938 1.992 - .877 1.512

1979 -1.135 -1.194 2.205 -1.126 1.670

1980 -1.454 -1.508 2.503 -1.440 1.892

1981 -1.428 -1.457 2.530 -l.413 1.907

1982 -1.214 -1.214 2.334 -1.200 1.756

 

a Flexibilities were derived from Table 4.26.
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Table 4.32

Direct and Income Flexibilities for Broilers

Estimated From Legendre Polynomial Modela

 

 

 

Direct Flexibility:

Year Flexibility Direct Income

1950 - .308 - .305 .915

1951 - .377 - .370 .939

1952 - .427 - .417 .955

1953 - .461 - .446 1.009

1954 - .569 - .547 1.107

1955 - .547 - .522 1.107

1956 - .793 - .749 1.309

1957 - .924 - .866 1.374

1958 -1.106 -1.027 1.396

1959 -1.256 -1.156 1.580

1960 -1.282 -1.169 1.575

1961 -1.584 -1.431 1.768

1962 -1.497 -1.339 1.719

1963 -l.609 -1.425 1.786

1964 -l.686 -1.478 1.922

1965 -1.759 -1.526 1.954

1966 -1.834 -1.574 1.946

1967 -2.046 -1.736 2.187

1968 -2.046 -1.716 2.209

1969 -2.141 -1.774 2.189

1970 —2.462 —2.015 2.394

1971 ~2.498 -2.018 2.481

1972 -2.644 -2.108 2.569

1973 -1.879 -1.478 1.957

1974 -2.l98 -1.704 2.211

1975 -2.077 -1.587 2.089

1976 -2.458 -1.849 2.302

1977 -2.692 -1.994 2.478

1978 -2.761 -2.012 2.421

1979 -3.251 -2.329 2.586

1980 -3.391 -2.386 2.615

1981 -3.730 -2.577 2.756

1982 -4.121 -2.793 2.944

 

a First degree polynomial was the preferred form.

Flexibilities were derived from Table 4.27.
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Table 4.33

Direct. Cross and Income Flexibilities for Broilers

Estimate From Legendre Polynomial Modela

 

 

 

' Direct Cross Flexibility Hith Respect to: Income

Year Flexibility "Tible Hamburger Park Flexibility

Beef Beef

1950 - .282. - .036 - .091 - .024 .720

1951 - .343 - .042 - .074 - .033 .747

1952 - .386 - .050 - .088 - .042 .769

1953 - .414 - .063 - .129 - .045 .824

1954 - .508 - .067 - .167 - .055 .915

1955 - .486 - .072 - .164 - .066 .926

1956 - .699 - .092 - .203 - .087 1.110

1957 - .808 - .101 - .219 - .093 1.180

1958 - .960' - .115 - .208 - .105 1.215

1959 -1.083 - .161 - .204 - .143 1.395

1960 -1.098 - .175 - .219 - .149 1.409

1961 -1.346 - .220 - .247 - .155 1.605

1962 -1.262 - .224 - .241 - .181 1.582

1963 -1.346 - .266 - .255 - .206 1.668

1964 -1.398 - .306 - .281 - .226 1.821

1965 -1.447 - .310 - .283 - .211 1.880

1966 -l.495 - .344 - .277 - .215 1.901

1967 -1.653 - .426 - .297 - .277 2.170

1968 -1.638 - .470 - .292 - .297 2.227

1969 -1.698 - .508 - .279 - .306 2.241

1970 -1.933 - .609 - .300 - .361 2.492

1971 -1.942 - .645 - .311 - .426 2.626

1972 -2.034 - .724 - .303 - .418 2.766

1973 -1.430 - .519 - .214 - .292 2.144

1974 -1.654 - .582 - .366 - .385 2.465

1975 -1.546 - .477 - .490 - .317 2.371

1976 -1.807 - .651 - .516 - .383 2.661

1977 -1.956 - .727 - .520 - .442 2.919

1978 -1.981 - .774 - .404 - .445 2.908

1979 -2.301 - .812 - .366 - .573 3.166

1980 -2.368 - .833 - .427 - .676 3.266

1981 -2.568 - .909 - .489 - .714 3.513

1982 -2.797 -1.058 - .504 - .721 3.833

 

‘ First degree polynomial was the preferred form. Flexibilities were

derived from Table 4.27.
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producers' decisions to withhold from slaughter, cattle for herd expan-

sion, and the consequent consumer boycott of beef. Thereafter

slaughterings were increased, and retail prices began steadily to fall.

This pattern of increased supply availability and falling prices is

reflected in increased flexibilities between 1973-77. Direct flexibili-

ties fell between 1977-79 primarily. in response to reduced supplies

available for consumption fellowing herd liquidation and subsequently

rising real prices.

Therefore, between 1973 and 1979 the change in all-beef direct

flexibilities appear largely due to movements along the prevailing

demand curve and not due to dramatic shifts in demand. More recently,

however, structural shifts in demand may have played a much greater

role. Between 1979 and 1982 all-beef demand moved backwards to the

left. Consumption per person over this four-year period has been rela-

tively stable, although real prices have fallen, causing the direct

flexibility to increase in each year. Over the past several years of a

weakening demand for beef, this rising flexibility implies relatively

large price adjustments in the market to small changes in quantities

supplies. This same conclusion was reached by Chavas (1983) in his

analysis of structural change and meat demand. He found in his time-

varying parameter model using Kalman filters, that estimated direct

price elasticities for aggregate beef per person tended to decline dur-

ing the late 19703. In broad terms this agrees with the above result

that direct flexibilities would tend to rise over the same period.
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Hohlgenant (1982) explained much of.this decline in demand, i.e., nega-

tive shifts in demand for red meat, as being due to negative relative

quality changes which have led to a substitution of poultry meat for red

meats.

Estimates of income flexibilities for all beef in Table 4.28 show a

broad tendency to rise through the middle 19603, then fall during the

late 19605 to the middle 19705, then to rise again through to 1977, and

eventually to be at relatively lower levels in 1982. Up to about 1970,

this general pattern correlates positively with the changing direction

in real disposable income per person. This means that the income

response is strongest when incomes are rising, indicating support for

the first income hypothesis discussed in section 4.5.3 on irreversibil-

ity of demand. However in the latter half of the period 1950-82, the

periods of decreasing real disposable income per person were generally

associated with rising income flexibilities, and vice versa. This sup-

ports the alternative hypothesis discussed earlier.

The specific decline in income response shown from 1977 to 1979 was

also observed by Chavas (1983, p. 152) over a similar period of the late

1970s. From this relative decline in income flexibility he projected a

decrease in the long term growth rate of the U.S. beef industry. This

down trend in income flexibility between 1977 and 1979 also occurred for

table and hamburger beef, ”the components of all-beef demand. Since

1979, however, income flexibilities have progressed steadily upwards for

all beef categories. This would suggest the opposite conclusion of Cha-

vas, namely, a prospect of an increase in the long-term growth rate of

the U.S. beef industry. However, two points of caution are associated
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with this conclusion. First, recent changes in disposable income may

have been correlated with factors not included in these estimates.

Second, irreversibility of demand with respect to income levels may mean

a smaller response to rising incomes.

Considerable fluctuation occurred in direct flexibilities of both

table and hamburger beef (Tables 4.29 and 4.30). In terms of relative

magnitudes these values were similar to those obtained in earlier struc-

tural models. Table beef direct flexibilities fluctuated in an upward

direction throughout most of the 19503 and 19603, and for the early part

of the 19703. This reflected the firm upward trend in beef supply avai-

lability and hence consumption per person during this period and the

declining real prices for table beef. Although the demand curve became

flatter (i.e., slope decreased), the rise in the quantity-price ratio

more than offset the decreasing slope.

Up to the early 19703 consumers had developed distinct patterns and

habits in the consumption of table beef. As a result, they became rela-

tively insensitive to changes in prices which for the most part were

still at relatively low real values. The market, however, was quite

price sensitive to changes in beef supplies as illustrated by the ten-

dency for direct flexibilities to rise over this period (Table 4.29).

Eventually, as real table beef prices rose through the early 19703 and

demand shifted leftward, consumers became more sensitive to price

changes. Since the mid-19703, both supply and demand shifts appear to

have caused considerable fluctuation .in estimated flexibilities. In

more recent years from 1979 to 1982 direct flexibilities have tended to

rise again. Compared to earlier years this increase would suggest,
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since real prices have fallen sharply over the period and consumption

has remained virtually unchanged, that a substantial structural shift in

demand occurred against table beef. Moreover, future increases in supply

availability would cause large price variations in the table beef market

largely because a flexible demand for table beef would result in propor-

tionately large price adjustments to clear the market. By comparison

the direct flexibilities of hamburger beef over the last four years from

1979 to 1982 have been lower than previous years (see the preferred

linear models). This indicates a relatively inflexible demand in recent

years for hamburger beef. At the consumer level, consumers are highly

responsive to changes in retail prices. At the retail market level, an

increase in supply availability would be closely matched by demand,

requiring a less than proportional adjustment in market clearing prices.

As noted above, the level of income responsiveness for beef has

declined relatively over the past several years. This is not a favor-

able trend fbr the long-term growth in the U.S. beef industry. Most

significantly this decrease in income flexibilities (absolutely from

1977 to 1979 and relatively to 1982) occurred in both the table beef and

hamburger beef markets. The study by Chavas (1983), in which similar

declines in income response (income elasticities for all beef) were

reported, covered the period only up to 1979. Since 1979 steady

increases in income flexibilities occurred for all three beef product

SPOUPings. Perhaps as incomes rise, consumers are tending to spend pro-

portionately more on non-meats. In the case of hamburger beef may be

overestimated since a priori a stronger demand response is to be

expected from table beef over hamburger beef. Certainly the upward
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trend in table beef income flexibilities is stronger whereas those for

hamburger beef tend to fluctuate considerably.

As mentioned above, pork demand estimated with a constant coeffi-

cient model has been accepted consistently throughout this analysis.

This is reflected by the non-significant F-test results shown in Table

4.26. This conclusion is also supported by the relative consistency of

parameter estimates and by the magnitude and direction of estimated

flexibilities presented in Table 4.31. The magnitudes of direct flexi-

bilities shown in Table 4.11 using a time interaction variable, T'Q, and

flexibilities in Table 4.21 using linear and cubic spline functions,

bear a very close resemblance to those in Table 4.31. This is because

the additional time-varying specification did not make a significant

contribution to the fixed coefficient classical linear model. This is

not to say that significant increases and decreases in demand did not

occur e

It does indicate, however, that significant continuous changes in

direct and income flexibilities have not occurred over the 33 Year

period. Recall, however, that slope interaction dummy variables testing

for abrupt changes in structure did indicate significant demand shifts

of slope.62 Chavas also reported an absence of structural change from

his continuous time-varying parameter model using Kalman filters. Dork

was shown, however, to have significant cross-effects on both beef and

poultry. In the present study, pork has shown an increasing income

*

6

2The overall contribution of these slope dummy variables was sig-

nificant at the .05 level. Intercept dummies were also tested and

found to be statistically significant.
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flexibility over time. Much of this rise in income response has been

due to the relatively stable real retail prices for pork and the

steadily rising real disposable incomes per person.

From an examination of the price-quantity plots in Figure 4.4 it is

perhaps not surprising that the linear polynomial model is preferred

among the broiler demand models (Table 4.27). The polynomial coeffi-

cient in these equations indicate first, that the demand curve for

broilers is becoming increasingly flatter, as is indeed evident from the

plot of Figure 4.4., and second, that the slope on income is becoming

smaller (i.e., steeper curve). Also with some exceptions, the

quantity-price ratio has risen steadily since the 19503 in response to

falling real prices and rising levels of consumption per person. The

real price/real income ratio has also risen strongly over this period.

As a result the direct and income flexibilities have shown a strong

upward movement over time (Table 4.32). It is not possible to directly

compare relative magnitudes of income flexibilities across meat

categories because, for example, of some underestimation in the beef

categories. Nevertheless, the comparatively strong upward trend is

unmistakable. With respect to the income flexibility, this may indicate

continued strong long-term growth prospects for the broiler industry.

However, against this conclusion are indications that the market for

chicken is reaching saturation.

Of particular interest in the broiler model are the cross-

flexibilities presented in Table 4.33. The cross-product coefficients

on the polynomial terms in the broiler equation in Table 4.27 are not

statistically significant, however, in each case they have a negative



286

sign. This indicates an increasing cross-effect, ceteris paribus. How-

ever, the relative size of the cross-quantity flexibilities depend also

on the cross-quantity/own-price ratio. Not unexpectedly, therefore,

table beef has the strongest cross flexibility of demand. The cross

effect of pork on broiler prices is greater than hamburger beef quanti-

ties on broiler prices. Chavas' results indicate an ambiguous rise in

price elasticities, the opposite effect of a rise in direct flexibili-

ties, a decreasing cross-elasticity for beef and a sharply decreasing

cross-elasticity for pork.

4.8 Concluding_Summary

In this chapter a number of estimating techniques and statistical

models were applied to an analysis of structural change in the U.S.

retail demand for meats, namely, table beef, hamburger beef, pork and

broilers. Each of these approaches is characterized by estimation coef-

ficients which were permitted, to a greater or lesser degree, to vary

through time. This is a direct contrast to the constant coefficient

models of classical demand relationships. The following were the objec-

tives of research undertaken in this chapter: (a) to test the

hypothesis of no parameter variation in the estimated demand relation-

ships, i.e., to accept the classical model of constant coefficients of

demand; (b) where parameter variation is identified, to establish if

there is any systematic behavior contained in that variation over time;

and (c) to relate systematic variation in terms of estimating slope

coefficients and flexibilities of demand to structural changes in retail

meet demand which have occurred over the historical period.
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With graphical analyses as a guide, structural changes were identi-

fied and quantified using qualitative shift variables, linear and cubic

splines functions within a discontinuous time-varying switching model,

and Legendre polynomials within a continuous time-varying parameter

model. Annual models of market demand for meats were specified as price

dependent on the assumption that supplies available for consumption

determine retail prices. This assumption is less satisfactory for

broiler demand, however, for overall model consistency and compatibility

within the Michigan State University Agricultural Model (MSUAM), all

meat demand equations were price dependent market demand models. Flexi-

bilities, therefore, are the appropriate measures of demand responsive-

ness e

Linear and log-linear functional forms were used in ordinary least

squares estimation of retail demand parameters for each of the four

retail meats. Alternative estimation procedures were tested and

rejected because of inferior fit and unexpected signs on some cross-

effects of pork. To investigate structural changes in demand, a long

series of annual data was used; 33 observations from 1950 to 1982.

Preceding the parameter variation analysis were two related ana-

lyses of structural change in 0.8. meat demand. The first, a price

adjustment model was estimated and differences in short-run and long-run

flexibilities were examined. The short-run direct flexibility was found

to be smaller than the long-run flexibility. The impact of imperfect

knowledge and institutional delays in the short-run prevent complete and

instantaneous adjustment of market prices to clear the market. Only

after some time has elaspsed in subsequent periods do final adjustments
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in prices take place. Arguments are provided as to why this result does

not contradict the traditional notion of Marshallian short and long-run

demand curves. In the second analysis the influence on meat demand of

changes in the age composition of the population and of the trend

towards increased eating away from home were investigated. Away-from-

home purchases of food showed no significant influence on retail beef

prices. The retail price series, for exanple, for hamburger beef may be

an inappropriate price when considering the influence of institutional

(fast food restaurants) purchases. The growth in the 5 to 24 age

cohort, a result of the 'baby boom' of the 19503, has been a significant

factor in augmenting demand for hamburger beef, whereas a significant

negative relationship was identified between older age cohorts and ham-

burger beef demand.

Graphical analyses, involving plots of retail prices and domestic

consumption per person of individual meats, indicate substantial changes

in price-quantity relationships over time. Using time-quantity interac-

tion variables it is evident that over the past several years direct

flexibilities for table beef and broilers have risen; for hamburger beef

they have declined while fer pork they have remained comparatively

unchanged. The lower the direct flexibility, the greater the exent to

which increases in quantities available per person are absorbed by

demand and hence the smaller the adjustment of price to clear the

market. Given supplies made available to consumers, this implies that,

recently, quantities of hamburger beef have been more readily absorbed

by demand than have table beef or poultry meats. Relatively speaking,

the preference for hamburger beef has been growing visJa-vis other

meats. From this preliminary analysis it is apparent that considerable
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change in the structure of U.S. demand for meats, especially of beef and

broilers, has occurred over the past several decades.

An attempt was made to relate in a general way the observations of

economic structural change in meat markets to the estimated changes in

flexibilities over time. One testable hypothesis explaining systematic

changes in the structure of meat demand is the hypothesis of irreversi-

bility of demand. The general hypothesis was that direct flexibilities

will tend to be more flexible during decreasing consumption phases and

less flexible (inflexible) during increasing consumption phases. The

differences in the estimated direct flexibilities were quite small,

nevertheless, the pattern of change in their values agrees with the

hypothesis of irreversibility of demand. Most conclusive results were

obtained by using changes in the cattle cycle as the underlying cause of

these systematic changes in direct flexibilities of demand.

Linear and cubic spline functions were employed within a time-

varying switching regression model. This model, an extension of those

tested earlier, permitted slope parameters to change over some periods

and remain constant over others. These periods of change were modelled

in a continuous fashion. With the notable exception of pork, the null

hypothesis of no variation in the regression coefficients of the own-

quality was rejected at the one percent level. For example, the log-

linear spline model of broiler price indicates that the direct flexibil-

ity is not constant. It has been increasing linearly over time although

the rate of increase has slowed since the middle 19603. This result is

consistent with the observations that the market for chicken is becoming

saturated and that the impact of gains from technology in the broiler
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industry, which have kept real prices down, may be slowing. More signi-

ficantly, the competitive advantage of price enjoyed by chicken over

beef may be steadily becoming diluted.

Compared to splines, Legendre polynomials provided continuous

time-varying parameter estimation and had the particular advantage over

other polynomials of the property of finality of coefficients. The

orthogonal nature of these polynomial functions provides independence

among the coefficients of each polynomial term added. The same degree

polynomial is not required for each explanatory variable while for oth-

ers the assumption of a constant value may be justified. There is con-

siderable flexibility in its use in providing a time-varying character

to regression coefficients and, hence, estimated flexibilities were

obtainable for each period. Limitations of this estimation approach

include problems associated with usual regression analysis: in particu-

lar, specification of the degree of polynomial must be based on economic

reasoning.

Continuous time-varying parameter specification was found to make a

significant contribution, beyond the classical model of fixed regression

coefficients. Again the notable and consistent exception was in the

pork demand model. The direct and income flexibilities of all-beef

demand were generally greater than unity. This indicates first, that

the beef market has been subject to larger price variations as supply

fluctuates, and second, that increases in real disposable income per

Person have had a more than proportional impact on market prices. The

level of income responsiveness for beef has declined relatively over the

past several years. This decrease in income flexibilities (absolute
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from 1977 to 1979 and relatively to 1982) occurred in both table beef

and hamburger beef markets. Nonetheless, the steady upward progression

of income flexibilities since 1979 should not be overlooked. Income

flexibilities have continued strongly upward for broilers.

A consistent result throughout has been the recently rising direct

flexibilities for table beef and broilers and a declining direct flexi-

bility for hamburger beef. This latter trend is consistent with the

increasing price competitiveness of hamburger beef with table beef, a

situation reminiscent of the high beef price period of the early 19703.

Ground beef appears to have become a closer substitute with table beef.



Chapter 5

EMPIRICAL EVALUATION OF THE IMPACT OF STRUCTURAL

CHANGE ON RETAIL MEAT DEMAND AND U.S. BEEF IMPORTS

In the previous chapter various specifications of retail demands

for meats, namely, table beef, hamburger beef, pork and broilers, were

estimated and results were presented. In the latter section of that

chapter, continuous time-varying parameter models were estimated over

1950-1982. These were considered to be a substantial improvement over

fixed parameter models estimated over the same period. The notable

exception was pork demand.

In this chapter, these preferred demand equations are integrated

into the Michigan State University Agricultural Model (MSUAM). The

MSUAM is an econometric simulation model of the U.S. livestock and

grains sectors and world wheat and feed grains regions. Equations

linking the retail meat demand component with the MSUAM are derived or

estimated.

The benefits of including the retail meat demand component into a

model like the MSUAM derive from the systematic insights into and

assessments of meat demand within a U.S. national and international

context. This assessment is greatly enriched by the comprehensiveness

of the MSUAM. The analysis proceeds by simulations of the model under

varying policy and economic scenarios of national and world agricul-

tural markets. Scenarios selected reflect specific structural changes

potentially impacting either directly the U.S. demand for meats via the

292



293

estimated demand relationships or indirectly via related national and

international agricultural sector markets.

Of particular interest in this research is the market for non-fed

beef in the U.S. As noted earlier, a substantial portion of non-fed

beef consumed in the U.S. is imported, predominantly from Australia. In

each model simulation, and hence scenario presented, the impacts of

structural change on the level of non-fed beef imports are examined.

Scenarios examined over the 1983-1991 period include:

(a) model sensitivity to one year and medium term shocks arising from

changes in the levels of retail meat demand or U.S. real dispos-

able income per person;

(b) the sensitivity of key livestock and meat market variables to a

one-year or medium-term increase or decrease in U.S. non-fed beef

imports;

(c) the impact on non-fed beef supply and hence, on farms and retail

meat prices of a dairy PIK (payment in kind) program and the implied

slaughter of dairy cows to bring into balance supply and demand in

the U.S. dairy market;

(d) the effect of sustained economic growth or decline in developing

market and communist economies on their feed grain imports and hence

on the U.S. fed beef market; and

(e) the ramifications of changing structural relationships, own-

quantity, cross-quantity, and income effects, in retail meat demand

as characterized by parameter variation over time.
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In a number of these scenarios, where appropriate, the differential

impacts of the structural change under conditions of a strong (excess

demand) feed grain market and a weak (excess supply) feed grain market

are investigated.

Before reporting the results of these various policy and economic

scenarios, an overview of the MSUAM and its structure is given. This

is followed by details of the U.S. retail meat demand component and of

its integration into the existing feed-livestock component of the entire

model. The linkage equations and their specifications are discussed.

Assumptions made regarding projections of exogenous variables, base pro-

jections of endogenous variables generated by the augmented MSUAM and

validation of key market variables are also presented.

5.1 Overview of the Michigan State University_Agricultural Model

The MSUAM is an annual econometric model comprising a detailed

U.S. agricultural model and a nine region world grain model (Figure

5.1). This multi—commodity, non-optimizing simulation model follows a

systems methodology of being essentially problem solving. It is

designed primarily for intermediate and long term analyses. To date the

model's strengths have been in addressing questions of trade levels,

trade policies, domestic grain policies and long-term trends in U.S. and

world grains. A primary objective of this research, particularly in

this chapter, is to develop an integrated U.S. retail meat demand com-

ponent for analysis of the four major meat categories, table beef, ham-

burger beef, pork and broilers.
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The agricultural model as originally developed by Hondai (1975) and

Trapp (1976) contained three basic components: (a) a domestic supply

component of wheat, feedgrains (corn, sorghum, barley and oats).

oilseeds, fed beef, non-fed beef, pork, poultry and dairy products: (b)

a domestic demand component for each of the above commodities; and (c)

an international trade component of U.S. exports of wheat, feed grains

and oilseeds. Later, Baker (1978) independently developed an

econometric and financial projections model of the U.S. farm sector.

This model contains a farm cost sector, flow of funds, and an income

accounting and balance sheet framework. This component has been used to

provide intermediate and long-term forecasts of the farm sector's finan-

cial position for use in strategic planning by producers, input sup-

pliers and government policy analysts.

Wailes (1983) further developed the overall model through re-

estimation and respecification, and integrated the financial model into

the MSUAM. His major contribution was to develop Ia U.S. agricultural

policy component and to set the whole model into a stochastic simulation

framework. The U.S. policy component comprises both supply and demand

management policy interactions. Supply management recognizes the role

of loan rates, target prices, set-asides, national program acreage,

diversion payments and recommended voluntary diversion. Demand manage-

ment recognizes the Commodity Credit Corporation (CCC) stocks and

farmer-owned reserve stocks rules and their relationship to the supply

control variables. This policy component is a departure from other U.S.

agricultural sector models. In essence the farm program is endogenized

in the model. Indeed this is consistent with the considerable discre-

tionary authority given to the U.S. Secretary of Agriculture and
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suggests that the policy process be modeled to interact endogenously

with the supply and demand forecasts of the MSUAM.

However, since government policies have historically related to the

grain market and not to livestock production, no explicit policy frame-

work exists fOr the livestock sector. Nevertheless, government grain

policies can be expected to have a significant indirect effect on the

livestock sector, an effect which would be captured in this model.

The domestic-international linkage was based on export supply

available from domestic production, and farm grain prices are derived

from export prices. Subsequently, Mitchell (1982) added the nine region

world wheat and coarse grains model. This endogenized world wheat and

coarse grain prices. The world and U.S. soybean model was added by

Christensen (1979)1.

Therefore, the U.S. domestic component provides estimates of pro-

duction, feed and food usage, prices, stocks and exports of all major

grains, soybeans and livestock. Livestock numbers and production are

estimated for fed beef, non-fed beef, dairy, pork, broilers, turkey and

eggs. These commodities, overall, account for some 80 percent of U.S.

farm income. Grain and livestock sectors are linked by feed utilization

(grain consuming animal units) equations. More will be detailed on the

livestock sector, later in this chapter.

 

1

The initial project began under the direction of vern Sorenson

and John Ferris, although other major contributors include J. Roy

Black and John Ross.
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The world agricultural component estimates production, consumption

and trade of wheat, coarse grains (corn, oats, barley, sorghum, rye) and

soybeans for four exporting countries (Canada, Australia, Argentina,

Brazil) and five importing regions (Soviet Bloc-~USSR and Eastern

Europe, Developed Markets, Less Developed Markets, China, and

Undesignated-—trade type cannot be assigned). International and U.S.

models are simultaneously solved to provide net wheat, coarse grain and

soybean trade by region and world prices. Hence export quantities and

prices are endogenously determined. Specific interregional flows are

not identified.2

The model is dynamic in the sense that the solution in period t+1

is determined by the solution in period t. No explicit or extensive

treatment of risk, uncertainty, investment, or disinvestment is con-

tained in the model specification. Certain specifications attempt to

proxy various aspects of these notions of model dynamics. For instance,

the hypothesized relationships of the role of price or profit expecta-

tions and partial adjustment due to information, institutional or techn-

ical lags contribute somewhat to the dynamic specification of the model.

No explicit attempt is made to include information on detailed

resource use or on factors of production. Moreover, the model is not

specified to analyze issues of long-run resource requirements, input

 

2The international component is the driving force for the overall

agricultural model and reflects the importance of world trade to

U.S. agriculture. In contrast to the more commonly used spatial

equilibrium models which allocate trade according to transporta-

tion costs, world demand in the MSUAM is allocated among exporting

countries according to a trade hierarchy. This hierarchy is

dependent upon grain available for export and upon marketing

behavior.
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usage, technological change, investment or environment. The extent of

aggregation of the endogenous variables will always be of concern to the

modeler in some analyses but not in others.

Interaction with the general economy is not modelled explicitly in

the MSUAM although there is one aspect of the model which permits some

feedback in this regard. The author developed a subroutine which deter-

mines endogenously the consumer price index for food (CPIFOOD).3 Using

a market basket approach, farm values and market spreads are econometri-

cally estimated for each component of the food basket. Retail prices or

retail values are then calculated to obtain a retail price weighted

index of food. The programming subroutine is contained in Appendix 8.

Changes in government policies and other economic shocks can then be

analyzed with respect to their impact of the CPI for food, and hence

their commensurate inflationary impact on the general economy.

Overall, the MSUAM may be viewed as a set of integrated commodity

models with three important sets of linkages; (a) feed grain--livestock,

(b) crop supply and demand and policy management, and (c) domestic-

international grain markets.

5.1.1 Model Estimation Procedure

The MSUAM, including the U.S. retail meat demand component contains

some 215 endogenous variables and 210 exogenous variables. There are

approximately 90 endogenous equations estimated by ordinary least

squares using data from 1960 to years ranging between 1976 and 1982

 

3The contribution of John Ferris is acknowledged.
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depending on the equation, available data and when it was last

estimated. The shortcomings of the OLS estimation method are recognized

as are its strengths. The MSUAM is in large part recursive, though not

completely so. Supply is predetermined while demand responds to current

information, including quantities supplied. To the extent that model

components are recursive, single equation biasness and inconsistency in

parameter estimates will be minimized. OLS has been shown in Monte

Carlo studies to maintain the Gauss-Markov property of minimum variance.

Variants of the limited and full infbrmation techniques would place a

prohibitive burden on degrees of freedom in a systems model as large as

the MSUAM. This problem of the undersized sample was also discussed by

Labys (1973, p. 138) who noted the necessary trade-off between biasness

and efficiency of OLS estimates.u (Thiel, 1971). Moreover, as Wailes

(1983) observed, various researchers have found that OLS tends to

improve relative to limited information estimates as the model size

increases. Finally, a very significant justification for this estima-

tion procedure is its relative computational simplicity and inexpensive-

11888.

5.1.2 Solution Algorithm

Simulations described in this study were carried out using the GSIM

program (Wolf, 1983) developed in the Agricultural Economics Department

at Michigan State University. GSIM employs the Gauss-Seidal method of

 

n

For a discussion of some of these problems as they relate specif-

ically to the application of models like the MSUAM, see Cromoco

(1982, pp. 26-30).



301

iteration to obtain a solution to a set of simultaneous equations.5

This is a straightforward numerical method for the solution of systems

of equations and is used widely in large, complex economic models.

A particular advantage of the simulation approach to agricultural

sector modeling is that constituent agricultural commodities may be

analyzed simultaneously. Important cross-commodity effects may be con—

sidered. For some analyses of the effects of policy changes a simula-

tion model of this kind has advantages over the alternative multiplier

analysis (Labys, 1973, p. 199). For instance, analysts may consider in

a simulation analysis varying rates of change in an exogenous variable

or varying levels of several exogenous variables together. This flexi-

bility provides a considerable advantage in the evaluation of different

policy and economic scenarios in agriculture.

5.2 U.S. Domestic Livestock Model

Beyond the detail of the previous description of the MSUAM, there

is neither sufficient space nor time to detail the entire model used in

simulations to be presented later. Recent presentations of the com-

ponent submodels are given in Wailes (1983) and Mitchell (1982).

Details of the U.S. retail meat demand component will be covered in much

greater detail since this is an addition to the existing model. To do

this, however, it seems necessary to provide at least a brief outline of

 

SGSIM is based on the General Analytical Simulation Solution Pro-

8ram (GASSP) developed originally at the USDA.
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the U.S. livestock model into which the retail meat model is being

integrated.

As stated earlier, the livestock sector includes beef (fed and

non-fed), dairy, pork and poultry (chicken, turkey and eggs). The

livestock sector is based on a calendar year and crops are based on

their respective marketing year. At the farm level interactions between

livestock types are limited. Interactions of dairy steers in fed beef

production and dairy cow inventory as a determinant of non-fed beef pro-

duction are examples.

5.2.1 Beef Supply

Figure 5.2 gives a diagrammatric representation of the U.S. beef

supply, and dairy supply and demand as estimated in the MSUAM. Submo-

dels linking these equations with other livestock and feedgrain equa-

tions are shown.6

The specifications of equations of the beef supply model provide

aggregate supplies of all steer and heifer slaughter, which is classi-

fied as fed-beef production, and of cow and bull slaughter, which is

classified as non-fed beef production. With the introduction of the

retail meat demand model, estimated marketing margin equations provide

the link to fed beef and non-fed beef prices at the farm level.

Transmission equations provide the linkage between fed and non-fed beef

 

6Rectangular boxes indicate stock variables and product flows,

while circles represent other variables of influence.
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quantities and table and hamburger beef quantities consumed at the

retail level, respectively.

Both producer decision variables and biological response variables

characterize the types of relationships in the beef model. Beef cow

numbers are determined by a five-period lag in feeder calf prices,

change in consumer price index to reflect the opportunity costs to the

enterprise of carrying a cow, lagged beef cow numbers and a time trend.

A notable feature of this specification is the asymmetric contraction

and expansion phase specified into the five-period lag in feeder calf

prices.

The steer and heifer slaughter behavioral equation was initially

specified to explicitly recognize these biological and decision

processes. However, due to the biological inconsistencies of this equa-

tion with beef cattle inventories, an alternative model was specified.

In order to impose consistency with the inventory of beef carried into

the slaughter period, fed beef produced was derived using estimated

slaughter numbers and slaughter weights. This alternative model

required ,explicit information on calving rates, calf survival rates,

replacement rates, veal slaughter, feedlot survival rates, and dressed

weights. The trade-off of the additional estimations and information

required was greater consistency between projection of the breeding herd

and the slaughter volume. An expense of this formulation is the short-

run impact of changes in corn and soymeal prices on fed-beef production.

For medium-term simulations, however, this cost may not be great.

Note also that in the original MSUAM, fed beef production included

the slaughter of all steers and heifers and non-fed beef slaughter
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comprised cow and bull slaughter only. To the extent that steers and

heifers are grass fed before slaughter, fed-beef production will be

overestimated and non-fed beef will be underestimated. Adjustment for

this bias is made in the retail demand model equations which are

estimated using the more accurate definition of fed and non-fed produc-

tion, discussed in Chapter u.

Cow and bull slaughter is estimated as being determined by lagged

beef and dairy cow inventories, lagged corn and feeder calf prices,

current-period hay price and a three year polynomial lag on the Omaha

commercial low price. Estimated results appear to reflect the important

influences of the culling decision.

Import quotas govern the quantity of manufacturing quality beef

allowed into the U.S. Since 1980, the countercyclical meat import for-

mula has been used to determine U.S. beef imports (Conable, 1980). The

formula is computed as:

5 yr. Moving Aver-

age of Per Caput

 

 

Average_ 3 yr. Moving Average Domestic Cow Beef

Annual Annual of Domestic Production , Production

Quota - imports . 10 yr. Average of Do- 2 yr. Moving Aver-

1968—77 mestic Production, 1968- age of Per Caput

77 Domestic Cow Beef

Production

(5.1)

The countercyclical import law is designed to permit greater imports of

meat when domestic supplies are low and consumer prices are high, put-

ting downward pressure on rising beef prices. Conversely, it is

intended to reduce meat imports when domestic supplies are large and

consumer prices low, hence moderating the downside in beef prices.
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The average annual level of imports for 1968-77 has been officially

determined at 120u.6 million pounds, product weight, or as used in the

model, 16n6.u million pounds, carcass weight.7

The 10-year average of domestic production of quota meats for

1968-77 is 23,18" million pounds, carcass weight. From this quantity,

220 million pounds for average total carcass weight of live cattle

imports, is subtracted for that period. This gives 22,96” million

pounds, carcass weight. In the MSUAM the domestic production of beef

cows is aggregated into estimated non—fed beef (cows and bulls) produc-

tion, although historical data on beef cow production is available.

Therefore, a simple transmission equation was econometrically estimated

with beef cow production (OCH) as a function of non-fed been production

(NFBFQT).8

These calculations for the import quota give the adjusted base

quantity of imports for a particular year. However, the key point of

reference for imports estimates is the 'trigger' level, which is 110

percent of the adjusted base quantity. It is only when imports are

expected to exceed the 110 percent level that the President must

 

7The conversion from product weight to carcass weight is estimated

from data in USDA (1982a, p. 155).

8The transmission equation is

ch - 239.275 + -8498 NFBFQT

(2.40) (36.35)

8/m = .021 i2 = .989 DW = '98 no turning point errors 1964-79



307

restrict total imports to the adjusted base quantity level, but to not

less than 1250 million pounds, product weight.

In the model the endogenously estimated non-fed beef imports are

measured and determined by the beef import quota. That is, non-fed beef

imports are assumed to be equal to the beef import quota as determined

by the counter-cyclical meat import formula. Actual imports may be

greater or less than the quota or the trigger level depending upon pol-

itical circumstances in the U.S. and/or economic conditions of beef sup-

ply in major beef exporting countries (Table 5.1).

No attempt has been made to estimate these factors nor project

their possible impacts on the actual level of non-fed beef imported by

the 0.8. It is therefore assumed that beef export supply from beef

exporting countries is completely elastic. This implies that exporters

to the U.S. will always try to maximize profits by exporting quantities

of beef up to the maximum levels allowed under the countercyclical meat

import law.

Table 5.1, on the operation of the beef quota, indicates that

except for three years (1973. 1978-79), of the past ten, and five of the

past 18 years, beef imports have been less than or approximately equal

to the trigger level of the quota. In five of the past 18 years actual

imports have been less than the base import quota.

This suggests that the specification of U.S. beef imports to equal

the adjusted base quantity may tend to slightly underestimate, on aver-

age, actual beef imports. The results of a recent study (Harris and

Dewbre, 1983) suggest that trigger level import restrictions are
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unlikely to be imposed during the 19803 and that a free market will pre-

vail largely‘ because of the limited ability of suppliers to meet the

quota levels. Results of the sensitivity of this assumption is Appendix

Table A3.

5.2.2 Dairy Supply and Demand

As specified by Wailes (1983) four behavioral equations make up the

dairy model. The decision process in the model focused primarily on the

dairy heifer equation (Figure 5.2). This equation is determined by a

gross margin variable reflecting the profitability (or opportunity cost)

of the dairy enterprise, cull cow (Omaha utility cow) price, and dairy

heifer numbers lagged one period. Dairy cow inventory is determined by

lagged dairy cow numbers and a five-period polynomial distributed lag on

dairy heifer numbers. This lag assumes that the age structure of cows

in the herd follows a fixed pattern and changes over time only in terms

of changes in the dairy heifer inventory. Milk production per cow is

estimated exogenously to the model and is multiplied by dairy cow

numbers to generate total milk production. The highly aggregate demand

component is completely described by a single milk price equation. This

equation is determined primarily by milk disappearance, the ratio of

lagged milk price to the milk loan rate, and the deflated milk loan

rate.

5.2.3 Pork Supply

Figure 5.3 presents a flowchart of the pork supply relationships as

estimated. Also shown in this figure are broiler supply, and egg and
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turkey supply and demand. The submodels linking these equations with

other segments of the model are shown.

Production of pork is determined by the size of the pig crop and

the weights to which they can be economically fed for slaughter.

Separate equations are used to represent fall farrowings and spring far-

rowings. Fixed technical coefficients are used to obtain litter sizes

per sow. Pork production is then the product of slaughter weights and

hogs slaughtered.

The spring sow farrowing equation is recursively determined by

lagged sow numbers, corn price, soymeal price and the pork price. Fall

sow farrowings are determined by a similar equation. Included into

these specifications is the asymmetric response of hog prices during the

contraction and expansion phases of the hog cycle. Pork production is

estimated as a function of lagged pork production, last fall and this

spring's farrowing, and the change in the hog-corn price ratio.

5.2.4 Poultry Supply

Separate turkey, broiler and egg production equations are estimated

in the poultry sector model (Figure 5.3). The model does not capture

the complexity or rapid structural change that has occurred in this sec-

tor over the last 20 years or so. The primary reason, at least ini-

tially, for including poultry in the model was to identify feed consump-

tion by this sector. This has been achieved reasonably well. Despite

the annual specification of a sector, where supply turns over more than

once a year, year to year variation is explained very well.
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5.2.5 Livestock Feed Consumption

Figure 5.4 illustrates the economic relationship among wheat and

coarse grains fed to livestock and the relevant linking submodels. The

livestock-feed relationships link the livestock sector to the crop sec-

tor. Feed consumption is estimated for feed grains (corn, sorghum, bar-

ley, oats), soymeal and wheat. Wheat fed to livestock is estimated

directly whereas feed grains and soybean fed are based on grain or meal

consumed per standardized animal unit. Wheat comprises a relatively

small share of livestock feed in the U.S., where the amount of wheat fed

depends primarily on availability and the price relationship between

wheat and feed grains.

The number of grain consuming animal units is derived from numbers

of livestock in each category, weighted by feed consumption per animal

type. The feed weights were obtained from USDA sources. Grain consump-

tion per animal unit is estimated from livestock and feed prices. Total

feed grain consumption is then obtained as the product of feed grain

consumed per grain consuming animal unit and the number of grain consum-

ing units. Soybean meal consumption is obtained in the same way as feed

grain consumption.

Clearly, some aggregation bias is likely to occur in estimates from

this simplified feed consumption model. Feeding rates are not fixed in

reality but differ across livestock classes. To date, development of a

more disaggregated model has been prevented by an absence of historical

data identifying feed consumption by livestock type or feed. Feeding

rates and hence grain consumption also differ across time for given

animal types. Livestock and feed price relationships do not capture the
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total variation in feed consumption caused by cycles in livestock pro-

duction. Much of this variation in feed grain consumption is of a short

term nature. Therefore, the above method of estimation should capture

satisfactorily long-term variation in feed grain consumption.

Because livestock estimates are on a calendar year and the crop

sector is on a crop marketing year, synchronization of the interface of

the two sectors was necessary. To achieve this, livestock numbers in

t+1 were estimated. Since all explanatory variables for livestock sup-

ply are predetermined, they can be led forward over a period.

5.3 Model of U.S. Retail Meat Demand

In the foregoing sections an overview of the MSUAM was presented.

Model components of U.S. livestock and livestock feed consumption were

also outlined since these submodels form an integral link with the

retail demand for meat. In this section the retail meat demand model is

described in detail.

In Figure 5.5 a block diagram of the U.S. retail meat demand model

is presented. A block diagram embodies a complete model description and

has a one-to-one relationship with the set of equations describing the

mathematical model. All relationships among variables are shown either

as a summation, 2, or multiplication, n, except where a function is

generated. In this case, each functional equation is symbolized and

denoted by F1 for i = 1, 2, ...,11. As in previous diagrams in this

chapter, flow or stock variables are shown in rectangles, while circles

represent other variables and influences. The FORTRAN coded version of

this block diagram is contained in Appendix B.
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The retail demand model contains 11 behavioral equations each of

which have been estimated by ordinary least squares techniques. Four of

these are price dependent demand equations, each of table beef, ham-

burger beef, pork and broilers. These were estimated in the previous

Chapter 4. With one exception, the other estimated equations are mark-

eting margin or by-product value equations, which provide the transmis-

sion between retail and farm level product prices. The exception is an

equation which estimates the ratio of slaughter of fed steers and

heifers to all steer and heifer slaughter. Its purpose is to provide a

more accurate determination of the quantities of fed and non-fed beef

production.

In addition to these estimated equations, there are ten linkage

identities which either transform farm product quantities produced (car-

cass weight) to retail product quantities consumed (retail weight) or

transform retail prices to farm prices. Variable codes and units of

measure of variables used in Figure 5.5 and in specifying the retail

meat demand model are presented in Table 5.2. Some of these variables

have been defined elsewhere, however, to facilitate the following dis-

cussion, these are included here.

A shortcoming of the specification of fed and non-fed beef produc-

tion in the original MSUAM, was the aggregation of all steer and heifer

slaughter as fed beef. Discussion in the previous two chapters

highlighted some of the problems arising from this aggregation.9 A por-

tion of steers and heifers is raised primarily on grass and not in

 

9The nature of this aggregation bias was the subject of a recent

paper by Martin (1983).
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Table 5.2

Variable Codes and Units of Measurement Used in

Specifying the U.S. Retail Meat Demand Model

 

 

“33:19 Variable Name Unit of Measure

BCALFP Kansas City feeder calf price, medium no. 1 $/cwt

steers, real

BFCOWP Beef cow price, Omaha commercial, real $/cwt

BPVBFR By-product value beef choice yield, cllb

grade 3, retail, real

BPVPKR By-product value pork, retail, real ¢/lb

CHIKQT Chicken production. broilers on ready- million lbs.

to-cook basis

CHIKPT Chicken price, farm level, real ¢/lb

CHNGBRR Change in chicken price, farm level, real %

CHGBCP Change in beef cow price, Omaha 1

commercial, real

CHGFBPT Change in choice Omaha steer price, real %

CHGPKP Change in pork price, farm level, real %

CORNPT Price of corn, No. 2 yellow corn at ¢/bu.

Chicago market, real

CPI Consumer price index index

DCBRR Domestic consumption broilers, retail weight million lbs.

DCFBFR Domestic consumption fed beef (choice), million lbs.

retail weight

DCPKR Domestic consumption pork, retail weight million lbs.

DCBRC Domestic consumption broilers, retail lbs.

weight, per person

DCFBFRC Domestic consumption fed beef, retail lbs.

weight, per person (table beef)

DCNFBFRC Domestic consumption non-fed beef, R.W., lbs.

per person (hamburger beef)

DCORMRC Domestic consumption other red meat, R. W. lbs.

per person (pork, veal, lamb)

DCPMC Domestic consumption poultr meat, R.W., lbs.

per person (chicken, turkey

DCPKRC Domestic consumption pork, retail weight, lbs.

per person

DICR Disposable income per person, real

FBEFQT Fed beef production, steers and heifers, million lbs.

dressed weight

FBEFPT Fed beef price, choice Omaha steers $/cwt.

GFVBFR Gross farm value, beef choice yield, ¢/lb.

grade 3, retail weight, real

GFVHMBR Gross farm value, commercial beef cow, ¢/lb.

retail weight, real

GFVPKR Gross farm value, pork, retail weight, real ¢/lb.

MMBRR Marketing margin, broilers, retail weight. ¢/lb.

real
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Table 5.2 (Continued)

 

Variable

Code

MMBFR

MMHMBR

MMPKR

NFBFIMT

NFBFQT

NFVBFR

NFVHMBR

NFVPKR

PORKQT

PORKPT

RPBFR

RPBRR

RPHMBR

RPPKR

RSLFSHSH

Marketing margin, fed beef, retail weight

real

Marketing margin, commercial beef cow, retail

weight, real

Marketing margin, pork, retail weight, real

Variable Name

Non-fed beef imports, carcass weight

equivalent

Non-fed beef production, cows and bull

slaughter, dressed weight

Net farm value, choice beef, retail

weights, real

Net farm value, commercial cow, retail

weights, real

Net farm value, pork, retail weights, real

Pork production, liveweight, marketing

year, Dec.-Nov.

Pork price, 7 markets, barrows and gilts

real

Retail price, table beef (choice grade), real

Retail price, broilers, (young chicken),

4 region average, real

Retail price, hamburger beef, real

Retail price, pork, real

Ratio slaughter, fed steers and heifers

to all steers and heifers

Unit of Measure

¢/1b.

¢/lb.

cllb.

thousand tons

million lbs.

¢/lb.

¢/lb.

¢/1b.

million lbs.

S/cwt.

¢/1b.

¢/1b.

¢/1b.

¢/lb.

ratio
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feedlots. Such aggregation, therefore, is likely to result in a sub-

stantial underestimation on non-fed beef production. It was also recog-

nized that although range-fed cattle typically contribute some cuts of

table beef, fed steers and heifers contribute significantly to

processed/ground beef production directly, or by supplying fat trimmings

for mixing with lean ground beef.

Ryan (1980) reported that 23.2 percent of all steer and heifer car-

casses are of processing quality.1o Although the general order of mag-

nitude of this percentage appears to be in the correct "ballpark", the

degree of accuracy of this figure appears spurious. This percentage can

be expected to vary with changes in both input and output prices faced

by the cattle feeder, and to vary with movements in the cattle cycle,

grading changes, and with various shifts in retail meat demand.

In Appendix Table A2 is contained the derivation of the data series

of fed and non-fed beef supply and of table and hamburger beef consump-

tion used in estimation of retail beef demand in Chapter 4. In essence,

the quantity of all steer and heifer beef (federally inspected and

other) is adjusted by the ratio of slaughter of fed steers and heifers

to all steers and heifers (RSLFSHSH). [This ratio, RSLFSHSH, is equal to

11

the number of marketings of cattle on feed in 23 states (MRCF23)

 

10Using this figure, Martin (1983) estimated that over the 1961-

1979 period, fed steers and heifers contributed an annual average

of 3414.4 million pounds of lower quality beef compared with

1675.2 million pounds a year of high quality cuts produced by

non-fed steers and heifers. It is not stated if this is carcass

or retail weight. Nevertheless, the potential bias of including

all steers and heifers in the fed beef category may be only half

as great as if it were excluded. A bias occurs whether non—fed

steers and heifers are included or not into fed beef production.

However, the bias is greater when it is included.
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divided by the number of all steers and heifers slaughtered (SLSR +

SLHF). Therefore, the quantity of fed steer and heifer beef was reduced

by the ratio and non-fed beef production was augmented by the non-fed

steer and heifer beef residual. Therefore, to bring estimates of fed and

non-fed beef production provided by the original MSUAM into line with

the more complete estimates of table and hamburger beef

production/consumption in the retail demand equations, RSLFSHSH was

econometrically estimated as a behavioral equation (see function F4 in

Figure 5.5).12

A priori, the ratio of the slaughter of fed steers and heifers is

determined primarily by the prices of inputs to the fed beef production

process, i.e., mainly feed costs and feeder cattle, and the relative

prices of outputs, namely choice beef and beef cow prices. Structural

capacity of feedlots may be captured by lagged production or some other

proxy variable for capacity. Two versions of this ratio equation are

shown below in equations (5.2) and (5.3).

 

11

Data on MRCF23 (USDA, 1982a) has been discontinued and replaced

by data on marketings of cattle on feed in 13 states.

12Because of the manner in which fed beef production, FBEFQT, is

estimated in the MSUAM (i.e., slaughter weights times numbers) and

because of FBEFQT's limited involvement in other estimated equa-

tions, the adjustment achieved by this steer and heifer ratio

equation, in large part, overcomes the biasedness inherent in the

original MSUAM specifications.



321

RSLFSHSH a '418 - .075 coanprt_l - -ooa BFCALFPt_1 (5.2)

(7.35) (4-34) (6-67)

, FBEFPT .
- 102 ifiififif' + 960 RSLFSHSHt_l

(3-17) (20-08)

37m = .020 i? - .96 . ow = 2-66 ‘ 1960-82

RSLFSHSH - '276 - ~113 CORNPT - .004 BFCALFPt_1-r13(K)FSLFSHSHC_1

37a - -025 i2 = ~94 ow = 2-46 1960-82 (5.3)

In the estimated model, corn prices, CORNPT, and beef feeder calf

prices, BFCALFP, were chosen to measure input costs in the previous

period. Current corn prices would capture the short-run impact of

changing input costs, however, the long-run .impact is more closely

reflected by corn prices lagged one period.13 A positive sign is

expected on the RSLFSHSHt_1, as a reflection of the longer term growth

trend in fed beef production. The ratio of fed beef price to non-fed

beef price, lagged one period was included to reflect output prices. As

the price of choice beef rises, the profitability of fed beef production

increases, and hence the steer—heifer ratio variable can be expected to

rise. Therefore, the expected sign of this variable is positive. How-

ever, a negative sign was obtained in each formulation of this equation

 

13The coefficient on current period corn prices in equation (5.2)

is also negative although smaller in magnitude and with a smaller

t value.
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(5.2).1u For this reason, this output-price ratio variable was dropped

and equation (5.3) was used in the retail meats model. This equation

perfbrms an important role in the retail demand model. Essentially it

endogenises the substantial impact of changes in fed beef production, at

the margin, on non-fed beef production during periods of expansion and

contraction in the beef cow herd.

Following the equation fOr RSLFSHSH, six identities are estimated.

Those identities provide values for the domestic consumption, retail per

person, of each explanatory quantity variable used in the price depen-

dent retail demand equations. Although it is not shown specifically in

Figure 5.5 each of these consumption variables is solved simultaneously

in the overall simulation model. Details of the factors used to make

conversions15 of product from live to retail weight are contained in the

FORTRAN program presented in Appendix 8.

Hence table beef, hamburger beef, pork and broiler consumption are

simulated endogenously and are estimated directly from the simulation

model. Domestic consumption of red meat, DCORMRC, and of poultry meat

DCPMC, are only partially endogenously simulated in the model. In other

red meat, pork is endogenous, but veal and lamb are not, at least at the

retail level. Veal and lamb consumption are set at a constant average

level of 1973-1982. For poultry meat consumption, other chicken meat is

 

1“Simultaneity bias between fed beef prices and the steer-heifer

slaughter ratio may be partly responsible, i.e., an error in vari-

ables problem.

15These conversion factors were obtained either directly from USDA

(1979) or have been indirectly estimated from data in USDA

(1982a).
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not determined by the model and likewise it is set at the constant aver-

age level of 1973-1982. Turkey consumption is endogenously determined

by the model at the farm level, although not at the retail level in the

MSUAM. Therefore, turkey production was converted to retail weight and

to a per person basis for inclusion in the poultry meat consumption

variable, DCPMC.

The retail price dependent demand equations are central to this

retail component of the MSUAM. These estimated equations were

presented, along with test statistics, in Chapter 4. For convenience of

exposition, however, they are presented again in Table 5.3. The table

beef price equation is specified with a second degree Legendre polyno-

mial in own-quantities consumed. The hamburger price and broiler price

equations each have first degree Legendre polynomials in own-quantities

and disposable income per person. The preferred pork equation is a

traditional fixed-coefficient model: the null hypothesis of fixed param-

eter coefficients could not be rejected. Justification of the specifi-

cations and estimation of these equations is contained in Chapter 4.

The two other types of behavioral equations contained in the retail

meat demand component are the marketing margin equations for each retail

product and the by-product value equations for beef and pork. Estimated

equations for the meat market margins, the difference between the retail

price of a particular meat and its farm value, are presented in Table

5.4. These equations allow for the absolute margin via the current farm

price variables and allow for the percentage margin via the annual per-

centage change in the farm price variable. The current farm price vari-

able can be expected to have a positive sign on its coefficient as
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margins tend to adjust over time with trends in farm level prices. A

negative sign is expected on the change in the current farm price, since

short-run increases in farm prices tend to decrease the margin, reflect—

ing the hypothesis of price leveling or smoothing practiced by

retailers. Lagged margin is included to reflect the longer term growth

trend in the real cost of providing retailing and wholesaling services

and to reflect the upward trend in value added in these services; hence

a positive sign is expected. Some studies use real wage rates to cap-

ture this variation in margins, however, lagged margins would appear to

have greater dynamic content and are therefore preferred.

Two conflicting hypotheses may be proposed fbr the coefficient sign

on throughput, as an explanator of margins. One hypothesis is that mar-

gins decrease with increasing throughput as overheads are spread

(Reeves, 1979). This is the cost-side explanation. Alternatively,

increases in throughput are associated with demand-pull pressures. As

demand strengthened, more livestock are slaughtered (following the ini-

tial stock retention phase), and margins widen in response to increased

profitability in the subsector. Therefore, a positive relationship

exists between throughput and margins. Some cost gains are achieved

with greater throughput, however, the stronger influence toward widening

margins is the increased throughput being drawn into slaughter plants.

In the non-fed beef margin equation, throughput was not included. It

has a positive sign but was not significantly different to zero. In

slaughter plants, both economies of size and the throughput related

variation in margins is more likely to be related to their primary func-

tion of fed beef slaughter. In many respects non-fed beef slaughter

will more likely fill a residual role in slaughter plants.
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The above hypothesized pattern of signs on regression coefficients

is revealed in each of the estimated equations, except for broilers.

The broiler subsector, unlike the beef and pork subsectors, is very

highly coordinated and concentrated. Moreover, price levelling is not

expected to be important in such an industrialized subsector where the

same participants often control production, distribution and marketing

(Reimund, Martin and Moore, 1981). Therefore, a positive sign on prices

and changes in prices of broilers would reflect the ability of

producerawholesalers to influence their 'profit margin' positively with

own-prices. Throughout in this equation reflects the increasing

economies of size experienced in this subsector over time.

By-product value equations were estimated for beef and pork to pro-

vide the transmission between farm and retail prices. In years of

strong product demand by-product value is a more important component, in

absolute terms, of the total livestock carcass. By-products are, there-

fore, estimated as a fUnction of current and past retail prices and the

CPI. The same by-product value equation was used for fed and non-fed

beef prices. The estimated equations for beef, BPVBFR, and pork,

BPVPKR, are presented below in equations (5.“) and (5.5).

BPVBFR - -4-931 + -l98 RPBFR - -080 RpBFRt_l--465 CPI (5.4)

(1986) (6‘70) (2-58) (1-70)

8/m - '118 i2 - '68 0w - 1-65 1960—82

BPVPKR + .200 + ~079 RPPKR - .024 RPPKRt_l - -517 CPI (5.5)

(~20) (5-36) (1-65) (3-39)

81m - -139 i2 - ~68 on a 1.56 1960-82
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To complete the integration of the U.S. retail meat demand model

with the farm level components of the MSUAM, price transmission identi—

ties were required for each of the four retail products. Hence, farm

product price is equal to the retail price less the marketing margin

plus the by—product value (in the case of beef and pork) divided by a

factor for converting retail weight equivalents to farm product

equivalents (except for broilers which is already on a ready-to-cook

basis).

5.4 Projections of Key Exogenous Variables

Simulations of economic and policy scenarios regarding the lives-

tock subsector in the U.S. are dependent upon the assumption underlying

projections of certain key exogenous variables. In this section the

future trajectories of these variables in the model are given. Assump-

tions made about these key variables are drawn from those made in Michi-

gan State University's 1983 Spring Report on the long-term forecast of

U.S. and world agriculture (MSU, 1983). Details of these assumptions

and the source of the projections are not repeated here. Nevertheless,

some aspects of these projections are given.

Table 5.5 contains actual and projected values of U.S. population,

inflation, interest rates and real disposable income per person. The

forecast on inflation reflects the low inflationary growth expected over

the next few years. Inflation is expected to increase gradually from

5.5 percent to 7.0 percent for the 1986-1991 period. Steady real

disposable income growth is assumed over the medium-term.
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International income growth assumptions are presented in Table 5.6

for the major grain exporting and importing countries or regions.

Growth is expected until 1987 when long-term growth rates are assumed to

be achieved. The lower near-term growth rate is to reflect a slow

recovery from the current recession. Medium population estimates based

upon fertility rates, mortality rates, and immigration patterns affect a

gradually declining population growth rate throughout the world (Table

5.7).

The 1983 base yields and growth rates are reported in Table 5.8.

Yield assumptions are obtained from historical trends, USDA projections

and from observations by agents in the field. The 1983 base yields are

the trend value for 1983. Expected yields for 1983 are substantially

higher for the U.S. due to the PIK program. Yields are also expected to

be higher in Australia following the recovery from a drought in that

country. Except for the U.S., total cropland used for wheat and coarse

grain production is exogenously determined in the world component of the

MSUAM (Table 5.9). Growth rates in the cropland base are based on his-

torical trends and authoritative opinion.16

5.5 Validation of Model

Validation of the MSUAM has been conducted elsewhere and will not

be repeated here.17 In this section model validation willifocus on the

 

16Further explanation on the nature of these and other general as-

sumptions in simulations of the MSUAM, especially in the grains

component, see Schmitz, McCalla, Mitchell and Carter (1981, pp.

229-238).

1
7See wailes (1983), Schmitz, McCalla, Mitchell and Carter (1981,

PP. 227-229), and various MSU Agricultural Model QUarterly Reports.
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Table 5.6

International Income Growth Assumptions: 1975-1991

fZfiEaT’GrowthrRatesa

R9910" 1975-81 1982 1983-84 1985-86 1987-91

% per year

Canada 3.60 -1.75 1.55 3.25 3.70

Austra1ia 2.80 3.00 2.82 3.25 3.70

Argentina 2.80 ~4.50 1.80 2.50 4.00

Brazil 7.90 0 .70 4.00 5.00

Soviet Bloc 2.80 3.00 3.00 3.00 3.00

Developed Markets 3.90 1.50 2.76 2.90 3.15

Less Developed Markets 5.30 1.60 3.63 4.20 5.00 .

Mainland China 3.08 3.50 3.25 3.00 3.00

Source: MSU (1983, p. 142)

aIndex of GNP, 1970-100.

Table 5.7

P0pulation Estimates for 1982 with

Projected Growth Rates for 1983-1991

to... 11.27%. fi'i'él‘?

United States 229.80 .96

Canada 24.60 1.33

Australia 14.80 1.08

Argentina 27.70 1.08

Brazil 135.00 2.19

Soviet Bloc 382.20 .71

Developed Markets 532.00 .50

Less Developed Marketsa 2340.00 1.93

 

Source: M50 (1983, p. 143)

aIncludes Brazil.
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Table 5.8

wheat, Coarse Grains, and Soybean

Yield Assumptions: 1983-1991

 

 

T983—Base Eusllél s/Acre.

Commodity Region Yieldsa Growth/Year

wheat

United States 38.00 (34.80) .60

Canada 29.25 .45

Australia 19.65 .15

Argentina 25.60 .30

Soviet Bloc 28.72 .32

Developed Markets 54.99 1.19

Less Developed Markets 21.85 .45

Coarse Grainsa

United States

Corn 118.00 105.35) 2.35

Oats 55.40 54.60 .40

Barley 49.30 49.80 .80

Sorghum 60.30 59.40) .90

Canada 45.18 .88

Australia 21.90 .20

Argentina 49.92 1.32

Soviet Bloc 32.38 .48

Developed Markets 58.04 1.04

Less Developed Markets 19.57 .27

Soybeans

United States 32.50 (31.10) .30

Brazil 26.20 .30

 

Source: MSU (1983. p. 144).

aCoarse grain yields are based on a 56 pound bushel.

b1983 base yields are trend yields, not expected yields,.except for

the U.S. Base yields for the U.S. are expected to be higher due to the PIK

program. U.S. trend yields are in brackets.
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Table: 5.9

 

 

 

of wheat and Coarse Grains: 1975-1991

'Less

De- De-

veloped veloped

Uniteda Aus- Argen- Soviet Mar- Mar-

Year States Canada tralia tina Bloc kets kets

moo”) --------------million harvested hectares---------------- .

1975 261 17.3 12.5 11.2 146.2 47.8 155.5

1976 271 19.0 12.9 13.0 146.2 48.0 162.0

1977 277 18.0 14.3 9.8 148.0 46.8 159.0

1978 267 17.8 14.9 10.8 147.0 47.5 160.0

1979 275 17.0 15.3 9.4 144.0 48.2 162.0

1980 287 19.0 15.8 11.4 145.0 48.2 163.0

1981 296 20.5 16.2 11.1 145.0 48.2 165.0

1982 296 20.6 16.6 11.2 143.0 48.2 166.0

1983 272 21.4 17.0 11.3 144.0 48.2 168.0

1984 265 21.0 17.3 11.4 145.0 48.2 170.0

1985 277 21.1 17.6 11.5 145.0 48.2 172.0

1986 282 21.2 17.9 11.5 146.0 48.2 173.0

1987 288 21.3 18.2 11.6 147.0 48.2 175.0

1988 290 21.4 18.5 11.7 147.0 48.2 177.0

1989 293 21.5 18.9 11.8 148.0 48.2 178.0

1990 295 21.6 19.3 11.9 149.0 48.2 180.0

1991 299 21.7 19.8 12.0 150.0 48.2 182.0

Source: MSU (1983, p. 145).

aIncludes soybean and cotton area.

bmillion planted acres
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retail meat demand component and on farm livestock product prices which

are estimated by the retail model.

Table 5.10 compares the predictive accuracy of (a) the individual

equations when simulated as single regression models, (0) a dynamic

simulation of the model when actual lagged endogenous variables are

used, and (c) a dynamic simulation of the model when lagged endogenous

variables are produced by the model. These dynamic model results are

generated by the full simulation model when all equations are allowed to

interact, in contrast to (a) above when equation performance is viewed

in isolation.

The criteria of perfbrmance used in validation of the model are

Thiel's inequality U-coefficient and the root mean squared percentage

error. The U-coefficient takes values such that 0 5_ U 5_ 1, where a

value of zero implies a perfect forecast and a value of one implies a

complete lack of relationship between the predicted and actual values.18

Coefficients presented in Table 5.10 for each model indicate that the

equations may be used to project changes with a reasonable degree of

confidence. The root mean square error percentage is the root mean

 

1

8The coefficient is calculated from the formula

 

 

 

2 2 2

U = 20>i - A1) 2(Ai) + 2(P1)

n n n

where Pi = projected value, A1 = actual value, and n = number of obser-

vations.
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Table 5.10

Model Validation: Thiel's U and Root Mean Squared

Error as a Percengage of the Mean: 1975-1982

 

 

 

 

‘Ifidividua1"Eouatlons ‘Dynamic Model

Act. La oed Endo . Pred. La ed Endog.

Thiells TGEEV Tfilel's RM§7 lfiiel's RM57

U Mgan U Mean U Error

RSLFSHSM .0125 .00 .0157 .03 .0111 .00

DCFBFRC .0036 .14 .0284 8.33 .0207 .91

DCNFBFRC .0110 .63 .0292 4.33 .0179 .04

DCPKRC .0117 .52 .0230 6.29 .0190 4.69

DCBRC .0131 .00 .0131 .00 .0131 .00

RPBFRC .0248 .00 .0550 1.38 .0536 1.10

MMBFR .0231 .99 .0364 .04 .0231 1.61

BPVBFR .0591 .25 .1634 .11 .0146 .51

RPHMBR .0361 .03 .0648 -4.17 .0636 2.93

MMHMBR .0437 2.04 .0750 1.42 .0757 .05

RPPKR .0194 .04 .0431 9.48 .0402 7.21

MMPKR .0210 1.34 .0189 1.14 .0139 .20

BPVPK .0536 .43 .0847 3.54 .0808 2.33

RPBRR .0204 .06 .0545 1.10 .0529 .72

MMBRR .0191 .30 .0475 5.15 .0431 1.04

CORNPT .0510 .48 .0991 2.20 .0918 1.79

PORKPT .0108 .02 .0708 17.02 .0614 10.30

FBEFPT .0017 .00 .1091 .83 .0955 3.95

BFCONP .0000 .00 .1258 2.20 .1251 2.67

CHIKPT .0000 .00 .0699 8.06 .0715 6.91
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square error divided by the mean of the actual values over the period,

expressed as a percentage. This measures how well the model equations,

on average, are tracking historical values. The results of greatest

interest in Table- 5.10 are those of the dynamic model simulations.

Except fer the farm price of pork, all variables display a percentage

error of less than 10 percent, with most variables having a percentage

error much less than five percent. Surprisingly, the model using

predicted lagged endogenous variables perfbrmed better f0r most vari-

ables than the model using actual lagged endogenous variables. In later

simulations, however, i.e., beyond the historical period, actual lagged

endogenous variables are used while they exist.

Validation was conducted over the relatively recent historical

period, 1975-82 because of the importance of a model's ability to track

the most recent years of history. Overall, the ’model perfbrmed well

with respect to their criteria, especially given the market volatility

of these years and the fact that most of these behavioral equations were

estimated using data over the 1950-82 period. The model can be expected

to provide a reasonable representation of the behavior of retail meet

demand for use in policy analysis.

Of course, model testing is not complete with dynamic within-sample

simulation and the calculation of certain performance criteria, above.

At this point a model is only conditionally accepted. The model must

also perform satisfactorily and coherently with respect to impacts of

specific changes in key exogenous (and endogenous) variables. That is,



337

variable responses to such impacts must have coherence and correspon-

dence with reality. This sensitivity analysis is conducted in the fol-

lowing section.

5.6 Base Level Projections of Endogenous Variables:

Abtual and Simulated Results
 

In Figure 5.6, simulated values for key endogenous variables in the

MSUAM are shown for the period 1975-91, along with actual values from

1975 to 1982. The projections are conditional upon several assumptions

regarding the nature of future changes in population, income, crop

yields and other key factors. Also, this simulation represents the base

model run f0r what is considered a most likely scenario of future market

conditions. Results from the base model take into account the 1983

Payment-In-Kind (PIK) program for wheat and corn in the 0.8.19 Hence,

the base model reflects a relatively weak grain market, especially for

corn, with low prices and high yields. The impact of the coarse grains

market on the livestock subsector will be discussed below.

In general the behavior of the model was satisfactory. Simulated

values of the ratio of slaughtered fed steers and heifers to all steers

and heifers slaughtered, tracked closely the actual series of data from

1975 to 1982. The behavior of simulated values of fed beef production

also approximated actual values reasonably well. Note that beef cow

numbers, non-fed beef, pork and broiler production have been exogenized

 

19An analysis of this program using the MSUAM is contained in

Ferris et al., (1983).
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Figure 5.6 (continued)
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20 Nevertheless, the projected values overover the historical period.

1983-91 are endogenously determined by the dynamic interaction among all

equations in the model.

The simulated series of farm product prices tracked reasonably well

over the historical period, although there were some problems with

underestimation of fed beef price in 1976 and overestimation in the last

two years of this period for fed and non-fed beef prices. Most of the

overestimation problems have been carried over from a similar overesti-

mation in retail beef prices, table beef and hamburger beef. The likely

cause of these problems is the estimated relationships for farm product

quantities, namely, fed and non-fed beef production, which as evidenced

in fed beef production, is also overestimated in the late years of the

historical period.21 Otherwise the tracking and direction of simulated

values of retail prices are reasonable.

As noted earlier, results of non-fed beef imports presented in

simulations represent the estimated adjusted base quota level of beef

imports under the countercyclical formula. The assumptions underlying

the use of this level to represent U.S. beef imports are (a) that the

elasticity of the supply of beef exports is completely elastic, and (b)

that the level of U.S. beef imports will continue to follow historical

levels of actual imports which have fallen between adjusted base quota

 

20In large models of this type it has sometimes been necessary to

exogenize equations during the historical period in order to

achieve satisfactory model convergence. Convergence is achieved

when the change between iterations is less than .1 percent.

21This would indicate a need fbr some re-estimation and respecifi-

cation of these weaker parts of the original model.
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and the 10 percent higher trigger level (Table 5.1). Hence, model esti-

mates of non-fed beef imports are more representative of long-term

import levels. An analysis of the sensitivity of this assumption is

presented later.

The estimated retail prices determine to a large degree the level

of farm prices and therefore a similarity in the behavior of these two

price series emerges. Simulated retail prices track quite closely

actual values with exceptions in some years. As with farm prices, there

is an overestimation in the last two years of the historical series.

Simulations of retail consumption per person represent a close approxi-

mation to actual observations, especially in the case of hamburger beef,

pork and broiler consumption.

For the projection period to 1991, the results indicate a continued

decline in beef cow numbers to 198“ and thereafter an increasing trend

in numbers peaking at 50 million in 1989. After this year the down

phase of the cycle is evident. Because of the derivation of fed-beef

production specified in the MSUAM, fed beef production fellows a similar

cyclical path. Non-fed beef production is also determined by cow

numbers, although it more directly responds to changes in the prices of

corn, feeder calves and hay.

Growth in fed beef production and the increased supplies of beef

available for consumption depress retail beef prices and cause a subse-

quent decline in the farm price of fed beef. With this decline in fed

beef prices the ratio of the slaughter of fed steers and heifers and all

steers and heifers slaughtered declines until 1988 and thereafter

increases. Projected beef imports follow a cyclical pattern at levels
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generally below the historical period. This is because beef cow numbers

and overall beef production are rising for much of the projection

period. Therefore, according to the countercyclical formula for beef

imports and the rising phase in the U.S. beef cattle cycle, the adjusted

base quota is relatively low until 1990. If the recent past levels of

actual exports of beef to the U.S. are continued, then this suggests

that for most of the 1980s, either voluntary restraint agreements (VRA)

are likely to be imposed on countries exporting beef to the U.S. or more

restrictively, the quota levels will be applied. 0n the other hand, if

available supplies of beef from exporting countries are low, as

predicted by Harris and Dewbre (1983), then U.S. quotas levels may not

be prohibitive. Beef import quotas turn upwards after 1988 as U.S.

beef cow production and total beef production turn downwards.

Projected retail prices of table beef reveal considerable fluctua-

tion over the 1980s, reaching 95 cents (1967 dollars) per pound in 1991.

This compares with 84 cents per pound in 1982. Retail prices of pork

and broilers are projected to rise above historical levels to the seem-

ingly overestimated level for pork of 99 cents per pound and an cents

per pound for broilers in 1991. .These rising real levels of retail

broiler prices represents a significant turn around in the historical

decline in real broiler prices.- This would indicate a declining com-

parative advantage of broilers over beef at the retail level. The loss

in advantage is illustrated by the levelling of retail broiler consump-

tion per person and the steady upward trend in table and hamburger beef

consumption. Retail pork consumption, by contrast, is projected to

oscillate around the 1982 level. Overall, the interactive response
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among endogenous variables seems plausible and consistent with a priori

expectations.

5.7 Sensitivity Analyses

A further test of the coherence (logic) of an economic simulation

model may be made by conducting sensitivity analyses on certain key

variables. Two analyses of particular interest are (a) the effect of a

short livestock feed supply caused by a one—period reduction of 20 per-

cent in feed grain and soybean yields, and (b) the impact of a one-

period increase in non-fed beef imports22 of 700 million pounds and a

permanent increase in imports of 400 million pounds. These simulations,

examined below, are compared with the results of the base level simula-

tion.

5.7.1 impact of a Short Livestock Feed Supply

In terms of the livestock feed markets in 1983, the base level

simulation reflects the planted acreage and yield expected to arise

under the newly instigated PIK program. Strong participation in the

program reduced planted acres and increased average yields, since pro-

ducers nominated, under the program, their lowest yielding land. A

reduction of total grain supplies is expected to follow. Hence, the

program will strengthen grain prices, for example, from .882 dollars to

1.008 dollars per bushel for corn between 1982 and 1983. Soybean prices

will indirectly benefit from this strengthening of grain prices. ' How-

 

22All beef imports are assumed to be of non-fed beef.
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ever, the PIK program is anticipated to maintain prices and reduce some-

what the grain surpluses rather than to cause a tight grain market and

high grain prices. Besides farmer participation in the scheme, weather

conditions remain an important factor in determining the final level of

prices and the condition of the feed market.

Livestock producers have benefitted from the surplus condition of

the feedgrains and soybean markets. Because of low feed costs, lives-

tock producers have been shielded from the full ramifications of low

real prices and a soft demand fbr their livestock products. To some

extent the PIX program has reduced this shield. Nonetheless, grain

markets still could not be characterized as tight while U.S. stocks of

wheat and feedgrains remain at relatively high levels, historically (MSU

1983. pp. 147-148). Certainly a tight market would result if the

effects of PIK were compounded by drought conditions in major feedgrain

and soybean producing areas in the U.S. or by major U.S. grain trades

internationally.

To simulate such a tight livestock feed market, U.S. yields of soy-

beans, sorghum and corn were reduced to around the levels of 1980, a

year of excess demand for livestock feeds.23 Base model yields in 1983

were reduced from 32.5 bushels per acre to 27.0 bushels per acre for

soybeans, 60.3 to 47.0 bushels per acre for sorghum and from 118.0 to

94.9 bushels per acre for corn. This represents about a 20 percent

reduction in overall yields. The effect of these yield reductions when

simulated in the model was to increase corn prices from 1.01 to 1.14

 

23These three livestock feeds comprise the large bulk of livestock

feeds.
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dollars a bushel (13 percent), and to increase soymeal prices from 3.86

to 6.03 dollars per bushel (56 percent) in 1983. Wheat prices also

rose, due to indirect effects, from 1.36 to 1.39 dollars per bushel (2.2

percent). The 1983 drought in the major grain and soybean producting

areas of the U.S. was fbrecast by observers at the time of writing to

reduce yields by almost double the yield reduction simulated in this

analysis. Nevertheless, the nature of the impact of this drought should

be clear from the scenario presented here.

Table 5.11 and Figure 5.7 present the short and long-run effects of

these yield reductions on key farm and retail level variables. Because

of the lagged specifications in many of the estimated equations often no

immediate impact is felt. In this discussion, the immediate impact

refers to 1983, the year the change was made; the short-run impact

relates to 1984 and the long:run impact occurs in 1991.2”

The short-run impact at the farm level of an overall 20 percent

reduction in soybean and feedgrain yields is to increase the price of

soybean and feedgrains in both the short and longer terms. This reduces

the short-run production of fed beefzs, pork and broilers, each of which

relies on livestock feeds. Non-fed beef production, by contrast, being

predominantly pasture and range fed, does not depend on grain-based

livestock feeds. Hence, the higher feed costs cause a shift of beef

production from feedlot produced beef towards range fed beef.

 

24

This is not a total multiplier although one could easily be cal-

culated.

25

Because fed beef production is specified to change primarily in

response to beef and dairy cattle numbers short-term responses are

reduced.
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Associated with this shift is a decline in the proportion of fed steers

and heifers slaughtered. Beef cow numbers decline in response to two

factors. First, since fed beef production is the driving factor in pro-

fitability in the U.S. beef cattle industry, beef cows are slaughtered

and total numbers decline. Second, with the shift towards non-fed beef

production, which increases in the short and longer runs, more cows are

slaughtered. This increased beef cow slaughter brings about a reduc-

tion, albeit small, in the short-run level of U.S. beef imports. Since

the reduction in feed grains and soybean yields is a one-period impact,

this reduction occurs only in the short run.

An expected result of reduced soybean and feedgrain yields is a

reduction in U.S. net exports of feed grains. The immediate impact is a

4.6 percent reduction in feedgrain exports. In the. next period the

reduction rises to 7.9 percent and then returns over the longer term to

the base model levels.

The effect of these yield changes on retail consumption and prices

is also shown in Table 5.11. The 20 percent decline in yields in the

first period causes no immediate impact since farm production, and hence

retail consumption, is predetermined with respect to retail prices. The

short-run impact in the second period, however, is a 1.3 percent fall in

retail consumption of table beef per person.I Pork and broiler consump-

tion also fall, by 4.2 percent and 2.4 percent, respectively. By con-

trast, hamburger beef consumption rises by5.8 percent in 1984. The

impact on table beef consumption is greater in subsequent periods, ris-

ing by 2-9 percent over 1985-91.
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Retail prices rise fbr each product. Table beef prices increase by

1.2 percent in 1984, compared to less than one percent for hamburger

beef, 5-7 percent for pork and 5.6 percent for broilers. Interestingly,

the increased supply availability of hamburger beef per person might at

first be thought to decrease its retail price. However, the reduced

supplies of competing livestock products result in a net rise in ham-

burger prices. At the farm level, estimates in Table 5.11 indicate that

a 20 percent reduction in soybean, sorghum and corn yields results in a

1.7 percent increase in fed beef prices, and a 1.6 percent increase in

non-fed beef prices. Pork and broiler prices rise by 10.5 percent and

7.4 percent respectively in the short run. the that, as expected, the

price responsiveness of fed beef is greater than non-fed beef, and the

responsiveness of farm prices is greater than retail prices. Over the

longer term, at both farm and retail levels, production adjusts to these

price increases to bring about market adjusting price declines.

5.7.2 Effect of Changes in U.S. Beef Imports

Several simulations were conducted to assess the effects of changes

in U.S. beef imports. In the first simulation, beef imports were

increased by 700 million pounds in one period, thereafter reverting back

to the level of the adjusted base quota on imports. The choice of this

increase of nearly 50 percent of base level imports and of almost 20

percent of base level non-fed beef production was not purely arbitrary.

This scenario is illustrative of the effects of a substantial relaxation

of the beef import quota in one year. It also allows for comparison

with other studies using similar levels of change. Results of these
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effects on farm and retail prices and quantities are examined relative

to the base model and are presented in Table 5.12.

The immediate impact of an increase in imports on the U.S. beef

subsector is the lower farm prices for livestock and feedgrains. In the

short run, non-fed beef production increases as female stock are

slaughtered. The lower prices of fed beef, pork and broilers cause a

decrease in production. After several periods non-fed beef production

returns to the base level and the differences in prices become less

apparent. Over the longer term, the aberrations, caused by the one-shot

increase in imports, dampen and farm prices and quantities return more

or less to the base model levels. Note the decrease in beef imports to

levels below the base quantities following the initial impact of aug-

mented imports.

A significantly greater impact is evident at the retail level.

Overall, however, given the nearly 50 percent increase in the 1983 U.S.

adjusted beef import quota the impact is relatively small. The increase

represents approximately 40 percent of actual beef imports in 1982. In

Table 5.13, a comparison is made of the effect on farm and retail prices

of this 700 million pound increase in one year with a 400 million pound

increase either as a once-and-for-all increase or as a permanent

increase over the whole projections period, 1983-91.

An immediate impact of the 700 million pound increase in beef

imports is to decrease table beef prices by 4.6 percent and fed beef

prices by 7.3 percent. For the same increase in the level of imports,

Freebairn and Raussar (1975, p. 687) obtained smaller decreases of 3.0

percent and 5.5 percent in respective prices. This seems consistent
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Table 5.l3

Effect of a One-Period and a

Permanent Increase in U.S. Beef Imports

 

  

 

One-Period Increase Permanent Increase of

in U.S. Beef 400 Million Pounds

Imports (mill. lbs.)__ in U.S. Beef Imports

Base 700 400 Long-Term

a Level Immediate Maximum Response

Response Variables 1983 Impact 1983 Response 1991

---Change from Base Levels------------

Retail Prices (¢/lb.) b

Table beef 94.5 -4.3 -2.5 2.7 (l -l.0

Hamburger beef 68.0 -2.6 -l.5 2.0 l - .9

Pork 7l.l - .7 - .4 -.6 (8 - .6

Broilers 3l.6 - .9 - .5 — .6 (l) - .4

Farm Prices ($/cwt.)

Fed beef 28.7 -2.l -l.2 -l.2 (0) - .6

Non-fed beef 23.3 -l.l - .7 - .7 (0) - .4

Pork 24.9 - .4 - .2 - .3 :8; - .3

Broilers 13.1 - .6 - .3 - .4 0 - .3

Corn Prices (Slbu.) l.0l - .01 0 - .02 (4) - .0l

u. 5. Beef Imports “1”“) l453 ° 700 400 417 (4) 354C

65

U. 5. Net Exports feed 60.3 - .l - .l - .5 (5) - .3

Grains (mill. tons)

 

aReal prices are in 1967 dollars.

bThe number in parenthesis is the delay of the maximum response in years.

cMinimum response to 400 million pounds permanent increase.
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with this study's results since in their study, the 700 million pound

increase was only 35 percent of actual imports. However, a significant

departure of the results of this study from their results is in the

effect on non-fed beef prices. In the present study the estimated

decrease in hamburger beef prices is 3.8 percent and for non-fed beef

prices the decrease is 4.7 percent. Not only are these responses sub-

stantially lower than their estimates of 5.2 percent and 13.1 percent,

respectively, but the impact on non—fed prices is less than on fed beef

prices. An economic explanation of this result is that beef imports are

more closely substitutable with fed beef than they are with non-fed

beef. However, neither the available evidence nor the model specifica-

tion support this conclusion.

In subsequent periods, however, the results from both a one-period

impact and a permanent increase show a larger effect on hamburger beef

prices than on table beef prices. This suggests a more likely explana-

tion for this departure. That is, the long-run specification of fed

beef production, which responds primarily to changes in cattle inven-

tories, causes an apparent underestimation of fed beef production and

hence an overestimation on the short-run price response. This in turn

would cause an underestimation in the hamburger beef price response.

The immediate effect of this one-shot increase of beef imports on

retail and farm prices of pork and broilers is smaller than fer beef

products. There is a high degree of compatibility between the percen-

tage changes of these estimates and those obtained by Freebairn and

Raussar (1975, p. 687). The effect at the retail level was a decrease

in pork prices of less than one percent, and a 2.8 percent decrease in
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broiler prices. At the farm level, the immediate impact is larger; pork

prices fell by 1.6 percent and broiler prices fell by 4.6 percent. This

result reflects a greater degree of substitution between hamburger/non-

fed beef and broilers than between hamburger/non-fed beef and pork.

Also presented in Table 5.13 are the results of a one-period

increase of 400 million pounds in U.S. non-fed beef imports. As

expected the immediate impact is a little over half that described in

the previous analysis. However, a 400 million pound or 28 percent

increase in the 1983 quota level is a more realistic level to examine in

terms of a permanent increase in beef imports.26 As expected, the major

impact is in the first or second periods. Also as expected, a permanent

increase in beef imports gives a decrease in farm and retail prices in

the long run. Nevertheless, changes in non-fed beef imports have a

small long-run effect on retail and farm prices of meat products. As in

other studies, this is due to the long-run response of domestic beef

supply to price (Arzac and Wilkinson, 1979. p. 305).

5.8 Economic and Policy Simulation Analysis

In this section, results of specific economic and policy simula-

tions are presented. These simulations illustrate the fellowing direct

impacts on retail demands for meats: (a) a sustained increase in demand

for individual meats; (b) a sustained increase in real disposable

incomes; (c) an analysis of time-varying parameter changes in demand;

(d) a proposed reduction of the dairy cow herd to bring in to balance

 

26See Appendix Table A3 for the results of a 10 percent increase

in each year.
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demand and supply in the dairy market; and (e) changing economic growth

in major grain importing regions in the world.

5.8.1 Sustained Increase in Retail Meat Demand

A sustained increase of 10 percent in demand for each retail meat

was simulated (Table 5.14). This increase represents a continuous

shifting out of the demand curve over the projection period and reflects

various scenarios of these retail products. In the case of table beef

such a continuous increase in demand may be due to one or a combination

of potential factors. These include a favorable shift in tastes and

preferences towards table cuts of beef; the steady shift of the 'baby

boom' group into older age cohorts, traditionally characterized as heavy

consumers of table beef (steaks, roasts); or a successful advertising

campaign aimed at increasing demand for table beef.

The sustained growth in demand for hamburger beef may also reflect

a steady shift in tastes and preferences toward leaner meat or the

effect of meat grade changes and changes in product specifications which

more accurately reflect, at reasonable prices, the qualities of leaness

and taste desired by consumers. Similar factors may also explain such

shifts in pork and broilers. In the case of broilers, however, the

individual growth in demand may follow from a continued preference for

white meat and the alleged health factors associated with its consump-

tion.

The initial impact of an increase in the demand fcr each product is

an increase in farm and retail prices, since quantities are predeter-

mined in the current period. The associated immediate rise in prices of
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competing products following the increase in table beef demand is caused

by a series of effects at the farm level. The rise in fed beef prices

increases the corn price and feeder calf price which subsequently dam-

pens fed beef slaughter and supplies available for consumption. with

lower quantities available, retail prices of competing products rise

temporarily. The following short-run response is a decline in competing

product prices. Beef imports rise in the initial period following an

increase in demand for table beef. This rise is associated with an

inventory build-up in response to higher fed beef prices. In later

years the sustained increase in table beef demand appears to have a

negative influence on the level of beef imports. It is the rising beef

cow inventory and the associated rise in the supply of cow beef which,

according to the countercyclical formula, reduces the level of non-fed

beef imports. Also, the increasing quantities of fed steer and heifer

beef increases the supply of processing quality beef obtained from the

lower quality cuts from these carcasses (Martin 1983. p. 6).

Note also that the corn price increases and U.S. net exports of

feedgrains decrease when the level of demand increases for high grain

consuming livestock products. As expected, the opposite effect occurs

when hamburger beef demand increases.

5.8.2 Sustained Increase in Real Disposable Income Per Person

Real income growth projections contained in this model reflect the

recent turnaround and expected growth in the U.S. economy. However,

these base model rates of growth in real disposable income per person

were increased by two percent in each year. As expected, this increase
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has a substantial positive effect on retail and farm prices for meats,

the percentage increase more or less reflecting the income responsive-

ness among meat categories. The impact was greater in later periods.

U.S. corn prices responded in an upward direction while U.S. net

exports of feedgrains declined in each period. With rising beef demand

beef cow numbers increase as producers hold breeding stock from

slaughter in expectation of greater returns in the future. As a result,

beef production, especially non-fed beef production decline in the

short-run. This reduction in non-fed beef production, and indeed total

beef production impacts directly on the countercyclical formula for U.S.

beef imports and augments the level of beef imports permitted under the

quota. Over the long term, as producers begin to release cattle for

slaughter, both fed and non-fed beef production increases. The latter

increases both from the non-fed steer portion of the herd and from cull

cows and bulls. In turn, cow beef and total beef production increase

and hence imports are reduced.

5.8.3 Structural Changes in Demand Parameters

In the previous Chapter 4, estimates derived from time-varying

parameter models indicated considerable variation in the flexibilities

of retail demand fer meat. Following from this result, three broad

developments may be identified fbr fUrther investigation.

First, over the past several years own-quantity flexibilities of

all beef, and in particular, table beef, were shown to rise. This rise

indicates a weakening of demand for table beef. That is, relatively

large price adjustments in the market price are required to clear the
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market in response to small changes in quantities supplied. This recent

trend has been explained in other studies by the negative quality

changes which have led to a substitution of poultry meat for red meats.

Second, among red meats, hamburger beef, because of its attributes of

leaness and convenience in preparation, has been noted both in earlier

discussion and in other studies, to have achieved greater preference

among many consumers. Hence, hamburger beef appears to have become a

stronger substitute for table beef. Third, income flexibilities for

both table beef and hamburger beef, although rising steadily since 1979,

have shown a relative decline since 1977. This down trend may suggest a

decrease in the long-term growth rate of the U.S. beef industry.

These three scenarios, of certainly many possible ones, are

presented below. The choice of these simulations was based primarily on

the desire to investigate the effect on the U.S. beef subsector of a

continuation of recent trends and development in the structure of retail

meat demand.

(a) Continuous Increase in Own-Quantity_Slope Coefficients

The prime objective of increasing the slope of the table beef

demand relationship, i.e., making it steeper, was to investigate the

effect of increasing the own-quantity flexibility for table beef on the

beef subsector (Table 5.15 and Figure 5.8). This represents a continua-

tion of recent trends. The coefficient for table beef quantity was

increased linearly by one percent such that the original coefficient, ,

becomes .01 T for time, T = 1, 2,...,9, over the projection period 1983

to 1991.
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The simulated results agree with a priori expectations. The con-

tinuous time-varying increase in the own-quantity coefficient increase

the effect of a given quantity of table beef on the table beef price,

decreasing the retail price in each period. The immediate impact of

this one percent structural change is a .9 percent decrease in table

beef price. In the short run, i.e., the next period, the higher rela-

tive prices of substitute products brings further increases in supply

availability of those products, causing downward pressure on all other

retail and farm level prices. The effect of this structural change is

greater at the farm level. Lower fed beef prices result in reduced

feeder calf and corn prices. Beef cow numbers are reduced in response

to both the declining profitability of cattle production and the

increased slaughter of breeding stock. As a result non-fed beef produc-

- tion is increased and U.S. beef imports reduced.

In the longer run with the continued run-down of the beef cow herd,

non-fed beef production decreases. With fed and non-fed beef production

falling below base model levels U.S. beef imports would be expected to

increase. Somewhat surprisingly, however, imports continue below base

levels. A likely explanation, given the components of the countercycli-

cal formula in equation (5.1), is that the three-year moving average of

production is falling faster than the ratio of the five-year to two-year

moving averages for per person domestic cow-beef production is increas-

ing. This apparent disfunction of the countercyclical formula was

reported in another analysis (Simpson, 1982). In this analysis an oppo-

site case was observed, where the trigger level, and hence the adjusted

base quota level continued to increase even though production was
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increasing. This being so, the beef import formula appears to be inef-

fectual in achieving its purported countercyclical function.

(b) Continuous Decrease in Income Slope Coefficients

Using the same method, the coefficient of disposable income per

person was allowed to decrease linearly over the projection period.

Separate experiments were conducted for table beef and hamburger beef

with the decrease being one percent in each case (Table 5.16). Since

the result of this structural change is to increase prices for the given

changes in income the overall effect is to cause decreasing income flex-

ibilities over time. This declining income responsiveness of consumers

operating at the market level implies a declining long-term growth in

demand for the particular product in question.

In the case of table beef, for example, the immediate impact of. a

continuous decline in income responsiveness of one percent annually, is

to reduce retail prices by 1-2 percent and farm prices by 1.7 percent.

This percentage decline increases over time. As in the previous experi-

ment of coefficient change, the decline in profitability of fed beef

production leads to a steady reduction in beef cow numbers, an increase

in non-fed beef production and to an associated decline in non-fed beef

imports.

(c) Continuous Increase in Substitution Effects

Evidence presented here and in other studies indicate an adverse

shift of consumer preferences and tastes away from table beef. Factors

cited have included alleged, undesirable health attributes of table



Table 5.16

Effect of a Continuous Decreasea in Income Slope Coefficients in Retail

Meat Demand Curves: Slope Changes Applied Individually

 

 

 

 

Hamburger
Table Beef Demand Beef Demand

Imme-c Short- Long- Imme- Short- [ong-

Responseb diate Run Re- Run Re- diate Run Re- Run Re-

Variable Units Impact sponsedsponsee Impact sponse sponsg__,

percentage change from base level

Retail Prices: ¢/lb.

Table beef -l.2 -2.7 -4.4 0 .2 .l

Hamburger beef 0 - .5 6.0 -l.9 -3.3 -l3.D

Pork 0 - .4 - .6 0 .l .2

Broilers O - .6 -2.3 0 .l .2

Farm Prices: ¢/lb.

Fed beef -l.7 -3.3 -6.4 0 .3 -0

Non4fed beef -l.4 - .8 4.2 -2.0 -3.0 -l3.9

Pork 0 - .4 -l.l 0 .l .2

Broilers O -l.4 3.5 0 .2 .3

Beef cow numbers millions 0 - .3 -7.2 0 0 l.0

U.S. corn prices $/bu. 0 -l 0 -3.4 0 ' O 6

U.S. net exports mill. tons 0 - .3 l.0 0 0 - l

feed grains

U.S. beef imports mill. lbs. 0 — .6 -3.l .3 - .3

 

aOne percent linear increase.

bReal prices in l967 dollars.

c1933. '

d1934.

81991.
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beef, a general preference for lean meats, the effect of official

government reports citing the desirability of eating white meats or

fish, or the convenience and strong promotion of certain fast foods such

as hamburger beef and chicken pieces. Following the period of high beef

prices, especially of table beef, during the middle 1970s, changes in

consumption habits of traditional and heavy consumers of table beef,

also contributed to the substitution of the other meats, and indeed

non-meats, for table beef (see Chapter 2).

The simulations presented in Table 5.17 reflect some of the quanti-

tative effects of these types of structural changes occurring in the

retail meat market over the past decade. In the first experiment, the

coefficient of substitute product, hamburger beef, is increased only in

other red meat demand relationships (table beef and pork) by one percent

linearly over the projected period. The immediate impact of this struc-

tural change on table beef and pork prices is a decrease of .5 percent

and .1 percent respectively. In the next period the impact is a .9 per-

cent and .2 percent, respectively. Over the longer term, the impact

lessens for table beef but increases for pork. Two forces account for

this diminished long-term effect on table beef prices. The first is the

increased competitiveness of hamburger beef associated with rising real

hamburger prices. The second is the effect of lower corn prices and

feeder calf prices in moderating the decline in fed steer and heifer

slaughter. Farm prices reflect these changes. As expected fed beef

production falls along with beef cow numbers. Similar to previous simu-

lations, the slaughter of breeding stock and lower feeder calf and corn

prices, augment non-fed beef production, forcing down U.S. beef imports

under the countercyclical policy.
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Table 5.l7

Effect of a Continuous Increasea in the Substitution Effect of Hamburger Beef on

- Other Red Meat Demand and of Broilers on all Other Meat Demand: Substitution

Effects Applied Individually

 

 
 

Increase—in Hamburger Beef‘ Increase in BFbiler

Coefficients in Other Coefficient in all Other

Responseb Red Meat Equations Red Meat Equations

Variable Imme- Short- Ebng- Ifi‘ - Shbrt- ’[ong-

diate Run Re- Run Re- diate Run Re- Run Re-

 

Impactc sponsed sponsee Impact sponse sponse

------------percentage change from base level-----------

Retail Prices: .

Table beef - .5 - 9 - .l -l.4 -2.6 -3.9

Hamburger beef 0 - .2 3.9 - .7 -l.8 .8

Pork 0 - .2 - .7 -l l -l.8 -S.6

Broilers O - .l 2.0 0 - .2 3.4

Farm Prices:

Fed beef - .7 -l.l .2 -2.2 -3.5 -5.8

Non-fed beef - - .l - .4 3.7 -l.2 -2.3 .l

Pork - .2 - .3 - .9 -l.7 -2.8 -7.1

Broilers 0 - .2 2.9 O - .2 5.0

Beef cow numbers 0 --.7 -4.3 0 - .2 -7.0

U.S. corn price 0 - l -2.0 - .2 - .6 -5.0

U.S. net exports 0 O 7 0 0 3

feed grains

U.S. beef imports 0 - .2 -l.0 0 - .5 -3.5

 

a“One percent linear increase.

bReal prices in l967 dollars.

c1933.

d1934.

e1991.
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This case of the effect of changes in the structural relationship

of hamburger quantities on other red meats may be usefully juxtaposed

with the case of increasing structural competition of broiler consump-

tion on retail prices of all other meats. This scenario attempts to

recreate, or perhaps more precisely, extrapolate an existing development

in retail meat demand in the U.S. To date retail broiler prices have

exhibited a strong downward trend in association with a consistent

growth in levels of broiler consumption. Evidence of growing consumer

preferences and tastes underscore this trend. For various reasons, only

some of which can be fully substantiated, chicken has been promoted as a

more healthful form of meat protein. It has been credited with a lower

fat content although its production involves the extensive use of growth

additives and antibiotics in feedstuffs (see Chapter 2). Convenience in

preparation and purchasing as a ready-to-eat food have also contributed

to its increasing share in the consumer meat budget and in overall meat

consumption. The factors appear to have strongly influenced the struc-

ture of the demand for other meats considered in this study.

The immediate impacts of the one percent continuous increase in the

broiler-quantity coefficient on table beef, hamburger beef and pork

demands are a 1.4 percent, .7 percent and 1.1 percent decline in their

respective prices. The short-run impact is approximately double these

percentage reductions in price. Farm level declines are greater in each

case. U.S. corn price and beef imports decline both in the short and

long runs. Compared to the impact of the similar structural change con-

sidered for hamburger or other red meats, the impact of the rising

cross-effect of chicken meat on other meats is substantially greater.

This is to be expected, first, because the impact is widespread and,
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second, because of the large cross-coefficients of broilers versus ham-

burger.

In each of the simulations of structural change in retail meat

demand in the U.S., the underlying scenario has been similar in impact

although viewed from different perspectives. The recent history of the

demand for table beef has been projected in terms of the implications of

a rising own—quantity flexibility, declining income flexibility, and

increasing cross-quantity flexibilities. In each case the result has

been lower retail and farm prices for all products in the short-run but

also in the long-run fer table beef, lower corn prices, beef cow

numbers, and generally, lower U.S. beef imports.

5.8.4 Impacts of a Proposed Dairy Herd Reduction Program
 

Legislation was tabled in 1983 in the U.S. House of Representatives

to implement a dairy cow herd reduction program. The objective broadly

is to achieve a balance in the U.S. dairy market and hence reduce the

large and growing annual cost of the current price support program.

Details of the herd reduction program are not yet firm, however, in

essence it is to provide incentives to producers to undertake dairy cow

culling in order to decrease numbers more in line with effective demand.

The presently proposed legislation provides for this program to be

undertaken within one year. There is an amendment to this proposal,

supported by the National Cattlemen's Association and others, proposing

to postpone the program's implementation until 1984, to avoid the sea-

sonal peak in cow and hog slaughter, and to temporarily suspend the
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incentive if total federally inspected cow slaughter exceeds certain

initial levels on a weekly basis.

Certainly, the achievement of dairy market balance in the immediate

term, 1983, can be expected to have a greater impact on the beef cattle

market than if dairy herd reduction was carried out over a number of

years. In terms of goals of market stability, there is strong reason to

minimize the disruption of the beef and beef cattle markets by permit-

ting the increase in dairy cow slaughter to be gradually absorbed into

regular red meat supplies. A more obvious area where a one-year dairy

cow slaughter program would be felt is U.S. beef imports. Most, if not

all, dairy cow beef would compete directly with these imports, but would

also be expected to bring about a direct reduction in the level of

imports through the operation of the countercyclical beef import for-

mula.

In this section these two broad alternatives, namely to achieve

dairy cow herd reduction in one year versus over several years, are

examined. This analysis is by necessity, somewhat aggregative although

the general order of magnitude of the impacts of the two policy alterna-

tives should be obtained.

In January 1, 1983 dairy cow numbers were 11,066 thousand head.

The Spring 1983 report of the MSUAM (MSU 1983, p. 61) contains a 1983

estimate of milk produced per dairy cow of 1,250 pounds, giving U.S.

milk production of 138,500 million pounds. Total supply including

beginning commercial stocks and imports is estimated at 147,400 million

pounds in 1983. Domestic consumption (utilization) is estimated at

127,300 million pounds including 2300 million pounds consumed on farms.
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Supply is therefore some 14.5 percent or 18,500 million pounds in excess

of demand in 1983.

In terms of the annual average level of milk production per cow,

this excess 18,500 million pounds represents 1,480 thousand dairy cows

or 13.37 percent of the 1983 dairy cows herd. If it is assumed that all

dairy cows produce the average amount of milk per cow, the slaughter of

this excess number of dairy cows would bring supply into balance with

demand, ceteris paribus. This assumption, however, may be quite unreal-

istic as it is likely that farmers would slaughter their less productive

cows before others. A distribution of the national dairy cow herd by

productivity per cow would enable a more realistic assumption to be

made. However, neither national nor useful regional distribution data

are readily available.

In a somewhat arbitrary fashion, therefore, the lower bound on the

number of dairy cows slaughter needed to bring supply into balance with

demand was the rounded figure of 13 percent.27 The upper bound on dairy

cow slaughter was even more arbitrarily chosen at 2,213 thousand cows or

20 percent of the 1983 dairy cow herd. This percentage implies an aver-

age productivity of culled cows of 8,360 pounds per cow or culled cows

approximately two-thirds as productive as the national average for 1983

estimated in the MSUAM. In summary, a 13 percent and 20 percent dairy

cow herd reduction implies the slaughter of 1,439 thousand and 2,213

 

2

7This is most certainly a lower bound. Nevertheless, a more de-

tailed analysis may enter into the calculations, a producer parti-

cipation factor. In this study, a 100 percent participation is

implicitly assumed.
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thousand cows, respectively. This slaughter may be carried out in one

year or over a three-year period, 1983-85.

To arrive at dairy cow beef production the number of dairy cows

slaughtered were multiplied by the weighted average dressed weight of

bulls and steers in 1981 (Table 5.18).28 When dairy cows are slaughtered

and dairy cow beef enters the beef market over a three-year period, pro-

duction is assumed to flow into the market in three equal portions. In

terms of the mechanics of simulating the impact of this additional non-

fed beef coming into the U.S. beef market, quantities were exogenously

added to total non-fed beef production in the appropriate years.

The one-year slaughter program can be expected to have a substan-

tial immediate impact on the U.S. beef subsector (Table 5.19). The

three-year slaughter program, as expected, is considerably less disrup-

tive in the first year. However, over the longer term a much greater

affect on retail and farm prices would be felt. The simulations of a

one-year slaughter program, assuming a 13-20 percent dairy cow herd

reduction, indicates a 4-6 percent reduction of table beef prices in the

immediate term. Hamburger prices fall by 3—5 percent, with smaller

declines in retail pork and broiler prices. With this one-year shock,

the demand effects of available supply reductions in the following year,

7 cause a sharp increase in product prices. When the slaughter program is

.‘ operated over a three-year period, the immediate decrease in retail

table beef and hamburger beef prices ranges between 1-4 percent and 1-3

 

281981 was the latest available data (USDA. 19323).
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percent, respectively. However, in the long-run, prices fall substan-

tially more than long-run declines with the one-year program.

With the overall profitability of beef production reduced by the

inflow of dairy cow beef onto the meat markets, beef cow numbers fall.

The short-run impact is greater in the one-year program although, as

expected, the long-run response is greater in the three-year program.

Corn prices seem to fall more in the one-year program, both in the short

and longer runs.

Perhaps the most consistent and substantial impact of this dairy

cow herd reduction program falls on U.S. beef imports. Again the

trade-off is between greater short-run declines in imports with the

one-year slaughter program versus greater long-run declines with the

three-year program. However, the disruption and market instability

caused by the one-year program is likely to impose a greater cost on the

subsector than when dairy cow slaughter is spread over a longer time

period. Certainly in the latter case greater opportunity exist for

market planning to cope with adverse long-run effects.

5.8.5 Effect of Changing Income Growth in World Markets
 

In recent years, the developing country markets, the Soviet Bloc

and mainland China have accounted for almost all of net imports of world

wheat, almost 60 percent of world coarse grains and up to 40 percent of

soybean net imports. To this group of world markets, the U.S. provides

around 50 percent of wheat, 75 percent of coarse grains and more than 60

percent of soybean net imports. In the short—run net imports are highly

variable depending on production. In the long-run the income,
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population and productivity growth are the major determinants. When

these regions are experiencing high economic growth their import demand

for wheat and coarse grains rises. Depending on the level of U.S.

livestock and livestock product prices, this import demand competes with

the U.S. livestock subsectors for feedgrains. It may be expected, there-

fore, that changes in the rate of income growth of these grain—importing

regions will influence economic conditions in the U.S. beef subsector.

Simulations of high and low income growth scenarios for developing

markets, the Soviet Bloc and mainland China are presented in Table 5.20.

Income growth rates for these regions were increased or decreased by

three percent, relative to base level assumptions given earlier in Table

5.6, to give the high and low growth scenarios.

The short-run impact of low 'world' income growth on U.S. prices of

meats is rather small, although the long-run decline in real prices

becomes substantial. The impact is greatest fer heavy feedstuff consum-

ing industries, namely, pork and broilers. The greatest impact, logi-

cally, is on corn prices and U.S. net exports of feedgrains. For exam-

ple, corn prices decline by one percent and 11 percent in the short and

long runs, respectively, under the low income growth scenario. The low

corn prices and reduced feedgrain exports reduce feed costs to U.S.

livestock producers. Production increases in response to these incen-

tives and hence prices fall. Notably, it appears that these changes in

income growth in major world grain importing regions has a negligible

impact on U.S. non-fed beef imports.
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5.9 Summary of Main Points

Preferred continuous time-varying parameter models of the four

major retail meat categories, estimated in the previous chapter, were

integrated into the retail meat demand component of the Michigan State

University Agricultural Model (MSUAM). This U.S. retail meat model,

together with other model components of the U.S. livestock and grains

sector and world wheat and feedgrains regions, were used in simulations;

of various policy and economic scenarios of national and world agricul-

tural markets. Scenarios chosen reflected specific structural changes

which may potentially impact these markets. Particular emphasis was

given in those simulations to the impact which these structural changes

may have on U.S. imports of processing quality beef.

An overview of the MSUAM and its structure were given. Details of

the retail meat demand component with its linking and transmission equa-

tions were also presented. Comparisons of actual values with simulated

results for the endogenous variables over the 1975-82 period provide one

method of validation of the estimated model. ,Validation also involved

an assessment of dynamic simulation experiments of impacts on key model

variables. Projections to 1991 suggest rising real prices for broilers

at retail. This represents a significant turnaround in the historical

decline in real broiler prices and indicates a declining comparative

advantage of broilers relative to beef at retail. This loss in advan-

tage is illustrated by the stabilizing of retail broiler consumption per

person and the upward trend in table beef and hamburger beef consumption

through the late 1980's.
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Structured into the base model projections are reduced planted

acreage and above average grain yields to reflect the newly instigated

Payment-In-Kind (PIK) Program. Contrasting these base model results

were simulated drought effects on U.S. feedgrain yields, 20 percent

lower in 1983. This raised corn prices 13 percent in that year. Higher

feed costs led to a shift from feedlot produced beef towards range and

pasture produced beef. Beef cow numbers decline in response to the dec-

lining profitability of beef cattle production and in response to the

increased slaughter of cows. The one-year impact from 20 percent lower

feedgrain yields, causing increased cow slaughter and increased produc-

tion of processing quality beef, brought about only a small reduction in

U.S. beef imports. Retail prices increased in the short-run, especially

for feed grain and soymeal intensive products, pork and broilers, and

then decreased in later periods.

The impact of a 50 percent one-year increase in the 1983 adjusted

beef import quota was relatively small. A similar conclusion was

reached in other studies. The immediate impact is to decrease table

beef prices by 4.6 percent and fed beef prices by 7.3 percent. Ham-

burger prices fell by 3.8 percent while non-fed beef prices fell by 4.7

percent in the initial year of impact. In the following years, the

results from both a one-period impact and a permanent increase in beef

imports show a larger price effect on processing quality beef prices

than on table beef prices. The long-run specification of fed beef pro-

duction, which responds primarily to changes in cattle inventories,

causes an apparent underestimation of fed beef production and hence an

overestimation of the short-run price response.
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A sustained 10 percent increase, in retail demand for meats,

applied on an individual product demand basis, increased prices in the

immediate term given fixed supplies available. Retail prices of compet-

ing products also rise, temporarily. For example, the rise in fed beef

prices increases the corn price and feeder calf price which subsequently

dampens fed beef slaughter and supplies available for consumption. With

lower quantities available, retail prices of competing products also

rise. The short-run response is a decline in competing products. An

increase in table beef demand causes beef imports to rise initially then

to decline over the longer term. An increase in demand for hamburger

beef creates an opposite effect. A sustained increase in real dispos-

able income also has a substantial positive effect on retail and farm

prices for meats, the impact being greatest in latter periods. Imports

rise initially as cow numbers are being increased, but then trend down-

ward.

The effects of structural changes in the demand parameters of

retail meats in the U.S. were characterized by three major directions of

change. These structural changes followed from results contained in the

previous chapter and in large part reflect a continuation of present

trends in structural change in retail demand. These developments are

first, a rising direct flexibility of demand for beef, in particular

table beef; second, a down trend in income flexibilities for all beef;

and third, an increasing cross-effect on other red-meats from hamburger

beef demand and an increasing cross-effect on all other meats from

broiler demand. In each case the result has been similar although the

effect has been viewed from different perspectives. The result has been

lower retail and farm prices for all products in the short-run but also
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in the long run for table beef, lower corn prices and beef cow numbers,

and generally, lower U.S. beef imports.

An analysis is presented of the effects on the livestock sector of

a dairy cow slaughter program to achieve balance in the dairy market in

one year or over three years. The one-year program is in the immediate

term substantially more market destabilizing than the three-year pro-

gram. However, over the longer term a much greater effect from the

three-year program on retail and farm prices would be felt. Assuming a

13-20 percent dairy cow herd reduction, the one—year program causes a

4-6 percent reduction of table beef prices in the immediate term. Ham-

burger prices fall by 3-5 percent, with smaller declines in retail pork

and broiler prices. Hamburger beef prices continue to fall in later

years also. The program operated over a three-year period results in

immediate decreases in retail table beef and hamburger beef prices of

1-4 percent and 1-3 percent, respectively. However, in the long run,

prices fall substantially more with the one-year program. Perhaps the

largest impact falls on U.S. beef imports. With the one-year progran

beef imports fall in the first couple of years by between 2-5 percent.

With the three-year program beef imports fall by between 3-7 percent in

the longer run.

Finally, simulations were made of high and low income growth

scenarios for developing markets, the Soviet Bloc and Mainland China.

The short-run impact, for example, of low 'world' income growth on U.S.

meat prices is rather small, although the long-run decline in real

prices becomes substantial. The largest impact logically is on corn
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prices and U.S. net exports of feed grains. A negligible effect was

felt by U.S. non-fed beef imports.



CHAPTER 6

CONCLUSIONS

The U.S. beef market and indeed the market for other major meats,

pork and poultry, have been subject to substantial structural change

over the past several decades. These changes have occurred in nearly

all segments of the beef subsector. For example, the development of a

hybrid corn industry and other developments such as price support pro-

gram in grain markets placed downward pressure on feedgrain prices and

encouraged a large-scale grain-fed beef production system. Developments

such as boxed beef have not changed the consumer product but have facil-

itated major changes in the way much of the beef is distributed and

marketed. At retail, changes in consumer lifestyles and habits and in

consumer attitudes to health and convenience of foods, and the growth in

fast food outlets each have had their impact on the demand for meats.

Traditional methods of marketing of meats have come increasingly under

pressure to develop or adapt to accommodate these transitions. More-

over, the strong downturn in beef consumption since 1976 record levels

has emphasized the need for greater scrutiny of these marketing methods.

Against this trend is the continued strong upward trend in the con—

sumption of poultry meats, particularly broilers. During 1976-82 these

gains in market share were largely at the expense of red meats. The

steady decline in real chicken prices has been achieved by substantial

production and distribution efficiences in that subsector. Notably,

however, the widening spread between beef prices and chicken prices has

levelled off. Over the past several years retail broiler prices have

386
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remained at around 30 percent of retail beef prices, suggesting possibly

that these efficiency gains in a highly industrialized broiler industry

have begun to diminish. At least, the comparatively traditional beef

industry should not continue to lose competitive ground to chicken in

terms of relative prices, as it has for the past several decades.

With this background of considerable change in the U.S. markets for

meats, structural models of retail demand were estimated. A central

focus of these estimated models was the testing of the hypothesis of

constant structural coefficients of retail meat demand. A major conclu-

sion of this study, supported by considerable evidence, is that a con-

stant parameter formulation for the retail demand functions for table

beef, hamburger and broilers is not appropriate and is likely to result

in misleading structural coefficients of retail demand. A notable and

consistent exception throughout this analysis was aggregate pork demand

for which the null hypothesis of fixed coefficients was accepted in each

parameter variation model tested. It is possible that significant

parameter variation has occurred for the individual heterogeneous pork

products, such as bacon and sausage meats.

Structural changes in regression coefficients were identified and

quantified using graphical analysis, qualitative shift and interaction

variables, linear and cubic spline functions within a discontinuous

time-varying switching regression model, and Legendre polynomials within

a continuous time-varying parameter model. Annual models of retail

market demand for table beef, hamburger beef, pork and broilers were

specified as price dependent on the assumption that supplies available

for consumption determine retail prices. This assumption within an
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annual model is less satisfactory for broiler demand. However, for

overall model consistency and compatibility within the Michigan State

University Agricultural Model (MSUAM), used in this study, all retail

meat demand equations were estimated as price dependent market models.

The appropriate measure of demand responsiveness, therefore, is flexi-

bility of demand. Linear and log-linear forms were used in ordinary

least squares estimation of demand parameters of each of the four retail

meats over the data period 1950-82.

Considering the change which the retail market has undergone over

the past several decades since 1950, it is perhaps not surprising that

the same combination of traditional variables has not explained the at

times complex and dynamic set of forces influencing retail prices over

this period. It is less believable that the individual influences of

these variables have remained constant throughout these years.

Compared to pro-1970 analyses of U.S. meat demand, the retail cross

effects of hamburger beef consumption on table beef price is larger and

the cross effect of table beef consumption on hamburger beef prices are

smaller in this study. This means that hamburger beef has become a

closer substitute with table beef and has achieved greater favor in many

consumers' minds. Advertising, promotion and other forms of market and

consumer education of substitute products, like hamburger beef, will

make them even stronger substitutes. This will tend to make the direct

flexibility of demand for table beef rise further. On the other hand,

as seems the case for hamburger beef, successful attempts to product

differentiate results in less substitutability, and hence, the direct

flexibility of demand will tend to be lower.
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The growth in the 5 to 24 age cohort, as a result of the baby boom

of the 19503, has been a significant factor in augmenting the demand for

hamburger beef. A significant negative relationship was identified

between the older age cohorts and hamburger beef demand. On the other

hand, the increasing purchases of food away from home showed no signifi-

cant influence on beef demand and hence retail beef prices. The data

series, for example, for hamburger beef prices or for aggregate food

expenditures away from home may have been inappropriate variables when

considering the influence of institutional (fast food restaurant) pur-

chases on hamburger beef demand.

The hypothesis of irreversibility of demand for beef is one

testable hypothesis explaining systematic changes in the slopes of

retail demand curves and in the derived flexibilities. This hypothesis,

that direct flexibilities will tend to be more flexible during decreas-

ing consumption phases and less flexible (inflexible) during increasing

consumption phases, was accepted. Most conclusive results were obtained

for all beef demand and for table and hamburger beef demands using

changes in the cattle cycle as the underlying cause of these systematic

changes in direct flexibilities of demand. Following from the close

relationship between changes in the beef cattle inventory and retail

consumption, this means that direct flexibilities of retail demand were

higher during periods of beef cattle cycle or inventory upturns and

lower in cycle downturns. The importance of managing beef cattle cycles

is apparent since the greater the cycle amplitude, especially during the

upswing, the more volatile retail prices will be in response to changing

quantities of beef supplied. It was this volatility that had much to do

with price induced shift in consumer preferences during the middle and
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late 19703. The resultant changes in habits then had their impact on

other consumption behavior patterns causing parameter shifts in other

explanatory variables.

The hypothesis that income responsiveness has been declining

steadily over time, was not supported in this study. Income flexibili-

ties fluctuated, albeit systematically, over the 33 year period. For

instance, the income flexibilities of table beef and hamburger beef

declined from 1977 to 1979, but have since shown a steady upward pro-

gression. In recent years, the flexibility on income was higher during

periods when incomes were decreasing. This agrees with the hypothesis

that consumers (and retailers) are more responsive to decreases in

incomes because of the tighter budgetary constraint imposed. Income

flexibilities for broilers, however, have risen steadily over the -

period.

Regression coefficients and hence flexibilities of demand were also

shown to vary significantly between the short run and the long run.

Estimation of a price adjustment model indicated a smaller direct flexi-

bility in the short run than in the long run. The impact of imperfect

knowledge and institutional delays in the short run prevent complete and

instantaneous adjustment of market prices to clear the market. Only

after some time has elapsed in subsequent period do final adjustments in

prices take place. It is argued in some detail that this result does

not contradict the traditional notion of Marshallian short and long-run

demand curves.

Models discussed above permitted regression coefficients to change

a small number of times and, therefore, allowed for a similar number of
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changes in structure over that time series. The applications of linear

and cubic spline functions and of Legendre polynomials permit the coef-

ficients to vary more continuously over time. An important property of

Legendre polynomials is the finality of coefficients property. This is

a special property of orthogonal functions which in this case essen-

tially means that the coefficient terms of the polynomial are indepen-

dent of each higher-order term of the polynomial added when estimating

higher degree models.

Time varying parameter specifications of both splines and the

Legendre polynomials were found to make a significant contribution

beyond the classical model of fixed regression coefficients. In reality-

shifts in demand from one structure to another are likely to be continu-

ous and less likely to be abrupt. This continuity is more in accord

with the inherent and psychic nature of people and more consistent with

the role played by expectations in smoothing abrupt changes in market

behavior. The notable and consistent exception to a time-varying param-

eter formulation was the pork demand, i.e., the slope of the pork demand

curve has not changed significantly over time. This is not to say that

increases and decreases in demand have not occurred, but that the demand

for pork has responded almost entirely to the relative prices of substi-

tutes. This gives support to the hypothesized residual role pork fills

in the buying habits of consumers, responding largely to relative prices

and not to changes in tastes or preferences. Hence slope changes are

not significant.

It is perhaps not surprising that results indicate an integral

relationship between variations in table beef and hamburger beef
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production and consumption on the one hand and direct flexibilities for

beef on the other. In the continuous time varying models employing

Legendre polynomials, the pattern of flexibilities of beef characterizes

production cycles over the 33 year period. This is consistent with the

notion of irreversibility in beef demand and the nature of cycle-induced

structural changes in retail demand.

Over the past several years direct flexibilities for table beef

have risen while for hamburger they have declined. The lower the direct

flexibility, the greater the extent to which increases in quantities

available per person are absorbed by demand and hence the smaller the

price adjustment required to clear the market. This means that,

recently, quantities of hamburger beef have been more readily absorbed

by demand than have table beef or poultry meats. The implication is

that the preference for hamburger beef has been growing vis-a-vis other

meats. This position is reminiscent of the high beef price period of

the early 1970s when ground beef became a closer substitute with table

beef.

Rising direct flexibilities for table beef and broilers indicates a

weakening of demand. That is, as quantities available for consumption

increase, effective demand is insufficient to absorb the increased quan-

tities causing relatively large price adjustments to clear the market.

This result for chicken is consistent with the observations that the

market for chicken is becoming saturated and that the impact of gains

from technology in the broiler industry, which have helped keep real

prices down, may be slowing. More significantly, the substantial price

advantage enjoyed by chicken over beef may be eroding.
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It has been shown in this research that it may be misleading to

compute a single coefficient that purports to show the response of

prices to changes in quantities and income over an extended time period.

These findings have important implications for the analysis and forecast

of meat demand. For example, an analysis of the cost of a public commo-

dity program, may depend largely upon the elasticity or flexibility of

demand for that commodity. The accuracy and validity of estimated

regression coefficients in terms of the time over which that coefficient

is relevant, may, therefore, bear upon the overall quality and effec-

tiveness of that government program.

Preferred continuous time varying parameter models of the four

major retail meat categories were integrated into a stochastic simula-

tion model of U.S. livestock and feedgrains and world wheat and

feedgrains markets. The historical analysis, indicating considerable

systematic variation in the flexibilities of U.S. retail demand for

meats, formed the basis of simulations of the effects of structural

changes in demand parameters in the future. Simulated effects were

characterized by three major directions of change, each of which

represent a continuation of present trends in structural change in U.S.

retail demand.

The first structural change simulated was a rising own-quantity

flexibility for table beef. This trend indicates a weakening of demand

resulting in relatively large price adjustments in the market price to

small changes in quantities, and reflects the negative quality changes

which have led to a substitution of poultry meat for red meats. Second,

separate simulations are made of the increasing cross effect of
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hamburger beef and of broilers on other retail meats. Among red meats,

hamburger beef, appears to have achieved greater preference among many

consumers. This follows from its qualities of leaness and convenience

in preparation. Hence, the hamburger beef quantity variable is simu-

lated with an increasingly stronger substitution effect on the demand

for other red meats. This scenario is juxtaposed with the case of

increasing competition of broilers on the retail demand of all other

meats. Third, income flexibilities for both table beef and hamburger

beef have shown a relative decline since 1977. This downtrend is indi-

cative of a decrease in the long-term growth rate of the U.S. industry.

For each simulated change the coefficients in question were allowed to

change linearly by one percent annually over the projection period

In each case the direction of impact on U.S. agriculture has been

similar, although the magnitude of the impact has varied when viewed

from these different perspectives of structural change in retail demand.

The result was lower retail and farm prices for all products in the

short run but also in the long run for table beef, lower corn prices and

beef cow numbers, and generally lower U.S. beef imports. The greatest

impact occurred in the scenario of a rising cross-effect of chicken meat

on other retail meat demands. This was expected because the impact is

widespread and because of the large cross-coefficients of broilers.

Other more general simulations were also conducted. Structured

into base model projections was the newly created Payment-In-Kind (PIK)

Program and the concomitant reduction in planted acreage and above aver-

age yields. A simulated 20 percent decrease in feedgrain yields under
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this program in response to a one year drought in 1983 raised corn

prices 13 percent in that year. Resources shift from fed beef produc-

tion into range and pasture fed production in response to higher feed

costs. The declining profitability of beef cattle production led to an

increase in cow slaughter. This in turn brought about an increase in

production of processing-quality beef but less than a 2 percent reduc-

tion in the U.S. beef import quota. This small response is not surpris-

ing given the long lags in the quota formula. Subsequent rebuilding of

the beef cow herd results in a 2 percent increase in imports over the

longer term.

A sustained 10 percent increase in retail demand for meats, applied

on an individual product demand basis substantially increased prices in

the immediate term, given fixed available supplies. Retail prices of

competing products also rise, temporarily. The rise in fed beef prices,

for example, increases corn prices and feeder calf prices which subse-

quently dampen fed—beef slaughter and supplies available for consump-

tion. With lower quantities available, retail prices of competing pro-

ducts also rise. An increase in table beef demand causes beef imports

to rise initially then to decline over the longer term. An increase in

demand for hamburger beef creates an opposite effect. A sustained

increase in real disposable income also has a substantial positive

effect on retail and farm prices for meats, the impact being greatest in

latter periods. Imports rise initially as cow herds are rebuilt, but

then trend downward.

The potential impacts of a proposed dairy herd reduction program

have created considerable concern for some participants in the livestock
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markets of the U.S. The program's aim, ostensibly, is to achieve bal-

ance in the dairy market in one year or over three years. Instability

in the livestock and feedgrain markets from the one-year program when

implemented in 1983 was substantially greater in the immediate term than

the three-year program. Over the longer term, however, there is a much

greater effect on retail and farm prices. From the assumed 13-20 per-

cent dairy cow herd reduction, the one-year program causes a 4-6 percent

reduction of table beef prices in the immediate term. Hamburger prices

fell by 3-5 percent with smaller declines in retail pork and broiler

prices. Significantly, hamburger beef prices continue to fall also in

later years. The three-year program results in immediate decreases in

retail table beef and hamburger beef prices of 1-4 percent and 1-3 per-

cent, respectively. However, in the long-run, prices fall substantially

more with the one year program. Possibly the greatest impact falls on

imports of beef into the U.S. With the one-year program beef imports

fall in the first couple of years by some 2-5 percent. In the three-

year program beef imports fall by 3-7 percent in the long run.

The potential contribution which time-varying parameter models make

to the understanding of commodity markets seem substantial. Certainly,

it is intuitively appealing to allow regression coefficients to vary in

a manner more in accord with the actual nature of economic and, indeed,

with many other relationships. Application of such an approach has been

demonstrated although clearly much work remains to be done. The appli-

cations in forecasting and policy analysis seem extensive. Hence, the

importance of undertaking such research should require less convincing.



397

A major emphasis given in this research is the role of beef imports

into the U.S. The significance of this market remains of prime interest

to major exporters such as Australia. It behooves policy analysts and

decision makers in both the U.S. and, in particular, Australia to gain

as complete an understanding as possible of inherent changes in the

underlying structure of commodity markets. It is towards this under-

standing that this research has been directed.
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Appendix Table A2

Generation Statements and Derived Data Series Used

in Estimation of Fed and Non-Fed Beef Production

and Table Beef and Hamburger Beef Consumption
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SELECTED MSUAM SUBROUTINES
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Appendix 8

Selected MSUAM Subroutines

SUBROUTINE BEEFIJ.ITR)
.

cannon nv. nz. NYHAX. nznAx. uanx. NYRHAX. CRIT. IYRBAS. IYRI.

I IVRFIN. INPAR(I3). COHPON(ZO). EXDGYIZSO). DEFINY(250)..

Z NFYIZSO).NLY(250).NFZI
250). NLZIZSO). NAHYIZSO). NAHZIZSO).

3 EVIISO).PREVY(250).YY(
250).Y(250.40),ACTY(25

0.40).Z(250.40)

INTEGER COHPON. DEFINY. Exocv

COHHON/ALIVIN/BFCOHTL.
DCOHTL.DHEIFTL.SOHFSLL

.SOHFFLL

cannon lounnr/ DV6368.DV67.DV680N.DV69
0N.DV7I.DV7ION.DV72.

DV720N.DV73.DV74,D75.D
V77.DV79.DV790N,DV7981

.

DVDO.DV800N.DV8|.DVBIO
N.DV82,0V820N.DV830N.N

DV7I.

NDV72.HDV73.HDV74.DV85
0N.DV87ON.DV890N.DV9ID

N.

DV93ON.DV950N.DV97ON.D
V990N.OV83

connon ITInES/ TInE. TSQR. LOGT

REAL LOGT

88883888238388
88838333888883

333

r
u
n
-

888383"883383383:83
‘8233383883888:883

QAfittttfittfiitttfitfit
fittti**************

***fittfitfifittfiit*§**
*****C*****t

a THIS SUBROUTINE PROVIDES oonESTIc (U.S.) RETAIL nEAT OEnAnn 4

a RELATIONSHIPS AND THE NECESSARY LINKAGE/TRANSHISSION EQUATIONS 4

4 WITH LIVESTOCK DEMAND AND PRODUCTION RELATIONSHIPS IN “XHODL”. *

A

A

Attfifitfitiflttiflttfitfi
tittfiiitflifititfltti*

fitfitfittittttfifitfitfit
fitfifitfitfitfiAA

AAAAAAAAAAAAAAAA
AAAAAAAAA

FED DEEF DEMAND COHPONENT

ARAAAAAAAAAAAAAA
AAAAAAAAA

EQUATION YYIZOI) IS RATIO OF FED STEER A NEIFER SLAUGHTER TO TOTAL

STEER S HEIFER SLAUGHTER : THIS TRANSNISSION EQUATION PROVIDES LINK

NITN OOnESTIc CONSUHPTION OF FED S NON-FED BEEF.

IEITInE .6E. 83 .AND. YY(201) .sE. .97) YYIZOI)- .97

IF(EXDCY(ZOI) .EQ. O)

RSLFSHSN CONSTANT CORN PRICE FEEDER CALF PRICE RATIO LAGGED

SYY(201)-.27575-.1lZSUA
fiY(73.J-I)-.OOAZS*Z(31.

J-I)+I.OOZ*Y(20|.J'I)

1:::::ADD FACTOR::::::

&*EY(ZOI)

t-.05I*DV83

IDENTITY VVIZOZ) IS DOHESTIC CONSUMPTION OF FED DEEF.RETAIL.PER HEAD.

FACTOR .74 IS FOR CONVERSION OF CARCASS TO RETAIL HEIGHTS.

IF (EXOCY (202) .EQ. O)

DCFBFRC FBEFQT RSLFSHSH POPC

Evv(2oz)-((T(7.J)*v(20I.J
))4.7A)/z(2OI.J)

IDENTITY VVIIOS) IS DON. CONS. OF NON-FED 8EEF,RETAIL.PER HEAD.

FACTOR .72 IS FOR CONVERSION OF CARCASS TO RETAIL HEIGHTS.

IFIEXOGY (203) .EQ. O)

OtnrsERt NFBIHT NFBFQT FBEFQT RSLEsnsn POPC

SYYI203)-((Y(83.J)+Y(9.J)
+(Y(7.J)*(I-Y(ZOI.J))))*.

72)/Z(ZOI.JI

IDENTITY YY(204) IS DON. CONS. OF PORK.RETAIL.PER HEAD.

FACTOR .70 IS FOR CONVERSION OF LIVE TO CARCASS HEIGHTS.

FACTOR .90 IS FOR CONVERSION CARCASS TO RETAIL HEIGHTS.
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IFIEXOGY(204) .EQ. O)

DCPNRC PORKQT POPC

GYY(204)‘(Y(6.J)*.70*.
90)/ZIZOI.J)

C IDENTITY VY(205) IS DON. CONS. OF DROILERS.RETAIL.PER HEAD.

C FACTOR .93 IS FOR CONVERSION OF CARCASS TO RETAIL HEIGHTS.

fl

IF(EXOGY(205) .EQ. O)

c scant CNIKQT POPC

8YY(205)'(Y(II.J)*.93)/Z(
20l.J)

IDENTITY 2(203.J) IS oon.cONS. OF OTHER REO nEAT.RETAIL.PER HEAD.

c

c DCORHRc-DCVLRC+DCLHRC+DCPKRC .HHERE DCVLRC IS non.cons VEAL.RETAIL.

c PER HEAD SET CONSTANT AT 477.74 nILL. LBS.(AV.1973-1982).AND ORERE

c OthRc IS non.cons LAH8.RETAIL.PER nEAO SET CONSTANT AT 366.89 nILL.

c LOS. (Av. 1973-I982). 866.63 IS THEIR Av. .

c OtORnRt DCPKRC

21203.J)-8A6.63/2(2OI.J)+v(zoA.J)

c' IDENTITY 2(204.J) IS DON.CONS.POULTRY NEAT.RETAIL.PER HEAD.

c DON.CONS.TURKEY.RETAIL.PER HEAD:DCTKC-(.95*TURKQT)[POPC

t non.cons.OTnER CHICKEN.RETAIL.PER nEAO IS SET CONSTANT AT 685.7 nILL

c 185. (AV. 1973-I982).

c ocrnc DCBRC ococnc OtTAc .

Z(204.J)-Y(205.J)+685.7/Z(ZOI.J
)+(.95*V(IO.J7)/Z(20I.J)

COOCOOOO
OOOOI...

.......0
.00.000.

000.0000
.0.0.0..

.0000000
0000 00000000

0000

C BASE NODEL EQUATION --TADLE DEEF

9 IF(EXOGY(206) .EQ. O)

a 8YY(2067-l36.577-l.36217*Y
(202.J)-I.71667*Y(203.J)-.

29505*Z(203.J)

* S -l.48682*Z(204.J)+.055673*
Z(202.J) '

CCOCOOOO
OC ...... ...... .........

. 0.000..
.. ...... 0.0... ....... .

.....OOO
OOO

C EQUATION VY(ZO6) IS RETAIL FED DEE PRICE .REAL.

C LEGENDRE POLYNOHIALS:PTIF8-PTI*D
CFDFRC'Z(206.J)*YY(202)

3

PTZFO-PT2*DCFBFRC-Z(207
.J)*YY(202)a

PTlDICR-PTIADICR-Z(206.
J)*l(202.J).

>>>>>>>> TEST ON LEGENDRE POLYNONIAL>>>>>>>

IEITInE .OE. 83) 2(206.J)'-375

IF(TINE .GE. 83) Z(207.J)-.265625

>>>>>>>>>>>>>>>>>>>>>>>>>>>
>>>>>>>>>s>>>>>>

fl
fl
fl
fl

fl
fl

IFITINE .EQ. 83) YY(202)-48.AI

IFITInE .EQ. 86) YY(202)-45.47

IFITINE .EO. 85) YY(202)-41.94

IFITINE .EQ. 86) YY(202)-40.77

IFITINE .EQ. 87) YY(202)-41.453
3
3
2
8

ADJFD-O

IFCTINE .GE. 83) ADJFD-(TINE-82)*.0209728

IEIEXOOTI206) .EQ. O)
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C RPBFR CONSTANT DCFBFRC DCNFBFRC OCORNRC

SYYIZOB)-248.ZII-2.24
523t¥(202.J)-I.99025*

Y(203.J)-.I96445

OCPnC ' OICR ‘ PTIrs

A Az(zos.J)-2.0972842(2
OA.J)+.0327I1342(202.

J)+I.280AA

C
PT2PS

6 *(ZIIOG.J)*Y(202.J))'
-75I4I5*(Z(207.J)*YI2

02.J))

C ************* ADD FACTOR TO DOUNUARD ADJUST RPDFR *fi****************

6 -IO.7*DV83 ¢ EY(206)

C PERCENTACE CHANGE IN EARn PRICE OF PEO-OEEE (EOEPPT).

CHGFIPT-(IY(77.J)-Y(77.
J-l))/Y(77.J))*IOO

C EQUATION VYIZO7) IS MARKETING MARGIN FED BEEF. REAL.

IFIEXOGYI207) .EQ. O)

C nnsrR CONSTANT POEPPT
nnsPR LAGGED

8Y1(207)--.76678+.387886*Y(
77.J)-.107338*CNGF8PT+.5169

8*Y(207.J-l)

C OCEOPR(AOCREOATE)

8+.0006426*(Y(202.J)*l(20|.J))

C NFVIFR-RPBFR-MMBFR . THEREFORE NFVIFR-Y(206.J)-Y(207.J).

C EQUATION YY(ZOB) IS DY°PRODUCT VALUE FED DEEFICNOICE DEEF).REAL.

C THESE IY-PRODUCT VALUES ARE ALSO USED FOR NON‘FED BEEF.

IF (EAOGY (203) .EQ. O)

C IPVIFR CONSTANT RPOFR RPDFR LAGGED

GYYI208)-'4.93105+.l97844
*¥(206.J)-.O798649*Y(206.

J’I)

I
.

CP

S +.464575*Z(6.J)

IDENTITY 11(77) IS PARn PRICE OF FED SEEP.

PACTOR 2.42 IS FOR CONVERSION OF RETAIL HEIGHT EQUIVALENTS TO PARn

PRODUCT HEIGHT (SEE LPS-ISBZ).

n
o
n

IFIEXOGYI77) .EQ. O)

FIEFPT NEVOPR OvaPR

8YY(77)-(Y(206.J)-Y(207.J)+Y(20
8.J))/2.42

fl

AAAAAAAAAAAAAAAAA
AAAAAAAAAAAA

C

C NON-FED DEEF DEMAND COMPONENT

C
AAAAAAAAAAAAAAAAA

AAAAAAAAAAAA

COOooooo
ooooosso

ossoosso
saooooOO

OOOOIooo
oso00000

0000000 ..... 000
00000000

C IASE EQUATION -- HAMBURGER DEEF

* IFIEXOGYIZOS) .EQ. O)

* GVY(209)-IO3.89-I.OIZ3
I*Y(202.J)'I.74968*Y(2

03.J)-.3OI59*Z(203.J)

* G '-I.16762*Y(2OS.J)+.OA
OO658*Z(202.J)

COOOOOOOCO
OOIOOOOOCO

OOO0..0.00
0.0.0.00.0

.0.00.0.00
.0...00000

00000000I.
..

C EQUATION YVIZOS) IS RETAIL NON-FED (HAMBURGER) PRICE.REAL.

C LEGENDRE POLYNOMIALS:PTINFD-PTIA
DCNFDFRC-l(205.J)*YY(20

3)z

C
PTIDICR - PTIADICR-Z(206.J)*Z(202

.J)3
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f
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f
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!

3
2
3
:
3

IFITINE

IFITIME

IFITIHE

”(TIME

IFITINE

ADJHD-O

IF(TIME

.407

.EQ. 83) YYI203)-2I.85

.EQ. 86) YYI203)-20.29

.EQ. 85) YY(203)-22.93

.Eq. 86) vv(203)-27.0s

.EQ. 87) YYI2OJ)-32.IA

.GE. 83) ADJHD'ITIME-82)*.OIOI688

IF(EXOGY (209) .EQ. O)

RPHMBR CONSTANT DCFDFRC DCNFDFRC DCORMRC

GYY(209)-84.8024-I.32579*Y(202.J)-1.81235*Y(203.J)-.059379

DCDRC DICR PTINFD

A 41(203.4)-I.OI6884T(205.1)+.OA6O§2742(202.J)+.618289

PTlDICR

G .(ZIIOG.J)*Y(ZO3.J))-.OO738IS*(2(206.J)*Z(202.J)) + EYIZOS)

PERCENTAOE CNANOE IN SEEP COH PRICE.

CHGICP-(IY(78.J)-Y(78.J-I))/Y(78.J))*l00

EQUATION YY(ZIO) IS MARKETING MARGIN NON-FED 8EEF.REAL.

IF(EXOGY(2IO) .EQ. O)

MMHMDR CONSTANT DFCOHP MARGIN LAGGED

GYY(210)-r7.40812+.902218*Y(78.J)-.174959*CHG8CP+.592968*Y(ZIO.J-I)

NPvnnsR-RPnnsR-nnnnsR. THEREFORE. NFVHHBR-Y(209.J)-Y(2lO.J).

IDENTITY YY(78) IS FARM PRICE OF NON-FED 8EEF(COMMERCIAL COHS-OMAHA)

FACTOR 2.4 IS FOR CONVERSION OF RETAIL HEIGHT EQUIVALENTS TO FARM

PRODUCT HEIGHT (SEE LPS-1982)

THE SAME IY-PRODUCT VALUES FOR FED IEEF ARE USED FOR NON-FED DEEF.

IF(EXOGY(78) .EQ. O)

IFCOHP NFVHMDR DPVDFR

8YYI78)'(Y(209.J)-Y(2IO.J)+Y(ZO8.J))/
2.4

AAAAAAAAAAAAAAAAAAAAA

PORK DEMAND COMPONENT

AAAAAAAAAAAAAAAAAAAAA

EQUATION YY(ZII) IS RETAIL PORN PRICE.REAL.

|F(TIM£

IFITIME

IFITIME

IF(TIME

IFITIME

ADJPN-O

.EQ. 83) YY(204)-53.12

.EQ. 84) YY(204)-56.74

.EQ. 85) YYI204)'59.|9

.EQ. 86) YYIZOAI'55.84

.EQ. 87) YYIZOA)-58.90

IF(TIME .GE. 83) ADJPK-(TIME-82)*.OOOAOSG8
7

IFIEXOGYIZII) .EQ. O)

RPPNR CONSTANT ' OCEOPRC OCNPOPRC DCPKRC



I408

GYY(21l)-92.0§91-.333509*Y(202.J)-.3SO867*Y(203.J)-I.04475

DCDRC DICR

8 *Y(204.J)-I.SZOSIAY(205.J)+(.OhOS687-ADJPK)*Z(202.J)

C PERCENTACE CHANGE IN FARn PORN PRICE.

CHGPKP-I(Y(76.J)-Y(76.J-I))/Y(76.J))*IOO

C EQUATION YYIZIZ) IS MARKETING nAROIN PORN.REAL.

IF(EXOGY(212) .EQ. O)

C MMPNR CONSTANT PORKPT MMPNR LAGGED

GYY(212)-IO.7757+.SOIIII*Y(76.J)'.09423*CHGPKP+.135758*Y(212.J-l)

C DCPKRIAGGREGATE)

8+.00044585*(Y(204.J)*Z(ZOI.J))

C NFVPAR-RPPnR-nNPNR. THEREFORE. NFVPKR-YIZII,J)-Y(2I2.J).

C IY-PRODUCT VALUE PORK.REAL.

IF(EXOGY(ZI3) .EQ. O)

C BPVPKR CONSTANT RPPKR . RPPKR LAGGED CPI

GYY(213)-.ZOO3I7+.O78822*Y(2II.J)-.0242294*Y(2lI.J-I)-.$I654*Z(6.J)

IDENTITY YY(78) IS FARM PRICE PORN.REAL.

FACTOR 1.73 IS FOR CONVERSION OF RETAIL HEIGHT EQUIVALENTS TO FARM

PRODUCT HEIGHT (SEE LPS-1982).fl
fl
fl

IF(EXOGY(76) .EQ. O)

C PORKPT NFVPIIR OPVPIIR

8YY(76)-(Y(ZII.J)-Y(2|2.J)+Y(ZI3.J))/l.73

AAAAAAAAAAAAAAAAAAAAAAAA
C

C DROILER DEMAND COMPONENT

C
AAAAAAAAAAAAAAAAAAAAAAAA

COOOOOIOOOC ...... .00.... ..... 0 00000000000000
0 O .......... O ..... 0 00000000 0

C OASE'EQUATION -- OROILER

a IFITInE .GE. 64) OVCONST-I

* IFIEXOGY(2I'4) .EQ. O)

* CYY(2Ih)-89.5305—.381576Av(202.J)-.62
859*v(203.J)-.2I6839*Y(2OA.J)

t 6 ~2.Al336*¥(205.J)+.0240165*Z(202.J)-2
6.2127*DVCONST

a 6 +.958I4340VCONSTRV(205.J)

c.00000000
0000000000

0000 ........

C EQUATION YYIZIA) IS RETAIL DROILER PRICE.REAL.

C LEGENDRE POLYNOMIALSSPTIDR-PTliDCBRC
'112066J)*YY(205):

C PTIDICR-PTIADICR-Z(206.J)*2
1202.J).

8* ADJ-O .

*8 IFITIME .EQ. 83) ADJ-.63

** IFITIME .EQ. 84) ADJ-.68

*8 IFITIME .EQ. 8S) ADJ-.71

*8 IFITIME .EQ. 86) ADJ-.74

*3 IF(TIME .EQ. 87) ADJ-.73
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ADJ-O

IFCTIME .GE. 83) ADJ-(TIME-82)*.OI3SI736

IF(EXOGY(214) .EQ. O)

RPBRR CONSTANT DCFDFRC DCNFRFRC DCPKRC

GYY(214)-65.2321-.38ISI3*Y(202.J)°.401215*Y(203.J)-.201923

DCBRC DICR PTIDR

G *Y(204.J)-2.0847A*Y(205.J)+.O3OIS88*Z(202.J)+.693*(Z(206.J)

PTIDICR

G *Y(2OS.J))'.0079447812(206.J)*ZIZOZ.J)) * EYIZIA)

PERCENTAOE CHANGE IN FARn OROILER PRICE.

CHNGBRP-(IY(80.J)-Y(80.J-I))/Y(80.J))*IOO

EQUATION 111215) IS MARKETING nAROIN OROILERS.REAL.

IFIEXOGY(2|6) .EQ. O)

nnsnR CONSTANT CHINPT nnsnn LAGGED

SYT(215)-9.305I2+.I5I6864V(80.4)+.O6899tCHNcsRP+.63596tv(215.4-I)

OCORRIAOCREOATE) . -

8*.OOOAI3SA(Y(205.J)*Z(ZOI.J))

FVIRR-RPDRR-MMDRR.

NOTESFVDRR-CHIKPT-FARM PRICE DROILERS.

IDENTITY 11(80) IS FARn PRICE OROILERS.REAL.

IFIEXOGYI80) .EQ. O)

CHINPT RPBRR MMDRR

GYY(80)-Y(2I4.J)°Y(215.J)

RETURN

END
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SUDROUTINE CPIFOODIJ)

COMMON NY. NZ. NYMAX. NZMAX. NCMAX. NYRMAX. CRIT. IYRDAS. IYRI.

I IYRFIN. INPARII3). conPON(20). Exocv(2so). DEFINY(2 0)

g E:IE;SF)P:EV:IggEIu55£250)' NLZI2SO). NAMYIZSO). NA:Z(2SO).

O I 2°.¥2°.“. O O I

.EéNTEGER COHPON. DEFINY. Exocr 5 ( 5 O) “CTY(25° “0) 2(250 “0)

F

FARM VALUE:

FVBF--2.442+2.208*Y(77.J)RZ(6.J)

MARKET SPREAO:

ASBF--IO.350+4I.8*2(6.J)

PORN

FARn VALUE

FVPK-7.238+I.465*Y(76.J)*Z(6.J)

MARKET SPREAO:

HSPK--9.)95+39.3*2(6.J)

SROILERS

FARn VALUE:

FvsR--.573+I.AA7AVI8O.J)Az(6.J)

MARKET SPREAO:

MSGR-8.I8Z+II.O66*Z(6.J)

EGGS

FARn VALUE.

FVEG--.496+I.003*Y(82.J)*Z(6.J)

HARNET SPREAO:

nSEC-I2.67A+8.26142(6.J)

TURKEYS

FARn VALUE:

FVTK-3.368+l.I30*Y(8I.J)*Z(6.J)

nARnET SPREAO:

HSTK-l2.584+l0.I97*Z(6.J)

DAIRY PRODUCTS

FARn VALUE:

FVHBDP-5.525+II.606*Y(79.J)*Z(6.J)

NARKET SPREAO:

NSHBDP-l8.448+54.467*z(6.J)

CEREAL E BAKERY PRODUCTS

FARn VALUE:

FVHBCP-4.696+9.225*YI75.J)*2(6.J)

HARNET SPREAO:

MSHBCP--IO.615+IO8.77I*2(6.J)

FATS A OILS

FARn SPREAO:

FVMBFOII.736+.590*Y(72.J)*Z(6.J)

HARNET SPREAO:

MSM8F0-.957+I8.23I*Z(6.J)

RETAIL PRICE VALUES OF EACH PROOUCT

RPOF-FVEF+nssF

RPPn-FVPN+NSPR

RPaR-FVER+nssR

RPEC~FVEC+HSEO

RPTH-FVTx+nSTN

RPnsOP-FvnsOP+nSnsOP

RPnaCP-FvnsCP+nSHOCP

RPnsFo-FvnaFO+nsnsFO

VRlF-RPBF*O.8595

VRPK-RPPK*0.607O

VRRn-VROF+VRPN

VRIR-RP8R*O.406S

VRTK-RPTK*0.09IO

VRPM-VRBR-I-VRTK

RvnsE8--I.A88+.A683~RPEO

RVEST-VRRn+VRPn+RvnsEC+RPnsOP+RPnsCP+RPnsFO

RVSTIOA-RVEST/A33.7I

2(77.J)--.Oz662+I.OI6I2ARVSTIOA

RETURN °

ENO
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APPENDIX C

LISTING OF DATA USED IN RETAIL DEMAND ESTIMATIONS



 

 



1880

1881

1882

1883

1884

1888

1888

1887

1888

1888

1880

1881

1882

1883

1888

1888

'1887

1888

1888

1870

1871

1872

1873

1874

1878

1878

1877

1878

1878

1880

1881

1882

1880

1881

1882

1883

1884

1888

1888

1887

1888

1888

1880

1881

1882

1883

1884

1888

1888

1887

1888

1870

1871

1872

1873

1874

1878

1878

1877

1878

1878

1880

1881

1882

§
§
§
§
§
§
§
§
§
§
§
§

E
g
g
g
g
s
g
g
g
s
r
s
s
s
s
s
s
s
s
s

§
§
§
§
§
§
§
§

"84.2000

88.1000

74.4000

88.7000

87.2000

87.8000

88.4000

111.000

188.000

188.000

188.000

140.000

143.

144.

138.

182.

178.
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2138.14

2211.23

2228.18

2284.02

2324.02

2373.28

2807.88

2827.71

2732.81

2808.48

2888.38

2822.88

2881.07

3024.82

3118.88

3278.02

3184.38

3180.28

3244.88

3313.20

3388.42

3388.38

3271.84

3271.40

3270.10

3

4888T024

30.8300

30.8300

30.8800

31.0800

31.1300

31.4200

31.8800

32.0200

32.4800

32.8300

33.3800

33.8000

34.4800

38.0800

38.8800

38.1300

38.8800

37.0800

37.3000

37.8800

37.7000

37.7700

37.3800

37.0700

38.8200

38.8000

38.3800

38.8000

38.3400

34.7000

34.0800

33.3800

32.8800

8

10881.1

11481.8

11818.4

12180.8

13038.4

13874.8

14101.8

14811.1

. 18388.8

18004.8

18328.2

18883.8

17084.8

17728.8

18881.2

18113.0

18780.8

20372.3

20012.8

18238.4

17408.2

17288.4

17878.4

17788.8

4

Listing Of Data Used in Retail Demand Estimations

AGE28T084

8.8.0.088000000888

80.2800

80.0200

40.7800

40.4300

40.0400

48.8300

48.2100

47.7000

47.1400

48.8000

48.1300

48.8200

48.1700

44.8000

44.4800

44.1700

44.0200

43.0800

44.1300

44.1800

44.1200

44.0800

44.4000

44.8200

48.1800

48.4200

48.8000

48.1800

48.8800

47.0000

47.4200

47.8800

48.2700

3313.78

3838.00

4180.87

3778.38

4088.18

4301.11

4278.18

4822.87

8814.48

8801.12

8288.38

8488.48

7287.00

7878.81

7813.82

8783.78

8823.38

10281.3

10804.7

11877.7

11788.0

12720.1

12128.0

11288.4

2888

78.4000

88.4000

87.8000

70.0000

88.4000

88.4000

87.0000

71.8000

82.1000

84.0000

82.1000

80.3000

83.7000

8438.81

8288.74

8382.82

8884.71

8733.23

8084.88

8338.81 -

8880.71

8830.00

8872.43

8780.38

8004.88

8188.14

8147.38

8884.28

8723.10

8421.84

8288.01

3288.84

8008.78

4788.21

8818.87

0388.83

8003.40

8281.00

8882.32

8423.03

8803.44

8231.84

8832.82

8



1880

1881

1882

1883

1884

1888

1887

1888

1888

1880

1881

1882

1883

1884

1888

1888

1887

1888

1888

1870

1871

1872

1873

1874

1878

1878

1877

1878

1878

1880

1881

1882

00888 080038' ocrxg. 1100.44 442.440 4711.42 1201.00 1744.00 '''' 1°: """
. 404.400 444.400 10124.4 1472.00 1702.00 271,383
. 1014.74 444.420 10272.4 1744.00 1440.00 714.000
. 1244.74 447.720 4244.04 1417.00 1407.00 741.000
. 1427.20 444.770 4411.24 2177.00 1442.00 442.000
. 1244.20 444.200 10044.7 2244.00 1210.00 414 000
. 1244.24 444.400 10244.0 2444.00 1171.00 440.000
. 1202.07 424.470 4471.04 2222.00 1074.00 440.000
. 444.740 427.140 4442.20 2744.00 1042.00 1014.00
. 444.470 742.740 10441.2 2440.00 1044.00 1042.00
. 424.120 744.420 10724.4 4144.00 742.000 1044 00
. 441.170 414.440 4240.44 4444.00 722.000 1224 00
. 444.020 444.020 10444.7 4724.00 742.000 1242.00
. 744.440 420.400 11244.2 4044.00 441.000 1244 00
. 412.120 444.470 11424.1 4224.00 442.000 1244 00
. 422.440 422.240 10440 4 4444.00 714.000 1424 00
. 724.420 444.240 10421 0 4144.00 441.000 1404.00
. 424.440 442.440 11474.4 4221.00 742.000 1444.00
. 441.200 440.420 12101.4 4447.00 774.000 1447.00
. 427.470 .447.200 12044.4 4420.00 711.000 1442.00. 444.440 444.410 12440.4 7422.00 724.000 1412.00
. 440.740 472.720 14000.4 7442.00 770.000 1707.00
. 272.400 401.740 12042.4 7420.00 747.000 1444.00. 214.400 402.040 12014.4 7740.00 444.000 1774.00. 402.040 422.200 12044.7 7444.00 744.000 1440.00. 744.200 244.440 10414 2 7442.00 714.000 1412.00. 712.470 244.420 11442.4 4410.00 414.000 1442.00. 447.420 244.440 12170.0 4444.00 444.000 1440.00. 441.000 220.740 12224.0 4442.00 441.000 2014.00. 244.400 244.400 14227.4 10444.0 440.000 2204.00. 240.440 224.400 14404.4 10404.0 444 000 2270.00. 244.220 221.047 14742.7 11042.0 707.000 2440.00. 274.170 240.104 12414.7 11420.0 721.200 24446001 2 2 4
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Sources of Data Used in U.S.Am Model

(a)

(b)

(e)

(d)

(e)

(f)

(4)

U.S.D.A., Livestock and Meat Statistics, Supplement for 1981 (and
earlier supplements), Statistical Bulletin N0. 522.

U.S.D.A., Livestock and Meat Situation, various issues.

U.S.D.A., Livestock and Poultry Situation, various issues.

U.S. Government Printing Office, Economic Report of the President,

February 1983.

Department of Commerce, Statistical Abstract of the United States,

various issues.

U.S.D.A., Agricultural Statistics, various issues.

U.S.D.A., Poultry and_§gg Situation, various issues.
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