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ABSTRACT

TELEOPERATION OF MOBILE MANIPULATORS

By

Yunyi Jia

Mobile manipulators provide larger working spaces and more flexibility than standard

manipulators by introducing mobility. Through teleoperation, they can be applied to a

variety of areas such as hazardous material handling, outer space exploration, searching and

rescue, etc.

Inspired by application requirements, there are four major challenges in the teleoper-

ation of mobile manipulators including the modeling and control of mobile manipulators,

teleoperation of multiple mobile manipulators, modeling the human teleoperator in teleoper-

ation system and communications between the human teleoperator and mobile manipulators.

Therefore, this study aims to address these challenges.

For the modeling and control of mobile manipulators, the motion accuracy of the end-

effector is a problem for the existing methods due to the system performance differences. To

address this issue, we introduce a new control method with online motion distribution and

coordination to improve the accuracy. In addition, a sensor-based redundancy resolution

scheme is proposed to further improve the teleoperation efficiency.

For the teleoperation of multiple mobile manipulators, the system stability under random

communication delays and unexpected events is a major problem for the existing methods.

To address this issue, we propose a non-time based teleoperation and coordination method.

A non-time perceptive reference is designed as the new reference to replace the time in

the system modeling and control. Through this design, the system stability under random



communication delays and unexpected events could be ensured.

For modeling the human teleoperator in teleoperation system, there are no existing mod-

els and the teleoperation efficiency and safety are always subject to the operation status of

the teleoperator. To address this issue, we propose a concept named quality of teleoperator

(QoT) to represent the teleoperator and incorporate it into the modeling and control of the

teleoperation system. Through this design, the teleoperation efficiency and safety could be

improved under various operation status of the teleoperator.

For the communications between the human teleoperator and mobile manipulators, the

existing methods of using joysticks are neither efficient nor intuitive. Therefore, we intro-

duce the natural language as a new communication manner. However, the existing natural

language control methods could not online handle unexpected events in the environment

and robotic system. To address this issue, a new systematic natural language modeling and

control method is designed to online handle such unexpected events.

Finally, the proposed methods are all implemented on our developed mobile manipulators

and the experimental results illustrate their effectiveness and advantages.
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Chapter 1

Introduction

1.1 Background and Motivations

Mobile manipulators integrate the functions of manipulability and mobility and can sig-

nificantly enlarge the working space of the standard manipulators. Through teleoperation,

the mobile manipulators can be operated over a distance. Such systems can be applied to a

variety of areas [1][2].

Teleoperation technology has been studied for decades and widely used in many applica-

tions where common operations cannot be used. The first modern teleoperation system was

developed in 1940’s in the Argonne National Laboratory when a master-slave manipulator

was developed for chemical and nuclear material handling [3]. Afterwards, with the tech-

nology evolution of computers, communications, multi-media and advanced sensors such as

force/torque sensor and tactile sensor, many teleoperation systems have been developed and

applied to a variety of areas.

The first motivated application of the teleoperation system is for material handling in the

areas where human beings are not able to reach such as nuclear stations, hazardous chemical

plants, etc. [4][5] These demands in these applications promote the development of various

teleoperation technologies including robot motion control, video and audio feedback, force

feedback and many others.

Outer-space exploration is also an important application of teleoperation systems [6].
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Through teleoperation, the human operators could remotely control the robots to perform

different tasks in the outer space. It can significantly reduce the cost of outer-space operations

like assembly and maintenance like repairs. More importantly, it can reduce the risk of

astronauts’ safety issues [7].

Teleoperation has also been applied to the medical applications such as telesurgery [8][9].

It makes the medical experts in the world be able to conduct clinical diagnosis and even

physical surgery without being present at the patients’ sites. It can greatly save the cost

and time by transferring the traditional surgery means to a remote surgery means where the

patients and medical experts are far away with each other [10].

Except the applications using manipulators, the teleoperation technologies has also been

applied to mobile robots [11, 12, 13]. The human operator can remotely control one or

several mobile robots to performance different tasks such as formation, co-transportation

and multi-robot exploration [14]. Since the working space of the mobile robots is much

larger than the manipulators, the requirements on the feedback are much more complicated

such as robot locations, environmental maps, surrounding distances, omnidirectional videos,

force feedback, etc. In addition, the kinematic similarity between the master and slave does

not exist for the teleoperation of mobile robots. Extra teleoperation designs are required to

model and analyze such systems [11].

There are also many other applications where teleoperation has been applied. These

applications include nano-manipulation [15], entertainment and education [16], forestry [17],

excavation [18], etc.

From the theoretical point of view, the studies on teleoperation have been mainly focused

on two major issues: stability and telepresence of the teleoperation systems. The study of

stability is mainly to design control methods to ensure the stability of the telerobotic sys-
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tems in presence of various system constraints such as communication delays, packet losses

and unstructured environments. The study of telepresence is mainly to develop teleoper-

ation techniques to enable the teleoperator to control the robots and perceive the remote

environment in efficient and visual ways as though sympathetic visage. In some cases like

communication delays, these two tasks are conflicting with each other. Therefore, for the

specific requirements in different applications, appropriate trade-off between the stability

and telepresence is required.

Many complications may arise when studying and applying teleoperation systems to

different applications. They include the increasing complexity of the robotic systems such as

mobile manipulators and multiple robotic systems, communication network constraints such

as time delays and packet losses, uncertainties of the human teleoperator such as fatigue and

sleepiness and more intuitive control means of teleoperation such as the natural language

control. These issues have motivated the research of this dissertation for studying the stable

and efficient teleoperation of mobile manipulators.

1.2 Challenges and Difficulties

In the teleoperation of mobile manipulators, inspired by different application require-

ments, there are four major challenges. These challenges are introduced below.

The first challenge is the modeling and control of mobile manipulators. In traditional

methods, the mobile platform and manipulator are controlled separately, which is not efficient

for some complicated tasks in teleoperation such as the material handling. In order to achieve

an efficient teleoperation, it is necessary to develop the whole-body model and control of

mobile manipulators. The existing methods model the mobile platform as the new links and
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joints of the manipulator and apply the traditional control methods on standard manipulators

to control the system. However, the accuracy of such system could not be always achieved

because of the dynamics differences between the mobile platform and manipulator. The

major difficulties of this issue include modeling of dynamic differences, online detection of

dynamics differences and control methods to limit the motion errors.

The second challenge is the teleoperation of multiple mobile manipulators. For some

tasks such as formation, large-size object transportation and exploration, one mobile ma-

nipulator is not enough to perform these tasks. Therefore, teleoperation of multiple mobile

manipulators is required. The existing methods model and control the system by taking time

as the reference. The system stability under random communication delays and unexpected

events is a major problem for these methods. The major difficulties of this issue include

the modeling of the random communication delays and unexpected events and multi-robot

control design under random communication delays and unexpected events.

The third challenge is to model the human teleoperator in teleoperation system. Since

the operation status of human teleoperator is stable at different time and situations, the

actual teleoperation performance is always subject to the operation status of the teleopera-

tor. Therefore, it is necessary to model the human teleoperator in the teleoperation system.

Unfortunately, most studies on teleoperation have been focused on the stability and telepres-

ence. There are no existing methods for modeling the human teleoperator in teleoperation.

The difficulties of this issue include the online evaluation of the human teleoperator and the

modeling human teleoperator into the telerobotic operations.

The fourth challenge is about the communications between human teleoperator and mo-

bile manipulator. Conventionally, the joysticks such as spaceballs and phantom joysticks are

used as the control ways for the human teleoperator to communicate with the mobile ma-
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nipulators in teleoperation. Obviously, using such joysticks is not an efficient and intuitive

communication way for some general tasks like manipulating objects. The other communi-

cation methods such as gestures and minds are usually uninformative and unstable which

are also not efficient. Therefore, we choose natural language as the new way. However,

the existing methods on natural language control have mainly focused on transferring the

natural language commands to the some formal representations which could be understood

by the robot. They are not capable of online handling unexpected events in the environment

and robotic system. The major difficulties include the modeling and detection of unexpected

events and online unexpected event handling design in natural language control.

1.3 Literature Review

1.3.1 Review on Modeling and Control of Mobile Manipulators

Due to the integration of the advantages of the standard manipulators and mobile plat-

forms, mobile manipulators have been widely used in many applications including industrial

manufacturing, hazardous material operations, outer-space exploration, etc. [19, 20, 21].

The working space of a standard manipulator can be enlarged by introducing a mobile

platform, commonly a nonholonomic mobile platform. However, this integration of two d-

ifferent systems also introduces new challenges [20][21]. First, the models for the mobile

platform and manipulator are different. The manipulator is usually a holonomic system but

the mobile platform may be subject to nonholonomic constraints. A method is required to in-

corporate the nonholonomic constraints during the system modeling. Second, the integrated

system is highly redundant and the redundancy resolution scheme is required. Third, from

the view of practical implementation, even if the above two theoretical problems are perfectly
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solved, the control performance may still be affected by system uncertainties and exceptions,

such as different characteristics, unstructured working environment and unexpected events.

Many studies have been conducted on the whole-body modeling and control of nonholo-

nomic mobile manipulators. There are commonly two ways to model the kinematic system

with nonholonomic constraints. One way is to directly add the constraints to the velocity

kinematic model [22][23]. Another more efficient way is to model the system to explicitly

entail the admissible motions with respect to the nonholonomic constraints [24][19], which

is also used in this paper. After the model is obtained, the nonholonomic mobile manipula-

tor system is usually redundant for a given end-effector task with usually no more than six

dimensions. The redundancy resolution methods for standard manipulators can then be ex-

tended to the nonholonomic mobile manipulator including Extended Jacobian method [25],

task priority method [26], Reduced Gradient based method [27], Singularity-Robust method

[28], Damped Least-Squares Inverse Jacobian method [29], etc. A task-space or end-effector

space closed-loop controller can also be incorporated into the redundancy resolution schemes

to make the robot track the desired end-effector motions.

In these existing methods, the fundamental principle is to model the mobile platform as

the new joints and links of the manipulator and extend the traditional control methods for

the standard manipulators to the mobile manipulators. However, when implementing these

control methods to the actual mobile manipulators, two major problems occur to seriously

affect the control performance of the mobile manipulators in terms of the motion accuracy.

The first problem is about the non-optimal motion distribution between the mobile plat-

form and manipulator. When using the traditional control methods, there is no preference

on the motion of the mobile platform or the manipulator. In other words, the control always

tries to move the mobile platform and manipulator at the same time to achieve the task.
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Because the characteristics and working conditions of the mobile platform and manipulator

are different, their tracking performance differs a lot. Usually, the manipulator is more ac-

curate than the mobile platform, which is especially true for a rugged nonholonomic mobile

platform designed for outdoor and heavy-load applications, such as the mobile platform used

in the later experiments. The indiscriminate motion distribution makes the motion tracking

errors of entire mobile manipulator (i.e., errors of the end-effector) large, which can actually

be avoided. Intuitively, to achieve a better motion tracking performance of the entire mobile

manipulator, we should try to use the manipulator to achieve the task as much as possible

instead of equally using the mobile platform and manipulator.

The second problem is about the lack of efficient coordination between the mobile plat-

form and manipulator. Although we can have a preference on the manipulator motion, we

still have to use the mobile platform and manipulator at the same time to achieve the task

in some cases. For these cases, if using the traditional control methods, the motion track-

ing performance of the mobile manipulator cannot always be maintained at the best due

to the motion differences of the mobile platform and manipulator. For example, sometimes

the manipulator may move much faster than the mobile platform and it would increase

the tracking error of the entire mobile manipulator when there is no coordination between

them. For another extreme example, either the mobile platform or the manipulator may be

stopped by unexpected events such as a sudden obstacle or machine halt. The traditional

methods would make the tracking error of the entire mobile manipulator larger and larger

if this happens because they are not aware of that one system cannot move and always use

a single system to achieve the task. Therefore, an efficient coordination between the mobile

platform and manipulator is needed to minimize the errors of the entire mobile manipulator

and handle the unexpected events.
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1.3.2 Review on Teleoperation of Multiple Robotic Systems

The teleoperation system could be considered as two robotic systems a master and a

slave which are connected through the communication channels. The problem of the time

delays in the communication channels may affect the stability of the system. Ferrel has

conducted a lot of experiments to show that within the time delays of 0.3 s a human operator

could maintain sensor motor coordination during the manual teleoperation under the visual

feedback [30][31].

The teleoperation system can be considered as two robotic subsystems a master and a

slave that exchange signals (positions, velocities and/or forces), in which the slave tries to

mimic the behavior of the master which in turn takes into account the input torques from

the slave.

To handle bigger time delays, the teleoperation system was later on modeled based on

the two-port networks. The two-port network was a four-terminal network which has two

pairs of terminals connected internally. The input and output signals of the network were

defined efforts and flows which were forces and velocities in the teleoperation systems and

also corresponding to the voltages and currents in the electric circuits. Then in this two-port

network formulation, the teleoperation system was designed based on the passivity theory

[32, 33, 34]. Such formulation and teleoperation method have been widely used in different

teleoperation systems under communication delays [35, 36, 37].

The advanced control theories have also been applied to teleoperation for handling the

communication delays in some special cases including the predictive control [38][39], sliding-

mode control [40][41], robust control [42][43], frequency domain control [44][45], etc.

Recently, some researchers have also researched on the multi-robot teleoperation systems
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because of the requirement that some teleoperation applications, such as the exploration,

patrol and formation, require multiple robots to be teleoperated and simultaneously work

together. Multiple mobile manipulators can be teleoperated by a single operator to provide

enhanced capacity and efficiency on accomplishing complicated tasks. The design of this kind

of systems is challenging because simultaneously tele-controlling multiple robots exceeds

the ability of one single operator. The intelligence and autonomy of the robots need to

be integrated into the system. Besides, the communication between the operator and the

multi-robot system and the communication among the multiple robots are both subject to

communication constraints like time delays and packet losses.

In [46][47], multi-robot system is assumed to be highly autonomous. The operator super-

vises the multi-robot system and sends commands by shared natural language when he/she

thinks it is necessary. This approach highly relies on the autonomy of the robots and lack of

safety. A semi-autonomous bilateral teleoperation framework for the single-operator-multi-

robot (SOMR) system is proposed in [48]. The dynamics of the multiple slave robots is

decomposed into two decoupled systems while enforcing energetic passivity: the shape sys-

tem describing the cooperation aspect such as formation keeping, and the locked system

abstracting the overall behavior of the multiple slave robots. An approach for balancing

a single operator’s command and multi-robot’s autonomy is proposed to allow a human to

better control a team of robots in [49]. A switching control scheme is proposed in [50]. The

controller allows implementation of proper switching between different control modes with

consideration of different important cases. In [51], information graphs and consensus algo-

rithms are used to approach multilateral teleoperation under dynamically changing networks.

In [52][53], leader-follower approach is applied. A leader robot is selected and teleoperated

by an operator and the follower robots are autonomously coordinated to make a formation.
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In these existing studies on single-robot and multi-robot teleoperation, in order to ensure

the stability of the system, the network delays need to be constrained such as being constant

or bounded. However, many delays in the communication channels like the Internet are com-

pletely random, which cannot satisfy these constraints. In addition, these existing methods

are not capable of efficiently handling unexpected events in the system such as unexpected

stop of one or several robots in the system.

1.3.3 Review on Modeling the Human Teleoperator in Teleoper-

ation

The studies on teleoperation in the past decades have mainly been focused on two major

issues: stability and telepresence of the telerobotic systems. The study of stability is mainly

to design control methods to ensure the stability of the telerobotic systems in presence of

various system constraints such as communication delays, packet losses and unstructured

environments [54, 55, 56]. The study of telepresence is mainly to develop teleoperation tech-

niques to enable the teleoperator to control the robots and perceive the remote environment

in efficient and visual ways as though sympathetic visage [57, 58, 59].

Most of these studies are based on the assumption that the teleoperator can maintain

a good operation status. This assumption, however, cannot be always guaranteed. For

instance, the teleoperator may be suffering from sleep deprivation, illness and even being

inebriated. Under such conditions, the teleoperation efficiency and safety may be serious-

ly affected due to the deceased operating capacity of the teleoperator. These conditions,

however, have been scarcely considered in the previous teleoperation studies.

In order to model the human teleoperator in the teleoperation system to enhance the
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performance of telerobotic operations, it is important and necessary to identify the operation

status of the teleoperator. Some methods have been proposed for the identification of the

operation status of human operators. These methods can be categorized into two groups:

off-line methods and online methods.

The off-line methods identify the operation status of human operators based on their

performance in accomplishing some designed tests and tasks such as questionnaires, playing

computer games, operating virtual or real robots, etc. [60][61]. However, the operation

status of humans may vary as the time involves. Unfortunately, the off-line methods cannot

monitor such variation.

Online methods have also been studied by some researchers. Most of them are based on

the physiological states of the human operators. These methods online collect the physiolog-

ical information from the operators and use them to online evaluate their operation status.

The physiological information include facial expressions, heart rate, blood pressure, heat,

sweat, etc. [62][63]. However, these results can only reflect the external status of human

operators but cannot reflect their internal status, such as frustration, boredom, etc., which

are actually also very importance factors to the evaluation of the operation status.

However, there are still no models for representing the human teleoperators, especially

from the internal states of the human teleoperator. Fortunately, there exist some methods to

capture the mental states of the teleoperator such as excitement, boredom, frustration, etc.

which could provide important information for modeling the human teleoperator. These

methods are based on the human teleoperator’s brain activities. There are various ways

to capture the brain activities such as Magnetic Resonance Imaging (MRI), Magnetoen-

cephalography (MEG) and Electroencephalograph (EEG). Among them, the noninvasive

EEG based BCI (Brain Computer Interface) technology is the most convenient one to cap-
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ture the brain activities and generate the mental states.

The EEG signals, firstly obtained by Hans Berger in 1924, are from the spontaneous and

rhythmic electrical activities of brain cells. They can be obtained along the teleoperator’s

scalp using electrode arrays. Through the EEG based BCI, we can obtain many mental

states of human beings such as mental fatigue, interests, frustration, boredom, minds, etc.

[64, 65, 66]. The EEG based BCI technology has been applied to many areas such as the

clinical diagnosis and therapy. Recently, they have also been applied to teleoperation. Most

of these works have been focused on extracting the teleoperator’s minds from the EEG signals

for constructing the control commands. Such studies have been conducted on various types

of robotic systems including mobile robots [67], manipulators [68], remote tour guidance

robot [69], wheelchair robots [70], power-assist robots [71], humanoid robots [72], etc.

Unfortunately, as shown in many experimental results, the EEG based commands are

not stable signals compared to the commands from the conventional command generators

like joysticks. It is very difficult and challenging for the teleoperator to consistently and

stably maintain their mind at one point. Therefore, in current circumstances, it is not an

appropriate way to use the EEG based BCI to directly control the robotic systems to conduct

some tasks requiring high accuracy and dexterity. However, instead of directly controlling

the robots, the EEG based BCI could be used for the online identification of the operation

status of the teleoperator and the result could be used as the representation of the human

teleoperator in the teleoperation system.

In addition, since insufficient operation status of the teleoperator may result in inefficient

and even dangerous telerobotic operations, it is necessary and important to model the hu-

man teleoperator in the control of the telerobotic operations. However, there are no existing

models and studies to solve problem. Therefor, a method for modeling the human teleoper-
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ator into the telerobotic systems is required such that the efficiency and safety telerobotic

system could be ensured at different operation status of the human teleoperator.

1.3.4 Review on Communications between Human Teleoperator

and Robots

In the teleoperation systems, joysticks are conventionally used as the control manner

for the human teleoperator to communicate with the robotic systems. The examples of the

joysticks include the spaceball, PHANToM joystick [73], nine-string joystick [74], FIU 3-

DOF force-reflecting joystick [75], etc. These joysticks could only generate low-level control

commands like velocities and positions. Obviously, they are neither efficient nor intuitive

ways for the communications between the human teleoperator and robotic system for some

tasks.

Recently, there are also some other methods which can provide more intuitive ways for

the human teleoperator to communicate with the robotic systems. Using body gestures is

a popular one of these methods [76, 77, 78]. However, the control commands from gestures

are still in the low control level and cannot some informative knowledge for the efficient

communication between the human teleoperator and robots.

Using human minds to as the communications between the human and robot is another

popular way. These methods collect the brain signals of the human teleoperator and applied

different methods to extract what the human teleoperator is thinking to do [65][66]. Then,

the mind information could be used as the control commands to control the robots [68]

[69]. However, such methods are not appropriate for real-time teleoperation tasks especially

when the tasks are complicated because human minds are difficult to control. The minds
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are always subject to dramatic changes and It is challenging for the human teleoperator to

concentrate on a specific mind for a long time [67][72].

Compared to the conventional control devices like joysticks, natural language can be used

as a new control manner to provide the teleoperator a more efficient and convenient way to

interact with mobile manipulators. Recent years have seen a growing interest in technology

on natural language control of robotic operations. The applications of such systems range

from service and entertainment robots to industrial robots [79][80].

Natural language carries high-level discrete symbolic information and robot control is a

low-level continuous process. Controlling robotic operations by natural language requires a

mechanism to connect these two different representations. Despite recent progress, research

on natural language control of robotic systems still faces many challenges. For example, most

previous work has focused on grounding linguistic terms to the robot’s perception and action

so that a natural language command can be translated to formal representations accessible

by the robot (e.g., sensorimotor skills of the robot). However, an important issue which has

not been well addressed is that, even given a perfect translation, unexpected events could

happen that will prevent the execution of the natural language command. For example,

suppose a human says “pick up the red bottle” and the robot understands perfectly what

actions are involved (i.e., coming up with a task schedule given the current situation) and

which bottle needs to be picked up. However, the situation may change after the human’s

command, for example, the robotic arm could be blocked or the object may be moved. The

robot would fail in executing the command. Thus it is important to have a scheme that

will allow the natural language controlled robotic system to intelligently handle unexpected

events in both the robotic system and the environment.

In the human-robot interaction research, many studies have been focused on converting
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natural language commands to some types of logic representations and then mapping them

to predefined primitives of robot actions [81, 82, 83]. Some studies have specifically looked

into temporal logic [84] and spatial references [85] for natural language control. Natural

language tasks are interpreted as these structured representations and many approaches

have been proposed to generate the robot motions based on these representations and some

abstracted plant models [86, 87, 88]. Recently, some studies have also used the probability-

based methods to directly convert natural language commands to robot motions through

off-line training or online learning of the robotic systems [89, 90, 91].

Despite recent progress, the research on natural language controlled robotic system still

faces some challenges. Most existing methods designed the connection between the natural

language processing and the robot control in an open-loop manner. Once the robot motions

were generated, they were directly executed by the robot. This formalism usually needs

to assume that the control system could absolutely accomplish the actions and there were

no exceptions in both the robotic system and the environment. If the assumption was

violated, errors would occur to generate problems for the systems [92][88]. For example, if

the environmental setup is changed, the previously generated robot motions may no longer

be correct. For another example, if the robot is stopped, some mechanism in the robot

planning and control processes needs to be designed to ensure the correctness and safety

of the robot execution. Therefore, a systematic design of the natural language controlled

robotic system is required to realize the natural language control under system exceptions.
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1.4 Objectives of the Study

The overall objective of the study is to develop stable and efficient teleoperation of mobile

manipulators. Based on the challenges and difficulties, the overall objective can be divided

into four objectives.

The first objective is to develop whole-body motion control of mobile manipulators under

system dynamics differences so that the teleoperation efficiency for some complicated tasks

could be improved.

The second objective is to develop a teleoperation method for controlling multiple mobile

manipulators by a single teleoperator under random delays and unexpected events so that

some tasks such as the formation and co-transportation could be accomplished stably and

efficiently.

The third objective is to model the human teleoperator in the mobile manipulator teleop-

eration system so that the teleoperation efficiency and safety could be ensured under different

operation status of the teleoperator.

The fourth objective is to develop a natural language teleoperated mobile manipulator

system under unexpected system events so that the teleoperation could be more intuitive

and efficient for the teleoperator.

1.5 Organization of the Dissertation

The organization of the dissertation is described as follows. Chapter 2 introduces model-

ing and control of nonholonomic mobile manipulators including the autonomous whole-body

control and online redundancy resolution for teleoperation. Chapter 3 introduces the stable

teleoperation of multiple mobile manipulators by a single teleoperator under random com-
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munication delays and unexpected events. Chapter 4 introduces the online identification

of the quality of teleoperator and the adaptation of the telerobotic operations adaptive to

the quality of teleoperator. Chapter 5 introduces the teleoperation of mobile manipulators

though the natural language and unexpected event handling in the natural language con-

trolled robotic system. Chapter 6 introduces the hardware and software development of two

types of mobile manipulators including the holonomic mobile manipulators and nonholo-

nomic mobile manipulators. Chapter 7 gives conclusions of the dissertation and the future

research work of the study.
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Chapter 2

Modeling and Control of

Nonholonomic Mobile Manipulators

for Teleoperation

2.1 Introduction

This chapter introduces the modeling and control for mobile manipulators for teleoper-

ation. It proposes a new control method for a nonholonomic mobile manipulator to mini-

mize the motion tracking errors in presence of performance differences between the mobile

platform and manipulator. With the new method, the problem can be addressed through

introducing adaptive motion distribution and coordination between the mobile platform and

manipulator [93][94]. First, the system model incorporating the nonholonomic constraint is

introduced and the traditional kinematic control methods with redundancy resolution are

presented. Second, different from the motion distribution in the traditional methods, a mo-

tion preference factor is introduced to distribute as much motion as possible to the more

accurate manipulator. The motion preference factor is automatically calculated based on

the configuration of the manipulator. Third, a coordination method in a perceptive frame

is designed to efficiently coordinate the motions of the mobile platform and manipulator so
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that the errors of the entire mobile manipulator can be minimized.

In addition, in conventional teleoperation methods, the teleoperator is responsible for

taking care of all tasks including the primary end-effector task and other secondary task

such as obstacle avoidance. This introduces a lot of burden for the teleoperator and impact

the efficiency of the teleoperation especially when the task is complicated. To address this

issue, this chapter also introduces a control method to make the teleoperator only concentrate

on the primary task related to the end-effector and the obstacle avoidance of the manipulator

links is automatically handled by an autonomous controller [95][96]. The method is based

on the redundancy of the mobile manipulator. The extra degrees of the mobile manipulator

provide and advantage of redundancy that the robot could achieve the primary end-effector

task and simultaneously realize some secondary tasks without affecting the primary task.

The designed methods were implemented tested on a nonholonomic mobile manipula-

tor teleoperation system and the experimental results demonstrated the effectiveness and

advantages of the methods.

2.2 Whole-Body Modeling and Control of Mobile Ma-

nipulator in Teleoperation

2.2.1 Whole-Body Modeling of Mobile Manipulator

The nonholonomic mobile manipulator studied in this paper was developed at Michigan

State University (MSU). It contains a 4-wheel drive mobile platform and a 7-DOF on-board

manipulator as shown in Figure 2.1.

Define r as the end-effector states, ub and ua as the velocity inputs of the mobile platform
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Figure 2.1 MSU Nonholonomic Mobile Manipulator

and the manipulator, the kinematic model is described by

ṙ =

[
Jb Ja

] ub

ua


= Jmu

(2.1)

where Jm is the Jacobian of the mobile manipulator, and Jb and Ja are the Jacobian of the

mobile platform and the manipulator.

u contains nine joint motor velocities of the mobile platform and manipulator. The

end-effector velocity ṙ is usually a variable of up to six dimensions. Therefore, the mobile

manipulator system is highly redundant. For a given desired end-effector velocity ṙd, there

exist many feasible solutions of u to achieve it. The kinematic control with redundancy

resolution methods for standard manipulators can be extended to the kinematic control of

the nonholonomic mobile manipulator. The most commonly used task priority method is

adopted in this study.

The method separates the control into two spaces: operational space and null space. For

a given end-effector velocity ṙ, the solution is given by
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u = Jm
†ṙ + (I − Jm†Jm)u0 (2.2)

where Jm
† is the pseudoinverse of Jm , I−Jm†Jm is the orthogonal projection operator which

projects the joint motor velocity vector into the null space of Jm , and u0 is the designed

joint motor velocity for the secondary task.

In the operational space, the task is to achieve the end-effector velocity. In the null space,

a secondary task needs to be designed. It could be to achieve a designed joint motor velocity

or, more commonly, to optimize a criterion that is related to the robot states. If only the

manipulator-dependent criterion is considered, such as manipulability index maximization

or joint limit avoidance, the criterion can be described as H(qa). In order to achieve a local

optimum of H(qa), u0 can be calculated as the gradient of H(qa) which is given by

u0 = ±kH

 02×1

∇qaH(qa)

 (2.3)

where kH > 0 is a scalar gain.

There are also many other methods which can be applied to the kinematic control of the

nonholonomic mobile manipulator including reduced gradient based method, singularity-

Robust method, damped Least-Squares inverse Jacobian method, etc. These control meth-

ods, however, only consider the tracking of the end-effector’s instantaneous velocity. In order

to track the desired position at the same time, a closed-loop kinematic controller is neces-

sary. When a desired task is given, the corresponding desired velocity and desired position

trajectories of the end-effector can be generated and usually described as a function of time

t.
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ṙd(t) = vee(t) rd(t) = ρee(t) (2.4)

A task-space closed-loop controller can then be obtained and expressed by

ṙ = ṙd(t) +Kr(r
d(t)− rc) (2.5)

whereKr is a constant gain matrix and rc is the measurement of current end-effector position.

This closed-loop design is adopted in most kinematic controllers of nonholonomic mobile

manipulators. However, the closed-loop control in task space cannot always guarantee the

performance of the system, in particular for the motion tracking, because they do not consider

the tracking performance differences of the mobile platform and manipulator caused by

different characteristics and working conditions. Therefore, in order to practically achieve

the best possible performance of the nonholonomic mobile manipulator, a motion distribution

and coordinated control method is proposed in the following section. It can minimize the

tracking error of the mobile manipulator and also handle some unexpected events.

2.2.2 Control with Motion Distribution

If using the task priority method and considering multiple secondary tasks, the kinematic

controller of the nonholonomic mobile manipulator can be designed by

u = Jm
†
(
ṙd(t) +Kr(r

d(t)− rc)
)

+
(
I − Jm†Jm

) I∑
i=1

αi∇qHi(q)
(2.6)

where I is the number of the secondary tasks, Hi is the measurement of each second task,

and αi is the weight for each task.
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It can be seen that this method distributes the motion to the mobile platform and ma-

nipulator with no preference. As the characteristics of the mobile platform and manipulator,

such as mass and inertia, are different and the working conditions of them are different as

well, e.g., the contact-free manipulator working space and ground-contact mobile platform

working environment, the motion tracking performance of the two systems are different.

Usually the performance of the manipulator is better than the mobile platform. Therefore,

a preference on the manipulator is desirable for achieving a better performance of the entire

mobile manipulator. To this end, a weighted pseudoinverse is used and an adaptive weight

scheduling scheme is designed. The pseudoinverse of Jm in (6) is replaced by a weighted

pseudoinverse [12]

J
†
m = WJTm

(
JmWJTm

)−1
(2.7)

where the weight matrix W defined as

W =

 λI2×2 02×7

07×2 (1− λ)I7×7

 (2.8)

where λ ∈ [0, 1] is the weight determining the motion distribution between the mobile

platform and manipulator. Larger λ implies a preference of more motion on the mobile

platform and less λ implies a preference on the manipulator. λ = 1 and λ = 0 correspond

to the sole motion of the mobile platform and the manipulator respectively.

In this study, maintaining the manipulability of the manipulator is defined as the sec-

ondary task and this task is used to determine λ. The measurement of the manipulability

index is mapped to σ ∈ [0, 1], where 1 means the best possible measurement and 0 means
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the worst. The adjustment is designed by

λ =


1− σ, if σ ≤ L

0, if σ > L

(2.9)

where L is the minimum endurable limit for the manipulability.

When the manipulator is in its endurable operational range, we have λ = 0 and use

only the manipulator to accomplish the task. When the manipulator is approaching some

dangerous configurations such as singular points or joint limits, we have λ ∈ (0, 1) to

use both the mobile platform and manipulator to accomplish the task. The closer the

manipulator is approaching the dangerous configurations, the larger λ is set so as to apply

more pushing force and use more motion of the mobile platform. When the manipulator is

on the boundary of the dangerous configurations, we have λ = 1 and use only the mobile

platform to accomplish the task. With this weight scheduling, it can be seen that we are

always trying to use the more accurate manipulator as much as possible to achieve the task.

Therefore, the errors of the entire mobile manipulator can be reduced through this adaptive

motion distribution.

2.2.3 Control with Motion Coordination

When λ = 0 or λ = 1, the errors of the end-effector depend on solely the performance

of the manipulator or the mobile platform. Once it falls into (0, 1), both mobile platform

and manipulator need to move together to achieve the motion tracking of the end-effector.

Since the motion tracking performance of the mobile platform and manipulator may be

quite different and the traditional control methods are not aware of such difference, the

errors of the end-effector may become unnecessarily larger. In order to handle this problem,
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a coordinated control method is designed based on the traditional control methods so as to

minimize the error of the end-effector.

The basic idea of the coordinated control is to model the system planning and control

based on a perceptive reference which is determined by the physical system outputs [14].

This idea has been successfully applied to the multi-robot coordination and multi-robot

teleoperation in our previous work [15-16]. In this study, it is modified and extended to the

accurate motion control of the nonholonomic mobile manipulator. The coordination method

mainly contains three steps which are introduced as below.

The first step is to generate new motion plans parameterized by a new perceptive reference

s. Define the perceptive reference s as the distance travelled by the end-effector along its

desired motion path. The desired trajectory of the end-effector which was traditionally

parameterized by the time t can be transferred to a new trajectory parameterized by s, ṙd(s).

Using the kinematic control with adaptive motion distribution, the joint motor velocities of

the mobile manipulator, u, can be obtained and described by

u = U(ṙd(s)) (2.10)

Using the forward kinematics, the desired velocity trajectories for the mobile platform and

manipulator, ṙdb and ṙda, can also be obtained. Furthermore, the desired position trajectories

of the mobile platform and manipulator can be easily obtained by integration of the desired

velocity trajectories. These desired trajectories are all parameterized by s and described by

ṙdb (s), rdb (s), ṙda(s) and rda(s).

Notice that describing the motion plans by s is not a simple replacement of traditional

time reference t by s. The perceptive reference s is directly related to the system outputs. Not
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only the motion plans for the end-effector but also the motion plans for the mobile platform

and manipulators are generated. This provides necessary information for coordinating the

mobile platform and manipulator for motion tracking and unexpected event handling.

The second step is to generate the optimal motion reference for the coordinated control.

The coordination goal is to minimize the error of the end-effector. This can be achieved by

minimizing a coordination error defined by

J(s) =
(
rda(s)− ra

)T
Wa

(
rda(s)− ra

)
+
(
rdb (s)− rb

)T
Wb

(
rdb (s)− rb

) (2.11)

where Wa and Wb are the weighting matrices of the manipulator and mobile platform re-

spectively to weigh the coordination errors based on the specific coordination requirements.

Given outputs of the mobile platform and manipulator, ra and rb, the instantaneous

desired motion of the mobile platform and manipulator should be able to minimize the

coordination error. To this end, the perceptive reference for determining the instantaneous

desired motion can be calculated by

s∗ = arg min
s

{J(s)} (2.12)

Furthermore, in order to maintain the coordination error within a limit, Jd, the optimal

perceptive reference can be calculated by

s̃∗ = sl +
Jd −min {J(s∗), Jd}

Jd
(s∗ − sl) (2.13)

where sl is the baseline perceptive reference and calculated by
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sl = min {sb, sa}

sb = arg min
s

{
(rdb (s)− rb)

T
Wb(r

d
b (s)− rb)

}
sa = arg min

s

{
(rda(s)− ra)

T
Wa(rda(s)− ra)

} (2.14)

where sb represents the motion tracking status of the mobile platform and is calculated

based on the mobile platform output, and sa represents the motion tracking status of the

manipulator and is calculated based on the manipulator output.

The third step is to calculate the coordinated control outputs based on the optimal motion

reference. Once the optimal perceptive reference is generated, the instantaneous desired

motions of the mobile platform and manipulator can be achieved by simply plugging the

perceptive reference into their desired motion plans. The motions include the instantaneous

desired velocities: ṙdb (s̃∗) and ṙda(s̃∗), and the instantaneous desired positions: rdb (s̃∗) and

rda(s̃∗).

To achieve these instantaneous desired motions, the joint motor velocities for the mobile

manipulator can be designed by

u =

[
ub ua

]T
ub = (Jub )†

(
ṙdb (s̃∗) + kb

(
rdb (s̃∗)− rb

))
ua = (Ja)†

(
ṙda(s̃∗) + ka

(
rda(s̃∗)− ra

)) (2.15)

where kb and ka are positive constants. The new velocity inputs are then passed to the

dynamic motor controllers of both the mobile platform and manipulator for executions.

Remarks:

i) With this coordinated control design, when the coordination error J is smaller than
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Jd, both mobile platform and manipulator move in a coordinated way to minimize the

error, i.e., slowing down the faster one and speeding up the behindhand one.

ii) When J is bigger than Jd, it indicates that one system tracks its desired motion much

more slower than the other system. The coordination control then slows down and

even stops the motion of the faster one until the behindhand one catches up with it.

iii) If one of or both the mobile platform and manipulator are stopped by unexpected

events, such as an obstacle or machine halt, the optimal perceptive reference will stop

evolving as well, which causes the entire robot to stop. Therefore, the errors remain

constant and the coordination can be still maintained. Once the unexpected event

is removed, the optimal perceptive reference starts to evolve and the motions are

automatically recovered. In the traditional control methods, such unexpected event

needs to be handled by a pre-designed mechanism and a re-planning is required after

the unexpected event is removed. For the proposed method, they are all automatically

handled and no re-planning is required at all.

Therefore, using the kinematic control with adaptive motion distribution, the error of

the end-effector can be reduced compared to the traditional control methods. Furthermore,

using the coordinated control design, the coordination error can always be limited in a

desired range in presence of the motion tracking differences between the mobile platform

and manipulator. Besides, the coordinated control design can also automatically handle

some unexpected events occurred in the robot system.
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2.3 Sensor based Redundancy Resolution for Obstacle

Avoidance in Teleoperation

2.3.1 Sensor based Redundancy Resolution Structure

The sensor based online redundancy resolution structure is shown in Figure 2.2 The

teleoperator concentrates on the operation of the end effector and the obstacle avoidance of

the other parts of the robot is automatically done by the robot itself. There are multiple

sensors mounted on the robot including cameras and laser scanners. These sensors detect the

operational environment on-line and send these information to an obstacle avoidance analysis

scheme. This scheme can extract the obstacles on the motion of the end effector and then

generate some proper configurations of the manipulator. During the teleoperation process,

the teleoperator only sends task-space velocity commands to conduct the motion of the end

effector. Meanwhile, the proper manipulator configuration for the desired motion is also

computed on-line. The redundancy resolution scheme is then applied to translate the task-

space velocity to a proper joint-space velocity. It integrates the desired task-space velocity

and computed desired manipulator configuration and then applies the inverse kinematics

of the mobile manipulator for the command transformation. With this control strategy,

the teleoperator can focus on the operation of the end effector regardless of the obstacle

avoidance of the other parts of the robot since it is autonomously done by the on-line

redundancy resolution scheme.
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Figure 2.2 Sensor based online redundancy resolution

2.3.2 Sensor System Design

The achievement of redundancy resolution needs the 3D data of the environment, and it

is feasible for any kind of sensor or combination of several sensors as long as they possess

the ability to obtain 3D information of environment, such as binocular vision, 3D laser

measurement sensor, and others. In our design, we use the laser scanner to get the 3D

information of environment. The laser scanner is mounted on a pan-tilt system in front of

the mobile base, so the scanner can detect different 3D information of the environment with

the rotation of the pan-tilt. In our approach, we just use the tilt function, the laser scanning

area is shown in Figure 2.3. The control system read the data from laser scanner every

tilt-step angle, which is defined as θts. The entire tilt angle is defined as

θtilt = N × θts (2.16)

where the N is the number of tilt-step.

The distance from Os to the detected object can be defined as di, if di is smaller than

a cutoff distance, which is defined as l, the object should be seen as obstacle. Before using

the obstacle information, the coordinate frame of laser system needs to be calibrated with
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Figure 2.3 Laser scanning area

the coordinate frame of mobile manipulator, which is shown in Fig. ??. The calibration

can transfer the point coordinates (xs, ys, zs) which relate the laser system frame to the

coordinates (xm, ym, zm) in the manipulator frame.

(xm, ym, zm)T = Rms (xs, ys, zs)
T +Oms (2.17)

where Rms is the transform matrix from laser system coordinates to the manipulator coordi-

nates. Oms is the coordinate of the origin of laser system frame in the manipulator coordinate

frame.

Sometimes, the manipulator will block the laser beam and the system will make a mistake

to define the manipulator as an obstacle. In this case, we can check the joint position of the

manipulator according to the forward kinematic model. If the obstacle point is too close to

the joint position, it must be the manipulator itself. So we can delete this kind of points

from the obstacle information, and then interpolate some points with linear fit according to

the rest obstacle information.
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As shown in Figure 2.4, a rectangular plane which parallels to the YmZm plane of the

manipulator coordinate frame is used in order to extract the contour of the obstacle at the

front of mobile manipulator. All the points which can be projected to this plane are likely

to block the movement of mobile manipulator, otherwise these points are not a threat to

the mobile manipulator. This 1m by 2m rectangle is divided into a 20× 40 grid, every unit

of this grid is a 50mm × 50mm square. The projection of obstacle points is also divided

into different unit. In each unit, we only select the nearest point, which has the smallest xm

value in manipulator coordinate frame, as the most threatening obstacle point.

After the process mentioned above, a 20×40 matrix P is obtained to describe the contour

of the obstacle, every element of this matrix is defined as

pi,j =


min(xm(i, j)) ∃xm(i, j)

0 else

(2.18)

where i = 1, 2...20, j = 1, 2...40, xm(i, j) is the xm value of the obstacle point in correspond-

ing (i, j) unit.

To illustrate the designed sensor system, the mobile manipulator and the working envi-

ronment are shown in Figure 2.5. The end-effector will block part of the laser beams when

the laser system scanning upper area. Figure 2.6 shows the raw data got by laser system. It

is seen that there are a lot of obstacle points of manipulator itself because the manipulator

blocks laser beam. Figure 2.7 shows the revised data of the environment. As indicated by

arrows, some points are interpolated based on the linear fitting of the remaining environment

data. The result shows it reconstruct the original look of the bridge structure. Figure 2.8

shows the extraction of the contour of the bridge structure.

After the 3D environmental information is obtained, the coordinate frame of sensor sys-
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Figure 2.4 Coordinate frame

Figure 2.5 Mobile manipulator and working environment
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Figure 2.6 Raw data of laser system

tem needs to be calibrated with the base coordinate frame of robot system. And then, next

is to estimate the position of the obstacle. Basically, The proposed method in this article

can be called Projection Method. This method is to project the link of manipulator and the

obstacle on a specified planer which is perpendicular to the moving direction of the end-

effector, and the relation of projections is used as the criteria. An equipotential which is

perpendicular to the moving direction of the end-effector is used to cut off the environment

in the front of the manipulator, as shown in Figure 2.9. The effect of the equipotential

surface is to locate the obstacle. We assume D is the distance between the equipotential

surface and the r-c plane of the sensor frame, and di is the distance from the points on the

environment surface to the r-c plane of the sensor frame. If di < D, the points are defined as

obstacle points, otherwise the points are non-obstacle one. Hence, we can get the projection
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Figure 2.8 Contour extraction of bridge structure
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of the obstacle on the equipotential surface, which will be used as the obstacle.

Figure 2.9 Obstacle and Forearm are projected on Equipotential Surface

2.3.3 Sensor based Online Redundancy Resolution for Obstacle

Avoidance

For the teleoperation, the collision avoidance of end effector is controlled by operator’

according to his surveillance. When the operator focuses on the end-effector, the forearm

part, EW , is in uncared situation, so it is dangerous and the collision may happen. Hence,

an idea that utilizes redundancy of redundant manipulator to avoid potential danger is

considered.

According to the 3D data of the environment which is discussed above, the projection

of obstacle on the equipotential surface can be obtained. If the projection of forearm link

EW overlaps or intersects the obstacle projection, the collision may not necessarily happen

, otherwise if the projection the projection of forearm link EW does not overlap the obstacle
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projection, the collision will never happen. Now, the forearm link EW is projected to

the equipotential surface and becomes EiWi. Hence, the shortest distance ρ between the

projection EiWi and the edge of obstacle can be used to construct the potential field relation.

ρ1 and ρ2 represent the limit distance of the potential field influence to avoid undesirable

disturbance beyond the obstacle’s vicinity, as shown in Figure 2.10. In addition, the point

P represents the closest point on the surface of an obstacle to the surface of the link EiWi.

The point Q is the point on EiWi that is closest to P .

Figure 2.10 Distance relation between the link projection and the obstacle projection

This is a double layers protection shell. ρ1 is absolute security distance, which defines

the inner layer, and ρ2 is the relative security distance, which defines the outer layer. Thus,

when the projection EiWi enters into the outer layer, namely ρ1 < ρ < ρ2, the forearm link

EW will be affected by the virtual velocity. The virtual velocity is designated vf

vf = k(
1

ρ
− 1

ρ2
) (2.19)
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where k is an user-specified proportional coefficient. Note that the direction of vf is from P

to Q.

When the forearm link is close to the obstacle, the ρ is less than ρ1 possibly, even the

EiWi may overlap the obstacle projection. In this case, the arm angle needs to rotate as a

fast constant angular velocity, which is denoted as Vmax. This case is dangerous, so we can

employ an approach to cease the motion of end-effect and only to rotate the arm angle with

predefined velocity until the shortest distance ρ equals ρ1. Generally, vi is constrained by

the maximum angular velocity Vmax of arm angle. Therefore, the virtual velocity vφ is

vφ =


Vmax ρ ≤ ρ1

k(1
ρ −

1
ρ2

) ρ1 < ρ < ρ2

0 ρ ≥ ρ0

(2.20)

where Vmax is an user-specified constant velocity. Note that in order to ensure absolute

security, Vmax is applied to the arm angle until projection EiWi leave the inner layer.

2.4 Experimental Results

2.4.1 Results of Whole-Body Control

In order to verify the effectiveness and advantages of the proposed control method, both

the traditional kinematic control method and the proposed control method were applied to

the MSU nonholonomic mobile manipulator. The mobile platform is a heavy and rugged sys-

tem with slow dynamics and less accurate performance. It moves on unstructured grounds.

In contrast, the manipulator is a light-weight and precise system with fast dynamics and
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more accurate performance. It moves in the contact-free environment. Notice that small er-

rors of the mobile platform, in particular the turning errors, will result in larger errors of the

end-effector. Therefore, the motion distribution and coordination between the mobile plat-

form and manipulator becomes necessary for the accurate motion control of the end-effector.

The task priority method was taken as the traditional method and the designed kinematic

control with both the adaptive motion distribution and coordination was considered as the

proposed method. Both simulation and experiments were conducted using the traditional

method and the proposed method.

In the simulation, the task was to track a sine curve trajectory. The first one used the

traditional method and the second one used the kinematic control with adaptive motion

distribution and online coordination. When implementing the methods, random errors were

added to the mobile platform and manipulator. The errors for the mobile platform were set

as up to three times than the errors for the manipulator.

Figure 2.11 and Figure 2.12 show the results of these two methods. The upper plot

is the 3D trajectories of the end-effector and the mobile platform, where the actual and

desired trajectories of the end-effector on the top overlaps due to the scale, but the lower

plot clearly shows the errors of the end-effector including the x and y position error and yaw

error in a proper scale. In Figure 2.12, we can see that when using the traditional method

the mobile platform was required to move all the time and the end-effector errors were large.

The adaptive motion distribution design was applied to move the mobile platform as less as

possible and the end-effector errors were therefore reduced. The coordination design could

further reduce the errors when both mobile platform and manipulator were moving at the

same time. We can see that the end-effector errors were significantly reduced and always

maintained in a small range. Besides, Figure 2.12 also shows the advantages of the proposed
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method in handling unexpected events. When the mobile platform was stopped at around

105 s, it caused the stop of the optimal perceptive reference and consequently caused the stop

of both the mobile platform and manipulator. All errors then remained constant. At around

115 s when the unexpected event was cleared, the optimal perceptive reference started to

evolve and the motions were automatically recovered. The entire process was carried out

automatically and no re-planning or resetting of the system was required.
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Figure 2.11 Results of the traditional control

The traditional kinematic control method and the proposed kinematic control method

were also experimentally implemented on the MSU nonholonomic mobile manipulator de-

veloped at the Michigan State University. The desired trajectory was generated based on

the velocities sampled from a spaceball joystick which was arbitrarily moved by a human

operator, as shown in Figure 2.13. The goal was to make the end-effector of the mobile

manipulator to track the arbitrarily generated trajectory. Because the yaw angle tracking
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Figure 2.12 Results of the proposed control with motion distribution and coordination

errors of the mobile platform and manipulator are most different, to better demonstrate the

effectiveness of the proposed method without loss of generality, the yaw angle tracking errors

of the end-effector using the two methods are presented.

Figure 2.14 shows the results of using the traditional method and Figure 2.15 shows the

results of using the proposed method with adaptive motion distribution and coordination.

It can be seen that the errors of the former were much larger than the latter. There were

some very large error segments in the traditional control. This usually happened when large

changes occurred in the motion, e.g., large changes of velocity amplitude or direction for

which the responses and motion tracking performance of the mobile platform and manipula-

tor were quite different. Usually the mobile platform responded slowly due to its heavy load

and the rough ground condition and therefore had larger motion tracking errors. This would

probably cause larger errors of the end-effector when using the traditional method. How-
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ever, using the proposed method, the errors could be always kept in a much smaller range

for the entire process, which actually benefited from the motion distribution with preference

on the manipulator and the coordination between the mobile platform and manipulator for

minimizing the coordination error. Figure 2.15 also shows the advantages of the proposed

method for handling unexpected events. When the mobile platform and manipulator were

unexpectedly stopped at around 20 s and 38 s respectively, the mobile platform and manip-

ulator stopped and did not recover until the obstacles were removed at around 28 s and 42

s. The entire process was carried out automatically and the yaw angle error could always be

maintained in a desired small range.

Desired trajectory

Spaceball Joystick

Figure 2.13 Experimental Setup

2.4.2 Results of Sensor-based Redundancy Resolution

The designed sensor based online redundancy resolution method was implemented on

the nonholonomic mobile manipulator. The 7-DOF manipulator was controlled by a con-

figuration controller which ensures that end-effector tracked user-specified trajectories. The

configuration controller made the arm execute the commanded motion for the end-effector

and the arm angle. During the manipulation, the teleoperator only focused on the motion of

end-effector, while the detection system continuously computed the closest distance between

the forearm link projection and the obstacle projection. The real-time controller implements
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Figure 2.14 Errors of the traditional control
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Figure 2.15 Errors of the proposed control with motion distribution and coordination

the redundancy resolution strategy so that the forearm link was always in safe situation.

There were three experiments to illustrate the effectiveness and real-time ability of the pro-

posed method respectively. The value of k was found empirically after a few trial-and-error

runs, we took k = 2. Additionally, we took ρ1 = 50mm, ρ2 = 150mm and Vmax = 0.04rad/s.
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The first experiment aimed to give a general motion relationship between the closest

distance and the arm angle. The process was that the teleoperator controlled the manipulator

to catch a target in front, while a box was put between them as a movable obstacle. When the

manipulator was moved forward and the obstacle was moved to block the motion, we could

find the relationship between the closest distance and the arm angle. Figure 2.16 shows that

the distance between the obstacle and the manipulator was detected in real time by a laser

scanner. we can also see that when the obstacle was detected far away from the intermediate

links of manipulator, the arm Angle kept still. However when the obstacle was detected near

to the intermediate links of manipulator, the arm Angle would adjust autonomously to make

the links be far away from the obstacles.
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Figure 2.16 Obstacle Distance and Elbow Angle

The second experiment demonstrated the autonomous avoidance of stationary obstacles.

In the experiment, with a obstacle in the front of forearm link EW , the end-effector was
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commanded to move along x-axis direction of base frame. If the arm angle did not change,

the collision would happen along with the motion of the end-effector. However, with the

proposed method, the arm angle can change according to the detected information, and

the collision avoidance based on sensor system can be realized. In Figure 2.17, the velocity

command of x-axis positive direction is shown in (a), which indicates end-effector keeps

moving forward in x-axis direction. In (b), the change of the closest distance between the

forearm link projection EiWi and the obstacle projection, i.e. ρ is indicated with the blue

curve. At 10.6s, the figure illustrates that the link EiWi leaves the inner layer. So, the

Initial part shows the EiWi overlaps the obstacle projection and the inner layer before

10.6s; the following part shows the EiWi is moving in outer layer after 10.6s. (c) shows the

angular velocity of arm angle. Correspondingly, we can find the angular velocity keeps to be

0.04rad/s before 10.6s and vφ is decreasing as the ρ is increasing. The virtual velocity can

’push’ the forearm link away from the obstacle.

The third experiment demonstrated the autonomous avoidance of moving obstacles. In

this experiment, the real-time ability of the proposed method was demonstrated. The ob-

stacle was kept moving in the front of forearm link randomly, namely the ρ was changed

randomly, and the response of the angular velocity of arm angle was checked. Similarly, the

task space command of the end-effector in x-axis direction of the base frame was sent by

the teleoperator, then the angular velocity of the arm angle was autonomously calculated

according to the sensor information. In Figure 2.18, the velocity command of x-axis direction

in this experiment is shown in (a). The value of the blue curve indicates end-effector keeps

moving forward in x-axis direction. The change of ρ is indicated in (b), and the correspond-

ing change of vφ is shown in (c). Obviously, once the ρ is less than 50mm, e.g. from 3.7s

to 5.1s, the vφ becomes 0.04rad/s. It is clearly that the velocity of the arm angle changes
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Figure 2.17 Avoidance of stationary obstacles

accordingly and correspondingly to the change of the closest distance between the forearm

link and the obstacle.

Therefore, through these experiments, the effectiveness of real-time autonomous obstacle

avoidance was demonstrated. More importantly, the obstacle avoidance did not affect the

motion of the end-effector. This made the teleoperator be able to focus on the end-effector

task while other tasks like obstacle avoidance could be handled by the mobile manipulator

itself based on the sensor based redundancy resolution.
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Figure 2.18 Avoidance of moving obstacles

2.5 Chapter Summary

This chapter introduced a whole-body control method for a nonholonomic mobile ma-

nipulator. It can distribute the motion to the mobile platform and manipulator adaptively

to the configuration of the manipulator and coordinate the motion between the mobile plat-

form and manipulator to minimize the errors of the entire mobile manipulator. Compared

to the traditional methods, it can significantly reduce the errors of the end-effector and

automatically handle some unexpected events. Both simulation and experimental results

demonstrated the effectiveness and advantages of the proposed method.

In addition, a sensor based real-time redundancy resolution is proposed for the teleop-
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eration of the redundant mobile manipulator. The real-time obstacle avoidance is achieved

using this scheme. A projection method is proposed to extract the proximity between the

link of manipulator and the obstacle from the real-time sensor information. A sensor based

online redundancy resolution scheme is employed properly control the mobile manipulator

to realize the motion tracking of the end effector and obstacle avoidance of the arm links

at the same time. The experimental results demonstrated the effectiveness of the proposed

method.
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Chapter 3

Teleoperation of Multiple Mobile

Manipulators

3.1 Introduction

This chapter introduces the teleoperation of multiple mobile manipulators under ran-

dom communication delays and unexpected events. A non-time perceptive reference based

method is designed to model and control the mobile manipulator teleoperation system and

the stability of the system can be ensured under random communication delays [97]. The

method is then extended to the teleoperation of multiple mobile manipulators to handle the

random delays. Besides, a online coordination method is also designed based on the percep-

tive reference to coordinate the multiple mobile manipulators for accomplishing complicated

multi-robot tasks like the formation and co-transportation under unexpected events of the

robotic systems. Through these designs, a single teleoperator is able to stably control multi-

ple mobile manipulators under random communication delays and unexpected events. The

designed methods were experimentally implemented on the mobile manipulator teleoperation

systems and the experimental results demonstrated the effectiveness and advantages.
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3.2 Mobile Manipulator Teleoperation System

3.2.1 Perceptive Planning and Control

Traditional planning and control is described in Figure 3.1 (a). As shown, the planning

is usually an open-loop process. The time variable is used as the motion reference and

the motion plan is parameterized by time based on the defined tasks. Then, the planner

generates the desired instant output to the control system by plugging the current referenced

time into the time-based motion plan. All uncertain and unexpected events are left to the

control system to handle. If these events are not considered in the action plan, then the

controller alone is not able to handle them. This is especially true when it is working in an

unstructured environment. Therefore, it is very important to incorporate the planning and

control processes based on system output measurement to handle these events and achieve

the best possible performance.

The planning and control in the perceptive reference frame aims to handle uncertain and

unexpected events in both planning and control levels and is described in Figure 3.1 (b). It

was named event-based planning and control originally [98] and then renamed as planning

and control in the perceptive reference frame later since ”perceptive” can better describe the

essence of the method. The basic idea of the method is to introduce a new motion reference

variable named perceptive reference, denoted by s. The perceptive reference is independent

of time and related to the system output measurement relative to the task. The motion

plan is parameterized by the perceptive reference rather than the time variable. The desired

instantaneous output of the planner to the system is no longer generated based on current

time but instead based on the perceptive reference, which is determined by current system

output measurement. As a result, the desired system input is a function of the current system
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outputs for any given instant of time. This creates a mechanism to adjust the plan based on

system outputs and, more importantly, makes the planning a closed-loop process to handle

uncertain and unexpected events. In addition, the perceptive reference is calculated at the

same rate as the feedback. In other words, the planning process is running at the same rate as

the feedback control process, which enables the system to handle both discrete uncertain and

unexpected events, such as sudden obstacles, machine halt, etc., and continuous uncertain

and unexpected events, such as error accumulation, parameter drifting, etc.

RobotController
Planner by 

Time

( )dy t ( )e t
( )tδ

( )y t

+
-

RobotController
Planner by 

Perceptive Reference

( )dy s ( )e s
( )tδ

( )y t

Perceptive Reference
s

+
-

(a)

(b)

Figure 3.1 (a) Traditional planning and control (b) Planning and control in perceptive ref-
erence frame

The planning and control in perceptive frame has been used in several robotic applications

including mobile robots, manipulators, satellites [98][99][100]. It has also been proven to be

efficient in teleoperation to enhance its stability and safety [54][2].
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3.2.2 Mobile Manipulator Teleoperation Design

The single mobile manipulator teleoperation consists of three individual modules which

are teleoperation station, communication media and robot system. The teleoperation station

includes the operator and the master, where the joystick is used as master. And also Internet

is used as the communication media. The robotic system consists of a mobile manipulator

and the sensor systems. The mobile manipulator is the developed nonholonomic mobile

manipulator which contains a 4-wheel mobile base and a dexterous 7-DOF arm robot. The

sensor system is used to detect the information of environment. In the control process,

the teleoperator sends the six dimensional velocity commands of the gripper, through the

Internet to the remote robot system. Then, the robot responds to implement the task. At

the same time, the sensor systems detect the environmental information, such as image,

audio, and force information, and send them back to the teleoperator. Usually, the motion

of the robot is supervised by teleoperator to ensure the safety of the teleoperation.

For the teleoperation of a mobile manipulator, the robot and the teleoperator are usually

connected through some physical networks such as the Internet, cellphone network and satel-

lite network. However, such networks are usually subject to some communication constraints

such as time delays. In order to address this issue, a teleoperation design in the perceptive

frame is proposed to ensure the stability of the teleoperation system. The system is shown

in Figure 3.2. The teleoperator operates the remote robot through a network by sending

velocity commands and observing the environmental feedback. The teleoperation velocity

is first processed by the Motion Planner to generate the desired trajectories. Then, the

Kinematic Controller computes the input for the robot to achieve the desired trajectories.

There are three loops in the framework. The most external loop is for the task level. This
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loop is mainly dominated by the teleoperator. The most internal loop is for the lower control

level. This loop is controlled by the kinematic controller with redundancy resolution. It will

be responsible for tracking control of the desired trajectories also may also be responsible

for some additional objectives such as manipulability keeping, joint limit avoidance, obsta-

cle avoidance, etc. Between these two loops, there is another loop for the motion planning

which is different from the open-loop motion planning in the traditional teleoperation. The

planning and control is designed in the perceptive reference frame. Benefiting from it, the

stability and safety of the robotic system can be ensured under random network constraints

and unexpected events. The design is introduced below in detail.

Teleoperator

N
E
T
W
O
R
K

Motion 
Planner

*s

Robot 
Controller

Mobile 
Manipulator

Perceptive
Reference

Environmental 
Sensors

Robot
Sensors

robot states

environmental information

perceptive feedback

Figure 3.2 Single mobile manipulator teleoperation system

The velocity for the end-effector is generated by the teleoperator and sent to the robot.

Once the robot receives it, it uses this velocity to generate its desired trajectories pa-

rameterized by a perceptive reference in the next teleoperation round as ẏdp(s) and ẏp(s),

s ∈ (sc, sc + ∆s), where s is the perceptive reference, sc is the reference at the time when

the robot receives the velocity, and ∆s is reference extension related to the teleoperation

velocity. There are many choices for the perceptive reference. Among them, the distance

travelled by the end-effector is the most popular one. If this reference is chosen, then the

reference extension can be computed as ∆s = ‖vteleTtele‖, where vtele is the teleoperation
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velocity and Ttele is the sampling time for the teleoperator. After these are all set, the

planning and control contains three steps.

The first step is to compute the optimal perceptive reference from the robot feedback to

represent the robots current status. This can be computed by a minimization expressed by

s∗ = arg min
s

{∥∥∥ydp(s)− yp
∥∥∥} (3.1)

In this design, the optimal perceptive reference is computed by minimizing the tracking

error and can be calculated by an orthogonal projection from the current end-effector position

to the desired trajectory parameterized by the perceptive reference.

The second step is to plan the desired instantaneous inputs for the controller based on

the optimal perceptive reference. This is a simple process of plugging the optimal perceptive

reference into the desired trajectory to obtain the desired instantaneous inputs ẏdp(s∗) and

ydp(s∗).

The third step is to construct the controller based on the instant input, which is a simple

replacement process. The structure of the controller is the same as the traditional time-based

controller. The only change is to replace time-driven desired instantaneous inputs ẏdp(s) and

ydp(s) by the new desired instantaneous inputs driven by the optimal perceptive reference

ẏdp(s∗) and ydp(s∗).

These three steps form not only a closed-loop control but also a closed-loop planning

which could guarantee the control accuracy, stability and safety under random network

constraints such as delays and packet losses and unexpected events such as sudden obstacles.

This is due to the fact that the controller input is always determined by the robot output

through the closed-loop planning. Generating the optimal perceptive reference by minimizing
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the tracking error makes the planner always provide the best controller input with the best

tracking accuracy. In addition, the random network constraints such as delays and packet

losses have no effect on the stability of the controller. If large network delays or long-term

continuous packet losses occur, the optimal perceptive reference will end evolving at the latest

once it reaches it, which will suspend the robot motion until new teleoperation commands

arrives or the network restores normal conditions. If an unexpected event such as a sudden

obstacle occurs to block the end-effector, at the same time, the optimal perceptive reference

is stopped as well, which will also suspend the end-effector motion until the unexpected event

is cleared. It is worth noting that the recover of the robot motion is completely automatic

and no reset or re-planning of the robot system is required.

3.3 Multi-Mobile-Manipulator Teleoperation System

3.3.1 Single-Operator-Multi-Robot Teleoperation System

The multiple mobile manipulator teleoperation System is shown in Figure 3.3. There

are mainly two parts in the system: local operator controller and remote multi-robot sys-

tem. The two parts are connected though any existing communication networks. The local

operator controller is consisted of a human operator, some joystick controllers and some

softwares and devices for telepresence. The remote multi-robot system contains multiple

heterogeneous robots, which can be any kinds of robots with any kinds of system models.

The multiple robots are also connected though any existing communication networks. The

operator sends operation commands to the remote multi-robot system by operating the joy-

stick controllers, and meanwhile, the remote environmental information is fed back to the

operator and reproduced by the telepresence softwares and devices.
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The objective of the system design is to make the single operator be able to stably

control the multiple robots to perform a specific coordinated task, which is to make the

multi-robot group move along the trajectory sent by the operator and meanwhile satisfy

some coordination requirements, like keeping a given formation.

Figure 3.3 Multiple Mobile Manipulator Teleoperation System

Since there is only one operator, in order to simultaneously tele-control multiple robots,

the intelligence and autonomy of the robots need to be integrated into the teleoperation

system. Besides, since the components in the system are connected though communication

networks, the limitations of the networks may affect the stability and performance of the

teleoperation system. For real communication networks, in particular for the Internet, the

time delay is completely random, which is time-varying and can be neither bounded nor

predicted. This limitation makes it much more difficult to realize the single-operator-multi-

robot teleoperation system.
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3.3.2 Multi-Robot Teleoperation System in the Perceptive Refer-

ence Frame

The fact that time delay can affect the stability of the system is a result of using time

as the reference for different system components. In other words, the control and feedback

signals are being sampled with respect to time. Therefore, intuitively, if a non-time based

reference is used, these effects of delays would be eliminated or reduced significantly. In

traditional control systems, the systems are modeled by differential equations in which the

reference is the time variable. In addition, the trajectory is usually a function of time. The

general idea of the planning and control in the perceptive reference frame is to model the

system and the trajectory as functions of a non-time based variable, which is usually denoted

by s and called the non-time based reference [101]. The non-time reference is a map from

the output or state of the robotic system to a scalar variable. This reference is usually

taken to be a physical output of the system such as distance or position. However, the

non-time based reference can also be a virtual one that does not correspond to any physical

quantity. For example, it can be chosen to be the distance travelled by the robot or the

number of control cycles the system has performed. Non-time based planning and control

has been used in many studies and several robotic applications including mobile robots,

manipulators, teleoperation and others [102] [2]. It has been proven to be very efficient in

dealing with uncertainties and delays. In this paper, it is extended to the application of

single-operator-multi-robot teleoperation with random communication delay.

The non-time based single-operator-multi-robot system is shown in Figure 3.4. The

system can be divided into two parts. One is the teleoperation part where the operator

observes the environmental information and sends operation commands to the multi-robot
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system through communication network, and the other is the multi-robot coordination part

where the multiple robots share information with each other and then coordinate together

to move along the desired trajectory sent by the operator and meanwhile satisfy the coor-

dination requirement such as a specific formation. All signals in the system are referenced

to a non-time based reference s. Thus the random delay in communication networks do not

have any effects on the signals because they are no longer referenced to the time t.

Figure 3.4 Non-time based single-operator-multi-robot teleoperation system

The teleoperation part is as same as the single-operator-single-robot teleoperation. The

non-time based teleoperation method is applied for this part. This method has successfully

been applied to the Internet-based teleoperation of many kinds of robotic systems including

mobile robots and manipulators and been proved to be reliable and effective. The multi-

robot coordination part is realized by the perceptive coordination method. The basic idea of

perceptive coordination is to introduce a perceptive coordination reference r(s) that is direct-
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ly computed based on the robot sensing measurements according to the desired trajectory

and coordination requirement sent by the operator. The control input is parameterized by

the perceptive coordination reference. Since the reference is a function of the measurements,

the values of the desired robot states are functions of the measured data. As a result, for

any given instant of non-time reference s, the desired input is a function of system output.

This creates a mechanism to adjust or modify the robot plans based on the measurements.

Thus, the planning becomes a closed loop process. Each robot’s planner generates its desired

values to the system, according to the on-line computed perceptive coordination reference

parameter r(s). The commands from the operator can be executed by just affecting the

perceptive coordination reference r(s) and the closed-loop planners of the robots.

In Fig. 2, the Perceptive Coordination Reference block maps the measurements of the

robots to the perceptive coordination reference r(s). r(s) has to be chosen such that all the

information of the robots can be properly represented in sense of achieving the coordination

requirement. The mapping not only considers the system output of one robot, but also the

mission of the coordination described by the system outputs of all other robots in the system.

The motion of the robot in this system is coordinated by the common reference, r(s), which

is related to the system outputs of all robots. Since each robot’s planner is driven by r(s),

the behavior of one robot in the formation will affect the mission of the coordination by

affecting the motion reference r(s). For example, if the motion of one robot is stopped by

an obstacle, this event will affect the computation of r(s) according to the specification of

the coordination scheme.
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3.3.3 Design of Single-Operator-Multi-Robot Teleoperation Sys-

tem

In traditional control systems, the desired trajectory is usually modeled as a function of

time t, which is generally denoted by xd(t). The variable x(t) represents the state of the

system. Controllers are designed so that the trajectory x(t) of the system asymptotically

approaches the desired trajectory xd(t). This is a typical tracking control problem. There

exist a lot of control design methods in the literature of tracking control. Since the design

is based on the model driven by t, the controller is likely to be time dependent. In non-time

based control systems, the controller is independent of time. Furthermore, the desired path

is not necessarily defined as a function of time. It is defined by parametric equations. The

parameter is called non-time reference. It is denoted by s. A desired path can be defined

by a parametric equation xd(s), where s is fusion of the sensory output of the robots in the

formation.

The goal of the non-time based multi-robot teleoperation contains two parts. One is to

make the multiple robots move according to the trajectory sent by the operator and the

other is to make the multiple robots satisfy the coordination requirement such as keeping

a given formation. Both two have to be fulfilled simultaneously and the communication is

subject to random time delay.

The heterogeneous multi-robot system can be described by


ẋi(t) = fi(xi(t), ui(t))

yi(t) = hi(xi(t))

i = 1, 2, ..., n (3.2)

where i denotes the ith robot. xi(t) ∈ Rni denotes the state of the ith robot. ui(t) ∈ Rmi
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denotes the input of the ith robot. And yi(t) ∈ Rp denotes the output of the ith robot.

The first step is to generate the desired trajectories according to the operator’s com-

mands. The operator’s commands contain the moving velocity of the multi-robot group and

a specific coordination requirement like a formation. Once the command is received, the

desired trajectory of the multi-robot group with respect to can be computed by

yd(s) = y0 +

s∫
0

V (τ)dτ

where, y0 is the initial position of the multi-robot group, and V (s) is the operator’s

velocity with respect to s. Here s is the non-time reference which is a increasing function of

time, s = v(t) . In this design, it is chosen as the distance traveled by the multi-robot group.

Afterwards, based on the trajectory , the desired motion of each robot can be computed

according to the coordination requirement such as a specific formation.

The second step is to find a feedback law ui = µi(xi, t) to track the desired path

ydi (v(t)).There exist many well known tracking design algorithms in the literature of control

theory. In this paper, the feedback law for the mobile robots used in the later experiment is

based on feedback linearization and PD control [12]. The feedback needs to satisfy

lim
t→∞

(hi(xi(t))− ydi (v(t))) = 0 (3.3)

The third step is to find a suitable projection to map the outputs of the robots to a

perceptive coordination reference. The projection is described as a transformation r(s) =

Γi(x) satisfying

Γi(xd(s)) = s (3.4)
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where xd(s) =

[
xT1d(s) xT2d(s) · · · xTnd(s)

]T
. Condition (3) implies that, if the system

state is on the desired path, Γi(x(s)) should give the corresponding value of s on the desired

trajectory xd(s). If X is not on the desired path, then Γi(x(s)) serves as the perceptive value

of s for the system. For example, given any state x, let xdi(s) be the orthogonal projection

from x to xdi. If we define Γ(x(s)) = s, then it satisfies (3).

The coordination can be expressed by the requirement that for any point along the desired

path, the states of the robots should be in their corresponding desired positions. For given

desired motion plans of the robots xdi(s), i = 1, 2, ..., n, where s is the non-time variable and

lies in the range of the non-time reference introduced in the first step, and the measurement

states of the robots xi, i = 1, 2, ..., n, the coordination criterion is defined as

J =
n∑
i=1

(xdi(s)− xi)TWi(xdi(s)− xi) (3.5)

where Wi, i = 1, 2, ..., n are weight matrices. They can weigh the coordination errors in the

different directions to insure efficient coordinated control in some specific directions, which

are determined by the task. And then the value of the perceptive coordination reference r(s)

can be computed by solving the following optimization problem mins {J}. The closed form

solution can be easily obtained for most motion plans such as straight lines, arcs, etc., by

solving

∂J

∂s
= 0 (3.6)

It can be seen that the planners driven by the perceptive coordination reference always

give the optimal plan to minimize the coordination error.

The fourth step is to construct the control based on the perceptive coordination reference
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for each robot. This step is simply a substitution. On the desired path, we have s =

Γi(xd(s)) = v(t). Similarly, we define the perceptive time by

Ti(x) = v−1(Γi(x)) (3.7)

And then, the control law is defined by ui(x) = ui(xi, Ti(x)). With this control law, the

closed-loop system with non-time based feedback is described by

ẋi = fi(xi, ui(xi, Ti(x))) (3.8)

The stability of this closed-loop system may be affected by the perceptive reference

projection. The necessary condition for the system stability is discussed in [103].

The only issue left for the system design is to determine the non-time based reference

according to the robot outputs. To ensure the stability of the system, the non-time reference

must be a non-decreasing function of time. In our previous work, lots of variables have been

used as the non-time reference according to different applications. Traveling distance was

used as non-time reference to design a tracking controller for mobile robots and manipulators

in [101]. Control cycle number was also used for Internet-based teleoperation system in [2].

These previous work involved only one robot and the non-time reference only depended on

the feedback of the single robot. In the case of multi-robot system with communication

constraints, choosing non-time reference is much more complicated. Besides that it contains

multiple robots, the communication between the robots is also constrained by random time

delays. So the previous non-time based references can not be used in this problem.

In multi-robot teleoperation systems, usually, making the multiple robots satisfy the co-
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ordination requirements is more important than making them move along the trajectory

given by the operator. For example, when the multiple robots are teleoperated to transport

an object together, keeping the specific formations is the primary condition of tracking the

desired trajectory. As we known, the perceptive coordination reference determines the de-

sired motion plans of the multi-robot group. From the system design, it is seen that the

non-time reference determines the measurement states of the robots, and furthermore deter-

mines the computation of the perceptive coordination reference. It is seen that the perceptive

coordination reference is computed according to the choosing of the non-time reference. In

order to ensure that the multiple robots have satisfied the coordination requirement before

moving forward along the desired trajectory, the non-time reference can be chosen as the

minimal distance traveled along the desired trajectory by all robots, which is described as

s = min {s1, s2, . . . , sn} (3.9)

where si denotes the distance traveled along the desired trajectory by robot i. It can be

described as the orthogonal projection from yi to ydi and defined by

si = arg min
s

{ ∥∥∥ydi (s)− yi
∥∥∥ } (3.10)

Since every robot’s desired motion is determined by the perceptive coordination reference

which is computed according to the non-time reference, the design will ensure that every

robot’s desire motion is computed according to the robot which is the last one along the

desired trajectory. Thus, if some robots move too fast, they will not move forward until the

laggard robots catch up with them. This insures that all the robots can always keep their
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desired formation before moving forward along the desired trajectory.

3.4 Experimental Results

3.4.1 Experimental Setup

Both the single-robot teleopertion and multi-robot teleoperation methods were imple-

mented on the mobile manipulator teleoperation systems. For the single-robot teleoperation,

both the holonomic mobile manipulator and nonholonomic mobile manipulator were used.

The teleoperator and the mobile manipulators were connected through the Internet.

For the multi-robot teleoperation, two holonomic mobile manipulators were used. The

teleoperation system architecture is shown in Figure 3.5. The teleoperator and the remote

mobile manipulators communicated via the Internet and the tow mobile manipulators com-

municated with each other via the Wi-Fi. There was no assumption or knowledge regarding

the delay characteristics in the networks. For better demonstrating the experiment, some

random delays were randomly introduced to the two networks by the communication soft-

ware. The delay was then shown to be completely random. This allowed for an evaluation

of the effectiveness of the non-time based multi-robot teleoperation method with random

communication delay.

3.4.2 Experimental Results

The experiment task for the single holonomic mobile manipulator was to teleoperate the

robot to remotely guide a blind person to stand up from a chair, move to another chair, and

sit on the chair, as shown in Figure 3.6 (a). In this experiment, the teleoperator controlled
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Figure 3.5 Architecture of single-operator-multi-robot teleoperation system

the mobile manipulator through a joystick while the blind person held the end-effector of

the mobile manipulator. The holding forces were detected by the force/torque sensor on

the end-effector. The forces were then transferred through the Internet and delivered to

the teleoperator through the force feedback on the joystick. Therefore, it was like that the

teleoperator guided the blind person by holding hands with him. Through the proposed

teleoperation method, the teleoperator could successfully accomplished the assistance task

and the system was always stable under random internet delays.

The experimental task for the single nonholonomic mobile manipulator was to teleoperate

the robot to uncover a box, pick up an object, transport the object to another box and

place it into the box, as shown in Figure 3.6 (b). The the teleoperator and the mobile
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(a) (b)

Figure 3.6 Single-robot teleoperation: (a) Blind guidance (b) Object manipulation

manipulator were connected through the Internet and the delays were completely random.

The experimental results demonstrated that the proposed single-robot teleoperation method

could enable the teleoperator stably accomplish the teleoperation task.

The experiment task for the multi-robot teleoperation was to tele-control two mobile

manipulators to carry a long bar together and move from the initial position to a destination

position and meanwhile avoid a still and known obstacle during the motion, as shown in

Fiture 3.7 The multi-robot system was controlled by a single operator and the two robots

were required to keep a rigid line formation during the motion. Besides, one unexpected

obstacle was placed to block robot 1’s motion during the experiment. The effectiveness of

the proposed single-operator-multi-robot teleoperation system design was demonstrated.

The experimental results are shown in the figures blow. Figure 3.8 shows the x and y

velocities sent by the single operator by observing the two robots’ motion. Figure 3.9 shows

the actual x and y trajectories of the two robots respectively. Figure 3.10 shows the position

tracking errors of the two robots. Figure 3.11 shows the coordination error (line-formation
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Figure 3.7 Multi-mobile-manipulator teleoperation task

keeping error) which is defined by

Ec =

√√√√ 2∑
i=1

((
xdi (s)− xi

)2
+
(
ydi (s)− yi

)2
)

(3.11)

The communication delay between the teleoperator and the remote multi-robot system and

the communication delay between the two robots are shown in Figure 3.12 respectively.

From the results, it is seen that the two-robot group were successfully tele-controlled

by a single operator to move from the initial position to the destination and meanwhile

avoid a still obstacle located at the motion path. Due to using the non-time reference

for system modeling and control, the random communication delays had no influence on the

stability of the system. Because of the coordination method using the perceptive coordination

reference, the two robots could always keep the rigid line formation during the motion. The

synchronized motion of the two robots is clearly shown in Figure 3.9. The average position

tracking errors of the two robots were kept under 2 mm and the average coordination error

was kept under 4 mm, as shown in Figure 3.10. The maximal coordination error was only
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about 8 mm, which was acceptable for the formation keeping of the two mobile manipulators.

At about 140 s, robot 1 was stopped by an unexpected obstacle. It is shown in Figure 3.9

and Figure 3.10 that robot 1 stopped and therefore robot 2 also stopped because of the

coordination scheme. The position errors and coordination error all stopped increasing. And

the operator’s commands were not executed at this time. At about 160 s, the obstacle was

removed, the two robots recovered their motion autonomously according to the coordination

scheme and the operator’s commands autonomously took effect again from this time. There

was no replanning or reset of the controller and the coordination scheme.

The experiments demonstrated the effectiveness of the designed single-operator-multi-

robot teleoperation system with random communication delay. Through the design, the

single operator successfully tele-controlled the multiple robots to move to the destination,

avoid a still obstacle, handle an expected obstacle and meanwhile keep the rigid line formation

while the communication was subject to random time delays.

3.5 Chapter Summary

This chapter introduces the teleoperation of mobile manipulators under random commu-

nication delays and unexpected events. A non-time perceptive planning and control approach

is applied. A non-time reference is used to replace the traditional reference of time. The

stability problem caused by the time delays is eliminated when using the non-time reference

for system modeling and control design. A coordination method based on the perceptive

coordination reference are designed to make the single operator be able to tele-control the

multiple robots under random delays and unexpected events. Experiments on real mobile

manipulator teleoperation systems demonstrated the effectiveness of the proposed methods.
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Figure 3.8 Teleoperator’s velocity commands
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Figure 3.9 Trajectories of the two robots
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Figure 3.10 Position errors of the two robots
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Figure 3.11 Coordination error
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Figure 3.12 Random time delays
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Chapter 4

Teleoperation of Mobile Manipulators

Adaptive to Quality of Teleoperator

(QoT)

4.1 Introduction

Extensive studies have been conducted on telerobotic operations for decades due to their

widespread applications in a variety of areas. Most studies have been focused on two major

issues: stability and telepresence. Few have studied the influence of the operation status of

the teleoperator on the performance of telerobotic operations. As subnormal operation status

of the teleoperator may result in insufficient and even incorrect operations, the quality of

teleoperator (QoT) is an important impact on the performance of the telerobotic operations

in terms of the efficiency and safety even if both the stability and telepresence are guaranteed.

Therefore, this chapter investigates the online identification of the QoT and its application

to telerobotic operations. The QoT is identified based on five QoT indicators which are

generated based on the teleoperator’s brain EEG signals. A QoT adaptive control method

is designed to adapt the velocity and responsivity of the robotic system to the operation

status of the teleoperator such that the teleoperation efficiency and safety can be enhanced
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[104][105]. The online QoT identification method was tried on various teleoperators and

the QoT adaptive control method was implemented on a mobile manipulator teleoperation

system. The experimental results demonstrated the effectiveness and advantages of the

proposed methods.

4.2 Teleoperation System Adaptive to QoT

4.2.1 Quality of Teleoperator (QoT)

The quality of teleoperator (QoT) reflects the level of confidence in the teleoperator’s

commands. It can be applied for improving the telerobotic operations from various aspects.

For example, the QoT can be used to reinforce the efficiency and safety of the telerobotic

systems by adapting the robot velocity and responsivity to the teleoperator’s operation status

by changing the planner and controller parameters of the robotic systems. In addition, QoT

can be used for the shared control between the autonomous robot controller and the human

teleoperator through the QoT based command fusion. Besides, QoT can be used for the

resource management in the telerobotic systems. Since the requirements of resources for the

teleoperator may differ as the QoT changes, the resources such as the sensory information,

multi-media, network bandwidth and many others can be online allocated based on the QoT.

Therefore, there are a number of potentials to enhance the teleoperation performance

through integrating the QoT into the telerobotic systems.
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4.2.2 Architecture for QoT based Teleoperation

The general framework of the QoT based teleoperation system is shown in Figure 4.1.

The perceptive planning and control method and a QoT based adjustment mechanism are

designed to construct the teleoperation system.

RobotControllerPlanner

Action
Reference

( )e s

s

y

N
E
T
W
O
R
K

Teleoperator

+

−

QoT 
Generator

Brain signal 
detector

QoT-based Adjustment 
MechanismEEG

signals

Figure 4.1 QoT based teleoperation system framework

The perceptive planning and control method is applied in order to guarantee the stability

of robot system under network delays [54]. However, the efficiency and safety of telerobotic

operations are still affected by the quality of teleoperator. Especially, the effects of the low

QoT become more evident when the teleoperator is performing tasks which require high

dexterity.

In order to address this issue, a QoT based adjustment mechanism is proposed. The

QoT is obtained by an online QoT generator and then sent to the robotic systems associated

with the teleoperator’s commands. Based on the QoT, the parameters of the robot planner

and controller can be adaptively adjusted to assign appropriate velocity and responsivity

for the robotic system. Intuitively, with a high QoT, the robotic system needs to perform

quickly and responsively, so that the teleoperator can efficiently control the robot and in

turn achieve the teleoperation goal as fast as possible. On the other hand, if the QoT is low,

the robotic system needs to perform relatively slowly with a decreased responsivity in order
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to make the teleoperator be able to commendably perform the operations so as to reduce or

avoid the potential influence of the insufficient and incorrect commands.

Therefore, with this QoT based adjustment mechanism, the telerobotic system can be

adaptively adjusted to enhance the efficiency and safety.

4.3 Online Identification of QoT

4.3.1 QoT Indicators

The QoT indicator is defined to represent a specific state of the teleoperator. The QoT

indicators could come from the mental states of the teleoperator such as excitement and

boredom and from the physiological states of the teleoperator such as heartbeat and blood

pressure. In this paper, we identify the QoT using only mental states of the teleoperator. Five

QoT indicators generated from the Emotiv SDK are used including the long-term excitement,

short-term excitement, boredom, meditation and frustration which are introduced separately

as below.

Long-term excitement: a mental state representing being emotionally aroused, agitated

or worked up. It could describe the cerebral indefatigability of the teleoperator.

Short-term excitement: a momentary mental state representing being emotionally aroused,

agitated or worked up. It could describe the momentary excitement and vitality of the tele-

operator.

Boredom: an unpleasant and transient affective state of feeling a pervasive lack of interest

and having difficulties to concentrate on current activities. It could describe the mental

distraction of the teleoperator.

Meditation: an internal personal thinking behavior without external involvement. It
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could describe the concentration of the teleoperator.

Frustration: a common emotional response to the opposition or failure. It could describe

the teleoperator’s perceived deficiencies and lack of confidence in accomplishing the tasks.

4.3.2 Model for QoT Identification

The EEG brain headset used in the study is an Emotiv EPOC Neuroheadset as shown

in Figure 4.2. The overall process for the QoT identification is shown in Figure 4.3. There

are three steps: EEG signal acquisition, QoT indicator generation and QoT generation.

The EEG signal acquisition is realized by the Emotiv EPOC Neuroheadset. It contains 14

saline sensors and can collect EEG signals from 14 channels including AF3, F7, F3, FC5, T7,

P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 by touching them to the scalp of the teleoperator.

The QoT indicator generation is realized by the Emotiv Software Development Kit (S-

DK). It can recognize the five QoT indicator values of the teleoperators by analyzing their

14 EEG signals [106]. The recognition function of this SDK has been proved to be effective

and successfully implemented in various applications [107][108].

According to the developers, the recognition model was built based on the empirical data

of a wide diversity of human subjects. The subjects were required to do various activities such

as playing games and watching movies while their EEG data and physiological information

were recorded including the heart rate, blood pressure, respiration, skin conductance, etc.

They were then required to complete questionnaires about their experiences and feelings.

Psychologists evaluated the affective states and labeled the EEG data by different affective

states. Specific features to the affective states were designed by analyzing all data and then

used to build the recognition model. The model was also designed to perform self-scaling in

real-time running to range the affective state values in [0, 1] for the current user.
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Figure 4.2 Brain headset for EEG signal acquisition

B-spline functions

∑
QoT

QoT 
indicators

�

�

�

1w

pw

Normalized input 
space layer Basis function layer Linear weight layer

Brain signal 
detector

Raw 
EEG 

signal �

�

2w
QoT 

Indicator 
Generator

Teleoperator

Figure 4.3 QoT generation model

The last step is the QoT generation based on the five QoT indicators. As the relation-

ship between the QoT and five QoT indicators involves complicated knowledge in various

fields such as psychology, physiology, etc., it creates a complex web of data and makes it

very difficult and even impossible to use an analytic model to represent this relationship.

Fortunately, the neural network is an alternative way to approximate the relationship. The

B-spline neural network [109], used in this research, is a type of basis function neural net-

work which has been proved to be an effective and efficient way to model the unknown and

complicated relationship. One of its main advantages is the feasibility of controlling the basis

function curves. As the curves only change in the vicinity of the modified control points, it
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provides convenient means of control for the users to design the neural network.

The designed B-spline neural network takes the five QoT indicators as the input to output

the QoT. It consists of three layers: a normalized input space layer, a basis functions layer

and a linear weight layer. The value of QoT is computed based on p multivariate basis

functions defined on the five QoT indicators, x. The jth multivariate basis functions of

order k is denoted by N
j
k(x), j = 1, ..., p. These multivariate basis functions are formed by

the tensor product of a set of univariate basis functions defined on each independent QoT

indicator. The jth univariate basis function of order k for xi is defined by

N
j
k,i(xi) =

(
xi−λj−k

λj−1−λj−k

)
N
j−1
k−1,i(xi)+(

λj−xi
λj−λj−k+1

)
N
j
k−1,i(xi)

N
j
1,i(xi) =


1

0

, if x ∈ Ij

, otherwise

(4.1)

where xi is the input variable denoting a specific QoT indicator, λj is the jth knot and

Ij is the jth interval of xi defined in the normalized input space. The output of the B-

spline neural network is the value of the QoT which is computed by a weight sum of these

multivariate basis functions and described by

QoT = φ(x) =

p∑
j=1

wjN
j
k(x) (4.2)

where wi is the weights needing to be determined by the training.
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4.3.3 Training for QoT Identification Model

The major challenge for the QoT generation using the proposed model is the training of

the neural network. The training process is shown in Figure 4.4.

Two important issues of the training are the acquisition of the neural network input and

output and the parameter identification algorithm. The input of the neural network contains

5 QoT indicators which can be captured using the Emotiv SDK based on teleoperator’s EEG

signals. These measurements are represented by normalized values in the range of [0, 1].

The larger value represents the stronger corresponding QoT indicator and the smaller value

represents the inverse.

The output of the neural network is the value of the QoT. It is also represented by a

normalized variable in the range of [0, 1]. Different from the input, it is impossible to be

directly captured. Thus, an indirect way has been designed to obtain this value.

The QoT was obtained based on the performance of accomplishing some designed tele-

operation tasks. A real mobile manipulator teleoperation environment and a virtual tele-

operation environment were built. A number of teleoperators were selected to accomplish

the designed teleoperation tasks at various times in the two environments. They performed

these tasks, such as the path tracking, manipulation, obstacle avoidance and unexpected

event handling, while observing the visual environmental feedback. The teleoperators had

been trained before so they were familiar with these teleoperation tasks. The task accom-

plishment performance mainly depended on the operation status of the teleoperators.

The observations of the task accomplishment performance were recorded while the tasks

were performed including the time cost, average tracking errors, maximal tracking errors,

collision times with obstacles, reaction time to unexpected events, etc. By statistical analysis
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of all these observations, their ranges could be obtained. Based on these ranges, all obser-

vations were normalized into the range of [0, 1]. Then, a QoT evaluation scheme, which

was a weighted average of all normalized observations, was used to fuse these normalized

observations into the QoT. The weights were predefined according to the importance of the

observations to the task accomplishment. Finally, a QoT value in [0, 1] was generated to

represent the operation status of the teleoperator.

Operation 
commands

Robotic System

Virtual 
feedback

EEG 
signals

Training Algorithm

QoT 
indicators QoT values

QoT 
evaluation 

schemeTele operator

Time cost

Tracking 
errors

Reaction

QoT Indicator 
Generator

Joystick

Detector

Figure 4.4 Training of QoT generation model

After the input and output data of the neural network are obtained, many algorithms

can be applied to train the B-spline neural network. In our study, we choose the Levenberg-

Marquardt Algorithm (LMA) to perform the training.

4.4 QoT based Adaptation for Telerobotic Operations

4.4.1 QoT based Adaptation

High QoT indicates high alertness of the teleoperator and low QoT indicates the inverse.

With a high QoT, the teleoperator can sensitively observe environmental feedback and be

alert to the environmental changes. In contrast, low QoT reflects subnormal operation status
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of the teleoperator. Therefore, adjusting the velocity and responsivity of the robotic system

according to the QoT can help to improve the teleoperation performance. However, the

adjustment according to only QoT cannot always make the system efficient. For instance,

when the teleoperator is completing some simple tasks, such as driving a robot along a

straight line at a low speed, a low QoT may be sufficient for the teleoperator to accomplish

the task.

To address this issue, in the QoT adaptive control design, a concept named task dexterity

index (TDI) [110] is introduced to represent the dexterity and complexity of the task. A col-

lection of task indicators are generated online based on the teleoperator’s control commands

and the sensory information from the robot. By using a fuzzy inference scheme, these task

indicators are mapped into a scalar TDI in the range of [0, 1]. The fuzzy mapping function

is described by

TDI = f(u) =
M∑
j=1

ajgj(uj)

/
M∑
j=1

aj (4.3)

where uj is the task indicator, M is the number of task indicators, gj is the mapping

function of uj , and aj is the relative weight of uj in the task which is determined base on

the importance of a particular task indicator.

In order to enhance the teleoperation performance, the robot performance can be adjusted

according to the QoT and TDI together to make the teleoperator be able to efficiently and

safely operate the robot to accomplish different tasks at different operation status. The

adjustment contains two parts: velocity adjustment and responsivity adjustment of the

robot.

For the robot velocity adjustment, the velocity gain kis is used, which maps the teleop-
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erator’s commanded velocity to the robot velocity in the ith direction. A linear mapping

function is adopted in the design which is described by

vi,r = kisvi,tele (4.4)

where vi,r and vi,tele are the robot velocity and the teleoperator’s commanded velocity in

the ith direction respectively. A larger velocity gain of kis leads to a relatively larger robot

velocity and a smaller velocity gain leads to the inverse.

For robot responsivity adjustment, the controller gains of the robotic system are used.

For a robotic system where nonlinearities exist, by applying some nonlinear and decoupling

techniques, such as the nonlinear feedback control (Tarn et al., 1984), the system models

can be linearized and decoupled into several independent linear subsystems. Then, a PD

controller can be introduced to control the subsystems. For each controller, there are two

gains [ki1, ki2]T . These gains are proportional to the robot responsivity, which makes them

applicable for the responsivity adjustment.

At the beginning, a set of nominal gains K̃i are predefined for both the velocity gains

and controller gains. The nominal velocity gains are chosen as 1 and the nominal controller

gains are chosen to achieve the best possible responsivity of the robotic system based on the

experimental tests. Then, based on the QoT and TDI, the desired gains can be computed

by
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Kd
i =



K̃i, if QoT > γ or TDI < DL

λK̃i + (1− λ)K̃i ∗QoT ∗ (1 +DH − TDI) ,

if QoT ≤ γ & DL ≤ TDI ≤ DH

λK̃i + (1− λ)K̃i ∗QoT,

if QoT ≤ γ & TDI > DH

(4.5)

where Kd
i and K̃i are the desired and predefined nominal gains separately, γ, DH and DL are

threshold constants, and λ is a weight used to adjust the influence of the QoT on the robot

controller gains. These parameters are all defined based on the teleoperation requirements

and the teleoperator’s experience.

The first part of the formula means that the robot should perform as fast as possible with

high responsivity when the QoT is high enough or the task is simple enough. The second

part means that the robot should perform suitably fast or slow with suitable responsivity

according to both the QoT and TDI when the QoT is low and the task is intermediately

complicated. The third part means that the robot should perform with a appropriately low

velocity and low responsivity adaptively to only the QoT when the QoT is low and the

task is very complicated. During the switchings, the gains drop quickly when QoT becomes

low or the task becomes very complicated to immediately decline the robot velocity and

responsivity. It may cause some instantaneous jerkings of the robot velocity and responsivity

during the switchings. In some applications where the smooth velocity and responsivity are

required, the following adaptive gain adjustment can be used
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Kd
i =



K̃i, if QoT > γ or TDI < DL

λK̃i + (1− λ)K̃i ∗max
{
QoT
γ ,

DH−TDI
DH−DL

}
,

if QoT ≤ γ & DL ≤ TDI ≤ DH

λK̃i + (1− λ)K̃i ∗ QoTγ ,

if QoT ≤ γ & TDI > DH

(4.6)

In this adjustment, the switchings of the gains are always continuous so that the changing

of the robot velocity and responsivity is smooth.

4.4.2 Performance Analysis and Discussions

Autonomous interventions on teleoperation systems have been studied recently. Many

studies showed that introducing the robot autonomy to teleoperation to take over partial

or full control of the robot could help to make the telerobotic operations more efficient. In

these studies, the robot autonomy was introduced in various ways such as full-autonomy

[111], semi-autonomy [112] and shared-autonomy [113]. However, some other studies showed

that the teleoperators preferred a manual mode rather than the autonomous mode although

the autonomous mode could help to reduce their efforts required for the operations [114]. In

the manual mode, they had a higher level of satisfaction when they had a full control of the

robot and gained more learning effects during the teleoperation. Dragan et al. argued that

the robot autonomy should be introduced in a user-customized way [115].

Our QoT adaptive control design is different from the exiting autonomous intervention

approaches for teleoperation. The autonomy that we introduce to teleoperation is not aimed

at taking over partial or full control of the robot. Instead, the teleoperator always has a full

control of the robot. The autonomy is just designed to adjust the robotic system performance
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such as the velocity and responsivity adaptively to the operation status of the teleoperator.

The telerobotic operations can be benefited from this adaptation, and at the same time, the

satisfaction and learning effects of the teleoperator will not be attenuated much.

After the desired gains Kd
i are generated, we can directly apply the velocity gains because

they will not affect the underlying control system. However, for the controller gains, we can

not directly apply them because they may affect the system performance. The efficient

region of the controller gains was investigated in [116] and can be described by

Ω :


0 < ki2 <

ki1τk(T−τk)+2
T−2τk

α(ki1, ki2)β(ki1, ki2) > 0

1
2τkki1 −

1
τk
< ki2 <

1
2τkki1 + 1

τk

(4.7)

where T is the sampling period, τk is the time delay, and

α(ki1, ki2) = −τ2
k (T − 2τk)k2

i1 + 4τkk
2
i2 + 2τk(T − 3τk)

ki1ki2 + 2(T + 2τk)ki1 − 4ki2

β(ki1, ki2) = τ2
k (T 2 − 2Tτk + 2τ2

k )k2
i1 + 4τk(2τk − T )k2

i2

+2τk(3Tτk − 4τ2
k − T

2)ki1ki2 − 2T (T + 2τk)ki1 + 4Tki2 − 8

Then, a complete controller gain adjustment process is designed as follows. At the begin-

ning, the desired controller gains Kd
i =

[
kdi1, k

d
i2

]T
are computed based on the QoT and TDI

by equation (5) or (6). They are then examined whether they lie in the region defined by Ω.

If they lie in the region, the desired gains are then set as the controller gains. Otherwise, the

gains which lie in the region Ω and are the nearest to the desired gains Kd
i in the Euclidean

space of ki1 − ki2 plane are selected.

This gain selection process can be considered as a quadratic programming problem. In
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this problem, the constraint set is constructed from the conditions Ω which contains two

linear constraints and a hyperbolic constraint: α(ki1, ki2)β(ki1, ki2) > 0. This hyperbolic

constraint can be approximated by three linear boundaries in which two of them comes from

the asymptotes of the hyperbola and the left one comes from a line that passes through

the focus and is perpendicular to the major axis of the hyperbola. Therefore, using this

approximation, all conditions described in Ω are transformed to be linear. Then, the selection

of the gains can be expressed by a quadratic programming problem described by

min
Ki

1
2KT

i

 2 0

0 2

Ki − 2

[
kdi1 kdi2

]
Ki

st. ACKi ≤ BC

(4.8)

where AC and BC are coefficient matrices of the linear constraints derived from conditions

Ω. The controller gains can be obtained by solving this well-known quadratic optimization

problem using many existing algorithms [117].

4.5 Experimental Results

4.5.1 Results of Online QoT Identification

In order to illustrate the effectiveness of the online QoT identification method, three

teleoperators were selected as the subjects. They were required to wear the brain headset

and their QoT data were recorded at different time periods. The average QoT results for

the three teleoperators are presented as below.

The average QoT and QoT indicators of the teleoperator 1 (Sex: male; Age: 29; Place:

87



East Lansing, Michigan, USA) for a day are shown in Figure 4.5. He woke up at 7 AM and

stayed up until 6 AM of the next day. It is seen that the teleoperator had a low QoT when

he woke up. The value increased quickly following breakfast. After 11 AM, the QoT began

decreasing due to hunger. Following lunch and a brief time later, the value kept increasing

and reached the highest around 2-3 PM. Afterwards, the QoT varied slightly and remained

in a normal range till 7 PM. After dinner at 8 PM, the QoT value increased slightly and then

remained in a relatively low range. After midnight, because the teleoperator still remained

awake, it is seen that the QoT kept decreasing as time increasing. The QoT values after

midnight were in a very low-value range.

The teleoperator 2 (Sex: female; Age: 32; Place: East Lansing, Michigan, USA) and

teleoperator 3 (Sex: male; Age: 31; Place: Hong Kong, China) were also selected to conduct

the test. Their QoT data were recorded hourly from 9 AM to 11 PM and the average QoT

data are shown in Figure 4.6. The upper one shows the QoT of the teleoperator 2 and the

lower one shows the QoT of the teleoperator 3. We can see that the changes of the QoT

of the two teleoperators followed roughly similar trends as the teleoperator 1. For example,

they all had higher QoT when being energetic in the morning and afternoon and lower QoT

when they felt tired at night. These QoT data were also coincident with the self assessment

of these three teleoperators.

In order to illustrate the relationship between the QoT and the teleoperator’s operation

status, a couple of experiments were performed. A virtual environment was constructed as

shown in Figure 4.7. The teleoperator 1 was required to use a joystick to control a virtual

manipulator to track the edge of a disk. While he was conducting the task, his QoT was

online recorded. At the same time, the performance measurements of accomplishing the task

were also recorded including the time cost and the average and maximal tracking errors. The
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Figure 4.5 QoT (left) and QoT indicators (right) in a day
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Figure 4.6 QoT of two teleoperators: a female at MSU (upper) and a male in HK (lower)

test was carried out at three different time periods when the teleoperator had different QoT

values. For each time period, the test was completed 5 times. The statistic results are shown

in Table 4.1. The data in the parentheses are the ranges of the QoT and the performance

measurements. It can be seen that when the QoT was high, the teleoperator could finish
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Table 4.1 Statistical analysis of QoT and corresponding teleoperation performance

Time Avg. QoT
Avg. error

(mm)

Max. error

(mm)

Time cost

(s)

9-10 AM 0.6412
18.42

(16.15-21.63)

24.42

(18.29-26.85)

140.6

(131-149)

2-3 PM 0.7605
12.32

(10.13-14.68)

18.04

(15.76-22.01)

122.2

(121-124)

1-2 AM 0.3477
26.94

(21.86-31.99)

40.33

(29.50-54.54)

168.2

(162-185)

the task in relatively shorter time with smaller tracking errors. Otherwise, the teleoperator

needed a longer time and generated bigger tracking errors.

The Pearson product-moment correlation coefficients were calculated to assess the rela-

tionship between the QoT and the performance measurements including the average er-

ror, maximal error and time cost. They were reported as r(13) = −0.81, p < .005,

r(13) = −0.75, p < .005 and r(13) = −0.89, p < .005 respectively. It is seen that there was

a strong correlation between the QoT and the three performance measurements.

Virtual Robot Environment
Teleoperator

Brain signal 
detector

Online QoT Generation Performance Evaluation

Track the edge of 
the disk

Control commands

Visual feedback

Figure 4.7 Experimental setup for QoT verification

The relationship between the QoT and operation status was also illustrated through the
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experiments on a mobile manipulator teleoperation system. The mobile manipulator consist-

ed of a four-wheel Segway RMP400 mobile base and an onboard 7-DOF Schunk manipulator.

The experiment was to control the mobile manipulator to track a rope. It was performed

by the teleoperator 3 at ten time periods in the afternoon. The average QoT and average

performance evaluation were plotted in Figure 4.8. The performance evaluation for each test

was a value in [0, 1] and computed by a weighted average of the normalized performance ob-

servations including the time cost, average tracking error and maximal tracking error. From

the result, we can see that the QoT was basically consistent with the performance evaluation

of the teleoperator although there were some small variances.

The Pearson product-moment correlation coefficient between the two sets of data was

reported as r(8) = .80, p < .01, which illustrated the correlation between the QoT and

performance evaluation.

After statistically analyzing the data of these subjects, it is seen that the average variance

of their QoTs is about 0.08 for different subjects with similar performances. Although

different subjects may have different QoT indicators and QoTs, their QoTs are all in the

similar range when they have similar performances.

4.5.2 Results of QoT Adaptive Teleoperation

The QoT adaptive control design was implemented on a mobile manipulator teleoperation

system. The system is shown in Figure 4.9. The robotic system was located at the Michigan

State University in East Lansing, USA. It was similar to the mobile manipulator at the

City University of Hong Kong. The teleoperators were located at both the Michigan State

University in East Lansing and the City University of Hong Kong in Hong Kong. The

teleoperator controlled the manipulator using a 6-DOF space-ball joystick while observing

91



0 2 4 6 8 10
0.4

0.5

0.6

0.7

0.8

0.9

Test

m
ea

su
re

d 
Q

oT
 a

nd
 a

ct
ua

l p
er

fo
rm

an
ce

 e
va

lu
at

io
n

 

 
performance evaluation
measured QoT

Figure 4.8 QoT identification results of the tracking experiment

the environmental information through the video feedback. The communication between the

teleoperation station and the robot station was realized by the Internet. The average round

trip time delays were about 3 ms and 300 ms for teleoperating the robot in East Lansing

and Hong Kong respectively.

Three teleoperation tasks were designed to demonstrate the effectiveness of the designed

method including the manipulation task, navigation task and mobile manipulation task. The

manipulation task was performed by the teleoperator 1 in East Lansing and the other two

tasks were performed by the teleoperator 3 in Hong Kong.

For each task, the traditional teleoperation method and the proposed QoT based teleop-

eration method were used separately. In the traditional teleoperation method, the perceptive

planning and control method was applied to ensure the stability of the robotic system un-

der communication delays (Xi and Tarn, 2000). The velocity gains were set as 1 and the

controller gains were chosen to be practically best for the responsivity of the robotic system
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based on experimental tests. In these tests, we applied different controller gains and chose

the ones which made the system have the shortest response time to move from zero veloc-

ity to a given velocity without visible vibration. The only difference between the proposed

method and the traditional method was to introduce the QoT adaptive control or not. All

other conditions between these two methods remained the same. The experimental results

are presented as below.
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Figure 4.9 Experimental setup for Internet based teleoperation

Figure 4.10 Three teleoperation tasks: (a) manipulation; (b) navigation; (c) mobile manip-
ulation

The manipulation task was to operate the manipulator to pick up a bottle at location

A, transport it to location B and then place it in a small cylinder at location B, as shown

in Figure 4.10 (a). The experiments were performed at midnight when the teleoperator 1
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Table 4.2 Time cost comparison of using different methods

Method Pick (s) Transport (s) Place (s) Total (s)

Traditional 130 50 120 300

QoT 85 60 65 210

TDI+QoT 78 40 62 180

was sleepy and physically exhausted. Three kinds of experiments were performed to demon-

strate the effectiveness of the QoT adaptive control. The first experiment used the traditional

method without any adjustment. The second experiment used only the QoT for the adjust-

ment and set the TDI as a constant of 1. The third experiment used both the QoT and TDI

for the adjustment. All experiments were conducted 5 times. The comparison of the average

time cost when using these three methods is shown in Table 4.2.

It can be seen that, compared to the traditional method without any adjustment, the

control adjustment based on only the QoT in the second experiment could reduce the total

time cost of the entire task and the concrete time cost of the subtasks including the picking,

transportation and placing. Furthermore, after using the adjustment based on both the

QoT and TDI in the third experiment, the time cost was further reduced, especially for the

transportation subtask which was relatively simple and did not require a high QoT.

The QoT and QoT indicators of the teleoperator are plotted in Figure 4.11. It is seen

that the QoT was generally low at midnight due to the sleepiness and tiredness. The QoT

values at the beginning and in the end were larger than the middle. This was because

the teleoperator paid more attention to picking and placing the bottle than transporting it.

Figure 4.12 shows the TDI plot. It can be seen that the transportation was much simpler

compared to the picking and placing. To compare these three kinds of experiments in detail,

three representative results of the experiments are presented respectively. Figures 4.13, 4.14
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and 4.15 show the position trajectories and the y-axis velocity trajectories of the manipulator

in these three experiments.

From the plots in Figure 4.13, we can see that without the adjustment the teleoperator

accomplished the task circuitously with frequent target-missing behaviors, which led the

teleoperator to take a longer time and sometimes caused collisions between the manipulator

and the objects.

Figure 4.14 shows the result of using only the QoT for the control adjustment. The

robot behaviors changed according to only the value of QoT. We can see that the teleoper-

ator accomplished the task smoothly and efficiently with a significantly shorter time. The

teleoperator could accomplish the picking and placing tasks much smoother with this ad-

justment. For the transportation portion in the middle of Figure 4.14, the task was simple

but the robot still moved slowly because of the low QoT. Therefore, this portion of task

took a long time, which was actually not necessary because the QoT was high enough for

the teleoperator to complete this simple transportation task.

Figure 4.15 shows the result of using both the QoT and TDI. Besides the smooth and

efficient operations, it can be seen that the robot moved faster while accomplishing the simple

transportation task even though the QoT was low. This further improved the efficiency of

the teleoperation. The time cost to finish the entire task with this method was the shortest

among these three experiments.

In addition, the ANOVA (Analysis of variance) was conducted on the time cost data of

the traditional method and the method using both QoT and TDI. The result was reported

as F (1, 8) = 35.67, p = .0003. It indicated that the reduction of the time cost for the

manipulation task was significant when using the proposed QoT adaptive control method.

The navigation task was to operate the mobile base to move from location A to location
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Figure 4.12 TDI plot in manipulation task

B, as shown in Figure 4.10 (b). There was an obstacle between the two locations so that the

teleoperator 3 would need to operate the mobile base to avoid the obstacle while controlling

it via the Internet in Hong Kong. The experiment was performed at three different time
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Figure 4.13 Robot movement without the adjustment

periods: 9-10 AM, 2-3 PM and 10-11 PM. During each time period, the task was completed

5 times and the QoT was recorded at each test. The average QoT was then computed in each

time period. The time cost and collision times between the mobile base and the obstacle

were recorded as well for each test.

The comparison of the results of using the traditional teleoperation method and proposed

teleoperation method are shown in Table 4.3 and Table 4.4. We can see that the QoT was

highest during 2-3 PM, intermediate during 9-10 AM, and lowest during 10-11 PM. From

the time cost and collision times of using the traditional method at different time periods,

we can see that the performance of the teleoperator was consistent with the value of QoT.

Basically higher QoT could result in better performance in terms of shorter time cost and

less collision times. When comparing the results of the two methods, we can see that both
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Figure 4.14 Robot motion with the adjustment using QoT

time cost and collision times were significantly reduced for all time periods when using the

proposed method. The average time cost was reduced by about 30 percent and the average

total collision times were reduced by about 90 percent.

The ANOVA was conducted on the data of the time cost and collision times for the tra-

ditional method and proposed method. The results were reported as F (1, 28) = 14.99, p =

.0006 for the time cost and F (1, 28) = 6.16, p = .02 for the collision times. The result-

s suggested that the reduction of the time cost and collision times was significant for the

navigation task by using the proposed method.

The mobile manipulation task was to operate the mobile manipulator to move from

location A to location B, pick up an oblique bottle at location B, transport the bottle to

location C, and then place the bottle into a very small cylinder at location C, as shown
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Figure 4.15 Robot motion with the adjustment using QoT and TDI

Table 4.3 Time cost comparison in navigation task

Time Avg. QoT Method Test 1 Test 2 Test 3 Test 4 Test 5 Avg. cost (s)

9-10 AM 0.5836
Trad. 122 112 93 130 115 114.4

Prop. 105 100 92 82 91 94.0

2-3 PM 0.6527
Trad. 93 103 133 119 108 111.2

Prop. 82 81 68 53 81 73.0

10-11 PM 0.4475
Trad. 206 200 147 158 149 172.0

Prop. 137 122 96 92 104 110.2

in Figure 4.10 (c). In addition to following these operation procedures, the teleoperator 3

would also need to avoid three types of collisions while controlling the mobile manipulator

via the Internet in Hong Kong, including the collision of the mobile base with the obstacle

in the navigation portion, the collision of the gripper with the bottle in the pick-up portion,

and the collision of the bottle with the cylinder in the placing portion. Notice that the
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Table 4.4 Collision comparison in navigation task

Time Method Test 1 Test 2 Test 3 Test 4 Test 5 Avg. times

9-10 AM
Trad. 1 1 0 0 1 0.6

Prop. 0 0 0 0 0 0.0

2-3 PM
Trad. 0 1 0 0 0 0.2

Prop. 0 0 0 0 0 0.0

10-11 PM
Trad. 0 3 1 0 2 1.2

Prop. 0 1 0 0 0 0.2

mobile manipulation task was not a simple combination of the manipulation task and the

navigation task. It required the teleoperator to use both the manipulator and mobile base at

the same time to accomplish the mobile manipulation task. The mobile platform needed to

be placed in an appropriate position for finishing the following subtasks and both the motions

of the manipulator and mobile base were necessary for accomplishing the task. Thus, the

requirements for the teleoperator were higher than the previous two tasks.

The experiment was performed five times as well during each time period of 9-10 AM, 2-3

PM and 10-11 PM. For each test, the QoT, time cost and collision times were all recorded.

The average QoT was computed in each time period. As the cylinder was very small, the

teleoperator usually required more than one time to finish the placing task. So this attempt

times were also recorded for each test. The comparison of the results of using the traditional

and proposed teleoperation methods are shown in Table 4.5 and Table 4.6.

It can be seen that with the proposed method the teleoperation performance was signif-

icantly improved in all three time periods and each test. The time cost was reduced in all

tests compared to the traditional teleoperation method and the collision times in navigation,

pick-up and placing were all reduced as well. Besides, the attempt times to accomplish the

placing task were also reduced when using the proposed method. The average time cost was
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Table 4.5 Time cost comparison in mobile manipulation task

Time Avg. QoT Method Test 1 Test 2 Test 3 Test 4 Test 5 Avg. cost (s)

9-10 AM 0.5988
Trad. 627 609 514 523 714 597.4

Prop. 434 409 380 354 331 381.6

2-3 PM 0.6036
Trad. 625 569 449 584 750 595.4

Prop. 383 302 255 375 336 330.2

10-11 PM 0.4840
Trad. 621 781 802 782 840 765.2

Prop. 385 436 434 309 317 376.2

reduced by about 45 percent. The average total collision times were reduced by about 80

percent and the average attempt times of placing were reduced by about 40 percent. The

videos of the experiments of using the traditional method and the proposed method are

shown in the multimedia extension 1 and extension 2 respectively.

The ANOVA was conducted on the date of the time cost, collision times and attemp-

t times for the traditional method and proposed method. The results were reported as

F (1, 28) = 52.74, p < .0001 for the time cost, F (1, 28) = 45.69, p < .0001 for the collision

times and F (1, 28) = 5.11, p = .03 for the attempt times. The results suggested that the

reduction of the time cost, collision times and attempt times was significant for the mobile

manipulation task through using the proposed teleoperation method.

From these results, it is seen that, with the QoT adaptive teleoperation method, the time

cost, collision times and attempt times were all reduced for the three different tasks. This was

credited to the online QoT based adaption in teleoperation. When the QoT was high, which

indicated that the teleoperator could handle most tasks well, the velocity and responsivity

of the robot were then changed to a high mode by higher gains. Therefore, the teleoperator

could complete the tasks in a shorter time with less collision and attempt times. When the

QoT was low, which indicated that the teleoperator might not be able to handle some tasks
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Table 4.6 Comparison of collisions and attempt times in mobile manipulation task

Time Method Test 1 Test 2 Test 3

A B C D A B C D A B C D

9-10 AM
Trad. 1 2 3 2 0 0 1 1 0 1 3 2

Prop. 0 1 1 2 0 0 0 1 0 0 1 1

2-3 PM
Trad. 1 1 3 1 0 1 1 1 0 1 0 1

Prop. 0 0 1 1 0 1 1 2 0 0 0 1

10-11 PM
Trad. 0 1 2 1 0 1 3 2 1 2 3 3

Prop. 0 0 0 1 0 0 1 2 0 0 0 1

Time Method Test 4 Test 5 Avg. times

A B C D A B C D A B C D

9-10 AM
Trad. 1 1 2 1 0 1 2 1 0.4 1.0 2.2 1.4

Prop. 0 0 0 1 0 0 0 1 0.2 0.2 0.4 1.2

2-3 PM
Trad. 1 2 3 2 0 1 3 3 0.4 1.2 2.0 1.6

Prop. 0 0 0 1 0 0 1 1 0.0 0.2 0.6 1.2

10-11 PM
Trad. 0 2 2 4 1 1 3 2 0.4 1.4 2.6 3.0

Prop. 0 1 1 1 0 0 0 1 0.0 0.2 0.4 1.2

A: collision times of mobile base with the obstacle in navigation portion;

B: collision times of gripper with the bottle in pick-up portion;

C: collision times of the bottle with the cylinder in placing portion;

D: attempt times of placing the bottle into the cylinder.

well, especially for some complicated tasks, the velocity and responsivity of the robot were

then adaptively changed to a properly low mode by appropriate gains determined by the

QoT and TDI. Therefore, the teleoperator could still complete the tasks with a relatively

shorter time and less collision and attempt times compared to the traditional method. With

this adaption design, the teleoperators could feel that the operations of the robot were much

easier and smoother.

Figure 4.16 shows two robot trajectories of using the traditional method and proposed

method to accomplish the bottle manipulation portion in the mobile manipulation task.
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It can be seen that when using the traditional method there were many back-and-forth

motions in the operations. However, the same task became much easier for the teleoperator

to accomplish when the QoT based method was used. The trajectory was much shorter and

smoother.

The experimental results of manipulation, navigation, and mobile manipulation demon-

strated that the efficiency and safety of the telerobotic operations could be significantly

improved by using the QoT adaptive control in the teleoperation. This proposed teleopera-

tion method could make the telerobotic operations easier, safer and more efficient.

−200 0 200 400 600
400

500

600

700
−50

0

50

100

150

200

250

x (mm)

trajectory of end−effector using the traditional method

y (mm)

z 
(m

m
)

−200 0 200 400
500

550

600
−50

0

50

100

150

200

250

x (mm)

trajectory of end−effector using the proposed method

y (mm)

z 
(m

m
)

Figure 4.16 Trajectory comparison: (left) traditional method. (right) proposed method

4.6 Chapter Summary

This chapter introduce the teleoperation of mobile manipulators adaptive to quality of

teleoperator (QoT). A new concept named Quality of teleoperator (QoT) is proposed to

represent operation status of the teleoperator. The QoT is obtained based on five QoT

indicators generated based on the teleoperator’s brain EEG signals. The experimental results
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illustrated that the QoT could represent the operation status of the teleoperator in various

situations. A QoT adaptive control method is designed to adjust the velocity and responsivity

of the robotic system such that the efficiency and safety of the telerobotic operations can be

enhanced. The proposed method was experimentally implemented on a mobile manipulator

teleoperation system. Compared to the traditional teleoperation method, the QoT based

method could facilitate the teleoperator to accomplish teleoperation tasks with easier, safer

and more efficient operations.
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Chapter 5

Teleoperation of Mobile Manipulators

by Natural Language Control

5.1 Introduction

This chapter introduces the design of a mobile manipulator teleoperation system by

natural language control with the capability of handling such unexpected events in the en-

vironment and robotic system. Controlling robots by natural language is more intuitive and

efficient than using the conventional joysticks in many applications such as the teleopera-

tion. Most existing methods on natural language control have been focused on translating

the natural language commands to the control commands which are executable by the robot-

s. However, the exceptions in the system such as unexpected events in the environment and

robotic system are also very important issues. Therefore, this chapter proposes a new natu-

ral language control framework for handling these unexpected events. The proposed method

integrates the environmental and robot feedback into the natural language processing and

the robot planning and control such that these unexpected events could be automatically

handled [118]. The designed method was implemented and tested on a natural language

teleoperated mobile manipulator system and the experimental results demonstrated the ef-

fectiveness and advantages of the method.
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5.2 Natural Language Controlled Robotic System

The typical schema of a natural language controlled robotic system is shown in Fig-

ure 5.1. The human user gives the robot tasks by natural language. Through the natural

language processing, it is converted to a formal language which could be understood by the

robot. Then, a planner is applied to generate the low-level continuous robot trajectories for

achieving the given task. In the planning process, a sequence of actions are usually first

generated for accomplishing the task and the trajectories are then generated for achieving

these actions. Finally, the robot feedback controller is applied to control the robot to track

the generated trajectories.

RobotPlanner
Natural 

Language 
Processing

Human

Natural 
Language

Formal 
Language

Robot 
Trajectories

Controller
u Y

Figure 5.1 Schema of natural language controlled robotic system

In the design, the natural language processing and the robot planner are executed in an

open-loop manner. Once they have generated the outputs, they sent the outputs to the lower

processes directly and will not check if these outputs will be correct or not in future. Such

a design will encounter problems when some unexpected events happen in the environment

and robotic system because these events may cause the previously generated outputs no

longer correct for achieving the given task.

To address this issue, similar to feedback control process, the feedback information could

be sent to the natural language processing and the robot planner for handling these un-

expected events in the environment and robotic system. In general, the feedback includes
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the static and dynamic information of the robotic system such as robot position, moving

direction, etc., and the environment such as object position, color, shape, etc. It is like the

human’s perception and thus named perceptive feedback. It can be obtained from the sensory

information including both robot sensors and environmental sensors. The feedback informa-

tion can be used to for the grounding process in natural language processing for handling

unexpected events in the environment. The feedback information can also be used for the

perceptive planning and control of the robotic system for handling unexpected events in the

robotic system.

5.3 Natural Language Processing

5.3.1 Semantic Processing

For the semantic processing in this paper, a partial parser based on combinatory catego-

rial grammar (CCG) [119] is applied to extract semantic information from human natural

language utterances. We have defined a set of basic CCG lexicon rules, which covers key

lexicons in our domain, such as actions, object colors, shapes, spatial relations and so forth.

Given a human utterance, our CCG parser repeatedly searches for the longest sequence

covered by the grammar until the end of the utterance. For example, given the utterance

”Pick up the small brown block”, our parser will generate a semantic representation as

follows:”Action:Pickup; Argument:x(size(x,small),color(x,brown), object-type(x, block))”.
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5.3.2 Graph Matching Process

The output of semantic the processing describes the task from the perspective of the

human, which has different representations and references from the robot. For example, the

robot can only recognize some sensory features such as the RGB values and coordinates

which are totally different from the symbolic information in the semantic processing output.

To make this output understandable by the robot, the common grounding between the

human and robot is required. Extensive studies have been conducted on the human-robot

common grounding [120][121][122]. However, due to their complicated grounding processes

and design, it is difficult and costly to apply them for online handling of unexpected events.

Thus, we use a simple graph-matching based grounding method. Previously, we have used

the similar idea to design an inexact graph-matching based grounding method for mediating

the shared perceptual basis in the human-robot dialogue [123]. In this paper, we redesign the

graph-matching method for online handling the unexpected events in the natural language

control.

The goal of the grounding in this paper is to convert the objects described by the human

in natural language to the physical objects detected by the robot in the environment. The

basic idea of the graph-based common grounding is to build the human natural language

task and the robot perception as two graphs and consider the common grounding as a graph-

matching process, as shown in Figure 5.2. The former graph is named as task graph and the

latter is named as perceptive graph.

The task graph from the perspective of the human is represented by

GH(V,E) (5.1)
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Figure 5.2 Graph matching process

where V = {vi, i ∈ {1, 2, ..., |V |}} is the set of vertices and E =
{
eij , i 6= j i, j ∈ 1, 2, ...,

|V |} is the set of edges.

The vertices represent the robot and objects. If the vertex is an object, it also includes

some symbolic attributes such as the name (e.g.: block, ball) and color (e.g.: red, blue).

These attributes are denoted by av,k, k = 1, 2, ... . The edges represent the relationship

between two vertices such as the spatial relationship (e.g.: left, right) and size comparison

relationship (e.g.: bigger, smaller). Similar to the vertices, for the edges, they may also

include multiple symbolic attributes which are denoted by ae,k, k = 1, 2, ... .

The task graph is constructed based on the output of the semantic processing. The out-

put of the semantic processing is usually in the form of some formal semantic representations,

e.g., first-order logic representations. The vertices of the graph come from the entities in

the formal semantics. The one-arity predicates in the semantics correspond to the vertex

attributes and the two-arity predicates correspond to the edge attributes. This paper as-

sumes that the natural language commands have already incorporated enough information

for constructing the task graph. Sometimes, to obtain an informative task graph, the dialog
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between the human and robot can be used.

The perceptive graph from the perspective of the robot is represented by GR(V,E). The

vertices V represent the robot and objects in the environment detected by the robot sensors.

Similar to the task graph, an object vertex may include multiple attributes such as the name,

color and position. The names are represented by some symbolic values such as O1, O2, etc.,

the colors are represented by RGB values and the positions are represented by coordinates.

The edges E represent the relationship between two vertices. Each edge may also include

multiple edge attributes which are defined based on the vertex attributes.

To ground the objects between the human and robot, the goal is to find objects in

the robot perception to match the objects mentioned by the human. Based on the graph

representations, this goal could be transferred to finding vertices in the perceptive graph to

match the vertices in the task graph, as shown in Fig. 2. It could be further transferred to

finding a subgraph G′R(V,E) in the perceptive graph which has the maximal matching value

with the task graph GH(V,E). It could be expressed by:

max
G′R⊂GR

Φ
(
G′R, GH

)
(5.2)

where Φ
(
G′R, GH

)
is the matching value between the two graphs G′R and GH .

The difficulty in computing the matching value is the different representations of the

two graphs. The attributes in the task graph are represented by symbolic values but the

attributes in the perceptive graph are represented by numeric values. To address this diffi-

culty, some symbol grounding functions are defined to bridge these two representations. The

output of the function is a value in [0, 1]. The larger the output is, the closer the numeric

value matches with the symbolic value.
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For the vertex attribute matching, a set of symbol matching functions are defined to

compute the matching value between a symbolic representation and a numeric representation.

They are denoted by φav,k

(
mv,k

)
, where mv,k is the numeric value corresponding to the

symbolic value av,k.

Taking the red color for an example, the symbolic representation is red and the numeric

representation is RGB values. The symbol matching function is defined by

φred(mrgb) =


1−

∥∥mrgb −mred

∥∥/lred,
if
∥∥mrgb −mred

∥∥ < lred

0 , otherwise

(5.3)

where mred is the RGB values which best describe the red color and lred is a limit to

determine the RGB boundary for the red color.

For the edge attribute matching, a set of symbol matching functions are also defined.

They are denoted by φae,k

(
me,k, ne,k

)
, where me,k and ne,k are the numeric values on the

two vertices of the edge which are related to the symbolic value ae,k.

Taking the spatial relationship for an example, the symbolic representation is ”left”

and the numeric representation contains two coordinates of the related vertices: m =

[xm, ym, zm]T and n = [xn, yn, zn]T where the positive y axis is the left direction. The

symbol matching function is defined by

φleft(m,n) =


|ym − yn|

/∣∣yleft − yn∣∣, if ym > yn

0, otherwise

(5.4)

where yleft is the y axis coordinate of the leftmost object in the environment. Notice that
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if yleft − yn = 0 we must have ym ≤ yn and then φleft(m,n) = 0.

Based the definition of the symbol grounding functions, the matching value between the

two graphs G′R and GH can be computed by

Φ
(
G′R, GH

)
= 1

N

 ∑
av,k⊂A

φav,k

(
mv,k

)
+

∑
ae,k⊂E

φae,k

(
me,k, ne,k

)
−

∑
av,k⊂Ā

pav,k −
∑

ae,k⊂Ē
pav,k


(5.5)

where N is the total number of the vertex and edge attributes in GH . A is the set of matched

vertex attributes between G′R and GH , E is the set of matched edge attributes between G′R

and GH , Ā and Ē are the sets of unmatched vertex attributes and unmatched edge attributes

in GH , and pav,k and pae,k are the penalties for the unmatched vertex and edge attributes.

In this paper, the penalties are all assigned as a small constant 1/N .

After solving the matching value computation problem, the next problem is how to find

the optimal subgraph in the perceptive graph which can match the best with the task graph.

The problem can be commonly solved by the A∗ search algorithm [124]. In this paper, to

save the memory cost, we employ a simple beam search algorithm to retain the tractability

[125]. The beam size is set as hJ2, where h is the current level of the searching tree and J

is the size of the bigger graph.

5.3.3 Graph-Matching based Grounding

In the graph-matching based grounding process, the optimal matched graph is adopted

only when the matching value is bigger than a threshold ΦTh. Otherwise, it will be considered
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that there is no appropriate matching. If the appropriate matching could be found, the

grounding of the objects is then achieved. The objects in the semantic processing output

can be replaced by the object names described in the perceptive graph to form the formal

language which could be understood by the robot.

In this formulation of natural language processing, as shown in Fig. 3, the task graph

can be considered as the control objective, the perceptive graph can be considered as the

control feedback, the graph matching value can be considered as the control error, and the

graph searching algorithm can be considered as the controller. Therefore, the entire process

can be considered as a closed-loop control process and is capable of handling some system

unexpected events.

Notice that in order to save the system resources the grounding process is unnecessary to

be always run in real time. This paper uses this process to handle unexpected events in the

environment, e.g., objects are added to or removed from the environment. Thus, only when

the environment changes are detected, the perceptive graph will be updated and the graph

searching algorithm will be rerun. If the maximal matching value is larger than ΦTh, a new

formal language output of the natural language processing will be generated. Otherwise,

the robot will be stopped and wait for new formal language commands. If the maximal

value is smaller than ΦTh, a Not found notification will be generated. If there are multiple

optimal matching which have competitively maximal matching values, i.e., the difference

among these maximal matching values is smaller than a very small threshold, an Ambiguity

notification will be generated.
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Figure 5.3 Graph-matching based grounding process

5.4 Planning and Control for Natural Language Con-

trolled Robotic Systems

5.4.1 Perceptive Abstracted Modeling

Based on the perceptive feedback, the entire system can be abstracted by a finite-state

automaton using some predefined rules. In order to obtain a simple model for possible

online implementations, only the states and actions (transitions) necessary for the tasks are

considered to construct the automaton. The primitive actions are modelled as automata

and then connected through the mutual states to construct the final automaton. Each state

contains not only a state symbol representing the discrete state but also some variables

representing the continuous states such as the positions. Since the model can be updated

based on the perceptive feedback, it is named perceptive system model and described by a

5-tuple automaton

A =
(
Q(P ), Σ, δ, q0(p0,δ), Qm(pm,δ)

)
(5.6)
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where

• Q(P ) is the set of states determined by the perceptive feedback (Q is the set of state

symbols and P is the set of variables). A single state i is represented by qi(pi,δ) and

pi,δ contains the continuous variables such as positions to represent the initial or final

states of all actions related to the state i.

•
∑

is the set of actions.

• δ : Q(P )×
∑
→ Q(P ) is the state transition of actions.

• q0(p0,δ) ∈ Q(p) is the initial state determined by the perceptive feedback.

• Qm(pm,δ) ∈ Q(P ) is the set of marked states representing the completion of a task,

which is determined by the task specifications and perceptive feedback.

Example 1: Consider that there are three objects and the task is to control a robot

to pick up one object. Figure 5.4 shows the model to describe the states and transitions

of interest for the task. The states are represented by d1d2

(
pd1d2,δ

)
. The first digit d1 ∈

{0, 1, 2, 3} means that the end-effector is at the position of object d1 if d1 ∈ {1, 2, 3} and at

the initial position if d1 = 0. The second digit d2 ∈ {0, 1} means that the gripper is open

if d2 = 0 and closed if d2 = 1. The actions δ are represented by symbols, where mij means

to move the end-effector from position i to position j and o and c means to open and close

the gripper respectively. pd1d2,δ
represents the positions of the end-effector or the gripper

fingers for actions mij , o or c related to the state d1d2.
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Figure 5.4 Example of perceptive system model

5.4.2 Planning of Robotic Systems

To generate the trajectories for achieving the task described by the formal language,

it needs two sequential processes. The first process is the action scheduling which is to

generate a sequence of actions for achieving the given task and the second process is the

motion planning which is to generate trajectories for achieving the action sequence.

The action scheduling process could commonly be solved by some synthesis algorithms in

the discrete event systems such as the supervisory control synthesis algorithm [126][127] and

linear temporal logic synthesis algorithm [92]. In this paper, for online action scheduling, a

simple automata-based method is adopted. The perceptive automata model is first built to

abstract the robot and the environment based on the perceptive feedback. The given task

described by the formal language is then converted to a marked state in the model based on

the template rules. Then, the problem becomes to find the shortest path from the current
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state to the marked state in the graph-like automata model. The searching techniques in

graph theory, such as Dijkstra’s algorithm, could be applied to find the solution. The action

sequence is then obtained from the actions along the shortest path.

The motion planning process is to generate the trajectories to achieve the actions along

the action sequence, i.e., generate a trajectory for moving from the start position to the finish

position for each action. Such a problem has been well studied and a number of algorithms

can be adopted to solve it. In an obstacle-free environment, the motion planning problem

can be easily solved by using the minimum-time based method or minimum-energy based

method [128].

In traditional planning methods, the two steps above have finished the planning process

and the generated trajectories are parameterized by the time t. The desired trajectories for

achieving the action sequence are expressed by

Y dδ1(t) : t ∈ (t0, t1), Y dδ2(t) : t ∈ (t1, t2),

· · · , Y dδn(t) : t ∈ (tn−1, tn)

(5.7)

where δi, i = 1, 2, ..., n are the actions along the action sequence. These trajectories are

then sent to the low-level controller for tracking.

5.4.3 Perceptive Planning and Control of Robotic Systems

In the traditional time-based planning and control, the instantaneous desired input for

the control system is computed by plugging time t into the desired trajectories which are

parameterized by t. The control system is then driven by time and the motion planning is

a completely open-loop process. This may cause problems when unexpected events happen
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on the robotic system. For example, if the robot is stopped by unexpected system halt or

obstacles, the time-based desired trajectories will still keep evolving since the time t never

stops. Then, the system may become unstable and unsafe. Conventionally, to cope with such

unexpected events, some safety mechanism has to be designed in advance to completely stop

the system. After the unexpected events are resolved, the motion planning process needs to

be performed again for regenerating the new trajectories.

To solve this problem more efficiently, a perceptive motion planning and control method is

designed. The methods based on the similar idea have been successfully applied to continuous

motion tracking [99] and multi-robot formation tracking [97] in our previous work. It is

redesigned and extended to the tracking of a sequence of actions in this paper.

The basic idea of the method is to make the control system driven by the physical output

of the robotic system instead of the time. At the beginning, the desired trajectories for

the actions are parameterized by a non-time reference defined as perceptive reference s. s

is independent of time and directly relates to the physical output of the robotic system.

For example, for moving the robot from one position to another position, s could be the

distance traveled by the robot along the desired trajectory. For another example, for closing

or opening the gripper, s could be the distance traveled by the gripper fingers. The new

desired trajectories for achieving the action sequence are then expressed by

Y dδ1(s) : s ∈ (s0
δ1, s

f
δ1), Y dδ2(s) : s ∈ (s0

δ2, s
f
δ2),

· · · , Y dδn(s) : s ∈ (s0
δn, s

f
δn)

(5.8)

where s0
δi and s

f
δi are the perceptive reference variables corresponding to the start and finish

positions of the action δi.
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Figure 5.5 Perceptive planning and control

The perceptive planning and control process can be seen in Figure 5.5. The instantaneous

desired input for the control system is computed by plugging the optimal perceptive reference

s∗ into the s-parameterized trajectories, where s∗ is determined by the physical output of

the robotic system. The computation of s∗ is expressed by

s∗ = s′, if s′ ∈
[
s0
δi, s

f
δi

)


s∗ = s0
δ(i+1)

i = i+ 1

if s′ = s
f
δi and i < n

where

s′ = arg min

s∈
[
s0
δi
, s
f
δi

]
{∥∥∥Y dδi(s)− Yδi∥∥∥}

(5.9)

where s′ is computed by minimizing the tracking error while the robot is executing an action

δi and Yδi is the current physical output of the robot corresponding to the action δi. The

computation of s′ can be also considered an orthogonal projection from Yδi to the desired

trajectory Y dδi(s). If the robot has accomplished an action δi, which could be indicated by

s′ = s
f
δi, we have s∗ = s0

δ(i+1)
and i = i + 1 to switch the perceptive reference for driving

the next action δ(i+ 1).

The perceptive planning and control design changes the motion planning process to be

an online and closed-loop process. The control system is driven by the physical output of the
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robotic system instead of time t. The desired system input is then online determined by the

system output such that the previously mentioned unexpected events on the robotics system

can be automatically handled. If the robot is stopped by unexpected events, the computed

perceptive reference s∗ stops evolving as well. The following trajectories and actions are

then suspended until the unexpected events are resolved. Once the events are resolved, the

robot starts to move and s∗ continues to evolve to drive the system. The unexpected event

handling process is completely automatic and no replanning process is required.

Remarks:

1. The high-level planning are no longer open-loop processes. Based on the perceptive

feedback, they become closed-loop processes and the system is therefore able to handle

some unexpected events.

2. The formalism can be extended to natural language control of multiple concurrent

robotic systems. The only concern is to design a perceptive reference which can carry

perceptive feedback from all concurrent robotic systems. Some ideas of designing the

perceptive reference for such systems can be found in [97][129].

5.5 Stability Analysis

Theorem 1: If the perceptive reference s is a monotone increasing function of time t and

the original time-driven robot control system is asymptotically stable, then the closed-loop

perceptive planning and control system is (asymptotically) stable under (finite) unexpected

stops of the robot.

Proof: If the original time-driven robot control system is asymptotically stable, according

to the converse theorem [130], we can find a Liapunov function V (x(t)) such that V (x(t)) > 0
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and V̇ (x(t)) < 0. After introducing the perceptive reference s, we have

dV (x(t))

dt
=
dV (x(s))

ds

ds

dt
< 0 (5.10)

If the perceptive reference s is a monotone increasing function of time t, then we have

ds/dt > 0. Notice that this is always true no matter the robot is stopped or not.

During the perceptive planning and control process, if the robot is not stopped, then s

keeps evolving, which makes ds/dt > 0. Therefore, we always have V̇ (x(t)) < 0. So the

system is asymptotically stable.

If the robot is unexpected stopped, this stop also results in the stop of the perceptive

reference s. So we have V̇ (x(t)) = (dV (x(s))/ds) (ds/dt) = 0 and the system is still stable.

Furthermore, if the number of stops is finite, then we have V̇ (x(t)) ≤ 0 and the time for

V̇ (x(t)) = 0 is finite. So the system is asymptotically stable.

Definition: The action scheduling is stable if the formal language task could be always

achieved through the actions of the robot.

Theorem 2: If the graph corresponding to the system automata model is always con-

nected, the closed-loop action scheduling is stable under unexpected moves of the objects.

Proof: If the graph is connected, then given two nodes in the graph there exists at

least one path to move from one node to another. Correspondingly, we can always find a

sequence of actions in the system automata model to move from the current state to the

formal language state under any unexpected moves of objects. This implies that we can

always find a sequence of robot actions to achieve the formal language task. So the action

scheduling is stable.

We can properly design the primitive robot actions to make sure that the states in the
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system automata model could be always connected through these actions. Through this, the

stability of the action scheduling could be always ensured.

Definition: The natural language processing is stable if the output formal language

could correctly represent the natural language task.

We can prove that the designed closed-loop natural language processing is stable under

unexpected events in the environment. The correctness of the output formal language could

be represented by the following two conditions

(1) The subgraph corresponding to the output formal language, GFLR ⊂ GR, is the unique

subgarph in GR to have the largest matching value Φ(GH , G
FL
R ) with the task graph GH

(2) Define the correctness threshold as M, 0 < M ≤ 1 and the matching value satisfies

Φ(GH , G
FL
R ) ≥M .

In the designed natural language processing, if unexpected events occur, the perceptive

graph will be updated and the natural language processing will generate output formal

language only if we can find a subgraph in GR which can satisfy the conditions (1) and (2).

Otherwise, the notifications to the human will be generated and no formal language will be

outputted. This ensures that the output formal language could always correctly represent

the natural language task. Therefore, the designed natural language processing is stable.

5.6 Experimental Results and Analysis

5.6.1 Experimental Implementaiton

The designed system was implemented on a natural language controlled mobile manip-

ulator system. The mobile manipulator consisted of a 4-wheel Segway RMP 400 mobile

platform and a 7-DOF Schunk LWA3 manipulator, as shown in Figure 5.6.
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Figure 5.6 Experimental setup

A wireless microphone was used to capture the human’s speech and then sent it to a

laptop computer via the Bluetooth. The speech was recognized as natural language text

by the Dragon Speech Recognition software and further processed by the natural language

processing to transfer the natural language representation to the formal language representa-

tion. The formal-language-described task was then sent to the mobile manipulator’s onboard

computer and the robot planning and control were performed to execute the task. The nat-

ural language processing computer and the robot computer communicated with each other

via the Internet.

At the same time, the robot and environmental information were sensed by the robots

onboard sensors. The robot information including the end-effector position and the griper

fingers position were calculated based on the encoder readings and the environmental infor-

mation including the coordinates and RGB values of the objects in the environment were

obtained through a calibrated 3D vision system as shown in Figure 5.7. These information

were then shared to the natural language processing and the robot planning and control
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processes.

Figure 5.7 Environmental information by the vision system

5.6.2 Experimental Results on Natural Language Control

The experiments were to control the mobile manipulator to manipulate blocks by nat-

ural language. The tasks for the first set of experiments were to pick up objects in the

environment. The experimental results showed that all these tasks could be successfully

accomplished without exceptions. For the setup shown in Figure 5.8, two natural language

tasks were tested.

The first task was ”Pick up the left green block”. Through the natural language process-

ing, the formal language ”Pickup (O1)” for picking up the leftmost blue object was generated

with the maximal matching value. The matching values for picking up O1, O2, O3 and O4

were 0.85, 0.17, 0.00 and 0.35 respectively. Notice that the ”left” was considered to be rel-

ative to the robot’s end-effector position in the natural language processing. Through the
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perceptive planning and control, the action sequence of mO1, c, l and their corresponding

trajectories were correctly generated and executed by the mobile manipulator controller,

where the action sequence stood for ”Move to O1”, ”Close gripper” and ”Lift”.

The second task was ”Pick up the green block on right of red block”. Through the natural

language processing, the correct formal language ”Pickup (O4)” with the maximal matching

value of 0.84 was generated. Through the perceptive planning and control, the trajectories

were correctly generated and executed to accomplish the given task.

O1

O2

O3
O4

Figure 5.8 Experimental setup for normal natural language control

In Figure 5.9, the speech commands from the human user included ”Close gripper”,

”Open the gripper”, ”Move to the red block”, and ”Pick up the small brown block”. The

corresponding robot motions are presented. It can be seen that using the designed natural

language control scheme, the robot could successfully accomplish all tasks described by

natural language when there are no uncertain and unexpected events. These experiments

demonstrated the effectiveness of the designed natural language control method under no

exceptions.
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0 s 2 s
“Close gripper”

0 s 2 s
“Open the gripper”

0 s 5 s 9 s
“Move to the red block”

0 s 5 s 7 s 11 s 12 s 14 s

“Pick up the small brown block”

Figure 5.9 Results of natural language control: no uncertain and unexpected events

5.6.3 Experimental Results on Handling Unexpected Events

The experiments of the designed natural language method were conducted under unex-

pected events in the environment and also the robotic system. The experimental results are

presented below.

The tasks for the first three experiments were all ”Pick up the left green block”. In the

first experiment, at the beginning, the human could see all objects but the leftmost block was

sheltered by a board in the robots vision system, as shown in Figure 5.10, so the generated

formal language was ”Pickup (O1)”. During the execution, the board was removed and

robot could see the object. The grounding process was rerun and a new form language of

”Pickup (O5)” was generated because ”Pickup (05)” had a larger matching value of 0.85 than

”Pickup (04)” whose matching value was 0.67. Then, the robot actions and corresponding

trajectories were generated and executed for accomplish the new formal language task for

achieving the original task of the human.

In the second experiment, the unexpected event was to remove the left green block

during the execution as shown in Figure 5.11. The perceptive graph was then updated and

the grounding process was rerun. The matching values for the remained three objects were
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O5

O1

O2

O3
O4

O5

Figure 5.10 Experiment for unexpected environmental change

0.45 0.30 and 0.00, which were all smaller than the threshold ΦTh = 0.5. So the robot was

stopped and a notification ”Object not found!” was generated.

O2

O3

O4

O1O2

O3O4

Figure 5.11 Experiment for unexpected object removal

In the third experiment, a new green block was put at the similar location as the previous

leftmost block as shown in Figure 5.12. The grounding process was rerun and generated

two formal languages of ”Pickup (O6)” and ”Pickup (O1)” which had competitively large

matching values of 0.84 and 0.82. Thus, the robot was stopped and an ambiguity notification

”Two objects were found!” was generated.

Figure 5.13 and Figure 5.14 show the results of handling other unexpected events in the

environment. The human user asked the robot to pick up the big brown block and big red

block by saying ”Take that big brown block” and ”Grasp that red block” respectively. While

the robot was moving to them, the big brown block was moved to other positions twice at
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O1O2

O3O4

O1O2

O3
O4

O6

Figure 5.12 Experiment for unexpected ambiguity

11 s and 22 s in Figure 5.13 and the red block was swapped with the big brown block at 4

s in Figure 5.14. The perceptive feedback was then sent back to the update the perceptive

system model and new plans were also generated to achieve the original tasks.

Notice that although the designed tasks are simple, these results can clearly demonstrate

the advantages of the designed method for handling unexpected events in the robotic system

and the environment.

0 s 11 s 13 s 22 s 24 s
“Take the big brown block”

30 s 34 s 37 s

Figure 5.13 Results of natural language control: the robot is moved

0 s 3 s 4 s 6 s 12 s
“Grasp that red block”

14 s 19 s

Figure 5.14 Results of natural language control: the object is swapped

In the final experiment, the robot was unexpectedly stopped during executing the tra-

jectories for achieving the task of picking up a red block. Figure 5.15 shows the process of

handling these unexpected events in the robotic system. Figure 5.16 shows a portion of the
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trajectories of the end-effector and gripper. When the robot was moving to the red block,

it was blocked by the human by hand at about 7 s and 11s respectively. As a result, the

calculated perceptive reference s∗ stopped evolving as well, which caused the automatic stop

of the involvement of robot trajectories. The following actions and trajectories were then

suspended. When the hand was removed at about 9 s and 13 s respectively, the robot could

move again and s∗ started to evolve. The suspended actions and trajectories were then

recovered and driven by s∗ again. The entire handling process was completely automatic

and no replanning of the system was required.

0 s 5 s 7 s 9 s 11 s 13 s
“Pick up that red block”

15 s 18 s

Figure 5.15 Results of natural language control: the robot is blocked
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Figure 5.16 Results of handling unexpected robot stops
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Notice that it does not mean that the natural language method in the current design

could best handle all unexpected events. Taking the unexpected event in Figure 5.10 for

example, we assumed that the human could always see all objects, but it was also possible

that some objects like O5 was sheltered to the human too at the beginning. So an ambiguity

notification should be the better response in this situation. Thus, to better handle these

unexpected events with uncertainties, a dialog between the human and the robot will be

necessary.

In the dialog, the proposed natural language control method could actually provide im-

portant hints to formulate the questions from the robot to the human, e.g., ”Which left green

block, leftmost or the other?”. So the proposed natural language control method could be

an important step towards well handling unexpected events and also uncertainties in the

natural language control system.

5.7 Chapter Summary

This chapter introduced a method for teleoperation of mobile manipulators through nat-

ural language commands. The natural language control method for robotic operations using

the perceptive feedback is proposed to make the system be able to handle some unexpected

events in both the environment and robotic system. A graph-matching based grounding

method is designed in the natural language processing for handling unexpected events in the

environment and a perceptive robot planning and control method is designed for handling

unexpected events in the robotic system. The experimental results on a natural language

controlled mobile manipulator system demonstrated the effectiveness and advantages of the

designed methods.
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Chapter 6

Development of Mobile Manipulator

Systems

6.1 Introduction

The working space of a standard manipulator can be enlarged by introducing a mobile

platform such as a holonomic mobile platform or a nonholonomic mobile platform. Through

the integration of the advantages of the standard manipulators and mobile platforms, the

application areas of mobile manipulators could be significantly expanded.

This chapter introduces the development of two types of mobile manipulators. The first

type is to add a holonomic mobile platform to a 6-DOF PUMA manipulator. The second

type is to add a nonholonomic mobile platform to a 7-DOF Schunk manipulator. The

development of the system hardware and software for the two types of mobile manipulators

are introduced in detail. Both mobile manipulators can significantly enlarge the working

spaces of the onboard manipulators.
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6.2 Development of Holonomic Mobile Manipulators

6.2.1 System hardware Development

The holonomic mobile manipulators are show in Figure 6.1. Each of them consists of a

PUMA 560 robotic manipulator and a mobile platform. The mobile platform is a holonomic

mobile robot which contains four powered caster wheels. Each powered caster wheel can drive

and turn and controlled by two DC motors separately. It has a full three degrees of freedom

for plane motion and therefore can move in any directions at any configurations. The mobile

platform was completely rebuilt based on the mechanical hardware of the original NOMAD

XR4000 robot. The onboard manipulator is a popular PUMA 560 robot. It has six degrees

of freedom and has a full motion in the 3D cartesian coordinate system including three

position motion and three orientation motion. Multiple onboard sensors are integrated into

the mobile manipulator system, including a SICK laser range finder, a SONY camera with

a pan-tilt, an array of sonar and infrared sensors, a force/torque sensor and an acceleration

sensor. The laser range finder and camera are mounted on the mobile platform. They are

mainly used for detecting the environmental information of the robot for navigation. The

array of sonar and infrared sensors are integrated into the body of the mobile platform.

They are mainly used for detecting the near surrounding information of the robot. The

force/torque and acceleration sensors are mounted on the end-effector of the manipulator.

They are mainly used for detecting the contact and dynamic information of the gripper.

6.2.2 System Software Development

The holonomic mobile manipulator is controlled by three controllers which run three dif-

ferent operational systems, as shown in Figure 6.2. An industrial PC running the real-time
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Figure 6.1 Holonomic mobile manipulators

QNX system is used to control the PUMA 560 manipulator and connect the force/torque/acceleration

sensors. A PMAC controller running the real-time embedded PMAC system is used to con-

trol the mobile platform. Another industrial PC running the Linux system is used as a host

system to coordinate the manipulator and mobile platform. It is also used for connection

to the Internet. Besides this, it is used as a controller for all other sensors, including the

laser scanner, cameras, sonar and infrared distance sensors. A PHANTOM haptic device

and a MS force feedback joystick are used for the operation of the system. Using different

controllers, the mobile manipulator can work either autonomously or by teleoperation via

the Internet.
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Figure 6.2 Implementation of holonomic mobile manipulators

6.3 Development of Nonholonomic Mobile Manipula-

tors

6.3.1 System hardware Development

The nonholonomic mobile manipulators are shown in Figure 6.3. They are developed

for both indoor and outdoor applications and consist of a 4-wheel mobile platform and a

7-DOF manipulator. The Segway Robotic Mobility Platforms (RMP) are integrated into

the two MSU mobile manipulators. One mobile manipulator is equipped with the RMP 400

and another mobile manipulator is equipped with the RMP 400X. The RMP is customized

transportation platform that is suitable for moving heavy payloads in tight spaces. It rolls

on four rugged ATV tires and can work over a variety of terrain including the concrete road,

grassland, snow field, etc. It is powered by lithium-ion battery packs and can work up to
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12 hours. It is controlled by an onboard industrial computer through the USB and CAN

bus interfaces. It is capable of carrying up to 400 lbs while maintaining impressive tractive

ability over the most challenging terrain. The platform provides the mobility function of

the mobile manipulator and carries the manipulator and all onboard computers and sensing

devices.

Figure 6.3 Nonholonomic mobile manipulators

The 7-DOF Schunk Light Weighted Arms (LWA3) are integrated into the two MSU

mobile manipulators. The manipulator is a lightweight and powerful arm which contains

seven individual modules and a gripper connected through CAN bus. The gripper contains

two fingers equipped with two pieces of tactile sensors and an ATI force/torque sensor is

mounted at the end of the gripper. Its payload is up to 5 kg and its repeatability accuracy

is up to 0.2 mm. It is powered by the lead-acid battery packs and can work up to 4 hours.

It is controlled by an onboard industrial computer through the CAN bus interface. The
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application possibilities of the lightweight arm LWA3 are versatile and cover various areas

in robotics including manipulation, sensor (such as camera and force) based control, service

robots, human-robot interaction, etc.

They are also equipped with two onboard computers and multiple advanced sensors

including binocular and omnidirectional vision systems, high-definition cameras, laser range

finders, force/torque sensors, tactile sensors, global position systems, inertial measurement

units, and pan-tilt units for controlling the movement of the sensors.

6.3.2 System Software Development

The implementation of the nonholonomic mobile manipulator is shown in Figure 6.4.

In order to efficiently implement the mobile manipulator system and evenly distribute the

computation tasks, two industrial computers are adopted. One computer is used to control

the mobile platform and manipulator and acquire real-time data from the force/torque sensor

and tactile sensor. Another computer is used to acquire sensory information from other on-

board sensors and also control the pan-tilt unit for providing movement of some sensors such

as the laser range finder and cameras.

The industrial control computer runs the RTX real-time operation system. It connects

to the mobile platform and manipulator though the CAN bus interface. For the control

mobile platform, in each control cycle, it reads the four wheel encoders, computes the desired

velocities for each wheel based on the control algorithm and the wheel encoder readings, and

then sends the velocity commands to the motor controller for real-time execution. For the

control of the manipulator, in each control cycle, it reads the angle of each joint from the

joint encoders, calculate the joint velocity for each joint using the kinematic controller based

on the joint readings, and then send the velocities to the joints for execution. All these
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Figure 6.4 Implementation of nonholonomic mobile manipulators

processes are implemented in real time. The control computer can also read the position

of the gripper fingers and control the motion of the gripper fingers through the CAN bus

interface. For the force/torque sensors, one mobile manipulator acquires the data through

the PCI interface using an NI DAQ card and the other mobile manipulator acquires the data

through the CAN bus interface. For the tactile sensors, the control computer reads its data

through the serial port interface.

The industrial sensor computer runs the Windows XP operation system. It connects

to the pan-tilt unit and the onboard sensors through various interfaces. It connects to the

pan-tilt unit though the serial port interface. It can read the angles for the pan and tilt

and control the motions of the planning and tilting for the mounted sensors such as the

laser range finder and the camera. It connects to two high-definition cameras through the

137



USB interface. One is mounted on the gripper for manipulation and the other is mounted

on the mobile platform for navigation. It connects to two laser range finders. For the 270

degree laser range finder, it uses the serial port interface, and for the 3600 degree laser range

finder, it uses the Ethernet. For the Point Grey binocular and omnidirectional cameras,

the sensor computer connects to both them through the IEEE 1394 fireware interface. The

sensor computer can also acquire information from other onboard sensors through the serial

port interface including the global position system (GPS), inertial measurement unit (IMU),

and tire pressure sensors on the four ATV tires. The sensory information are acquired and

processed by the sensor computer and then provided to the control computer for potential

usage in different applications.

Using this implementation design, the control of the mobile manipulator and data acqui-

sition of the sensors can be efficiently implemented. The computation tasks for the control

and data acquisition are evenly distributed to the two industrial computers and the system

can thus run in an efficient way.

6.4 Chapter Summary

This chapter introduces two types of mobile manipulators. One is the holonomic mobile

manipulator consisted of a 4-caster-wheel holonomic mobile platform and a 6-DOF manip-

ulator and the other one is the nonholonomic mobile manipulator consisted of a 4-wheel

nonholonomic mobile platform and a 7-DOF manipulator. The system hardware of the t-

wo types of mobile manipulators are introduced. The implementation of system control

software are also introduced in detail. The two types of mobile manipulators can both in-

tegrate the advantages of the mobile platforms and manipulators and their working spaces

138



are significantly enlarged.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

The theoretical contributions of the study can be summarized into four aspects.

First, a whole-body control method for the mobile manipulators is developed. An online

motion distribution method and an online coordinated control method are designed to solve

the whole-body motion control accuracy problem of nonholonomic mobile manipulators un-

der system performance differences and a online sensor-based redundancy resolution scheme

is designed to solve the redundancy resolution problem. These methods enable the teleop-

erator to concentrate on the end-effector task while other tasks such as coordinated control

and obstacle avoidance are autonomously handled by the mobile manipulator. Compared

to the traditional separate control methods, it can significantly improve the accuracy and

efficiency of teleoperation.

Second, a non-time based teleoperation and online coordination method is developed to

solve the stability problem of multi-mobile-manipulator teleoperation systems under random

communication delays and unexpected events. A non-time perceptive reference is designed as

a new reference to replace the time in the system modeling and control. Through this design,

the system stability under random communication delays and unexpected events could be

ensured. It enables one teleoperator to simultaneously control multiple mobile manipulators

to perform multi-robot tasks such as formation and co-transportation.
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Third, a method is developed to model the human teleoperator into the teleoperation

system. A new concept named Quality of teleoperator (QoT) is proposed to represent the

operation status of teleoperator. A QoT adaptive control method is designed to adjust the

velocity and responsivity of the robotic system according to the QoT. Compared to the

traditional teleoperation method, the QoT based method could facilitate the teleoperator to

accomplish teleoperation tasks with easier, safer and more efficient operations. Through this

design, the teleoperation efficiency and safety are enhanced under various operation status

of the teleoperator.

Fourth, a natural language control method is developed for the intuitive and efficient

teleoperation of mobile manipulator under unexpected events. A graph-based natural lan-

guage processing method and a perceptive robot planning and control method are developed

to online handle the unexpected events in the environment and robotic system. Compared

to the conventional control manner of using joysticks, the new control method makes the

communications between the human teleoperator and mobile manipulators more intuitive

and efficient.

The application contributions of the study could be summarized into two aspects.

First, two types of mobile manipulators are developed. The first type contains two

holonomic mobile manipulators which consist of a 4-caster-wheel holonomic mobile platform

and a 6-DOF PUMA manipulator. The second type contains two nonholonomic mobile

manipulator which consist of a 4-wheel nonholonomic mobile platform and a 7-DOF Schunk

manipulator. The system hardware and software of these mobile manipulators are developed

and implemented.

Second, the Internet-based mobile manipulator systems are developed for the two types

of mobile manipulators. After implementing the theoretical designs on these systems, stable
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and efficient mobile manipulator teleoperation systems are developed.

7.2 Future Research Work

7.2.1 Human-Robot Shared Control for Teleoperation

In conventional teleoperation, the human teleoperator is responsible for most of the

operations. The cognitive burdens for all decisions are placed on the human teleoperator.

Because of some system uncertainties such as the communication constraints, feedback errors

and the inexperience of the teleoperator, the actions generated by the teleoperator cannot

always be guaranteed to be efficient. To address this problem, the robotic systems can

be designed to have proper intelligence and autonomy such that they can recognize the

teleoperator intentions through interactions with humans, and then generate decisions based

on its own knowledge. Then a human-robot shared control mechanism can be designed

to make the human teleoperator and robots work together to accomplish the tasks more

efficiently.

Usually the human teleoperator is more intelligent and the mobile manipulators are more

efficient and more accurate. Human teleoperator can make intelligent decisions and perform

the tasks more advisably based their knowledge and experience. In contrast, the mobile

manipulators can perform the tasks more quickly and more accurately. There could be

several ways to combine the human’s intelligence and robot’s efficiency and accuracy.

The first way is to combine them in the lower control level. The human teleoperator can

send control commands to the robot and at the same time the robot autonomy could also

generate control commands. There could be three ways to use these commands: using the

human teleoperator’s control commands only, using the robot autonomy’s control only and
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fusing both commands from the human teleoperator and the robot autonomy. These three

ways could be online selected according to different task requirements

The second way is to combine them in the higher task level. Since the human teleoperator

and the robot autonomy may be good at doing difficult tasks, based on the characteristics and

difficulties of different tasks, the tasks could be allocated to either the human teleoperator or

the robot autonomy. Sometimes, one task could also be decomposed into multiple subtasks

which could be allocated to the human teleoperator and the robot autonomy respectively.

For both combinations in the lower control level and higher task level, the quality of

teleoperator (QoT) would be useful. Based on the QoT, it would be possible determine how

much the human teleoperator should be involved in the shared control.

Therefore, our future work will focus on designing a human-robot shared control method

for the teleoperation system to integrate the intelligence of the human teleoperator and the

efficiency and accuracy of the mobile manipulators such that the teleoperation performance

could be further enhanced.

7.2.2 Human-Robot Dialog for Teleoperation

In our design of teleoperation of mobile manipulators through natural language, we have

proposed a natural language processing method and a planning and control method using

the perceptive feedback to handle some unexpected events in the robotic system and the

environment. In the future work, we will add human-robot dialog into the natural language

control system for efficiently handling system exceptions with uncertainties and ambiguities.

For most existing natural language controlled robotic systems, the high-level processes

and the low-level process are connected in an open-loop manner. This formalism usually

needs to assume that the low-level processes could absolutely accomplish the outputs of the
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high-level processes and there are no exceptions in the system. If the assumption is violated,

the system will encounter problems.

In the previous natural language control design, we mainly focus on the natural language

processing and the planning and control in the robotic system. We assume that the output

of the semantic processing could provide enough information to construct the task graph. In

reality, to obtain this graph, the dialog between the human and robot may be required.

In addition, to further handle the unexpected events and system uncertainties, the

human-robot dialog is also necessary. We have integrated the perceptive feedback into the

natural language processing to handle some exceptions in the system. It makes the natural

language processing become a closed-loop process by using the perceptive feedback. The

task is represented by a goal graph and the perceptive feedback is represented by a per-

ceptive graph. A graph matching and searching algorithm is designed based on these two

graphs to generate the natural language processing output to make sure that the task can be

correctly achieved with the maximal probability. However, the natural language method in

this design could not always best handle all unexpected events due to some uncertainties and

ambiguities in the the system. To better handle these unexpected events with uncertainties

and ambiguities, a dialog between the human and the robot will be necessary. In the dialog,

the proposed natural language processing method could provide important information for

formulating the questions from the robot to the human teleoperator.

Therefore, for the future work, we will integrate the human-robot dialog with the designed

natural language controlled robotic systems for better handling the unexpected events with

uncertainties and ambiguities. The ultimate goal is to make the mobile manipulators be able

to communicate with the human teleoprator through natural language like a human.
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