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ABSTRACT

COST-AWARE SECURE PROTOCOL DESIGN AND ANALYSIS

By

Di Tang

The recent technological progresses make sensor networks feasible to be widely used in both

military and civilian applications. The nature of such networks makes energy consumption,

communication delay and security the most essential issues for wireless sensor networks.

However, these issues may be conflicting with each other. The existing works generally

try to optimize one of these key issues without providing sufficient diversity and flexibility

of various other requirements in protocol design. In this dissertation, we investigate the

relationship and design trade-offs among these conflicting issues.

To deal with the lifetime optimization and security issues, we propose a novel secure

and efficient Cost-Aware SEcure Routing (CASER) protocol to address them through two

adjustable parameters: energy balance control (EBC) and security level to enforce energy

balance and increase lifetime and determine the probabilistic distribution of random walk-

ing that provides routing security. We derive a tight numerical formula to quantitatively

estimate the routing efficiency through the number of routing hops for a given routing se-

curity level. We also prove that CASER scheme can provide provable security under the

quantitative security measurement criteria. Simulation results also show that the proposed

CASER scheme can provide an excellent balance between routing efficiency and security

while extending the network lifetime.

We then discover that the energy consumption is severely disproportional to the uniform

energy deployment for the given network topology. To solve this problem, we propose an effi-

cient non-uniform energy deployment strategy to optimize the network lifetime and increase

the message delivery ratio under the same energy resource and security requirements. Our

theoretical analysis and OPNET simulation results demonstrate that the updated CASER



protocol can provide an excellent trade-off between routing efficiency and energy consump-

tion, while significantly extending the lifetime of the sensor networks in all scenarios. For the

non-uniform energy deployment, our analysis shows that we can increase the lifetime and

the total number of messages that can be delivered by more than four times under the same

energy deployment, while achieving a high message delivery ratio and preventing routing

traceback attacks.

In WSNs, congestion introduces not only buffer overflow, but also communication delay

for forwarding messages from the source node to the sink. We propose a novel congestion-

aware routing (CAR) scheme to reduce the end-to-end communication delay while increasing

network throughput. CAR employs two routing strategies, shortest path routing strategy

and congestion-aware strategy, to achieve a trade-off between energy efficiency and com-

munication delay. The OPNET simulation results demonstrate that the proposed routing

scheme can reduce the end-to-end communication delay by 50% while increasing the network

throughput by more than two times in our settings.

People-centric urban sensing is envisioned as a novel urban sensing paradigm. Security,

communication delay and delivery ratio are essential design issues in people-centric urban

sensing networks. To address these three issues concurrently, we propose a novel delay-aware

privacy preserving (DAPP) transmission scheme based on a combination of two-phase for-

warding and secret sharing. The two-phase forwarding method detaches connection between

the application data server and the source nodes, which renders it infeasible for the appli-

cation data server to estimate source node identities. The underlying secret sharing scheme

and dynamic pseudonym ensure confidentiality of the collected data and anonymity of par-

ticipating users. DAPP provides a framework to achieve a design trade-off among security,

communication delay and delivery ratio. The security analysis demonstrates that DAPP

can preserve location privacy while defending against side information attacks. Theoretical

analysis and simulation results show that our proposed algorithms can provide a flexible and

diverse security design option for routing and data forwarding algorithm design.
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CHAPTER 1

INTRODUCTION

The recent technological advances make sensor networks technically and economically feasible

to be widely used in both military and civilian applications, such as monitoring of ambient

conditions related to the environment, precious species, critical infrastructures and traffic

conditions. Energy efficiency, network lifetime, communication delay and delivery ratio are

considered important metrics of performance measurement for wireless sensor networks, and

have been extensively studied in [2–14]. Security is another key issue of protocol design,

but yet less studied topic, partially due to the design trade-off between security and other

performance issues. To address these design issues concurrently, we employ a cost-aware

trade-off concept in designing routing algorithms for the traditional wireless sensor networks

and for the emerging people-centric urban sensing networks. The proposed schemes are

designed to provide flexible options for users to maximize the privacy protection based on

the given performance requirements.

1.1 Source Location Privacy in Wireless Sensor Network

Traditional wireless sensor networks (WSNs) consist of a large number of untethered and

unattended sensor nodes that are normally statically deployed for environment monitoring.

These sensor nodes have very limited computational processing ability and storage capacity.

They are powered by non-replenishable energy resources and equipped with a low-power

radio to send and receive messages, which make energy efficiency and lifetime two major

design metrics for WSNs protocol design.

In addition, WSNs rely on wireless communications, which is by nature a broadcast

medium. It is more vulnerable to security attacks than its wired counterpart due to lack of

a physical boundary. The low-power radio, limited processing ability and battery life make

1



security a very challenging issue. Computationally intensive cryptographic algorithms such

as public-key cryptosystem, and large scale broadcasting-based protocols, may not be feasible

for WSNs. Adversaries can even compromise some sensor nodes to obtain the cryptographic

keys and reprogram compromised sensor nodes. These threats leave WSNs vulnerable to

security attacks. Source location privacy is envisioned as one of the most essential security

issues for WSNs. The exposure of source location may divulge the information of a sensing

target, such as endangered species and critical military infrastructure. Adversaries equipped

with sensitive radio receivers can easily monitor the transmission direction of any detected

messages. They can further trace back to the source node hop by hop or deduce its location

through traffic analysis when a static routing strategy is applied.

1.1.1 Routing Algorithm Design

In WSNs, sensor readings are usually transmitted to base stations hop by hop for further

processing. Routing path is decided by a predesigned routing algorithm to ensure successful

delivery of the collected data. Routing is a very challenging design issue in WSNs due to

the inherent characteristics that distinguish WSNs from other wireless networks like ad-hoc

networks or cellular networks. The relative large number of sensor nodes makes it impossible

to build a global addressing table for each node. Due to the limited energy resources, routing

algorithm should be designed with consideration of energy efficiency. In addition, burst

events and static routing path may make the energy consumption unbalanced in a partial

area. Then sensor nodes in the area will exhaust their energy which may decrease the

network lifetime. Thus, a properly designed routing protocol should not only ensure high

message delivery ratio and guarantee low energy consumption for packet delivery, but should

also balance the energy consumption through entire sensor network, and thereby extend the

sensor network lifetime.

In existing research, many routing protocols have been proposed to address the issues of

energy efficiency, lifetime and latency. In these works, geographic routing has been widely
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hailed as the most promising approach to generally scalable wireless routing. Geographic

routing protocols utilize the geographic location information to route data packets hop-by-

hop from the source to the destination [6,15]. The source chooses the immediate neighboring

node to forward the message based on either the direction or the distance [2, 16–18]. The

distance between the neighboring nodes can be estimated or acquired by signal strengths or

using GPS equipment [19, 20]. The relative location information of neighbor nodes can be

exchanged between neighboring nodes.

In [18], a geographic adaptive fidelity (GAF) routing scheme was proposed for sensor

networks equipped with low power GPS receivers. In GAF, the network area is divided into

fixed size virtual grids. In each grid, only one node is selected as the active node, while the

others will sleep for a period to save energy. The sensor forwards the messages based on

greedy geographic routing strategy.

A query based geographic and energy aware routing (GEAR) was proposed in [2]. In

GEAR, the sink node disseminates requests with geographic attributes to a target region

instead of using flooding. Each node forwards messages to its neighboring nodes based on

the estimated cost and learning cost. The estimated cost considers both the distance to the

destination and the remaining energy of sensor nodes. While the learning cost provides the

updating information to deal with the local minimum problem.

While geographic routing algorithms have the advantages that each node only needs to

maintain its neighboring information, and provide a higher efficiency and a better scalability

for large scale WSNs, these algorithms may reach their local minimum, which can result

in dead end or loops. To solve the local minimum problem, some variations of these basic

routing algorithms were proposed in [6], including GEDIR, MFR and compass routing al-

gorithm. The delivery ratio can be improved if each node is aware of its 2-hop neighbors.

There are a few papers [3, 17, 21, 22] discussed combining greedy and face routing to solve

the local minimum problem. The basic idea is to set the local topology of the network as

a planar graph, and then the relay nodes try to forward messages along one or possibly a
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sequence of adjacent faces toward the destination.

Lifetime is another area that has been extensively studied in WSNs. In [23], a routing

scheme was proposed to find the sub-optimal path that can extend the lifetime of the WSNs

instead of always selecting the lowest energy path. In the proposed scheme, multiple routing

paths are set ahead by a reactive protocol such as AODV or directed diffusion. Then,

the routing scheme will choose a path based on a probabilistic method according to the

remaining energy. In [8], the authors assumed that the transmitter power level can be

adjusted according to the distance between the transmitter and the receiver. Routing is

formulated as a linear programming problem of neighboring node selection to maximize the

network lifetime. Then [24] investigated the unbalanced energy consumption for uniformly

deployed data-gathering sensor networks. In this paper, the network is divided into multiple

corona zones and each node can perform data aggregation. A localized zone-based routing

scheme was proposed to balance energy consumption among nodes within each corona. The

authors in [9] formulated the integrated design of route selection, traffic load allocation, and

sleep schedule to maximize the network lifetime. Based on the concept of opportunistic

routing, [7] developed a routing metric to address both link reliability and node residual

energy. The sensor node computes the optimal metric value in a localized area to achieve

both reliability and lifetime maximization.

Although there have been many research papers deals with the lifetime of wireless sensor

networks, only a few of them are related to energy aware geographic routing [2,4,15,25]. How

to protect source location privacy remains a problem for geographic routing protocols. When

the routing path remains unchanged for a period of time under static routing strategies, such

as geographic based routing, exposure of routing information presents significant security

threats to sensor networks. By acquisition of the location and routing information, the

adversaries may be able to trace back to the source node easily.
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1.1.2 Existing Solutions for Source Location Privacy in Wireless Sensor Net-
works

The nature of broadcast medium and limited resource makes WSNs more vulnerable to

security attacks than its wired counterpart. Location privacy is one of most important

security issues. Due to lack of a physical boundary and protection, it is possible for the

adversaries to identify the message source or even identify the source location, even if strong

data encryption is utilized. In particular, in the wireless sensor domain, anybody with an

appropriate wireless receiver can monitor and intercept the sensor network communications.

The adversaries may use expensive radio transceivers, powerful workstations and interact

with the network from a distance since they are not restricted to using sensor network

hardware. It is possible for the adversaries to perform jamming attacks and routing traceback

attacks. To solve this problem, several schemes have been proposed to provide source location

privacy through secure routing protocol design [1, 26–28].

The authors of [29] proposed to achieve source location privacy through trust mechanisms

built in WSNs and neighboring nodes categorization. However, it requires a long delay to

build the trust reputation infrastructure. Two schemes based on pseudonyms and crypto-

graphic methods were proposed in [30]. These schemes demand huge memory storage and

computational resources, which are not practical due to characteristics of WSNs and the

serious open security concerns under traceback attacks.

In [31], source location privacy is provided through broadcasting that mixes valid mes-

sages with dummy messages. The main idea is that each node needs to transmit messages

consistently. Whenever there is no valid message to transmit, the node transmits dummy

messages. The transmission of dummy messages not only consumes significant amount of

sensor energy, but also increases the network collisions and decreases the packet delivery ra-

tio. Therefore, these schemes are not quite suitable for large scale wireless sensor networks.

Dynamic routing strategies based protocols are proposed to make it infeasible for adver-

saries to locate source nodes through traffic monitoring and analysis. In this way, source
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Figure 1.1 Nodes distribution through random routing

location privacy can be achieved. Existing works generally employ the idea that route mes-

sages to a node/nodes away from the message source based on random walking or direct

walking. Directly application of random walking may introduce significant energy consump-

tion without achieving good security requirement. Both theoretical and practical results

demonstrate that if the message is routed randomly for h hops, then the messages will be

largely distributed within h/5 hops away from the source node. As shown in Figure 1.1, the

source node is located at (0, 0) and h = 50. The transmission range is 250 meters at most

for one hop. The statistic results show that the average hop distance between the source

and the randomly selected nodes is only 4.2 hops. To solve this, the authors employ direct

walking in phantom routing protocol [26]. Phantom routing involves two phases: a random

walking phase and a subsequent flooding/single path routing phase. Each message is routed

from the actual source to a phantom source along a designed directed walking through either

sector-based approach or hop-based approach. The direction/sector information is stored in

the header of the message. Then every forwarder on the random walking path forwards this

message to a random neighbor based on the direction/sector determined by the source node.

In this way, the phantom source can be away from the actual source. Unfortunately, once
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the message is captured on the random walking path, the adversaries are able to get the

direction/sector information stored in the header of the message. Therefore, exposure of the

direction decreases the complexity for adversaries to trace back to the actual message source

in the magnitude of 2h. However, none of these schemes have considered energy balance and

provided quantitative source location information leakage and security analysis.

In [1,28], we developed a two-phase routing algorithm to provide both content confiden-

tiality and source location privacy. The message source randomly selects an intermediate

node in the sensor domain, then the intermediate node transmits the message to a network

mixing ring which mix the messages from different directions among the ring. The message

will be forwarded from the node in the ring domain based on probabilistic way. Then, in [32],

we firstly developed criteria to quantitatively measure source location information leakage

and security of routing-based schemes through source location disclosure index (SDI) and

source location space index (SSI).

These schemes are generally designed to protect source location privacy without providing

diversity and flexibility in protocol design. In fact, routing based schemes can preserve

source node location privacy at the cost of additional energy consumption. The dynamic

routing path selection may introduce unbalanced energy consumption in partial network,

which may decrease the network lifetime significantly. Therefore, a proper designed secure

routing algorithm should not only preserve source location privacy, but also consider energy

efficiency and network lifetime.

1.1.3 Summary of Major Limitations

To the best of our knowledge, none of these schemes have considered privacy from a cost-

aware perspective.

• The public-key encryption based algorithms are not suitable for WSNs due to the

computation complexity.
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• Broadcasting and dummy messages based schemes introduce significant amount energy

consumption and collisions.

• Existing routing based algorithms may leak the direction information by capturing

messages.

• Security is the only metric to measure performance of existing works.

• None of existing works address the quantitative relationship between the energy effi-

ciency and security.

• Existing works fail to balance the energy consumption and extend lifetime of the net-

work.

1.2 Congestion in Wireless Sensor Networks

Wireless sensor networks are designed to collect information and transmit sensed data to one

or more sink nodes. The information of the sensed data is critical for real-time processing

and decision-making in both military and civilian applications, such as monitoring the forest

fire and target locating. For these applications, end-to-end communication delay is one of

the most significant design issues for wireless sensor networks.

In WSNs, congestion not only increases the packet end-to-end communication delay,

but also decreases the packet delivery ratio, network throughput and energy efficiency. In

traditional networks, the existing works on congestion mainly focus on traffic control in both

end-to-end and hop-by-hop communications. These algorithms are mainly applied to the

transport layer or the Medium Access Control (MAC) layer. They are designed to avoid

congestion by limiting the transmission rate or reducing traffic in the network. However,

the aforementioned strategies are unsuitable for event-driven WSNs for the following two

reasons. First, reducing the source traffic may affect the validity of decision-making. For

example, forest rangers cannot locate the real fire source since the traffic of real source node is
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limited. Second, the traffic control strategies have a negative impact on real-time processing.

As an example, ecological observers cannot obtain the accurate number of pandas since the

traffic control algorithm postpones the transmission of critical sensor nodes to reduce the

congestion in the MAC layer. The delayed information from the partial region may affect the

correctness of real-time processing. How to reduce end-to-end communication delay remains

one of the most important design issues for congestion control algorithms.

1.2.1 Existing Solutions for Congestion Mitigation

Congestion control is a critical design issue in WSNs. In [10], the authors classified congestion

into two categories. One is defined as node-level congestion caused by buffer overflow. And

the other one is defined as link-level congestion caused by distributed MAC layer protocols.

Distributed MAC protocols allow sensor nodes to compete to access the wireless medium

channel, which may introduce more collisions.

Existing works mainly focus on the congestion caused by buffer overflow in node-level

congestion. To reduce this type of congestion, traffic control is employed as the major

technique. In [11], the authors provided a comprehensive review on traffic congestion and

proposed a scheme to avoid congestion based on congestion detection, hop-by-hop backpres-

sure and multi-source regulation. The receiver monitors the traffic and the current buffer

occupancy. The traffic information will be sent through backpressure messages to upstream

neighbors to limit the packet sending rate. Furthermore, the multi-source regulation provides

a congestion control through the end-to-end communication. In [33], the authors proposed

a mechanism named Fusion based on three congestion mitigation techniques, including hop-

by-hop flow control, limiting source rate, and prioritized medium access control. These three

congestion techniques could mitigate the congestion by preventing the transmission to the

congested nodes. Then, Chen and Yang [14] proposed a congestion-avoidance scheme based

on light-weight buffer management using hop-by-hop flow control. It employs a 1/k buffer

solution to prevent hidden terminals from causing traffic congestion.
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Several MAC layer protocols [12, 13, 34] have been proposed to reduce the link-level

congestion. In [13], the authors proposed a modified carrier sense multiple access protocol

(CSMA) to improve the network performance. The protocol aims to reduce the cost of

channel state checking, and adds a machine learning approach to predict the probability

of a successful reception. In [34], the authors proposed a power back-off scheme to resolve

collisions by limiting the transmission power. And the authors in [12] proposed an enhanced

p-persistent CSMA. They proposed a method to calculate a proper p for CSMA based on the

topology information of partial network. However, these proposed algorithms mainly focus

on modifying the existing CSMA protocols in which the requirements and assumptions are

not practical in WSNs.

Besides traffic control strategies, routing based congestion-avoidance protocols are also

effective methods to reduce the congestion in networks. The main idea of existing works

is to reroute packets to bypass congestion areas. The idea is employed in [35] to reduce

the congestion by throttling or rerouting the traffic. The authors in [36] introduced some

virtual sinks with a longer range multi-radio in WSNs. The authors assumed sensors can

communicate with a long range communication radio to bypass potential congestion areas.

[10] proposed a congestion control scheme by calculating the mean of the packet generation

rate. LACAR routing scheme in [37] was designed to probabilistically avoid congestion by

choosing lightly loaded nodes according to relative location information. In [38], a traffic-

aware dynamic routing algorithm was proposed to route the packets around the congestion

area and scatter packets to light loaded relay nodes to alleviate buffer flow. These routing

algorithms need either topology information or a long range communication radio, which is

not practical in WSNs.

1.2.2 Summary of Major Limitations

• Traffic control based schemes are designed to limit transmission rate or reduce traffic

at source node, which may affect the validity of data processing results.
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• Routing based schemes need either topology information or a long range communica-

tion radio which is not practical for WSNs.

• The messages are delivered to a centralized sink node. Lack of optional relay nodes in

a region close to sink node may aggravate congestion.

• MAC layer based schemes require limiting the transmission power or acquisition of

topology information in partial network which is not practical for WSNs.

1.3 Urban Sensing Networks

Traditional sensor networks rely on a large number of sensor nodes normally deployed stat-

ically in a target area. The recent advances in embedded system design for mobile devices

make the human-carried devices feasible for environment monitoring. People-centric urban

sensing has been envisioned as a novel urban sensing paradigm. It relies on sensors embedded

in human-carried mobile devices or vehicular electrical devices to collect and report sensing

data. Sensor nodes embedded in these mobile systems can take advantages of powerful com-

putational resources and rechargeable battery power. The new paradigm of sensor networks

also makes people not only data consumers but also data contributors. The ubiquitous elec-

trical devices carried by human and vehicles are gradually replacing the traditional static

sensor networks for many urban area applications.

1.3.1 People-Centric Urban Sensing Networks

People-centric urban sensing network, also known as participatory sensing network, dif-

fers significantly from traditional wireless sensor network. First, participatory sensor nodes

are embedded in rechargeable mobile devices, such as smart phone, iPad, laptop and auto

computer. The powerful resources equipped in these devices enhance their capabilities in

computation, sensing, data storage, reliable data communication, and energy lifetime dra-

matically. Hence, the energy efficiency is no longer as critical as in traditional wireless sensor
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networks. Second, in urban sensing networks, sensing data collection and reporting no longer

rely on fixed infrastructure. The data can be forwarded by mobile nodes to the sink either di-

rectly or indirectly in multiple hops. Due to mobility, network topology structure constantly

changes, which make end-to-end communication delay, message delivery ratio and quality of

service (QoS) some of the most essential performance evaluation metrics in urban sensing

networks. Third, these devices are owned and operated by individuals. Instead of being only

data consumers, these devices could also collect sensing data. It makes data collection more

directly related to people’s lives and hence privacy becomes one of the major concerns of

participating users. In fact, the data collecting and reporting services put users’ privacy in

jeopardizing since both the delivery nodes and the wireless access points are able to identify

the data owner through direct communications. The uploaded sensor reading is required to

be collected with spatial-temporal information to provide accurate and high quality service

for data users. The spatial-temporal information related to collectors can be used to recover

the trajectory of them, which can seriously jeopardize participating collectors’ privacy. Side

information attack has been studied in recent research. Adversaries may obtain this kind of

information from side channels, such like video cameras, social networks and published in-

formation. It can divulge source identities in spite of usage of existing pseudonym schemes.

As a result, private location information combining with side information can be used to

recover the trajectory of participating users.

1.3.2 Existing Solutions for Location Privacy in Urban Sensing Networks

The participatory sensing concept was firstly proposed in [39]. The concept then is extended

to urban sensing and people-centric sensing. The key idea is that the network relies on

the people-carried mobile devices to collect the sensing data in urban environments. It

enables the public and professional users to collect and share the sensed data. The authors

in [40] proposed an architecture named MetroSense for urban-scale people-centric sensing

for the first time. The paper provided detailed design principles and a network model for
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people-centric urban sensing networks. The network is composed of traditional static sensors,

mobile sensors embedded in the mobile devices, gateways and a server. The sensor nodes

deliver collected data to the server through the gateways which is considered as physical

infrastructure in the network. The paper also mentioned the trajectory privacy problem.

However, the proposed solution is based on an insufficient adversarial model.

The first implementation for privacy protection was proposed in [41]. In this paper, the

location is blurred based on tessellation and clustering against adversaries. The reported

data are eventually aggregated to improve the privacy. This idea of data aggregation is

also applied in [42, 43]. In [43], the proposed PriSense is designed based on the concept

of data slicing and mixing. It can support a wide range of statistical additive and non-

additive aggregation functions with accurate aggregation. The sensing data are divided and

distributed to cover nodes to hide the identity information of source nodes. The data are

eventually aggregated by the cover nodes and delivered to the server. However, aggregation

may also hide the accurate sensing information contained in each individual sensing data

and sacrifice the precision of service quality.

Another optional solution based on mix-zones and pseudonyms were proposed in [44–

47]. In these algorithms, mix-zones are first constructed and placed in some regions of the

network. Then, the pseudonyms are assigned to users as the communication identities when

they enter into the mix-zones. This method is designed to achieve k-anonymity to prevent

discovering user’s real identity. In [47], the authors divided the sensing area into sensitive

areas and non sensitive areas. Different pseudonyms are assigned to a user when he enters

into and departures from the mix zone. However, the mix zone relies on a trusted third

party, which may not be always true. And they cannot be placed through the entire network

to protect trajectory privacy.

Spatial cloaking [48] was proposed to enable data collectors to adjust the resolution of

location information along spatial or temporal dimensions to avoid exposure of user’s exact

location. This methodology was further studied in [49–51]. These works mainly focus on
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the selection of anonymous locations and trade-off between quality service and anonymity.

However, the privacy protection is achieved by sacrificing the resolution of either spatial or

temporal dimensions.

Dummy location was studied in [52–54]. The fundamental idea is to report dummy loca-

tions to conceal the actual location of the reported data. Suppression based techniques [55]

was also proposed to blur the reported locations by converting the database of trajecto-

ries. [56] proposed to construct a cluster in a nearby neighborhood and then transform each

cluster into a anonymity set. In these methods, the privacy can be protected by obscuring

the exact locations, which may induce information loss for data service.

Encryption based algorithms and data exchange schemes were proposed in [57–59]. In [57],

the sensed data are encrypted and disseminated to replica sensors. The replica sensors then

store the received data and relay them upon receiving inquiries. As a consequence, the source

node identity can be concealed by the replica sensors. Nevertheless, the shared key may ei-

ther help the operator to identify the source node or enable the malicious replica nodes to

decrypt the data contents. In [58], the collected sensor readings are exchanged between par-

ticipants within wireless communication range. The data can be exchanged multiple times

to prevent adversaries from correlating the data and its identity. [60] proposed to forward

the collected data from friends to friends of the source user until the required number of

hops has been reached. In these schemes, source node may be directly identified by interme-

diate nodes through wireless communications. Additionally, malicious intermediate nodes

can also reveal and tamper with data contents through the forwarding procedure. There is

little flexibility in delivery ratio when the data are being dropped or tampered with.

1.3.3 Summary of Major Limitations

• Location privacy may be achieved by yielding the accuracy of collected data.

• Privacy protection service may not be provided over the entire network.
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• Encryption based methods may leak the identity information of the participating user

by exchanging shared keys.

• The collected data may be tampered with and dropped by the malicious intermediate

nodes.

• The assumption that there exists a trusted third party is not sufficient for adversarial

model.

• Malicious delivery nodes may collude to derive the privacy information.

• The information loss by collecting side information is not quantitatively analyzed.

1.4 Proposed Research Direction

Due to inherent characteristics, WSNs protocol design has to consider several essential design

issues concurrently, which may be conflicting with each other. In this dissertation, we analyze

the relationship among these conflicting design issues and develop algorithms to preserve

location privacy from a cost-aware perspective under various trade-off constraints. They

can provide diverse options that can be analogous to delivering of US Mail through USPS:

express mail is more expensive than regular mail; however, mails can be delivered with less

time needed. The proposed schemes also provide a secure message delivery option under the

cost-aware design-off framework.

1.4.1 Source Location Privacy Protection in Wireless Sensor Networks

In this dissertation, we propose a secure and efficient Cost-Aware SEcure Routing (CASER)

protocol that can address network lifetime and routing security concurrently in WSNs.

In CASER protocol, each sensor node needs to maintain the energy levels of its immediate

adjacent neighboring grids in addition to their relative locations. Using this information, each

sensor node can create varying filters based on the expected design trade-off between security
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and network lifetime. Each sensor node also needs to maintain the location information of

neighbor nodes. CASER allows messages to be transmitted using two routing strategies,

random walking and deterministic routing. The two routing strategies are applied based on

the lifetime filter. The distribution of these two strategies is determined by specified security

requirements.

We then discover that the energy consumption is severely disproportional to the uniform

energy deployment for the given network topology, which greatly reduces the lifetime of

the sensor networks. To solve this problem, we propose an efficient non-uniform energy

deployment strategy to optimize the lifetime and message delivery ratio under the same

energy resource and security requirement. CASER is also updated to adapt the non-uniform

energy deployment.

In addition, we also give quantitative secure analysis on the proposed routing protocol

based on the criteria proposed in [32]. The simulations are also provided to show that

CASER can provide excellent energy balance and routing security.

CASER protocol has two major advantages: (i) It ensures balanced energy consumption

of the entire sensor network so that the lifetime of the WSNs can be maximized. (ii) CASER

protocol supports multiple routing strategies based on the routing requirements, including

fast/slow message delivery and secure message delivery to prevent routing traceback attacks

and malicious traffic jamming attacks in WSNs.

1.4.2 Congestion-Aware Routing (CAR) Algorithm in Wireless Sensor Net-
works

In this dissertation, we propose a congestion-aware routing scheme to reduce the potential

congestion in the subsequent packet forwarding by monitoring the traffic in the MAC layer.

In CAR, each sensor node selects the relay node based on two different routing strategies:

the shortest path forwarding and the congestion-aware forwarding. In the shortest path

forwarding, the relay node selection follows the geographic routing strategy [61] based on
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the geographic location. In the congestion-aware forwarding algorithm, each sensor node

selects the relay node based on the channel competing results. When traffic congestion is not

detected, the shortest path routing algorithm will be used and congestion-aware transmission

algorithm is used otherwise. The shortest path routing algorithm ensures an efficient end-to-

end message transmission from the source node to the sink node. CAR can effectively reduce

end-to-end message communication delay and improve the system throughput by reducing

traffic congestion.

1.4.3 Location Privacy Protection in Urban Sensing Networks

We propose a novel delay-aware privacy-preserving (DAPP) data reporting scheme to pre-

serve the trajectory privacy of participating users based on a combination of Shamir’s secret

sharing and two-phase routing. In this dissertation, we begin with analyzing the design

trade-off among communication delay, delivery ratio and security. We then propose a scheme

that can provide flexible message delivery options to meet various security and performance

requirements, such as communication delay and delivery ratio.

In DAPP, the data reporting includes two independent forwarding phases. In the first

phase, participating user first generates a unique pseudonym for each sensor reading. Then,

the sensor reading is decomposed into n pieces based on Sharmir’s secret sharing and these

data pieces are forwarded to randomly selected delivery nodes. In the second phase, the

selected delivery node relays its received data piece to the application data server through

a nearby wireless access point. Upon receiving k or more data pieces, the application data

server is able to reconstruct the original collected data. To ensure integrity of the recovered

data, both the original data and its hash value will be transmitted together.

Secret sharing can ensure confidentiality and integrity of the reported data. We propose

a dynamic pseudonym scheme to guarantee anonymity of the source node. DAPP can

also provide redundancy for error tolerance under additional computational overhead, which

ensures a high message delivery ratio for data transmission. This design makes both security

17



and communication delay adjustable based on selection of the (n, k) scheme.

1.5 Overview of the Dissertation

1.5.1 Design Goals

Our design goal for the secure routing algorithm in traditional wireless sensor networks can

be summarized as follows:

• To maximize the sensor network lifetime, we ensure that the energy consumption of

all sensor grids is balanced.

• To achieve a high message delivery ratio, our routing protocol should try to avoid

message dropping when an alternative routing path exists.

• The adversaries should not be able to get the source location information by analyzing

the traffic pattern.

• The adversary should not be able to get the source location information if he is only

able to monitor a certain area of the WSN and compromise a few sensor nodes.

• Only the sink node is able to identify the source location through the message received.

The recovery of the source location from the received message should be very efficient.

• The routing protocol should maximize the probability that the message is being deliv-

ered to the sink node when adversaries are only able to jam a few sensor nodes.

For the congestion-aware routing algorithm, our design goals are described as follows:

• The end-to-end communication delay caused by congestion should be effectively alle-

viated.

• The proposed scheme should rely on the existing MAC layer protocols without requiring

extra physical equipment and further modification.
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• The energy efficiency should be addressed in the proposed scheme.

• The proposed scheme should be able to mitigate congestion caused by the traffic routed

to the centralized sink node.

We also want to achieve the following goals for the transmission scheme in urban sensing

networks:

• Adversaries should not be able to obtain real identities of participating users without

side information.

• The malicious delivery node should not be able to discover spatial-temporal information

of the reported data.

• Adversaries should not be able to recover data trajectory by collecting side information.

• The proposed scheme should provide data integrity verification for the recovered data.

• The proposed scheme should be able to provide a high delivery ratio in case some data

pieces are dropped or tampered with by malicious delivery nodes.

• The proposed scheme should provide flexibility and diversity in protocol design.

1.5.2 Major Contributions

Our contributions on routing algorithm design in WSNs can be summarized as follows:

1. We propose a secure and efficient Cost-Aware SEcure Routing (CASER) protocol for

WSNs. In this protocol, cost-aware based routing strategies can be applied to address

the message delivery requirements.

2. We devise a quantitative scheme to balance the energy consumption so that both the

sensor network lifetime and the total number of messages that can be delivered are

maximized under the same energy deployment.
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3. We develop theoretical formulas to estimate the number of routing hops in CASER

under varying routing energy balance control and security requirements.

4. We quantitatively analyze the security of the proposed routing algorithm.

5. We provide an optimal non-uniform energy deployment strategy for the given sensor

network based on the energy consumption ratio. Our theoretical and simulation results

both show that under the same total energy deployment, we can increase the lifetime

and the number of messages that can be delivered by more than four times in the

non-uniform energy deployment scenario.

Our contributions on congestion-aware routing algorithm can be described as follows:

1. We propose a congestion aware routing algorithm to address communication delay and

energy efficiency.

2. We analyze the congestion in one-hop network and extend it to a scenario of multi-hop

network. We give the bounds for the communication delay under congestion scenarios.

3. We evaluate the performance of the proposed CAR routing algorithm on communica-

tion delay.

4. The simulation results demonstrate the proposed CAR can reduce the communication

delay very close to the ideal case.

Our contributions on forwarding scheme design in people-centric urban sensing networks

can be summarized as follows:

1. We propose a delay-aware privacy preserving (DAPP) data forwarding scheme to pro-

tect trajectory privacy of participating users in urban sensing networks.

2. We devise a secret sharing based secure message delivery option that can provide data

integrity verification of the recovered data and maximize the message delivery ratio by

introducing redundancy in reported data.
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3. We present a dynamic pseudonym scheme to defend against side information attacks.

4. The proposed scheme is able to achieve a trade-off among security, communication

delay and delivery ratio through adjustable parameters.

5. We quantitatively analyze performance of the proposed scheme on security, communi-

cation delay and delivery ratio.

1.5.3 Thesis Organization

The dissertation is structured as follows.

Chapter 2 proposes CASER protocol for source location protection.

Section 2.1 serves as an introduction for this chapter. In Section 2.2, we present the

network model and adversarial assumptions. We propose CASER algorithm based on energy

balance routing strategy and security routing strategy in Section 2.3. In this section, we also

derive formulas to decide the energy consumption of balancing routing strategy and security

routing strategy.

In Section 2.4, we introduce a security evaluation model and present a quantitative secu-

rity analysis to demonstrate CASER can preserve the source location privacy. In addition,

the security analysis also shows that CASER can effectively defend against jamming at-

tacks and detect compromised nodes. Finally, in Section 2.5, we present the performance

evaluations and simulation results.

Chapter 3 proposes the non-uniform energy deployment through the entire network.

In Section 3.1, we investigate the energy consumption under uniform energy deployment.

Both theoretical analysis and simulation results demonstrate that the energy consumption

is severely disproportional through the entire network. The energy consumption is balanced

in a localized area. To solve this problem, in Section 3.2, we propose a non-uniform energy

deployment to extend the lifetime of the entire network, while updating the proposed CASER

to adapt the non-uniform energy deployment. The simulation results in this section show
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the non-uniform energy deployment can significantly extend the lifetime through the entire

network under various security requirements. The overall energy consumption of networks

is well balanced, and thereby significantly extends the network lifetime.

Chapter 4 presents a congestion-aware routing algorithm to reduce the communication

delay under congestion scenarios.

Section 4.1 gives an introduction of this chapter. The system model and assumptions are

presented in Section 4.2. In Section 4.3, we describe CAR routing algorithm in detail. We

conduct the analysis for the performance of communication delay in Section 4.4. We derive

a formula to decide the communication delay in the ideal case and the worst case for the pro-

posed CAR routing algorithm. The evaluation and simulations are provided in Section 4.5,

which demonstrate CAR routing algorithm can effectively reduce the communication delay.

We conclude in Section 4.6.

Chapter 5 introduces a novel delay-aware and privacy preserving data forwarding scheme.

Section 5.1 gives an introduction to the whole chapter. Section 5.2 presents system

models and adversarial assumptions. In Section 5.3, we provide details of DAPP scheme.

In this section, a dynamic pseudonym scheme and a Shamir’s secret sharing based scheme

are proposed to ensure the data integrity and anonymity of the source node. The security

analysis is presented in Section 5.4. It quantitatively demonstrates DAPP can protect the

trajectory privacy of participating users. It also shows DAPP can effectively defend against

collusion attack and guarantee data integrity. Performance evaluation and simulation results

are provided in Section 5.5. We conclude this chapter in Section 5.6.

Chapter 6 summarizes the contributions and concludes the dissertation. An outline of

related future work is also provided.
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CHAPTER 2

COST-AWARE SECURE ROUTING: DESIGN AND ANALYSIS

In this chapter, we propose a cost-aware secure routing protocol to achieve a trade-off be-

tween security and network lifetime through two adjustable parameters: energy balance

control (EBC) and security level. CASER can create various filters based on EBC parame-

ter to balance energy consumption and thereby increase the network lifetime. Security level

can determine the probabilistic distribution of random walking to make the routing path

dynamic and unpredictable, which can prevent adversaries from estimating direction of the

messages and defend against jamming attacks. CASER combines random walking and ge-

ographic based deterministic routing strategy to ensure secure and efficient delivery of the

collected data to the sink node. In this chapter, we develop theoretical formulas to measure

routing efficiency through estimating the number of routing hops under varying routing en-

ergy balance control parameters and security requirements. Quantitatively security analysis

and simulation results are provided to demonstrate the security properties and performance.

2.1 Introduction

In WSNs, sensor nodes are equipped with low power radios to send and receive messages

through wireless medium, which makes data uploading rely on hop by hop transmission.

Routing protocols are designed to ensure successful delivery of the collected data. Due

to the inherent characteristics of WSNs, a properly designed routing algorithm should not

only ensure a high message delivery ratio, but also guarantee low energy consumption and

maximize the network lifetime. Existing routing algorithms, such as geographic routing

algorithms, can determine a shortest routing path to increase the energy efficiency. However,

the static routing strategy may drain the energy of sensor nodes along the shortest routing

path quickly. A few of existing works have focused on providing alternative routing paths to
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balance the energy consumption and at the same time extend the network lifetime. However,

there is still a lack of robust quantitative measurement on the trade-off between energy

consumption and energy balance.

Source location privacy is an important security issue. Location of source may expose

significant amount of information about the objects being monitored by sensor nodes. While

confidentiality of the message can be ensured through content encryption, it is much more

difficult to adequately address the source-location privacy. Privacy service in WSN is further

complicated since the sensor nodes are designed to operate unattended for long periods of

time and only consist of low-cost and low-power radio devices. Battery recharging or re-

placement may be infeasible or impossible. Hence, computationally intensive cryptographic

algorithms, such as public-key cryptosystems and large scale broadcasting-based protocols,

are not suitable for WSNs. This makes privacy preserving transmission in WSNs an ex-

tremely challenging research task.

There are three major techniques for adversaries to obtain source location information

in WSNs, which are correlation-based source identification attack, routing based traceback

attack, reducing source space attack.

Correlation-based source identification has been well studied in [28] by using a dynamic ID

assignment scheme. Both routing traceback attack and reducing source attack are carried

out through traffic pattern analysis. In existing works, there are mainly two approaches

that can protect the source-location privacy from traffic analysis attacks in WSNs, which

are broadcast-based and routing-based. For the broadcasting schemes [31, 62–65], source-

location privacy is provided through broadcasting or injection of dummy packets. In these

schemes, each node broadcasts message consistently or at a predefined probabilistic model

so that the adversary cannot distinguish the meaningful messages from dummy messages.

However, these schemes may decrease network lifetime significantly. In fact, it has been

demonstrated in [66] that the power consumption for transmission of one bit is about as

much as executing 800-1000 instructions.
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Figure 2.1 Illustration of RSIN

Routing based approach can provide source location privacy through dynamic routing so

that it is infeasible for adversaries to trace back to the source node through traffic monitor-

ing and analysis. The main idea is to, first, route sensor readings to a randomly selected

intermediate node away from the real source, then the relay node forwards this packet to the

sink using a static routing strategy. In this way, routing path can at most lead adversaries

to the randomly selected intermediate nodes instead of the real source based on the general

adversarial model. Some existing research has proposed to use random walking to provide

routing privacy. However, as has been analyzed, random walking is very inefficient in mes-

sage forwarding. In general, if you transmit a message for h hops using random walking, our

analysis shows that the end nodes of paths will be located about h/5 hops from real source

nodes. If the same strategy is used repeatedly, then the end messages distribution can be

used to identify the source, as shown in Figure 1.1. To increase the efficiency, direct walking

has been proposed in [26, 27]. Phantom routing protocols in [26, 27, 67] present strategies

to select intermediate nodes through either sector-based approach or hop-based approach.

However, direct walking may still divulge direction information of routing message. In [28],

routing through a randomly selected intermediate node (RSIN) was proposed to transmit
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Figure 2.2 Distribution of the intermediate nodes in RSIN

each message to overcome the security weaknesses. RSIN makes the source node S randomly

selects a relay node, which is away from the source node for a minimum distance dmin based

on the relative locations of sensor nodes. The source node can be deduced into a local area

by direction analysis. The energy consumption is still unbalanced in a local area which may

decrease network lifetime, shown in Figure 2.2.

The existing routing algorithms may focus on security, energy efficiency and network

lifetime individually. Unfortunately, they are generally designed to address and optimize

one of these key issues without providing diversity and flexibility to satisfy various demands

of data services. There is still a lack of a characterization framework and quantitative analysis

on the performance trade-off among security, energy balance and energy efficiency.

In this chapter, we propose a geographic-based secure and efficient Cost-Aware SEcure

routing (CASER) protocol for WSNs without relying on flooding. In Section 2.3, CASER

algorithm is introduced to address lifetime and security concurrently through two adjustable

parameters: energy balance control (EBC) and probabilistic-based random walking. This

section also provides quantitative analysis of relationships among these conflicting security

and performance issues. In Section 2.4, security analysis of the proposed scheme is conducted

based on the criteria proposed in [32]. Section 2.5 provides performance analysis of the
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proposed CASER.

2.2 Models and Assumptions

2.2.1 System Model

We assume that the WSNs are composed of a large number of sensor nodes and a sink node.

The sensor nodes are randomly deployed throughout the sensor domain. Each sensor node

will have a very limited and non-replenishable energy resource. The sink node is the only

destination that every sensor node will send message packets to through a multi-hop routing

strategy. The information of the sink node is made public.

For security management purpose, each sensor node may also be assigned a node ID

corresponding to the location where this message is generated. To prevent adversaries from

recovering the source location from the node ID, dynamic ID can be used. In addition,

the content of each message can also be encrypted using the shared secret key between the

node/grid and the sink node.

We also assume that each sensor node knows its relative location in the sensor domain

and has knowledge of its immediate adjacent neighboring grids and their energy levels. The

information about the relative location of the sensor domain may be broadcasted in the

network for routing information update [68,69].

The key management, including key generation, key distribution and key update, is

beyond the scope of this dissertation. However, the interested readers are referred to reference

such as [70] for more information.

2.2.2 Adversarial Model

In WSNs, the adversary may try to recover the message source node or jam the packet from

being delivered to the sink node. The adversaries would try their best to equip themselves

with advanced equipment, which means they would have some technical advantages over
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the sensor nodes. In this dissertation, the adversaries are assumed to have the following

characteristics:

• The adversaries will have sufficient energy resources, adequate computation capability

and enough memory for data storage. On detecting an event, they could determine the

immediate sender by analyzing the strength and direction of the signal they received.

They can move to this sender’s location without too much delay. The adversaries may

also compromise some sensor nodes in the network. We assume that the adversaries

will never miss any event close to them.

• The adversaries will not interfere with the proper functioning of the network, such

as modifying packets, altering the routing path, or destroying sensor devices, since

such activities can be easily identified. However, the adversaries may carry out passive

attacks, such as eavesdropping on the communications.

• The adversaries are able to monitor the traffic in an area that is important to them

and get all of the transmitted messages. However, we assume that the adversaries

are unable to monitor the entire network. In fact, if the adversaries could monitor

the entire wireless sensor networks, then they can monitor the events directly without

relying on the sensor network.

2.3 The Proposed CASER Scheme

We now describe the proposed CASER protocol. Under the CASER protocol, routing deci-

sions can vary to emphasize different routing strategies. In this dissertation, we will focus

on two routing strategies for message forwarding: shortest path message forwarding, and

secure message forwarding through random walking to create routing path unpredictability

for source privacy and jamming prevention. As described before, we are interested in routing

schemes that can balance energy consumption.
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2.3.1 Overview of the Proposed Scheme

In our scheme, the network is evenly divided into small grids. Each grid has a relative

location based on the grid information. The node in each grid with the highest energy level

is selected as the head node for message forwarding. In addition, each node in the grid will

maintain its own attributes, including location information, remaining energy level of its

grid, as well as the attributes of its adjacent neighboring grids. The information maintained

by each sensor node will be updated periodically. We assume that the sensor nodes in its

direct neighboring grids are all within its direct communication range. We also assume that

the whole network is fully connected through multi-hop communications.

While maximizing message source location privacy and minimizing traffic jamming for

communications between the source and the destination nodes, we can optimize the sensor

network lifetime through a balanced energy consumption throughout the sensor network.

In addition, through the maintained energy levels of its adjacent neighboring grids, it

can be used to detect and filter out the compromised nodes for active routing selection.

2.3.2 Assumptions and Energy Balance Routing

In the CASER protocol, we assume that each node maintains its relative location and the

remaining energy levels of its immediate adjacent neighboring grids. For node A, denote the

set of its immediate adjacent neighboring grids as NA and the remaining energy of grid i as

Eri, i ∈ NA. With this information, the node A can compute the average remaining energy

of the grids in NA as Ea(A) = 1
|NA|

∑
i∈NA Eri.

In the multi-hop routing protocol, node A selects its next hop grid only from the set NA
according to the predetermined routing strategy. To achieve energy balance among all the

grids in the sensor network, we carefully monitor and control the energy consumption for

the nodes with relatively low energy levels by configuring A to only select the grids with

relatively higher remaining energy levels for message forwarding.

For this purpose, we introduce a parameter α ∈ [0, 1] to enforce the degree of the energy

29



balance control (EBC). We define the candidate set for the next hop node as Nα
A = {i ∈

NA | Eri ≥ αEa(A)} based on the EBC α. It can be easily seen that a larger α corresponds

to a better EBC. It is also clear that increasing of α may also increase the routing length.

However, it can effectively control energy consumption from the nodes with energy levels

lower than αEa(A).

We summarize the CASER routing protocol in Algorithm 1.

Algorithm 1 Node A finds the next hop routing grid based on the EBC α ∈ [0, 1]

1: Compute the average remaining energy of the adjacent neighboring grids: Ea(A) =
1
|NA|

∑
i∈NA Eri.

2: Determine the candidate grids for the next routing hop: Nα
A = {i ∈ NA | Eri ≥ αEa(A)}.

3: Send the message to the grid in the Nα
A that is closest to the sink node based on its

relative location.

It should be pointed out that the EBC parameter α can be configured in the message

level, or in the node level based on the application scenario and the preference. When α

increases from 0 to 1, more and more sensor nodes with relatively low energy levels will

be excluded from the active routing selection. Therefore, the Nα
A shrinks as α increases.

In other words, as α increases, the routing flexibility may reduce. As a result, the overall

routing hops may increase. But since Ea(A) is defined as the average energy level of the

nodes in NA, this subset is dynamic and will never be empty. Therefore, the next hop grid

can always be selected from Nα
A .

2.3.2.1 Probability Analysis

The parameter EBC enforces the route to bypass the grids with lower remaining energy

levels to extend the lifetime of network. To analyze the effect, the network is divided into

small grids, as shown in Figure 2.3. When the source node has a message to forward to

the sink node, the source node selects a relay grid from its neighbor grids based on both

hop distance and the remaining energy level. We divide the entire sensor domain into four
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π
2 sections i (i = 1, 2, 3, 4) corresponding to F (orward), U(pper), D(own) and B(ackward).

The distance from the section Gi to the sink node is denoted as di. We also denote the

remaining energy level of section i as Ei (i = 1, 2, 3, 4). Since the initial energy distribution

each grids and the events distribution are both random variables, the remaining energy level

Ei is also a random variable and independent and identically distributed (iid). Let f(ei)

be the probability distribution function (PDF) of Ei. Based on Algorithm 1 and remaining

energy distribution, the probability that section i is not selected as a candidate direction can

be derived as follows:

P (Zi) = P

(
Ei < α× Σ4

i=1Ei
4

)

= P

(
4 · Ei
α
− Σ4

i=1Ei < 0

)
, i = 1, · · · , 4, (2.1)

where Zi is the event that grid Gi is not selected as the candidate grid due to its relatively

low remaining energy level.

Denote Pi as the probability that grid Gi is selected as the relay grid for message for-

warding. Suppose d1 ≤ ... ≤ d4, then we have

Pi =
i−1∏
j=1

P (Zj) · [1− P (Zi)], i = 1, · · · , 4, (2.2)

where P (Zi) =
´ 0
−∞ f(zi) dzi, and f(zi) is the PDF of random variable Zi.

2.3.2.2 Analysis on Energy Distribution

Assume that each sensor node is initially deployed with equal initial energy. The energy level

decreases when the sensor node forwards message. The remaining energy level of each node

is based on the events distribution. Since the event is a random variable in the network, we

assume the remaining energy levels of the sensor nodes are iid random variables.

Since the network is randomly deployed, the number of sensor nodes in each grid is

determined by the size of the grid. So the number of sensor nodes in each grid also follows

iid. We assume that the number of sensor nodes in each grid is large enough so that the
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initial energy of each girds should follow the normal distribution according to the central

limit theorem. For each layer, the energy consumption for sensing and forwarding also follow

the normal distribution. So the remaining energy level Ei shall follow the normal distribution,

that is Ei ∼ N(µi, σ
2
i ), where µi is the mean of the remaining energy level of each grid, σi is

the standard derivation of energy distribution. Then

Zi ∼ N
(
µ′i, σ

′
i
2
)
, (2.3)

f(Zi) =
1√

2πσ′i
e
−1

2
(zi−µ′i)

2

σ′i2 , (2.4)

P (Zi) =

ˆ 0

−∞
1√

2πσ′i
e
−1

2
(zi−µ′i)

2

σ′i2 dzi, (2.5)

where µ′i = 4
αµi − Σ4

j=1µj and σ′i
2 = ( 4

α − 1)2σ2
i + Σ4

j=1,j 6=iσ
2
j .

2.3.2.3 The Hop Distance Estimation

As shown in Figure 2.3, we divide the whole sensor domain into four equal size sections F ,

B, U and D. Let PF , PB , PU and PD be the probabilities that the message is forwarded to

the sections F , B, U and D, respectively. Then we have the following theorem.

Theorem 1. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node

is a random variable. Then the number of routing hops in the dynamic routing protocol can

be estimated by the following equation

h

√
1 +

(
PU+PL
PF−PB

)2

PF − PB
. (2.6)

where h is the shortest hop distance between the source and the sink.

Proof. Since the network is randomly deployed, the number of sensor nodes in each grid is

determined by the size of the grid. So the number of sensor nodes in each grid follows iid.
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Figure 2.3 Routing path and length estimation.

When the number of sensor nodes in each grid is large enough, the sum of the energy in each

grid should follow the normal distribution according to the central limit theorem. Therefore,

the energy consumption for each grid is also the iid and follows the normal distribution.

In dynamic routing algorithm, the next forwarding node is selected based on the routing

protocol. As shown in Figure 2.3, since the probability of PU and PD have similar effect,

while the PF −PB needs to move the message forward h hops, therefore we have estimation

(PF − PB) : (PU + PD) = h : x, where x is the routing hops that the message is routed in

the perpendicular direction, which can be calculated as

x =
h(PU + PD)

PF − PB
.

Therefore, the entire routing path length can be estimated as

h

√
1 +

(
PU + PD
PF − PB

)2

, (2.7)

and the total number of routing hops can be estimated by

h

√
1 +

(
PU+PD
PF−PB

)2

PF − PB
.
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According to Section 2.3.2.1, in our case G1, G2, G3 and G4 correspond the sections F ,

B, U and D, respectively. Therefore, we have PF = P1, PU = P2, PD = P3, PB = P4. Based

on Theorem 1, the total number of routing hops can be estimated according to the following

corollary.

Corollary 1. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node

is a random variable. Then for a given EBC parameter α and the hop distance h for α =

0, the number of routing hops can be estimated from the following equation:

h

√
1 +

(
P2+P3
P1−P4

)2

P1 − P4
. (2.8)

Table 2.1 Routing hops for different EBC parameters (µ′ = 200, σ′ = 50
√

2)

EBC parameter Average hops Estimated

α in simulations CASER hops

0 10 10

0.1 10.26 10.05

0.2 10.38 10.09

0.3 10.63 10.18

0.4 11.02 10.34

0.5 11.15 10.64

Our simulation results conducted using OPNET network performance analysis tool demon-

strate that Corollary 1 provides a very good approximation on the actual number of routing

hops, as shown in Table 2.1.

2.3.3 Secure Routing Strategy

In the previous section, we only described the shortest path routing grid selection strategy.

However, in CASER protocol, we can support other routing strategies. In this section,
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we propose a routing strategy that can provide routing path unpredictability and security.

The routing protocol contains two options for message forwarding: one is a deterministic

shortest path routing grid selection algorithm, and the other is a secure routing grid selection

algorithm through random walking.

In the deterministic routing approach, the next hop grid is selected from Nα
A based on

the relative locations of the grids. The grid that is closest to the sink node is selected for

message forwarding. In the secure routing case, the next hop grid is randomly selected from

Nα
A for message forwarding. The distribution of these two algorithms is controlled by a

security level called β, β ∈ [0, 1], carried in each message.

When a node needs to forward a message, the node first selects a random number γ ∈

[0, 1]. If γ > β, then the node selects the next hop grid based on the shortest routing

algorithm; otherwise, the next hop grid is selected using random walking. The security level

β is an adjustable parameter. A smaller β results in a shorter routing path and is more

energy efficient in message forwarding. On the other hand, a larger β provides more routing

diversity and security.

2.3.4 CASER Algorithm

Based on the previous description, the CASER algorithm can be described in Algorithm 2.

While providing routing path security, security routing will add extra routing overhead due

to an extended routing path.

When β increases, the probability for the next hop grid to be selected through random

walking also increases. Accordingly, the routing path becomes more random. In particular,

when β = 1, then random walking becomes the only routing strategy for the next hop grid

to be selected. The existing research [1, 28] has demonstrated that the message may never

be delivered from the source node to the destination node in this case.

When β < 1, since CASER mixes random walking with deterministic shortest path

routing, the deterministic shortest path routing guarantees that the messages are sent from
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Algorithm 2 Node A finds the next hop routing grid based on the given parameters α, β ∈
[0, 1]

1: Compute the average remaining energy of the adjacent neighboring grids: Ea(A) =
1
|NA|

∑
i∈NA Eri.

2: Determine the candidate grids for the next routing hop: Nα
A = {i ∈ NA | Eri ≥ αEa(A)}.

3: Select a random number γ ∈ [0, 1].

4: if γ > β then
5: Send the message to the grid in the Nα

A that is closest to the sink node based on its
relative location.

6: else
7: Route the message to a randomly selected grid in the set Nα

A .

8: end if

the source node to the sink node. However, the routing path becomes more dynamic and

unpredictable. In this way, it is more difficult for the adversary to capture the message

or jam the traffic. Therefore, the delivery ratio can be increased in a hostile environment.

While providing routing security, routing hop distance increases with the security level β.

Corollary 2 provides a quantitative estimation of the routing hops in this scenario.

Corollary 2. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node is

a random variable. Then the average number of routing hops for a message to be transmitted

from the source to the sink nodes can be estimated as follows:

h

√
1 +

(
β

2(1−β)

)2

1− β , (2.9)

where h is the required number of hops when the security level β = 0 (i.e., when no security

is enforced).

Proof. For a security level β, the probability that the message is routed forward using the

deterministic shortest path routing strategy is 1 − β. For probability β, the message is

forwarded using random walking. At each source, similar to Theorem 1, we can divide the
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Table 2.2 Routing hops for various security parameters. The simulation was performed using
OPNET.

Security parameter Average hops Estimated

β in simulations CASER hops

0 10.00 10.00

0.125 11.97 11.46

0.25 14.51 13.52

0.375 17.98 16.70

0.5 23.34 22.36

entire domain into four π
2 sections, correspond to F,U,D,B with probability PF = 1 −

3β
4 , PU = PD = PB = β

4 . The rest part of the proof is straight according to Theorem 1.

Table 2.2 compares the average number of routing hops between simulation results and

the estimation based on Corollary 2 for various security parameters .

Remark 1. Corollary 1 and Corollary 2 are derived based on the assumption that the sensor

nodes are randomly deployed. However, in our case, the remaining energy levels for the

sensor nodes decrease exponentially when message are being transmitted based on distance

between the sensor nodes and the sink node. Therefore, the actual number of routing hops

should be slightly longer than this estimation.

2.3.5 Determine Security Level Based on Cost Factor

Based on Corollary 2, for a given routing budget, we can also find the maximum routing

security level. This result is given in the following theorem.

Theorem 2. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node

is a random variable. Then for a given routing cost factor f , the optimal security level can

be estimated from the following quartic equation:

4fx4 − 5x2 + 2x− 1 = 0, (2.10)
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where x = 1− β.

Proof. According to Corollary 2, we have√
1 +

(
β

2(1−β)

)2

1− β = f.

Multiply both sides with 1− β, we have√
1 +

(
β

2(1− β)

)2

= f(1− β).

Square of both sides, we get

1 +

(
β

2(1− β)

)2

= f2(1− β)2.

Equivalently, we have

4(1− β)2 + β2 = 4f2(1− β)4.

Let 1− β = x, we can derive

β2 = (1− x)2 = x2 − 2x+ 1,

reorganize the above equation, we get

4f2x4 − 5x2 + 2x− 1 = 0. (2.11)

Equation (2.11) can be solved using Ferrari’s method [71] following Algorithm 3 to recover

s = 1− β. The security level β can be recovered as: β = 1− s.

Example 1. Suppose we want to deliver a message with cost factor f = 1.5. To find the

maximum routing security level, we need to find the security parameter β. We can compute

s = 1− β as follows:

1: a← 9; c← −5; d← 2; e← −1;
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Algorithm 3 Solve equation 4f2x4 − 5x2 + 2x− 1 = 0.

1: a← 4f2; c← −5; d← 2; e← −1;

2: A← c
a ;B ← d

a ;C ← e
a ;

3: p← − 1
12A

2 − C; q ← −A3

108 + AC
3 − B2

8 ;

4: r ← −q2 +

√
q2

4 + p3

27 ;

5: u← 3√r;

6: y ← −5
6A+ u− p

3u ;w ← √A+ 2y;

7: s← −w+
√
−3A−2y+2B/w

2 .

2: A← −0.556;B ← 0.222;C ← −0.111;

3: p← 0.0854; q ← 0.016;

4: r ← 0.001;

5: u← 0.110;

6: y ← 0.314;w ← 0.270;

7: s← 0.684.

Therefore, we have β = 1 − s = 0.316, which means 31.6% of the routing strategies should

be based on random walking for message forwarding.

2.4 Security Analysis

In CASER, the next hop grid is selected based on one of the two routing strategies: shortest

path routing or random walking. The selection of these two routing strategies is proba-

bilistically controlled by the security level β. The security level of each message can be

determined by the message source according to the message priority or delivery preference.

As β increases, the routing path becomes more random, unpredictable, robust to hostile

detection, interception and interference attacks.
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While random walking can provide good routing path unpredictability, it has poor routing

performance [1, 26, 28]. CASER provides an excellent balance between routing security and

efficiency.

2.4.1 Quantitative Security Analysis of CASER

In [32], we introduced criteria to quantitatively measure source-location privacy for WSNs.

Definition 1 ( [32] Source-location Disclosure Index (SDI)). SDI measures, from an infor-

mation entropy point of view, the amount of source-location information that one message

can leak to the adversaries.

For a routing scheme, to achieve good source-location privacy, SDI value for the scheme

should be as close to zero possible.

Definition 2 ( [32] Source-location Space Index (SSI)). SSI is defined as the set of possible

network nodes, or area of the possible network domain, that a message can be transmitted

from.

For a source-location privacy scheme, SSI should be as large as possible so that the com-

plexity for an adversary to perform an exhaustive search of the message source is maximized.

Definition 3 ( [32] Normalized Source-location Space Index (NSSI)). NSSI is defined as the

ratio of the SSI area over the total area of the network domain. Therefore, NSSI ∈ [0, 1],

and we always have NSSI = 1− δ for some δ ∈ [0, 1]. The δ is called the local degree.

Based on these criteria, we can evaluate security of the CASER routing protocol.

Theorem 3. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node

is a random variable. Then the CASER routing protocol can achieve perfect source node

location information protection when β > 0, that is

SDI ' 0.
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Proof. First, in CASER, according to our assumption, a dynamic ID is used for each message,

which prevents the adversary from linking multiple messages from the same source or linking

the message to the source direction using correlation based techniques.

Second, for β > 0, due to probabilistic distribution of random walking and deterministic

routing, at each intermediate node, neither the original packet source direction, nor the hop

distance can be determined through routing traceback analysis. In fact, the adversary is

infeasible to determine the previous hop source node through routing traceback analysis.

Moreover, the probability for the adversary to receive multiple messages from the same

source node continuously is negligible for large sensor networks. Therefore, we have

SDI ' 0.

Theorem 4. Assume that the network is randomly deployed and each sensor node is initially

deployed with equal initial energy. We also assume that data generation in each sensor node

is a random variable. Then the source location that can be provided by the CASER routing

protocol is probabilistically proportional to the distribution of the random walking. That is

NSSI ' 1.

Proof. When an adversary intercepts a message m while the message is being transmitted

from node A to node B, there are two possible scenarios: (i) the message is transmitted

using random walking, or (ii) the message is transmitted using deterministic routing.

For scenario (i), suppose message m is transmitted from Si to Di, the previous source

node is located in shaded area, as shown in Figure ??, based on the routing scheme and

routing hop distance, where the angle of the shaded circular sector with horizontal lines is

π
2 and symmetric to the SiDi.

Since each node routes the message forward with probability 1 − β using deterministic

routing and with probability β using random walking. It can be derived that the probability
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Figure 2.4 Routing source traceback analysis.

for the immediate previous hop node to be located in the shaded sector is 1−β+ β
4 = 1− 3

4β,

and to be located in the rest of the shaded area is 3
4β.

The probability advantage for the immediate previous hop node to be in the shared sector

area with horizontal lines is,

1− 3

4
β − 1

4
=

3

4
(1− β).

However, when the traceback analysis continues, we will not be able to get any probability

advantage for the next previous hop routing source node, except that the node will be located

in the shaded area, given in Figure ??, based on the hop distance.

Since the hop distance between the actual source node and the current intercepted node

is unknown, this makes it impossible for the actual source node to be located in the sensor

domain, with a negligible exception of a small area around the node Di. Therefore, we have

NSSI ' 1.
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Remark 2. From the proof of Theorem 4, we can see that the adversary can only get proba-

bility advantage 3
4(1−β) of one hop source node. In particular, when β = 1, that is the case

of random walking, the adversary is unable to get any probability advantage.

2.4.2 Dynamic Routing and Jamming Attacks

For security level β, the distribution between random walking and the shortest path routing

for the next routing hop is β and 1− β. β can vary for each message from the same source.

In this way, the routing path becomes dynamic and unpredictable. In addition, when an

adversary receives a message, he is, at most based on our assumption, able to trace back

to the immediate source node that the message was transmitted. Since the message can be

sent to the previous node by either of the routing strategies, it is infeasible for the adversary

to determine the routing strategy and find out the previous nodes in the routing path.

Figure 2.5 gives the routing path distribution for four different security levels using OP-

NET. The messages are transmitted from a single source located at (332, 259) to the fixed

sink node located at (1250, 1250). The source node and the destination node are 10 hops

away in direct distance. In the figures, each line represents a routing path used by at least

one message. This figure demonstrates that the routing path distribution width increases

with the energy balance control α and the security parameter β.

In fact, if we assume that the minimum number of hops between the source node and the

sink node is h for β = 0, then for β > 0, the total number of random walking is about hβ
1−β

hops. The routing path can be spread largely in the area of width hβ
1−β centered around the

path for security level β = 0. Therefore, for a larger security level, more effort is required to

intercept a message since it triggers more random walking, which will create a wider routing

path distribution and a higher routing robustness under hostile attacks. As a result, the

adversary has to monitor a larger area in order to intercept/jam a message. As an example,

when β = 0.5, the width of the routing path is about the same as the length of the routing

path, as shown in Figure 2.5(d).
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Figure 2.5 Routing path distribution statistics for various energy balance control α and
security parameters β. In all simulations, the target area is 1500× 1500. The source node is
located at (332, 259) and sink is located at (1250, 1250).
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Jamming attacks have been extensively studied [72, 73]. The main idea is that the jam-

mers try to interfere with normal communications between the legitimate communication

parties in the link layer and/or physical layer. However, a jammer can perform attacks only

when the jammer is on the message forwarding path. As discussed in [73], dynamic routing

is an effective method to minimize the probability of jamming.

The CASER routing algorithm distributes the routing paths in a large area based on our

above analysis due to the random and independent routing selection strategy in each for-

warding node. This makes the likelihood for multiple messages to be routed to the sink node

through the same routing path very low, even for the smart jammers that have knowledge

of the routing algorithm.

2.4.3 Energy Level and Compromised Nodes Detection

Since we assume that each node has knowledge of energy levels of its adjacent neighboring

grids, each sensor node can update the energy levels based on the detected energy usage. The

actual energy is updated periodically. For WSNs with non-replenishable energy resources,

the energy level is a monotonically decreasing function. The updated energy level should

never be higher than the predicated energy level, since the predicted energy level is calculated

based on only the actually detected usage. If the updated energy level is higher than the

predicted level, the node must have been compromised and should be excluded from its list

of the adjacent neighboring grids.

We also compared the CASER algorithm with the RSIN algorithm in [1] on path dis-

tribution under the similar energy consumption. The results show that the CASER can

achieve better and more uniform path distribution, as shown in Figure 2.6. Our simulation

results show that the average number of routing hops for the two schemes are 14.51 and

15.27, respectively.

In addition, for a node with a low energy level that is caused by excessive usage due

to security attacks, according to our design, these nodes will be filtered out of the pool
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for active routing selection. Therefore, the CASER design can minimize the possibility for

denial-of-service (DoS) attacks.

2.5 Performance Evaluation and Simulation Results

In this chapter, the simulation results illustrate the distribution of the routing path for

different security levels that makes it impossible to perform traceback attack for adversaries.

Then, we analyze the performance of the proposed CASER algorithm for routing efficiency

and energy balance. All our simulations were conducted in a targeted sensor area of size

1500× 1500 meters. The targeted area is divided into grids of 15× 15. We randomly spread

1000 sensor nodes in the this domain.

2.5.1 Routing Efficiency and Delay

For routing efficiency, we conduct simulations of the proposed CASER protocol using OP-

NET to measure the average number of routing hops for four different security levels. We

randomly deployed 1000 sensor nodes in the entire sensing domain. We also assume that

the source node and destination node are 10 hops away in direct distance. The routing hops

increase as the number of the transmitted messages increase. The routing hops also increase

with the security levels.

We performed simulations with different α and β values as shown in Tables 2.1 and

2.2. In all cases, we derived consistent results showing that the average number of routing

hops derived in this dissertation provides a very close approximation to the actual number

of routing hops. As expected, when the energy level goes down, the routing path spreads

further wider for better energy balance.

We also provided simulation results on end-to-end transmission delay in Table 2.3.
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Table 2.3 Delay results for various security parameters from simulation

Security Parameter 0 0.125 0.25 0.375 0.5

Average Delay (Sec) 0.0148 0.0177 0.0214 0.0265 0.0344

2.5.2 Energy Balance

The CASER algorithm is designed to balance the overall sensor network energy consumption

in all grids by controlling energy spending from sensor nodes with low energy levels. In

this way, we can extend the lifetime of the sensor networks. Through the EBC α, energy

consumption from the sensor nodes with relatively lower energy levels can be regulated and

controlled. Therefore, we can effectively prevent any major sections of the sensor domain

from completely running out of energy and becoming unavailable.

In the CASER scheme, the parameter α can be adjusted to achieve the expected efficiency.

As α increases, better energy balance can be achieved. Meanwhile, the average number of

routing hops may also increase. Accordingly, the overall energy consumption may go up.

In other words, though the energy control can balance the network energy levels, it may

increase the number of routing hops and the overall energy consumption slightly. This is

especially true when the sensor nodes have very unbalanced energy levels.

In our simulations, shown in Figure 2.7, the message source is located at (332, 259) and

the message destination is located at (1250, 1250). The source node and the destination

node are 10 hops away in direct distance. There are three nodes in each grid, and each node

is deployed with energy to transmit 70 messages. We show the remaining energy levels of the

sensor nodes under two different α levels. The darker gray-scale level corresponds to a lower

remaining level. Figure ??, we set α = 0 and there is only one source node. The energy

consumption is concentrated around the shortest routing path and moves away only until

the energy runs out in that area. In Figure ??, we set α = 0.5, then the energy consumption

is spread over a large area between this node and the sink. While maximizing the availability
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of the sensor nodes, or lifetime, this design can also guarantee a high message delivery ratio

until the energy runs out for all of the available sensor nodes in the area.

2.6 Summary

In this chapter, we present a decentralized routing algorithm CASER to balance energy con-

sumption and increase network lifetime. CASER is also designed to provide source location

privacy and defend against jamming attacks. We provide a quantitatively security analysis

and derive formulas to show the relationship among security, energy consumption balance

and energy efficiency. It also has the flexibility to support multiple routing strategies in

message forwarding to extend the lifetime while increasing routing security. Both theoretical

analysis and simulation results show that CASER can achieve a trade-off between energy

balance and security under a given energy consumption.
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Figure 2.6 Routing path distribution statistics for energy balance control α = 0.5 and security
parameters β = 0.25 and RSIN in [1] with parameters: dmin = 100, ρ = 3.
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Figure 2.7 Remaining energy distribution statistics after the source transmitted about 600
messages.
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CHAPTER 3

COST-AWARE ENERGY DEPLOYMENT: DESIGN AND ANALYSIS

In this chapter, we propose a cost-aware energy deployment to extend the lifetime of wireless

sensor networks. We also update the proposed CASER under this energy deployment strat-

egy to preserve source location privacy. We investigate the energy consumption for CASER

scheme with uniformly distributed events. The theoretical analysis and simulations show

that CASER can balance the energy consumption in a local area, however the overall energy

consumption through the entire network is still severely imbalanced based on the distance

to the sink node under a uniform energy deployment. To solve this problem, we propose

a non-uniform energy deployment to extend the lifetime of WSN while updating CASER

under this energy deployment to preserve source location privacy.

3.1 Uniform Energy Deployment

3.1.1 Energy Consumption Analysis

In the multi-hop sensor network, the messages are generated at the source and forwarded

hop by hop through the relay nodes to the sink. The relay node closer to the sink node

consumes more energy than the outer layer sensor nodes on relaying. Assume the events are

uniformly distributed in the entire network. We could have the following theorem.

Theorem 5. Assume that all sensor nodes transmit messages to the sink node at the same

frequency, the initial energy level of each grid is equal, then the average energy consumption

for the grid with distance i to the sink node is:

n2 + n+ i− i2
2i

, (3.1)

where n is the distance between the sink node and the outmost grid.
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Proof. Since all messages will be sent to the sink node, the energy consumption for the grids

with distance i to the sink node can be measured based on message forwarding for grids with

distance larger than i and message transmission for grids with distance i. The number of

grids with distance j to the sink node is 8j. The total energy consumption of the grids with

distance i to the sink can be calculated as
∑n
j=i 8j. The average grid energy consumption is

therefore: ∑n
j=i 8j

8i
=
n2 + n+ i− i2

2i
.

3.1.2 Energy Balance of CASER

We also conduct simulations to evaluate the energy consumption for dynamic sources in

Figure 3.1. The events are uniformly distributed through the entire network. Each sensor

node has equal probability to generate packets and acts as a source node. We assume that

the only sink node is located in the center of the target area located at (750,750), which

makes the target area symmetrical to show the energy consumption. Similar to the previous

simulation, we assume there are three nodes in each grid, and each node is deployed with

energy to transmit 70 messages. The maximum direct hop distance between the source node

and sink is 7. The simulation results shows the average energy consumption for the node is

related to the distance i to the sink.

Figure 3.1 gives the remaining energy levels close to the sink node when the sensor nodes

run out almost the entire energy, where n = 7, α = 0.5, β = 0.5. The color evenness in each

layer of the grids demonstrates the energy usage balance enforced through the EBC α.

In fact, according to equation (3.1), we can calculate the total number of messages that

can be transmitted from the outmost grid when the innermost grid runs out of energy as

210
/

((n2 + n)/2) = 210
/

((72 + 7)/2) = 7.5. In this case, the overall energy consumption

is only 7.5 ×∑n
i=1 8j2 = 8400, when the sensor networks become unavailable. Recall that

the overall energy units deployed are 210 × ((2n + 1)2 − 1) = 47040. Therefore, the energy
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Figure 3.1 The remaining energy levels of the sensor nodes in the sensor domain when the
innermost grid almost runs out of the energy, where α = 0.5, β = 0.5.

consumption is only 8400/47040 = 5/28 ≈ 17.86% when the innermost grids run out of

energy and become unavailable.

3.1.3 Delivery Ratio

One of the major differences between our proposed CASER routing protocol and the existing

routing schemes is that we try to avoid having any sensor nodes run out of energy while the

energy levels of other sensor nodes in that area are still high.

We implement this by enforcing a balanced energy consumption for all sensor nodes so

that all sensor nodes will run out of energy at about the same time. This design guarantees

a high message delivery ratio until energy runs out from all available sensor nodes at about

the same time. Then the delivery ratio drops sharply. This has been confirmed through our
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Figure 3.2 Delivery ratio under different EBC α and security level β.

simulations, shown in Figure 3.2.

3.2 CASER Optimal Non-Uniform Energy Deployment

CASER is designed to balance the energy consumption of sensor nodes and thereby extends

the lifetime of the sensor networks. However, as we have described in Section 2.5.2, the

energy consumption is uneven in sensor networks. The energy consumption for the sensor

nodes closer to the sink node is much higher than the nodes that are away from the sink node.

In fact, the average energy consumption for the node with distance i to the sink node can

be calculated according to equation (3.1). Therefore, the best that we can do is to balance

the energy of the grids with the same radius to the sink node, as shown in Figure 3.1.

In this section, we will explore the optimal, non-uniform initial energy deployment strat-

egy that can maximize the lifetime of the sensor networks. Suppose the original energy
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distribution for each grid is the same, and we denote the energy level as u. We also assume

that the largest distance between the sink node and the outmost grid is n, then the total

energy unit is u((2n+ 1)2 − 1).

3.2.1 Node Energy Deployment

For the optimal energy deployment, the energy allocation of the grids should be proportional

to the energy usage. We still assume that the sink node is in the center of the sensor domain.

All sensor nodes transmit messages at the same frequency. The distance between the outmost

grid and the sink node is n according to equation (3.1), the energy allocation for the grids

with hop distance i to the sink node should be:

n2 + n+ i− i2
2i

v,

where v is the basic energy unit for energy deployment. Accordingly, from the outmost to

the innermost, the energy assignment should be:

v,
2n− 1

n− 1
v,

3(n− 1)

n− 2
v, · · · , (n+ 2)(n− 1)

4
v,

(n+ 1)n

2
v.

The total energy units should be:

v

(
8

3
n3 + 4n2 +

4

3
n

)
.

To maintain the same amount of energy, we let:

u((2n+ 1)2 − 1) = v

(
8

3
n3 + 4n2 +

4

3
n

)
.

Then we have:

v =
3n

(2n+ 1)(n+ 1)
u. (3.2)

Example 2. We still assume that n = 7, and each grid has u = 210 energy units originally.

According to equation (3.2), we can derive that:

v =
3u

2n+ 1
u = 42.
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Therefore, the non-uniform energy deployment for all of the grids from the outmost to the

innermost can be calculated as:

42, 91, 151, 231, 350, 567, 1176.

With this energy deployment, we maintained the same overall amount of energy deploy-

ment units, 47040, in the non-uniform energy deployment. However, under our assumption,

the energy consumption should be 100% before the sensor network runs out of energy and

dies. Recall that in the uniform energy deployment scenario, the sensor network dies when

only about 17.86% of the energy is consumed. Therefore, under non-uniform deployment,

the efficiency of a sensor network’s energy usage can be roughly 100/17.86 = 5.6 times com-

pare to the uniform energy deployment. The efficiency can be measured by the total number

of messages that can be delivered, or the lifetime of the sensor network under the same

transmission frequency.

3.2.2 Routing in Non-Uniform Energy Deployment

Algorithm 4 Node A finds the next hop routing grid based on the given parameters α, β ∈
[0, 1]

1: Compute the average remaining energy of the adjacent neighboring grids: Ea(A) =
1
|NA|

∑
i∈NA

Eri
n2+n+i−i2

2i

.

2: Determine the candidate grids for the next routing hop: Nα
A = {i ∈ NA | Eri ≥ αEa(A)}.

3: Select a random number γ ∈ [0, 1].

4: if γ > β then
5: Send the message to the grid in the Nα

A that is closest to the sink node based on its
relative location.

6: else
7: Route the message to a randomly selected grid in the set Nα

A .

8: end if
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Under the new energy deployment, we have to redefine the way we calculate the average

remaining energy of the adjacent neighboring grids since otherwise, the messages will always

be routed to the nodes that are closer to the sink node, at least initially. In this way, the

number of possible nodes for the next hop can be greatly limited and security routing may

become trivial.

For the non-uniform energy deployment case, the energy assignment is proportional to

the energy consumption. In other words, the energy assignment is constant when divided by

the energy consumption factor n2+n+i−i2
2i , where i = 1, 2, · · · , n. Therefore, we can define

the average remaining level as:

Ea(A) =
1

|NA|
∑
i∈NA

Eri
n2+n+i−i2

2i

. (3.3)

Accordingly, we have the updated Algorithm 4.

3.2.3 Simulation Results

We conducted simulations using OPNET to compare the message delivery ratio of uniform

energy deployment (noED) and non-uniform energy deployment (ED) for different α values

when β = 0. The simulation settings are similar to Figure 3.1. However, each node is

deployed with a different energy level according to Algorithm 4. From the simulation results

in Figure 3.3, we can see that the delivery ratio increases with α. Comparing to uniform

energy deployment, the delivery ratio for non-uniform energy deployment is much higher

than the uniform energy deployment with the same α.

We also compared the total number of messages that can be delivered in the two scenarios.

Our statistics are based on the message delivery ratio that is 95% or above. In uniform

energy deployment, when α = 0, the number of messages that can be delivered is 1510.

When α = 0.25, the number of messages that can be delivered increases to 1624. The

increase is 7.55%. We found that when we further increase α, the number of messages that
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Figure 3.3 Message delivery ratio: β = 0 and varying α

can be transmitted increases slightly. At this point, all the nodes around the sink have run

out of energy and no more messages can be transmitted.

For the non-uniform deployment, when α = 0, 0.25, 0.5 and 0.75, the ratio of the number

of messages that can be delivered between non-uniform and uniform is 2.37, 4.2, 5.16 and

5.38, respectively. The simulation results demonstrate that the proposed CASER and non-

uniform energy deployment can significantly increase the delivery ratio and the lifetime of

the WSN.

When β 6= 0, from Figure 3.4 we can see that the message delivery ratio drops as β

increases. This is because the overall energy consumption increases as the required security

level increases. We also found that under the proposed CASER protocol, non-uniform energy

deployment can increase the energy efficiency and network lifetime even when security is

required in WSNs.
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Figure 3.4 Message delivery ratio: α = 0 and varying β

Figure 3.5 provides the message delivery ratio in a more realistic scenario. Since the

different messages may have different importance, we select both security parameters and

energy balance levels randomly for non-uniform and uniform energy deployment in this

simulation. The results demonstrate that non-uniform energy deployment can achieve a

much higher delivery ratio while extending the lifetime of the WSN.

Figure 3.6 shows the energy consumption of the WSN for non-uniform energy deploy-

ment. Comparing the two results, we conclude that CASER can achieve excellent energy

balance. All sensor nodes run out of energy at about the same time, while in uniform energy

deployment, the energy consumption is very unbalanced, as shown in Figure 3.1.
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Figure 3.5 Message delivery ratio: dynamic changed β for various messages

3.3 Summary

In Chapter 2 and 3, we present a secure and efficient Cost-Aware SEcure Routing (CASER)

protocol for WSNs to balance the energy consumption and increase network lifetime. CASER

has the flexibility to support multiple routing strategies in message forwarding to extend the

lifetime while increasing routing security. Both theoretical analysis and simulation results

show that CASER has an excellent routing performance in terms of energy balance and

routing path distribution for routing path security. We also propose a non-uniform energy

deployment scheme to maximize the sensor network lifetime. Our analysis and simulation

results show that we can increase the lifetime and the number of messages that can be

delivered under the non-uniform energy deployment by more than four times under uniform

energy deployment.
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CHAPTER 4

CONGESTION-AWARE ROUTING (CAR): DESIGN AND ANALYSIS

WSNs are designed to collect and transmit sensed data to one or more sink nodes. The in-

formation of the sensed data is critical for real-time processing and decision-making in both

military and civilian applications, such as monitoring the forest fire and target locating. For

these applications, end-to-end transmission delay is one of the most significant design issues

for WSNs. In this chapter, we propose a congestion-aware routing scheme to reduce conges-

tion by monitoring the traffic in the MAC layer. In CAR routing scheme, each node selects

the relay node based on two different routing strategies: the shortest path forwarding and

the congestion-aware forwarding. In the shortest path forwarding, the relay node applies

geographic routing strategy [61] based relative locations, ensures an efficient message deliv-

ery through hop by hop transmission. In congestion-aware forwarding strategy, each node

selects the relay node based on the competing results of wireless medium channel, which can

effectively reduce the end-to-end message transmission delay.

4.1 Introduction

WSNs consist of a large number of untethered and unattended sensor nodes. Sensor nodes

are equipped with low-power radio devices to send and receive messages. The messages

are forwarded hop by hop from source nodes to the sink node, which may greatly create

significant traffic congestion in the area close to the sink node. Burst events may also

develop a significantly amount of traffic in a localized area. The unbalanced traffic volume

in WSNs may increase the communication delay and energy consumption in WSNs while

decreasing the network lifetime.

In traditional networks, the existing research on congestion mainly focuses on the traffic

control in both end-to-end and hop-by-hop communications. These algorithms are mainly
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applied to the transport layer or the Medium Access Control (MAC) layer. They are designed

to avoid congestion by limiting the transmission rate or reducing traffic in the network.

However, the aforementioned strategies are unsuitable for event-driven WSNs, which has

been mentioned in Chapter 1.

The existing routing algorithms mainly focus on the end-to-end communication delay.

They generally assume that delay between two nodes is constant. However, when the number

of sink nodes is low in the networks, the traffic close to the sink nodes will be concentrated.

As a result, the end-to-end transmission delay increases due to congestion. In addition, the

distributed routing protocols may introduce the congestion in the MAC layer. In [74], the

author has investigated the performance of CSMA/CA distributed coordination function

comprehensively. It has demonstrated that the congestion condition would deteriorate sig-

nificantly with increasing the number of simultaneous transmissions. In a distributed routing

protocol, the routing path is decided independently based on routing strategies, such as ge-

ographic based routing protocols [61, 75]. Due to lack of cooperation, source nodes would

select relay nodes independently to forward the messages locally. As shown in Figure 4.1,

the congestion occurs when the sensor nodes in the set of A1 attempts to transmit messages

simultaneously in the source area. Then, in the subsequent packet transmission, MAC layer

congestion cannot be avoided when these selected relay nodes try to forward the packets to

the next hop simultaneously through channel i. Since all the packets are forwarded to one

centralized sink in the network, congestion would occur hop-by-hop.

To solve this problem, we propose CAR routing scheme to reduce the potential congestion

in the subsequent packet forwarding by monitoring the traffic in the MAC layer. In the

proposed routing scheme, each sensor node selects the relay node based on two different

routing strategies: the shortest path forwarding and the congestion-aware forwarding. In the

shortest path forwarding, the relay node selection follows the geographic routing strategy [61]

based on the geographic location. In the congestion-aware forwarding algorithm, each sensor

node selects the relay node based on the channel competing results. When congestion is not
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lead to congestion in subsequent forwarding; (b) Illustration of the CAR routing algorithm

detected, the shortest path routing algorithm will be used and congestion-aware transmission

algorithm is used otherwise. The shortest path routing algorithm ensures an efficient end-

to-end message transmission from the source node to the sink node. The congestion-aware

forwarding can effectively reduce end-to-end message transmission delay and improve the

system throughput by effectively mitigating congestion.

4.2 System Model and Assumptions

4.2.1 System Model

We assume that WSNs are composed of a large number of sensor nodes and a sink node. The

sensor nodes are randomly deployed throughout the sensor domain. The sink node is the only

destination for all sensor nodes to forward messages through a multi-hop routing strategy.

The information of the sink node is made public. We also assume that each sensor node

knows its relative location in the sensor domain and has knowledge of its immediate adjacent

neighboring nodes. The information about the relative location of the sensor domain may

be broadcasted in the network for routing information updating [69]. Each sensor node is
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able to monitor the local traffic information. It can obtain information of the transmitted

packets through monitoring the physical channel within its communication range.

4.2.2 MAC Layer Protocol

Carrier sense multiple access with collision avoidance (CSMA/CA) is one of standard medium

access control protocols in WSNs. In CSMA/CA mechanism, the exponential backoff scheme

is employed as the major backoff scheme. Each node starts to monitor the physical channel

once it has a packet to transmit. Before each attempt of transmission, the tag node with

packet to transmit keeps monitoring the channel for a period of Distributed Inter Frame

Spacing (DIFS). If the channel is sensed busy, the tag node defers its transmission until

the channel is idle for DIFS. Then the station generates a random backoff interval before

transmitting. The time following an idle DIFS is divided into slots, and each slot is equal to

σ which depends on the physical layer.

In each stage of backoff, the backoff window will be uniformly chosen in the range (0, w−

1). The value of w will be initially set equal to CWmin and doubled after a failure of

transmission up to CWmax = 2mCWmin. CWmin is denoted as the minimum contention

window and m is the contending window size. The value of w will be equal to 2iCWmin

after the ith transmission attempt. The stage between the ith transmission attempt and the

(i + 1)th attempt is called as the ith stage. Once the packet is successfully transmitted by

the tag node, the value of w will be set equal to the initial value.

The backoff time counter decreases when the physical channel is detected idle. It stops

counting once the channel is busy for a successful transmission or a collision. When the

channel is sensed idle, the counter will be reactivated and decremented. Once the counter

reaches zero, the tag node transmits its packet immediately. There will be a period of Short

Inter-Frame Spacing (SIFS) before the receiver sends back an acknowledgement (ACK) to

the tag node.

The four-way handshaking technique, known as request-to-send/clear-to-send (RTS/CTS)
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mechanism, is also utilized in the MAC layer as an access mechanism. This mechanism can

increase the system performance by solving the hidden node problem.

4.3 The Proposed Routing Scheme

We now describe the proposed routing scheme. The algorithm consists of two strategies for

routing path selection: the shortest path forwarding based on geographical information, and

the congestion-aware forwarding based on physical channel competing results.

4.3.1 Overview of the Proposed Routing Scheme

In CAR, we assume that each node maintains the relative locations of its immediate adjacent

neighboring nodes. Each node selects the relay node based on the shortest path forwarding

and congestion-aware forwarding. Firstly, the source node A composes a candidate set for

the relay node selection. The candidate set includes its all immediate adjacent neighboring

nodes that are closer to the sink node than itself. We denote this set as NA. In the shortest

path forwarding, the node A selects the node B that is closest to the sink node as the relay

node when it has packets to forward when no traffic congestion is detected. Otherwise, A

selects a relay node based on the congestion-aware forwarding scheme. If node A fails to

access the channel, it will monitor the physical channel to obtain the channel competing

results. Assume that A’s neighboring node C has successfully accessed the channel and

forwarded its packet to its relay node D. Then, if D ∈ NA, node A reselects D as its relay

node in the congestion-aware forwarding.

In the shortest path forwarding, each sensor node independently selects the relay node

according to the relative location which might increase the number of relay nodes. The

number of potential transmissions may increase with the number of relay nodes in a local

area. The number of the forwarding nodes may increase traffic congestion for the subse-

quent packet delivery [74]. The results may also introduce more transmission collision and
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significantly prolong the congestion delay. Our proposed CAR scheme enables the sensor

nodes to utilize the traffic condition and channel competing results to reselect relay nodes in

a congested area. In this way, we can reduce the number of concurrent transmissions in the

subsequent forwarding by decreasing the number of relay nodes. While decreasing end-to-

end transmission delay, the CAR routing strategy can also increase the network throughput

at the same time.

In addition, the proposed CAR routing scheme can reduce the energy consumption that

introduced by congestion. Instead of keeping trying to transmit the packets in a congested

area and consuming more energy, CAR can reduce the congestion by decreasing the number

of contending nodes. As a result, the number of transmission attempts for each node also

be reduced. The proposed CAR can also balance the energy consumption in congested

areas. Since the channel competing results should be uniformly distributed in the available

forwarding nodes, the forwarding nodes may take turns to be selected for message forwarding.

As shown in Figure 4.2, the black nodes might be selected as the forwarding nodes for the

current message forward. However, the gray nodes can provide more options for relay nodes

selection when burst events occur.
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4.3.2 Congestion-Aware (CAR) Routing Algorithm

Based on the previous description, we summarize the proposed CAR routing scheme in

Algorithm 5.

Algorithm 5 Node A derives the next hop routing node based on the MAC layer congestion
condition

1: Node A determines the candidate set for the next hop node selection by choosing all its
neighboring nodes that are closer to the sink node than itself. Denoted the set as NA.

2: Selects node B in the set NA that is closest to the sink node as the next hop node based
on its relative location.

3: if the packet fails to be delivered to the next hop node, then
4: Node A monitors the channel from the MAC layer to obtain the information of the

packet that can be successfully transmitted.

5: Suppose C is the node that successfully transmits the packet to its relay node D.

6: if the destination node D is in the set NA then
7: Node A reselects node D as the next hop node.

8: end if

9: end if

4.4 The Analysis on Congestion through End-to-End Transmis-
sion

The proposed CAR algorithm mainly focuses on solving the congestion problem caused by

the burst events. Firstly, we will give the analysis on the congestion in one hop. In the one

hop domain, the sensor nodes may keep collecting data and forward the data to the sink

node during occurrences of the burst events. Secondly, we will further analyze the end-to-

end transmission delay from the source node to the sink node through the multi-hop packet

delivery.
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4.4.1 One Hop Congestion Analysis

Definition 4 (End-to-end transmission delay). The end-to-end transmission delay is defined

as the average time duration from the time the packet is generated at bottom of the MAC

queue of the source node until the sink node receives the packet successfully through the

multi-hop delivery.

Definition 5 (Contending delay). The contending delay is defined as the average time du-

ration from the time the packet is at the top of the MAC queue to the ACK that the packet

is received by the transmitting node in the one hop domain.

The propagation delay is a constant based on the physical layer settings. In our analysis,

it is included in the contending delay as defined in Definition 5. The CSMA/CA adopts

the exponential backoff scheme to minimize the collision probability. In [74] and [76], the

authors have studied the collision probability and saturation throughput for Distributed

Coordinate Function (DCF) mechanism which is one of mechanisms in CSMA/CA. We shall

follow the definitions and analysis results to derive the mean access delay that a single packet

is successfully transmitted to its destination in the one hop area. Suppose that the packet

is successfully transmitted in the jth transmission attempt. In [76], the authors derived the

average delay per stage as follows:

E[Dj ] = Ts + j · Tc + E[slot]Σ
j
i=0(

Wi − 1

2
), (4.1)

E[slot] = (1− Ptr)σ + PtrPsTs + Ptr(1− Ps)Tc. (4.2)

where
Wi−1

2 is the average number of slot times that the station defers in the stages, Tc

is the time duration the channel is detected busy when the tag node meets a collision and

jTc is the time duration that the packet waits for collisions until it reaches the jth stage,

Ts is the time duration that the packet is transmitted successfully in the jth stage, and

E[slot] is the average time that a station defers in a slot. σ is the period of an empty unit

slot. Ts is the time duration when the tag node monitors a successful transmission. Ptr is
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the probability that at least one station other than the tag node transmits in the a random

chosen slot which is defined differently from [74], since the analysis mainly focuses on the

transmission delay for a given tag node. Let Ptr denote the probability that the tag node

can successfully monitor transmissions and collision in the channel. Then it is calculated as

follows:

Ptr = 1− (1− τ)n−1, (4.3)

where n is the number of contending sensor nodes within the one hop range and τ is the

probability that the node transmits a packet in a randomly chosen slot time.

Let Ps be the probability that the tag station can monitor a successful transmission when

at least one node other than tag node transmits. It can be derived as:

Ps =
(n− 1) · τ · (1− τ)n−2

Ptr
. (4.4)

In [74], the probability τ was derived based on a Markov model as follows:

τ =
2 · (1− 2p) · (1− p)m+1

W · (1− (2p)m+1)(1− p) + (1− 2p)(1− pm+1)
, (4.5)

where p is the conditional probability that each packet meets a collision at each transmission

attempt, regardless of the number of retransmissions suffered in one hop. The p can be

calculated as follow:

p = 1− (1− τ)n−1. (4.6)

Combining equation (4.5) and equation (4.6), the probabilities τ and p can be solved by

numerical methods. Since p is the function of n, we denote p(n) instead of p in following

analysis.

In this chapter, we mainly focus on the analysis of the mechanism of RTS/CTS. The

analysis procedure can also be applied to the base CSMA/CA mechanism. According to the

backoff mechanism, the time duration of Ts and Tc can be expressed by following equations

based on RTS/CTS:
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Ts = RTS + SIFS + δ + CTS + SIFS+

δ + PHYhead +MAChead + L+ SIFS+

δ + ACK +DIFS + δ,

(4.7)

Tc = DIFS +RTS + SIFS + CTS, (4.8)

where RTS, CTS, PHYhead, MAChead and L are the transmission delay for the RTS, CTS,

physical layer header, MAC layer header and the data payload respectively, and δ is the

propagation delay.

Furthermore, the contending delay Ci[D] in ith hop delivery can be calculated by

Ci[D] = Σmj=0E[Dj ] · Pj . (4.9)

where Pj is the probability of a successful transmission in jth stage, and can be calculated

as follows:

Pj =
(1− p)pj
1− pm+1

. (4.10)

The average number of transmission attempts for a successful transmission can be derived

as follows:

E[Ni] = Σmj=0Pj · j. (4.11)

In this section, we will further analyze the congestion in multi-hop networks and evaluate

the performance of the proposed CAR. Suppose the sensor node can directly communicate

with the sensor node within its communication range. We suppose the burst event only

occurs in a local domain. And it can be detected by sensors within the sensing range.

Suppose the burst event is located at the center of the domain D, and the radius of the

domain D is the sensing range of sensor nodes. Then the burst event can be detected by the

sensors in the domain D. The sensors in the center of the domain will encounter a serious
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congestion. In fact, the number of sensor nodes competing for the channel access is λ ·S(D),

where λ is the density of sensor nodes and S(D) is the area of D. In the subsequent packet

delivery, the number of contending nodes may vary that is dependent on the topology and

the area of burst events. The probability that there is at least one collision in the multi-hop

delivery can be derived as:

Ph = 1− Σhi=1(1− p(ni)), (4.12)

where h denotes the hop distance from the source node to the sink node and ni is the number

of contending nodes in the ith hop.

In the ith hop transmission, the average transmission delay is calculated according to

equation (4.9). Then the end-to-end transmission delay through the delivery from the source

node to the sink node can be calculated using the following equation:

E[D] = Σhi=1Ci[D]. (4.13)

In addition, the energy of sensor nodes is largely consumed by the message transmitting

and receiving. The number of transmission attempts is one of the important issues for

energy consumption. In fact, the number of transmission attempts depends on the number of

contending nodes. Based on the aforementioned results, the average number of transmission

attempts for a successful transmission from the source node to the sink node in the multi-

layer network can be computed as follows:

N = Σhi=1Ni, (4.14)

where Ni is the average number of transmission attempts in the ith hop.

4.4.2 Numerical Results

In this section, we will give numerical results based on the theoretical analysis. Since the

number of contending nodes depends on the topology and area of events, we consider two

extreme cases for the multi-hop network: the worst case and the ideal case.
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Figure 4.3 The end-to-end collision probability in multi hops. There are 20 contending nodes
in the event area.

We divide the network into multi layers as shown in Figure 4.1. There is only one burst

event in the network. The number of source nodes is determined by the density and the

sensing range of the sensor nodes. In the worst case, the number of the contending nodes

remains the same as the number of source nodes, that is λ · S(D). The packet confronts

congestion hop-by-hop from the source node to the sink node. In the ideal case, the number

of contending nodes in the source area cannot be reduced since the number of source nodes

cannot be reduced. However, an ideal routing algorithm, the source nodes selects only one

relay node in the next layer. Therefore, the number of contending nodes is minimal. Ideally,

the number of contending nodes in subsequent forwarding can be reduced to three, includeing

the previous hop relay node, the current relay node, and the next hop relay node. In addition,

in the last hop of the delivery, there are only two contending nodes in the communication

range. The end-to-end transmission delay in the worst case and ideal case can be calculated

using equation (4.13).

In Figure 4.3, it shows the end-to-end collision probability for a particular packet that

experiences at least one collision from the source node to the sink node in both the ideal case
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and the worst case. It shows that in the ideal case, a properly designed routing algorithm

can reduce the number of contending nodes in subsequent transmission, therefore, it can

effectively decrease the end-to-end collision probability.

Then we give the numerical results of both end-to-end transmission delay and the number

of retransmission. The results are present in Figure 4.4 and Figure 4.5. The parameters in

the numerical results are listed in Table 4.1.

Table 4.1 Parameter setting of numerical results

Physical header 40 bits

MAC header 48 bits

RTS 40 bits

CTS 48 bits

Payload 250 bits

Channel bit rate 250k bits/s

Propagation delay, δ 1 µs

Slot time, σ 20 µs

SIFS 20 µs

DIFS 50 µs

Minimum CW, W 32

Number of CW size, m 5

4.5 Performance Analysis and Simulation Results

In this section, we provide theoretical evaluation and simulation results to demonstrate per-

formance of the proposed CAR routing scheme. Since congestion increases the transmission

delay and decreases packet receiving rate, we will mainly focus on the end-to-end transmis-

sion delay and the network throughput.

4.5.1 Performance Metrics

We will define two metrics to quantitatively evaluate the network performance.
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Figure 4.4 The end-to-end transmission delay in multi hops. There are 20 contending nodes
in the event area.

4.5.1.1 End-to-End Packet Transmission Delay (∆)

The end-to-end transmission delay is composed of processing delay, transmission delay, prop-

agation delay and congestion delay. In the simulation, the end-to-end transmission delay is

defined by the following equation:

∆ =

∑
i∈I (Tri − Tsi)
|I| ,

where I is the set of packets received, Tsi is the time the packet is being sent out, Tri is the

time the packet is being received, and |I| is the cardinality of the set I.

4.5.1.2 Network Throughput (T)

Network throughput is another important metric to evaluate the routing scheme perfor-

mance. Let T be the normalized system throughput, then T can be defined as follows:

T =
B

T
,

where B is the total number of bits being delivered, and T is the total time consumption.
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Figure 4.5 The number of retransmission through end-to-end transmission in multi hops.
There are 20 contending nodes in the event area.

In the next subsection, our simulation results demonstrate that our proposed CAR rout-

ing scheme can achieve a performance close to the ideal scenario.

4.5.2 Simulation Results

We conduct simulations using OPNET in different scenarios to show the performance of

the proposed routing scheme. The results will be compared with a representative geographic

based routing protocol. We denote the proposed routing protocol as CAR and the geographic

based routing as MinRoute in the following simulation results.

4.5.2.1 Simulation Setup

The proposed CAR routing scheme is designed to reduce the link-level congestion. To show

the performance of CAR routing protocol, we conduct simulations with different event source

locations.

The sensing range is different from the communication range. Each sensor is able to
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sense the event within the sensing range. The number of the sensor nodes that sensed the

burst events is determined by the topology and the sensing range. The actual number of

contending nodes is less than or equal to the number of source nodes due to the difference

between communication range and sensing range. The detailed simulation configurations are

summarized in Table 4.2, and two different simulation scenarios are described in Table 4.3

and Table 4.4.

Table 4.2 Simulation parameter setting

Area Size 100m× 100m

Deployment Type Random

Network Architecture Homogeneous sensor nodes

with one sink node

Number of Nodes 600

Sink Coordinate (90,90)

Communication Range 10m

Table 4.3 Simulation scenario 1: various event locations

Application Type Event-driven

Event Location (80,80); (70,70); (60,60);

(50,50); (40,40); (30,30);

(20,20)

Event Sensing Range 10m

Number of Source Nodes 18; 21; 18; 22; 16; 21; 18

Table 4.4 Simulation scenario 2: various sensing ranges

Application Type Event-driven

Event Location (20,20)

Event Sensing Range 2m; 4m; 6m; 8m; 10m

12m; 14m; 16m; 18m

20m;

Number of Source Nodes 2; 7; 16; 18; 27; 39; 49;

64 ; 76;
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Figure 4.6 Average end-to-end transmission delay with varying burst event locations

4.5.2.2 Source Event Location

In Figure 4.6, we compare the average packets end-to-end transmission delay between the two

routing protocols that have the burst event located in different places, as detailed in Table

4.1 and Table 4.3. In the simulation, the number of source nodes depends on the topology.

We also compare the simulation results with the numerical results. The numerical results in

ideal case and the worst case are computed based on the topology in the simulation.

Figure 4.6 shows that theMinRoute, as a distributed routing algorithm, experiences more

congestion due to more potential concurrent transmissions through hop-by-hop delivery. Its

end-to-end transmission delay is closer to the worst case. On the contrary, the end-to-end

transmission delay in the CAR is closer to the ideal case. It also shows that the CAR can

effectively decrease the end-to-end transmission delay by reducing the number of contending

nodes in the subsequent packet delivery. With the increasing of distance from the event

source to the sink, the CAR has a much shorter end-to-end transmission delay than the

MinRoute.
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4.5.2.3 Sensing Range

For a given node density, extending the event sensing range can increase the number of

source nodes. However, the number of contending nodes in event source area not only

depends on the number of source nodes but also on the communication range. The number

of contending nodes in the source area is determined by the sensing range and node density

if the sensing range is less than the communication range. If the sensing range is larger or

equal to the communication range, the number of contending nodes in the source area is

equal to λ ·S(D). However, in the multi-hop delivery, the number of contending nodes in the

subsequent forwarding can be affected by the number of source nodes since all the packets

are sent to the only sink node in the wireless sensor network. Therefore, increasing sensing

range leads to more link-level congestion for forwarding packets other than in the source

event area.

We conduct simulations for a fix event center to verify the impact of sensing range on

the performance of the CAR routing scheme. The settings of the simulations are detailed in

Table 4.4. In Figure 4.7 and Figure 4.8, the source event center is located at (80, 80) and

the sensing range increases from 2m to 20m. The number of source nodes increases with the

increment of the sensing range. It is also detailed in Table 4.4. In Figure 4.7, we compare

the end-to-end transmission delays between the CAR and the MiniRoute. We have similar

results as in Figure 4.6. CAR can effectively reduce the end-to-end transmission delay with

increasing the number of source nodes. In addition, the end-to-end transmission delay is

almost the same when there are only two source nodes that can hardly introduce congestion.

The gap of the end-to-end transmission delays between the two compared routing schemes

increases with the number of source nodes. The number of source nodes is equal to the

number of contending nodes before the sensing range reaches 10m. Furthermore, the end-to-

end transmission delay of MiniRoute increases rapidly when the event sensing range is larger

than the communication range 10m. It shows that the MiniRoute introduces much more

congestion after the turning point. Since the MiniRoute is initially designed as a distributed
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Figure 4.7 Average end-to-end transmission delay with varying event sensing ranges

routing algorithm, the sensor node selects relay node independently. The only sink node in

the network makes the traffic more and more concentrated as the packets approach the sink

node. On the contrary, the end-to-end transmission delay in the CAR only increases linearly.

The Figure 4.7 shows that the proposed CAR has a stable performance. It can effectively

alleviate the congestion in the subsequent hop delivery. The simulation results on end-to-end

throughput is shown in Figure 4.8. It compares the results when the sensing range is larger

than the communication range.

4.6 Summary

In this chapter, we present a congestion-aware routing (CAR) scheme for WSNs to reduce

the link layer congestion. CAR routing utilizes the MAC layer traffic information to select

next hop relay node. The simulation results show that our proposed CAR routing scheme

can reduce the end-to-end packet transmission delay by more than 50% while increasing the

network throughput for more than two times in our settings.
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Figure 4.8 Network throughput with varying event sensing ranges
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CHAPTER 5

DELAY-AWARE AND PRIVACY PRESERVING DATA FORWARDING:
DESIGN AND ANALYSIS

In this chapter, we propose a decentralized data forwarding scheme to preserve trajectory

privacy of participating users based on a combination of two-phase forwarding and secret

sharing. DAPP provides a design trade-off framework to address security, communication

delay and delivery ratio based on the selection of a (k, n) secret sharing scheme. The quan-

titative analysis and numerical results on security, communication delay and delivery ratio

will also be provided in this chapter.

5.1 Introduction

Urban sensing networks are designed to monitor urban environment. Recent technological

advances make urban sensing network feasible to rely on the sensors embedded in human-

carried mobile devices or vehicular electrical devices to collect and report data. As urban

sensing is more related to individuals, the location information collected with data may be

used to jeopardize users’ privacy. As mentioned in Chapter 1, the existing works for location

privacy protection can be divided into three categories, which are pseudonym based scheme,

compression based scheme and routing based scheme.

Pseudonym based schemes proposed in [44–47] mainly rely on a trusted third party

to dynamically assign pseudonyms to participating users to conceal their real identities.

Pseudonyms can be only used within mix-zones constructed by a trusted third party. The

assumption of the trusted third party cannot be always true. In addition, the mix-zones

cannot be placed through the entire network to preserve trajectory privacy.

Alternatively, compression based schemes in [41–43, 48–51] are designed to pre-process

the uploaded data to blur the reported location. The authors employed the techniques, such
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as compression, aggregation, tessellation and dummy copies, to blur, suppress and even hide

the reported location contained in the collected data. The privacy protection is achieved by

sacrificing the resolution of either spatial or temporal dimensions, which may seriously cause

a loss for system QoS.

In routing based schemes [57–59], uploaded sensor readings are relayed by intermediate

nodes to the application data server hop by hop. In [58, 59], the proposed scheme is a

lack of protection for data confidentiality and vulnerable to side information attack. The

data relayed by intermediate nodes can be easily dropped and tampered with. Encryption

methods in [57] have been used to provide confidentiality of the collected data. However,

secret keys may introduce more security concerns. The secret keys may be possessed by all

sensor nodes or only shared between application data server and the source node. Hence,

either the application data server can identify the source node based key information or data

readings are made public to intermediate nodes.

Existing solutions may preserve location privacy of participating users, but without con-

sidering security from a cost-aware perspective. Few of them provide a quantitative analysis

on security and the relationship between security and its cost. In this dissertation, we pro-

pose a novel delay-aware privacy-preserving data forwarding scheme to address the two key

design issues, source location privacy and communication delay. DAPP is designed based on

a Sharmir’s secret sharing scheme and a two-phase forwarding algorithm. We also propose

a dynamic pseudonym scheme to conceal the identities of source nodes. DAPP cannot only

ensure data confidentiality and preserve location privacy, but also provide a data integrity

verification and defend against collusion attacks. The details of DAPP are presented in Sec-

tion 5.3. In Section 5.4, we conduct the quantitative analysis on security. The performance

evaluation and numerical results are provided in Section 5.5.

83



5.2 Models and Assumptions

5.2.1 System Model

Urban sensing network relies on a set of sensor nodes embedded in mobile devices or vehic-

ular systems for data sensing and reporting. These devices can get wireless Internet access

intermittently through wireless access points (APs) in the sensing area. The APs, such as

WiFi access points, may be owned and operated by the government, organizations or indi-

viduals. They are directly connected to the application data server. In this network, the

surrounding environment information is collected by the participating mobile devices and

eventually sent to the application data server.

The application data server provides environmental sensing services for data consumers

and disseminates the requested tasks to mobile devices carried by participants. Mobile de-

vices can join the system at will to participate in data sensing. They are required to report

the collected data to the application data server once they accept tasks. To provide pre-

cise services to data consumers, the data are required to be collected with spatial-temporal

information. Here we may use the term “report location” to indicate the spatial-temporal

information. The data format is {pID, (x̂, ŷ), T̂d}, where pID is the pseudonym of the data

source, (x̂, ŷ) is the coordinator where data is collected, and T̂d is the collecting time. This

information may divulge details about the participating user’s location. Due to the char-

acteristics of opportunistic sensing and physical infrastructure of the network, we only deal

with sensing data that is delay tolerant.

5.2.2 Adversarial Model

Our adversary model is similar to [42]. It can be summarized as follows:

• The adversary can be any parties in the network, including individual sensing nodes,

wireless access points, and even the application data servers.
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• Adversaries are generally assumed to be honest but curious. We also assume that they

may drop or tamper with the reported data due to their own interests.

• The collected data are eventually forwarded to the application data server, which

enables it to disclose their reported location. The application data server may try to

uncover source identities of the received data and the trajectory.

• The participating user list is kept secret to delivery nodes and public, however, the

application data server can access the list due to its administrative right.

• Intermediate delivery nodes can obtain the source pseudonym of their received data.

They may collude to obtain the location privacy information or forge collected data to

fool the application data server.

5.2.3 Side Information Attack

Side information attack includes both direct side information attack and indirect side attack.

The direct side information refers to the information that an adversary can acquire based

on direct access to the communication. In our case, the direct side information may include

information {pID, (x̂, ŷ), T̂d} of a particular event. In particular, the adversary can record

the set of identities I appear within its communication range. The nature of wireless

communications makes adversary able to extrapolate the source node located within its

communication range. If I is small enough by combining direct side information obtained,

the adversary may derive the actual ID and correlate it to the pID.

The indirect side information is defined as the information that an adversary can obtain

through indirect channels, such as media, video and web blog published on the internet,

of a particular event. In DAPP scheme, an adversary may receive data d, which contains

{pID, (x̂, ŷ), T̂d}. To derive the actual source identity ID of pID, it may search through the

public domain to find the people who have visited location (x̂, ŷ) at time T̂d. In this way,

the adversary may either completely identify the actual ID or limit it to a smaller subset.

85



5.2.4 Mobility Model

In urban sensing networks, sensor nodes are embedded in the mobile devices carried by

people or vehicles. In this dissertation, we apply the Manhattan street pedestrian model

described in [77]. The analysis for vehicular networks is similar based on mobility mode

presented in [78]. The Manhattan street model is proposed to emulate the movement pattern

of pedestrian on the streets. In this model, sensor nodes move on a two-way street segment.

The street segment can be modeled as a real street between two intersections. The arrivals

and departures of mobile nodes occur at the endpoints of the street segment. The velocities

of the mobile sensor nodes are independent and identically distributed (iid) random variables

with a probability density function fv(v). The direction and speed of a node remain constant

in one segment. Participating users arriving at both endpoints can be modeled as a Poisson

Process [79]. The total arrival rate is denoted as λ. At each endpoint, the mobile node

may alter its direction with a predetermined probability. The four directions at a cross road

are expressed as f(orward), l(eft), r(ight) and b(ackward), respectively. The probability for

going these directions at the intersection are Pf , Pr, Pl, Pb. This model assumes that

communications between two nodes in different street segments is not possible. As a result,

an existing connection breaks at the endpoints.

5.3 The Proposed DAPP Scheme

In this section, we present a novel delay-aware privacy-preserving (DAPP) data reporting

scheme based on a combination of Shamir’s secret sharing and two-phase routing. It can

ensure data confidentiality and also provide a data integrity verification option for the re-

ported data. We also propose a dynamic pseudonym scheme to guarantee anonymity of the

source node.
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Table 5.1 Notation definition

Notation Definition

∆ Communication range of the mobile device

tα Time interval between two consecutive transmissions

` Length of a street segment

λ Arrival rate of participating users

f(v) Probability density function of v

d/di Sensing data d / ith data piece of data d

dL Location information of data d being discovered

dI Identity information of data d being discovered

{(x̂, ŷ), Td} Data d is reported from location (x̂, ŷ) at time Td

X/Y Estimated source identity set prior to/after data
transmission event

XA/XD/XS Evaluation metrics X for APs (A) / delivery
node (D) / application data server (S)

X̃ / X̄ Direct/Indirect side information attack of X

P (dI)/P (dL) Probability of identity/location information loss of d

I(X;Y ) Mutual information between X and Y

PT
Joint identity and location privacy information
leakage

H(·) One way hash function

5.3.1 Overview of the Proposed Privacy Scheme

To transmit collected data, the source node generates n data pieces from the collected data

based on the Shamir’s secret sharing scheme. It then generates a unique pseudonym for

each data piece as its identity to conceal the source information. The data pieces are then

forwarded to n randomly selected participating users, named as delivery nodes, within the

communication range. Delivery nodes relay the received data pieces to the application data

server through nearby APs. Upon receiving k or more data pieces, the application data

server is able to reconstruct the original collected data. To ensure integrity of the recovered

data, both the original data and its hash value will be transmitted together.

87



5.3.2 Secret Sharing

In Shamir’s (k, n) secret sharing scheme, to share a secret S, the secret holder picks a

random k − 1 degree polynomial f(x) = a0 + a1x + a2x
2 + · · · + ak−1x

k−1 over a finite

field Zq, where a0 = S and q > max(S, n) is a prime number. H generates n data pieces

Si = (i, f(i)), i = 1, · · · , n. The secret holder distributes the n data pieces to n individual

users.

The secret S can be recovered by k or more available data components using Barycentric

Lagrange Interpolation. The computational complexity to recover the secret S is only O(n).

More specifically, for k available data components, S can be recovered as follows:

1. For any k out of n secret pieces (i, f(i)), without loss of generality, we assume i =

0, · · · , k − 1. Define l(x) = (x− x0)(x− x1) · · · (x− xk−1).

2. Compute the weight

wj =
1∏k

i=0,i 6=j(xj − xi)
. (5.1)

3. Let

lj(x) = l(x)
wj

x− xj
and

L(x) = l(x)
k∑
j=0

wj
x− xj

yj . (5.2)

4. The shared secret is S = L(0).

5.3.3 Dynamic Pseudonyms

Pseudonyms have been widely used to prevent adversaries from obtaining source identities.

However, adversaries may use side information to link multiple pseudonyms or correlate

the pseudonyms to the actual identity. To solve this problem, we propose a new method

to generate dynamic pseudonyms using an ID-hash-chain. Instead of simply using hash

functions, we enable the source node to employ a secret key in the hash chain.
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Suppose ID is the real identity of a participating user. To conceal it, the user replaces ID

with a dynamic changing pseudonym pIDi for each message transmission, where i is related

to the order of message. Each pseudonym is generated using a one way hash function H(·)

based on the previous pseudonym and the secret key. The ID-hash-chain {pID1, pID2, ...} for

the participating user ID is generated as follows:

pID1 = H(ID, K)

pID2 = H(pID1, K)

· · ·

where K is a secret key of the message source. Without knowing the secret key and the real

identity, establishing a linkage between pseudonyms, or between a pseudonym and the real

identity are both infeasible.

5.3.4 DAPP Scheme

In DAPP, to ensure security of the reporting data d, we generate n data pieces based on

Shamir’s secret sharing scheme. Each data piece is then forwarded to a randomly selected

delivery node. In this way, the original data can be concealed among n trustworthy secret

holders. The shared data d can be recovered by any k or more data pieces. Since we assume

the delivery nodes may tamper with the reporting data, the application server may receive

incorrect data pieces. Therefore, the application data server may not be able to recover the

original data. To deal with this issue, the proposed scheme is designed to be able to verify

the integrity of the recovered data.

We assume the source node H has data d to transmit. It first computes the hash value

H(d), where H(· ) is a one way hash function. d and H(d) are treated as two independent

secret data pieces. We randomly select two (k, n) secret sharing schemes to share d and H(d)

separately. The polynomial computation is operated over Zq. The procedure is described as

follows:
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1. H chooses a prime q > max(d, n).

2. H constructs two coefficient sets, A and B. Each set contains k− 1 randomly selected

coefficients, A = {a0 = d, a1, ..., ak−1} and B = {b0 = H(d), b1, ..., bk−1} from Zq.

3. H generates two random polynomials over Zq as follows:

fa(x) =
k−1∑
i=0

aix
i, (5.3)

fb(y) =
k−1∑
i=0

biy
i. (5.4)

4. H computes n components fa(i), fb(i) from d and H(d), respectively, i = 1, · · · , n.

5. The ith data piece for d and H(d) is (i, fa(i), fb(i)), i = 1, · · · , n.

The proposed data distribution scheme is summarized in Algorithm 6.

Algorithm 6 Data Distribution

1: Choose a prime q > max(d, n).

2: Construct two coefficient sets A and B from Zq randomly.

3: Based on A and B, construct two polynomials fa(x) =
∑k−1
i=0 aix

i, and fb(y) =∑k−1
i=0 biy

i over Zq to share d and H(d), respectively, as two secret values.

4: Compute n data pieces di = (i, fa(i), fb(i), q), i = 1, · · · , n.

5: Generate a pseudonym pID for d using ID-hash-chain.

6: for each i ∈ [1, n] do
7: Send di to a randomly selected neighboring node Mi.

8: Insert an interval tα before sending di+1.

9: The neighboring node Mi forwards di to a wireless access point.

10: end for

DAPP includes two phases in data forwarding. In the first phase, the generated n data

pieces are distributed to n randomly selected delivery nodes before being relayed to the ap-

plication server. The data source may choose to add a time interval tα between transmissions
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of two consecutive data pieces. A properly selected tα can effectively control the probability

for any single delivery node to receive multiple data pieces, especially in sparse networks.

Since delivery nodes may not be completely trusted, integrity of the reconstructed data has

to be verified. The reconstruction algorithm follows the Barycentric Lagrange Interpolation.

It is described in Algorithm 7.

Algorithm 7 Data Reconstruction and Verification

1: Suppose the server has received at least k out of n data pieces (i, fa(i), fb(i)) for data
(d,H(d)).

2: The application data server reconstructs the original data using the Barcentric Lagrange
Interpolation algorithm described in Equations (5.1) and (5.2).

3: The application data server verifies integrity of the reconstructed data by checking
whether D = H(d) holds true.

5.4 Security Analysis

Source privacy information can be specified by two equally essential parts: spatial-temporal

information and identity information. Only when both are exposed, the complete privacy

information is disclosed.

In this section, we will provide quantitative analysis that DAPP can provide both identity

and spatial-temporal information from being disclosed to adversaries. We first introduce

several definitions and metrics.

5.4.1 Definitions and Security Metrics

Definition 6 (Identity information leakage). The identity information leakage for data d is

defined as the probability that an adversary is able to derive the source identity dI of data d.

We denote it as P (dI).
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Definition 7 (Location information leakage). The location information leakage for data d is

defined as the probability that an adversary is able to derive the spatial-temporal information

dL of data d. The probability is denoted as P (dL).

To measure identity information loss of the received data, we introduce mutual informa-

tion.

Definition 8 (Identity information loss). Let X be the set of possible identities estimated

by adversaries prior to receiving a message, and Y be the set of estimated source identities

after receiving the message. The identity information loss for forwarding the message event

is defined as the mutual information between the X and Y . That is

I(X;Y ) = H(Y )−H(Y |X). (5.5)

Notice that source privacy information consists of both spatial-temporal information and

its correlated identity. We introduce the following metric to measure the joint information

loss.

Definition 9 (Joint information leakage). The joint identity and location privacy informa-

tion leakage PT for data d is defined as the joint probability that the adversary obtains the

spatial-temporal information and the identity of data d. That is

PT (d) = P (dL, dI)

= P (dL|dI)P (dI) (5.6)

= P (dI |dL)P (dL),

where dI and dL denote the the identity and location information of data d, respectively.

5.4.2 Identity Information Loss

The identity Information loss can be derived by the following theorem.
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Theorem 6. Assume an adversary is able to limit the message source node to a potential

subset Y ⊂ X attack after receiving a message. Then the identity information loss is

I(X;Y ) = log |X| − log |Y |, (5.7)

where |X|, |Y | denote the cardinalities of X and Y , respectively.

Proof. In set X, if each node can be the source node with equal probability, then the prob-

ability for each node in the set to be selected as the source node is 1
|X| . After a message

is received, the adversary may limit the message source node to set Y . If each node in set

Y can be the source node with equal probability, the probability for each node in Y to be

selected as the source node is 1
|Y | . The identity information loss can be calculated by the

following equation:

I(X;Y )=H(X)−H(X|Y )

=−
∑

p(x) log p(x) +
∑
y∈Y

p(y)
∑

p(x|y) log p(x|y)

=−|X| · 1

|X| log
1

|X| +
∑
y∈Y

p(y)(|Y | · 1

|Y | log
1

|Y |)

=log |X| − log |Y |.

5.4.2.1 Without Side Information Attack

For security attack without side information, based on Definition 6, Definition 8 and Theorem

6, we have the following corollary.

Corollary 3. The proposed DAPP scheme can achieve unconditional message source privacy

protection for participating users under message ID based attack. That is the set of possible

source node X prior to data transmission is the same as the set of the possible source node

Y after message transmission. As a result, we have I(X;Y ) = 0.
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Proof. DAPP introduces a two-phase message forwarding: distribution of data pieces to

randomly selected delivery nodes, and message forwarding to the application server through

the APs. Assume an adversary receives a data piece di with a unique pseudonym pID. Prior

to receiving di, the potential set for data source can be arbitrary nodes in the entire set of

population in the urban area of the delivery nodes since they are not entitled to access the

list of the participating users. For the application data server, since it has access to the

participating user list, the priori estimated set is the same as the participating users.

Through message forwarding, the adversary obtains pID instead of ID of di. The proposed

dynamic pseudonym makes it infeasible for adversaries to derive ID from pID without secret

key K. Hence, the posterior estimated identity set Y based on message forwarding event is

also equal to X. Therefore, I(X;Y ) = 0.

5.4.2.2 Side Information Attack

Side information attack is envisioned as one of the major threats to data privacy. It may

divulge part or even the entire source identity information.

Corollary 4. For DAPP, through direct side information attack, the identity information

loss to the delivery node (ĨD), the AP (ĨS) and the application data server (ĨA) can be

derived as follows:

ĨD(X;Y ) = log |X| − log |Y |, (5.8)

ĨS(X;Y ) = ĨA(X;Y ) = 0, (5.9)

where |X|, |Y | denote the cardinalities of X and Y , respectively.

Proof. Direct side information is obtained through traffic monitoring during message for-

warding. The data pieces are relayed to the application data server by randomly selected

delivery nodes. The application data server and APs may possibly collect direct side infor-

mation only about delivery nodes rather than the source node. Therefore, they are unable
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to reduce the size of X. As a consequence, X = Y . Therefore, we have

ĨS(X;Y ) = ĨA(X;Y ) = 0. (5.10)

The potential event set X is the same as the total population in the network. Since the

delivery node can acquire direct side information about the source node, after the message

is being transmitted, the delivery node may be able to limit the message source to a subset

Y , which is equal to the population in the communication rage of source. Based on Theorem

6, we have

ĨD(X;Y ) = log |X| − log |Y |.

Corollary 5. Through indirect side information attack, the identity information loss to the

delivery node, the AP and the application data server can be derived as follows:

ĪS(X;Y ) = log |X| − log |Y |, (5.11)

ĪD(X;Y ) = ĪA(X;Y ) = 0. (5.12)

Proof. The indirect side information can be used to derive the source identity by exploring

the matched spatial-temporal information through public information. The key procedure

of this attack lies in the recovery of the reported location {(x̂, ŷ), Td} in d. However, DAPP

applies secret sharing to ensure confidentiality, which makes it infeasible to reveal the data

content by single data piece. Thus, neither an AP nor a delivery node can reveal the source

identity of the received data piece. The identity information loss to them is

ĪD(X;Y ) = ĪA(X;Y ) = 0. (5.13)

In addition, data pieces are eventually sent to the application data server, which enables it

to recover the reported location. Due to access right, application data sever can acquire the

participating user list, thus, the estimated identity set X is equal to the list of participating
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users. Based on indirect side information, it can limit X into a subset Y , which is depended

on the accuracy of indirect side information.

ĪS(X;Y ) = log |X| − log |Y |.

5.4.3 Location Information Leakage

Spatial-temporal information is equally essential for source privacy. In the subsequent anal-

ysis, we will discuss the location information leakage of DAPP. We first prove that the data

distribution process follows Poisson process.

Theorem 7. The process of data distribution in the first forwarding phase of the proposed

DAPP scheme is a Poisson process.

Proof. In the Manhattan street model, the node arrival and departure at an endpoint of a

street segment is a Poisson process. It is straightforward to derive that the arrival process at

any points in the street segment parallelizing the endpoint is also a Poisson process. Suppose

that the participant A encounters n participants when it stays at the point (xi, yi). And it

stays at the point for a time duration δ (δ → 0). The node arrival rate at this point is λ. So

the probability that A meets n participants is

p(N(δ + t)−N(t) = n) = e−λδ · (λδ)n

n!
, (5.14)

where N(t) is the number of participants that node A has encountered from time 0 to time

t.

Suppose A needs T seconds to move from (xi, yi) to (xj , yj). So the process for A to

encounter other participants for time duration T is the sum of encounter processes from

location (xi, yi) to (xj , yj). These meeting processes are mutually independent. Since the

number of the independent Poisson processes is T
δ , the sum of multiple Poisson processes is
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still a Poisson process. Hence, the new arrival rate of the Poisson process can be computed

by the following equation

λsum =

T/δ∑
i=1

λi =
T

δ
· λ. (5.15)

The probability that A meets n participants in time duration T can be calculated as

p(N(t+ T )−N(t) = n) = e−λsum·δ · (λsum·δ)n
n!

= e−λ·T · (λ·T )n

n! .

Therefore, it is a Poisson process. The data distribution is actually equal to the encoun-

tering Poisson process. The probability to forward one data piece in a given time duration

td is

p(N(t+ td)−N(t) = 1) = e−λtd(λtd). (5.16)

However, the source node will insert an interval between two data distributions in the

first forwarding phase. Suppose the data piece di is forwarded to the delivery node at time

t, and the source node insert an interval tα before the forwarding of di+1. Since Poisson

process is a memoryless process, the number of arrivals occurring in any bounded interval

of time after time t is independent of the number of arrivals occurring before time t. So the

probability to forward di+1 in a given time duration td is

p(N(t+ td + tα)−N(t+ tα) = 1) = e−λtd(λtd). (5.17)

Therefore, the data distribution process in the proposed scheme is a Poisson process.

5.4.3.1 The Location Information Leakage to Individual Delivery Node

In this dissertation, Manhattan street model is applied to analyze the location information

leakage to a malicious delivery node. In this model, we denote ` as the length of a street

segment. Assume S is the source node and M is a malicious node. vS and vM are the

velocities of S and M , respectively. Denote the probability density function for v as f(v).
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Let tM be the time duration that a malicious node stays in the source node communication

range ∆. Then we have tM = 2∆
z , where z = |vM −vS |. We also use P (tM > ktα) to denote

the probability that a sensor node stays in the source node communication range at least

ktα seconds. Let PM be the probability that a malicious node M is selected as the delivery

node in one data piece distribution, and c be the number of times that M has been selected

as the delivery node.

Theorem 8. Assume velocities of the malicious node and the source node are two inde-

pendent and identically distributed (i.i.d.) random variables, then the location information

leakage to the malicious delivery node can be derived as follows:

PD(dL) =

ˆ 2∆
ktα

− 2∆
ktα

f(z)dz

×
n∑
i=k

(1

4

)⌊2itαvS
`

⌋(
n

i

)
P iM (1− PM )n−i

 ,
(5.18)

where f(z) is the joint probability density function of z = |vM − vS |.

Proof. Since the data content can be closely related to the reporting location, leakage of

message content may inadvertently expose the source location. To deal with this potential

security issue, DAPP utilizes secret sharing to ensure data confidentiality by generating

multiple seemingly meaningless data pieces and delivers each piece through a randomly

selected delivery node. In this way, the malicious node will not be able to get the content of

the data unless it is capable of collecting up to k or more data pieces.

There are two possible scenarios for a malicious node to obtain k data pieces: (i) The

malicious node comes across the data source node at least k times to collect the data pieces

from the source node during the entire duration of the message transmission; and (ii) The

malicious node stays in the communication range of the source node at least ktα seconds.

In the first case, since velocities of the participating users are independent, the spatial

dependence degree of two arbitrary nodes is approximately 0 according to [80], which means
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that the probability for two nodes to meet for the second time is approximate to 0 within a

limited short time duration. Thus, probability for the first case can be viewed as 0.

The success of the malicious node is determined by the likelihood of the second case.

Assume f(z) is the joint probability density function of z = |vM − vS |, then we have

P (tM ≥ ktα) = P

(
2∆

z
≥ ktα

)
= P

(
z ≤ 2∆

ktα

)
=

ˆ 2∆
ktα

− 2∆
ktα

f(z)dz.

(5.19)

The success of case (ii) requires the malicious node to be selected as the delivery node

at least k times. In DAPP, the source node selects delivery nodes based on the principle of

randomness, thus each node in the source communication range can be selected as delivery

node with equal probability PM = 1
|X| , where |X| is the total number of participants in

the communication range of S. Based on Theorem 7, the process of the participating users’

arrival and departure can be modeled as M/G/∞ based on Theory of Queues. In this model,

the source node can be denoted as the service node. tM is actually the service time for a

given participating user. Moreover, suppose λ is the arrival rate and T is the average service

time. Hence, we can have

|X| = λ · T. (5.20)

Since ` is the length of of a street segment, we have tM ≤ `
max[vS,vM ]

. Without loss of

the generality, we may assume vS ≥ vM , then,

T = 2 ·
ˆ ν

2∆vS
`

2∆

z
f(z)dz, (5.21)

where ν = Vmax − Vmin, Vmax and Vmin represent the maximum and minimum speed of the

participating users.

The location information leakage in one street segment can be described as the joint

probability of tM ≥ ktα and c ≥ k. That is
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PD(dL)=P (tM ≥ ktα, c ≥ k)

=P (tM ≥ ktα)P (c ≥ k | tM ≥ ktα)

=P (tM ≥ ktα)
n∑
i=k

(
n

i

)
P iM (1− PM )n−i. (5.22)

In equation (5.22), all data pieces are assumed to be distributed in one street segment.

In fact, these data pieces may be distributed in several streets. S and M may change their

velocities at the endpoint of the street segment. Hence, M can stay in the communication

range of S only if they moves in the same direction. To simplify the analysis, we assume

that the probability for each direction is equal to 1
4 . Thus, the probability that S and M

choose same direction at an endpoint is equal to (1
4)2. Therefore,

PD(dL) =P (tM > ktα)

×
n∑
i=k

(1

4

)⌊2itαvS
`

⌋(
n

i

)
P iM (1− PM )n−i

 . (5.23)

Combining equation (5.19) and equation (5.23), we can get equation (5.18).

From Theorem 8, we can derive the following corollary.

Corollary 6.

lim
ktα→∞

PD(dL) = 0. (5.24)

Proof. From equation (5.18), we have

PD(dL) =

ˆ 2∆
ktα

− 2∆
ktα

f(z)dz

n∑
i=k

(1

4

)⌊2itαv0
`

⌋(
n

i

)
P iM (1− PM )n−i


≤
ˆ 2∆

ktα

− 2∆
ktα

f(z)dz ·
(

1

4

)⌊2ktαvS
`

⌋
.

(5.25)

100



Since both
´ 2∆
ktα

− 2∆
ktα

f(z)dz and
(

1
4

)⌊2ktαvS
`

⌋
are asymptotically equivalent to 0 as ktα →∞.

Therefore, we have limktα→∞ PD(dL) = 0.

5.4.3.2 The Location Information Leakage to APs

In the second forwarding phase, delivery nodes transmit the data pieces to APs, which are

assumed to be uniformly distributed in urban area. Thus, each AP has equal probability to

receive the data piece and we have the following corollary.

Corollary 7. The location information leakage to each AP can be computed by the following

equation

PA(dL) =
n∑
i=k

(
n

i

)(
1

η

)i(
1− 1

η

)η−i
, (5.26)

where η is the number of wireless APs in urban area. From this equation, we can see that

the location information leakage to delivery node and each AP is asymptotically equivalent

to 0 as k →∞.

5.4.4 Joint Identity and Location Privacy Information Leakage

We have discussed the identity information loss and the location information leakage sepa-

rately. The results show that the delivery node may only obtain partial identity information

that is insufficient to identify the data source. However, the reported location and the iden-

tity information may be dependent on side information attack. In order to elaborate privacy

information loss, we further investigate privacy leakage when these two pieces are considered

jointly.

Theorem 9. For the joint identity and location privacy information leakage, we have

lim
ktα→∞

PDT = 0

lim
k=n
n→∞

PAT = 0. (5.27)
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Proof. Based on Definition 9, we have

PDT ≤ PD(dL),

PAT ≤ PA(dL).

The equalities in above equations may hold if the adversary can collect k or more data pieces

through side information attack. Thus, the joint identity and location privacy information

leakages to an AP and a delivery node are both dependent on the parameters (k, n; tα).

Based on Corollary 6, we have

lim
ktα→∞

PDT ≤ lim
ktα→∞

PD(dL) = 0.

From equation (5.26), the joint identity and location privacy information leakage to an AP

can be derived as follows

0 ≤ lim
k=n
n→∞

PAT ≤ lim
k=n
n→∞

PA(dL) = lim
k→∞

(
1

η

)k
= 0.

Similarly, for the application server, we have the following corollary.

Corollary 8. For the application data server, the joint identity and location privacy infor-

mation under side information attacks can be calculated by

PST =
1

|Y | .

5.4.5 Participating Nodes Collusion

Participating users may conspire or share information to infer privacy information of others.

Assume there are κ (κ ≤ k1) malicious nodes in the network, where k1 is the number of

delivery nodes in urban sensing networks. The probability for an arbitrary delivery node to
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be malicious is κ
k1

. Hence, the location information leakage of the reported data d is

PC(dL) =
n∑
i=k

(
n

i

)(
κ

k1

)i(
1− κ

k1

)n−i
. (5.28)

For each data piece di, the malicious delivery node may record a potential identity set

through traffic monitoring, I i = {ai0, · · · , ail}. As the direct side information can be shared,

the colluding users could limit the source identity to be an element in the intersection⋂k
i=0 I i. The joint identity and location privacy information PCT for collusion attacks falls

as the location information leakage PC(dL) decreases. Based on equation (5.28), PC(dL)

decreases to ( κk1
)k as k increases to n. Then, PCT can be asymptotically equivalent to 0 as

k = n and k →∞. Therefore, we have the following corollary.

Corollary 9.

lim
k=n
n→∞

PCT ≤ lim
k=n
n→∞

PC(dL) = lim
k→∞

(
κ

k1

)k
= 0.

The numerical result is presented in Table 5.2. It shows that the location privacy infor-

mation leakage can be minimized with increasing k for a given n. Furthermore, with a proper

setting on (k, n), DAPP can defend against collusion attacks even if there is a relatively high

ratio of malicious delivery nodes.

5.4.6 Data Integrity

In reality, delivery nodes may drop, tamper with and forge the received data due to their

own interests. To deal with these issues, DAPP provides a mechanism to verify the integrity

of the received data. The application data server needs k untampered data pieces to recover

the original data d and D. In case that at least one data piece in the set of k pieces has

been tampered with, we should have H(d) 6= D. Therefore, the recovered data can detect

whether the data set contains any corrupted data pieces as well as integrity of the recovered

data.
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Table 5.2 Joint privacy information leakage by collusion attacks, where n=30

Percentage of
k = 5 k = 10 k = 15 k = 20 k = 25 k = 30

Colusion Nodes/PCT )(%)

1% 1.16× 10−3 2.50× 10−11 1.35× 10−20 2.73× 10−31 1.36× 10−43 1.36× 10−58

5% 1.56 1.16× 10−4 2.31× 10−10 1.76× 10−17 3.32× 10−26 9.31× 10−38

10% 17.5 4.54× 10−2 3.56× 10−6 1.11× 10−11 8.60× 10−19 1.02× 10−28

15% 47.6 9.66× 10−1 7.08× 10−4 2.14× 10−8 1.65× 10−14 1.92× 10−23
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5.5 Performance Evaluation and Simulation Results

In urban sensing networks, QoS can be measured by communication delay and delivery ratio.

In this section, we analyze the communication delay and error rate of DAPP scheme.

5.5.1 Communication Delay

DAPP scheme includes two phases for data forwarding: data forwarding from the source

node to the delivery nodes, and from the delivery nodes to the application data server.

In the first phase, let the communication delay for the ith data piece distribution is τi,

which includes two parts. One part of the delay is introduced to encounter the ith delivery

node, denoted as γi. Theorem 7 proves that the data distribution process is a Poisson

process. Hence, γi should follow Γ distribution. The probability distribution function for γi

is given by

fγi(t) = λe−λt · (λt)(n−1)

(n− 1)!
, (5.29)

where λ is the arrival rate of Poisson process. The second part is introduced by the inserted

constant interval tα. For the ith delivery node, the delay is equal to itα.

In the second phase, the delay is the time duration from the time that the delivery node

receives a data piece until it reaches the next AP. Suppose the delivery node receives one

data piece at time t̂ and T is the average time duration that the delivery node travels from

one AP to the next AP. The time t̂ should be uniformly distributed in the range of T . We

denote the delay in the second forwarding phase as ti for each data piece di. The total

communication delay Td can be computed as follows:

Td = min
1→k
{γi + ti + itα |i = 1, · · · , k}, (5.30)

where γi+ti+itα is the delay for the application data server to receive the ith data component,

and min1→k is the function to find the kth minimum value of a given set. Equation (5.30)

shows that the overall delay is determined by k when it is large. Table 5.4 gives numerical

results for various k values.
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Table 5.3 The error rate for the reported data, where n=30

PE(%) k = 5 k = 10 k = 15 k = 20 k = 25

pe = 1% 2.64× 10−46 1.31× 10−33 1.27× 10−22 4.59× 10−13 4.83× 10−5

pe = 2% 1.70× 10−38 2.52× 10−27 7.31× 10−18 7.87× 10−10 2.51× 10−3

pe = 3% 6.20× 10−34 1.15× 10−23 4.19× 10−15 5.70× 10−8 2.33× 10−2

pe = 4% 1.05× 10−30 4.43× 10−21 3.65× 10−13 1.13× 10−6 1.06× 10−1

pe = 5% 3.35× 10−28 4.39× 10−19 1.13× 10−11 1.10× 10−5 3.28× 10−1

5.5.2 Delivery Ratio

Due to the nature of the wireless communications, the message received may contain errors.

Unreliable delivery nodes may even drop the received data pieces for their own interests. To

deal with this problem, the proposed scheme introduces redundancy to minimize the error

rate for the reporting data. The underlying secret sharing scheme ensures the reported data

can be recovered by receiving k or more valid data pieces. The extra n− k data pieces add

redundancy that can be employed for data recovery under erroneous scenarios. Let pe be

the error rate or packet loss rate of a single data piece. The overall error rate PE for the

reported data can be computed by the following equation:

PE =
n∑

i=n−k+1

(
n

i

)
pie(1− pe)n−i. (5.31)

Based on equation (5.31), for a given n, the overall error rate PE decreases when k reduces,

and the overall error rate PE can be minimized by increasing the number of redundant

packets. Table 5.3 provides numerical results of the overall error rate for various k’s.

5.5.3 Trade-off Design

In this dissertation, DAPP is designed to achieve trade-off among several conflicting design

issues in urban sensing networks. It leverages the relationship between configurable scheme

parameters and system performance to provide flexible options for system users. Based
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on equation (5.18) and equation (5.30), we have the following equations to determine joint

information leakage and communication delay:



PDT = P (ts > ktα)

×∑n
i=k

(1
4

)⌊2itαvS
`

⌋ (n
i

)
P iM (1− PM )n−i



Td = min1→k{γi + ti + itα |i = 1, · · · , k},

(5.32)

In equation (5.32), parameter tα is designed to prevent one single delivery node from

collecting multiple data pieces in a sparse network. It can be set according to the density

of population. The two equations show the trade-off between communication delay and

security. For a given tα and n, the location privacy information leakage can be minimized

by increasing the value of k. On the other hand, when k increases, the communication delay

also increases, as shown in Table 5.4 and Table 5.5.

Furthermore, for the trade-off between error rate and security, we have the following

equations:



PDT = P (ts > ktα)

×∑n
i=k

(1
4

)⌊2itαvS
`

⌋ (n
i

)
P iM (1− PM )n−i



PE =
∑n
i=n−k+1

(n
i

)
pie(1− pe)n−i.

(5.33)

In equation (5.33), for a given tα and n, the error rate can be minimized by decreasing

k. However, the direct joint information leakage to the delivery nodes also increase. The

numerical results are provided in Table 5.3 and Table 5.5.
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Table 5.4 The average communication delay and joint privacy information leakage for various
k, while n = 30, λ = 100 and tα = 20

λ = 1 Location Communication

tα = 20 Leakage PDT (%) Delay(s)

k = 5 2.37 648.7

k = 10 2.29× 10−1 1201.6

k = 15 3.11× 10−2 1749.4

k = 20 5.20× 10−3 2300.7

k = 25 9.67× 10−4 2852.3

k = 30 2.10× 10−4 3418.2

In summary, DAPP can achieve trade-off among security, communication delay and de-

livery ratio. By carefully setting on parameter (n, k, tα), DAPP can provide an excellent

balance between location privacy for participating users and various performance require-

ments of data users.

5.5.4 Computational Complexity

The computational complexity is determined by the overhead in recovery of the secret data

using Barycentric Lagrange Interpolation, which is O(n) for reconstruction of the collected

data. If the delivery nodes only drop data pieces without manipulating, then the Barycentric

Lagrange Interpolation algorithm only needs to be implemented once to recover the collected

data. However, if the application data server receives modified or corrupted data pieces, it

may need to implement the Barycentric Lagrange Interpolation algorithm up to
(n
k

)
times

in the worst case to recover the original data.

Fortunately, the parameters (k, n) with relatively small values are able to decrease the

location information leakage close to 0, as shown in Table 5.5. As a consequence, it enables

the application data server to rebuild the original data in a short time interval. In particular,

for n = 25 and k = 20, the computer with 2.0GHz processor needs at most 0.053 seconds to

reconstruct the original data.
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5.5.5 Numerical Simulation Results

In numerical simulations, we assume vi follows the uniform distribution in the range of

[Vmin, Vmax]. The results of other distributions are similar. To emulate the reality, we set up

both dense network and sparse network to show the joint information leakage to the delivery

node. In the two scenarios, we select various parameters (k, n, tα) to show the relationship

between the settings and the security performance against intermediate delivery node under

side information attack.

In the first scenario, we set the average number of people in the communication range of

the source node as λ = 10, and tα = 1. With a proper setting on (k, n), PM is small enough

to make the joint information leakage approximated to 0. The joint information leakage to

the delivery node is presented in Table 5.5.

In the second scenario, we consider a sparse network in the urban area. We set λ = 100.

Then through equation (5.20) and equation (5.21), we can derive that the average number

of people in the communication range of source node to be around 1. As a consequence,

there may be only one neighbor node around the source node to be selected as delivery

node. In such a scenario, the joint information leakage is determined by the value of P (ts ≥

ktα) ·
(

1
4

)⌊2ktαv0
L

⌋
. To minimize this value, we raise tα to 20 and let k increases from 5 to

30. The joint information leakage to the delivery node is shown in Table 5.3 and Table 5.5.

The simulation results of the tables can be summarized as follows:

• Location privacy can be preserved in the proposed DAPP scheme under side informa-

tion attack.

• With proper parameter settings, the joint information leakage can be minimized to

approximately 0 for each delivery node.

• The joint information leakage, average communication delay and error rate can be

adjusted by the selection on system parameters.

109



5.6 Summary

In this chapter we propose a delay-aware privacy preserving (DAPP) data forwarding scheme

for people-centric urban sensing networks. It is developed based on Sharmir’s secret sharing,

dynamic pseudonyms and a two-phase data forwarding method. The two-phase forwarding

method detaches the connection between the source node and the application data server.

The Shamir’s secret sharing based scheme prevents delivery nodes from discovering privacy

information in the reported data. The proposed dynamic pseudonym scheme can provide

anonymity of identity against side information attacks. Both theoretical analysis and simu-

lation results demonstrate that the proposed DAPP can provide an excellent design trade-off

among security, communication delay and delivery ratio.
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Table 5.5 The average communication delay and joint privacy information leakage for various (k, n), tα = 1 and λ = 10

Delay(s)
k = 5 k = 10 k = 15 k = 20 k = 25 k = 30

/PD
T (%)

n = 5 219.5/8.89× 10−4 - - - - -

n = 10 145.2/1.45× 10−1 284.8/5.28× 10−9 - - - -

n = 15 140.3/1.13 213.8/9.85× 10−6 341.3/4.45× 10−14 - - -

n = 20 139.8/3.84 206.9/3.77× 10−4 271.8/4.21× 10−10 396.6/3.76× 10−19 - -

n = 25 139.6/8.71 206.7/4.17× 10−3 264.7/5.44× 10−8 327.4/1.21× 10−14 451.2/3.20× 10−24 -

n = 30 139.2/15.6 206.2/2.40× 10−2 284.3/1.58× 10−6 320.3/4.15× 10−12 382.7/2.75× 10−19 506.1/2.78× 10−29
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

Location privacy is an essential design and performance issue for WSNs and people-centric

networks along with other constraints such as energy efficiency, lifetime and communication

delay. In this dissertation, we intend to address location privacy and other conflicting design

constraints in a cost-aware framework for these two types of networks.

6.1 CASER Protection Scheme

For source location privacy in traditional wireless sensor networks, we present a secure and

efficient Cost-Aware SEcure Routing (CASER) protocol to balance energy consumption and

increase network lifetime. We first devise an energy balance control parameter to create an

adjustable filter to balance the energy consumption. We develop a security level parameter

to determine the probabilistic distribution of random walking. We derive formulas to decide

the energy consumption based on the energy balance control parameter and security level.

For CASER, we employ two routing strategies, shortest path routing and random walking.

The security level parameter can make routing paths dynamic and unpredictable. It can

effectively prevent adversaries from tracing back to the source location and defend against

jamming attacks. The shortest path routing strategy is used to ensure a high message

delivery ratio. Both theoretical analysis and simulation results show that CASER has an

excellent routing performance in terms of energy balance and routing path distribution for

location privacy.

We investigate the energy consumption for CASER scheme with uniformly distributed

events. The analysis and simulation results show the energy consumption is severely dispro-

portional to uniform energy deployment. The sensor nodes closer to sink node may exhaust

their residual energy for relaying messages. To solve this problem, we propose a non-uniform
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energy deployment scheme to maximize the lifetime of WSNs. To provide equivalent security

properties, CASER scheme is updated to adapt the non-uniform energy deployment. Our

analysis and simulation results show that we can increase the lifetime and the number of

messages that can be delivered under the non-uniform energy deployment by more than four

times of uniform energy deployment under the same assumption.

CASER has the flexibility to support multiple routing strategies in message forwarding

to extend the lifetime while increasing routing security. It can achieve a trade-off between

security and network lifetime.

6.2 CAR Routing Algorithm

We introduce a congestion-aware routing (CAR) algorithm to reduce the communication

delay in WSNs. We propose to monitor traffic in the wireless medium channel and utilize

the channel competing results as a strategy to select a relay node.

We analyze communication delay in both the ideal case and the worst case. The theo-

retical analysis and simulation results demonstrate that the proposed CAR routing scheme

can reduce the end-to-end packet transmission delay by more than 50% while increasing the

network throughput for more than two times in our settings.

6.3 DAPP Protection Scheme

For location privacy in urban sensing networks, we introduce a delay-aware secure message

forwarding scheme. We first propose a Sharmir’s secret sharing based scheme to ensure

confidentiality of the collected data. The proposed scheme can also provide options for

integrity verification to prevent adversaries from dropping and tampering with the reported

data.

A dynamic pseudonym is introduced to conceal the real identity of the source node.

Through this scheme, the relationship between the source node and the pseudonyms can be
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protected. It effectively defends against side information attacks.

We propose a two-phase forwarding scheme to detach the connection between source

nodes and application data server. In this way, the application data server is unable to

estimate the source node identity based on direct side information. Theoretical analysis

shows by using dynamic pseudonym scheme and secret-sharing, the proposed scheme can

preserve trajectory privacy.

We provide quantitatively analyze on the performance of the communication delay and

the delivery ratio under a given security level. It shows that DAPP has the flexibility

to provide a trade-off among communication delay, delivery ratio and participating user’s

privacy. The simulation results show that DAPP can minimize information leakage under

the given communication delay constraints. The built-in redundancy in DAPP can also

minimize the error rate for reporting data.

6.4 Related Future Works

The future work that directly related to this dissertation is broad and comprehensive. We

are currently working on the following two issues:

Privacy Definition and Characterization In this dissertation, we defined location pri-

vacy information leakage from probability perspective. However, there is still a lack of

quantitative measurement and characterization of privacy information in general. Our goal

is to develop a formal methodology to characterize privacy and provide a quantitative mea-

surement.

Measurement Criterion on Privacy Information Loss Publishing individual data

records without revealing sensitive information is an important yet challenging issue. Several

criteria have been proposed in existing research to measure the information loss of a privacy

protection scheme, such as k-anonymity, l-diversity and t-closeness. However, k-anonymity
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and t-closeness cannot provide privacy if sensitive values in an equivalence class lack diver-

sity. l-diversity does not consider overall distribution for privacy information, which is also

difficult to be realized. These criteria also are not able to provide the lower bound of privacy

information loss for a published table. As a future research task, we intend to develop a

general information disclosure methodology under a given privacy leakage constraint.
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