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## Chapter 0

## Introduction

Formal power series (or generating functions) and symmetric functions are powerful tools in algebraic combinatorics. In this study, we combine some ideas from both to provide a uniform framework for proving congruences and identities. Specifically, let $R(z)=1+$ $a_{1} z+a_{2} z^{2}+\cdots$ be a fixed formal power series in $\mathbb{C}[[z]]$. Since the constant term of $R(z)$ is $1,1 / R(z)$ is still a formal power series over $\mathbb{C}$ with constant term 1 . So, we can define

$$
\begin{aligned}
& H(z)=1+h_{1} z+h_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]], \\
& E(z)=1+e_{1} z+e_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]],
\end{aligned}
$$

and

$$
P(z)=p_{1} z+p_{2} z^{2}+\cdots \in z \mathbb{C}[[z]]
$$

by the equations

$$
\begin{aligned}
& H(z)=\frac{1}{R(z)} \\
& E(z)=R(-z)
\end{aligned}
$$

and

$$
P(z)=-z \frac{R^{\prime}(z)}{R(z)}=z \frac{H^{\prime}(z)}{H(z)}
$$

We then factor $R(z)$ as

$$
R(z)=\prod_{n \geq 1}\left(1+R_{n}(z)\right)^{C_{n}}
$$

where the $R_{n}(z)$ are formal power series in $\mathbb{C}[[z]]$ having $z^{n}$ as the smallest power with nonzero coefficient. By using the following four types of factorizations:

$$
\begin{array}{ll}
\text { Type I } & R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}} \\
\text { Type II } & R(z)=\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{N_{n}}, \\
\text { Type III } & R(z)=\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{o_{n}}, \\
\text { Type IV } & R(z)=\prod_{n \geq 1}\left(1-Q_{n} z^{n}\right)
\end{array}
$$

where $q \geq 2$ is a positive integer, we derive various congruences and identities.
In the special case where $R(z)$ is a polynomial, $H(z), E(z)$, and $P(z)$ become the generating functions for the complete homogeneous, elementary, and power sum symmetric functions in the inverses of the roots of $R(z)$. This setting permits us to uniformly explain relationships between Waring's Formulas, Newton's Identity, symmetric functions, and linear recurrence relations.

We also give some characterizations of those coefficient sequences $\left\{p_{n}\right\}_{n \geq 1}$ of $P(z)$ which satisfy

$$
\sum_{d \mid n} \mu(d) p_{n / d} \equiv 0 \quad(\bmod n)
$$

or

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d} \equiv 0 \quad\left(\bmod q^{t} n\right)
$$

where $q$ is a prime and $t$ is a positive integer. Moreover, using our model, we settle several conjectures in the literature and generalize some known theorems.

We have several different applications. In the first, we use the cycle indicator, $\mathcal{C}_{n}$, of the symmetric group

$$
\mathcal{C}_{n}\left(t_{1}, t_{2}, \cdots, t_{n}\right)=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n} \frac{1}{k_{1}!k_{2}!\cdots k_{n}!}\left(\frac{t_{1}}{1}\right)^{k_{1}}\left(\frac{t_{2}}{2}\right)^{k_{2}} \cdots\left(\frac{t_{n}}{n}\right)^{k_{n}}
$$

to express relationships between $R(z), H(z), E(z)$ and $P(z)$. Moreover, we use the cycle indicator and the Lagrange Inversion Theorem to derive various identities connecting several famous combinatorial sequences.

In the second application, we discuss the relationship between the number of periodic points in a dynamical system, linear recurrence relations, and the power sum symmetric function in the characteristic roots of the recurrence relation. Moreover, we prove the conjectures of Du in $[15,16,17]$ and give algebraic proofs of some of his theorems.

In the final application, we use our results to give explicit formulas for universal polynomials of universal $\lambda$-rings. Moreover, we provide a connection of our work with ghost rings, necklace rings, and Witt vectors.

## Chapter 1

## Preliminaries

We use the following notation: $\mathbb{P}$ is the positive integers, $\mathbb{N}$ is the nonnegative integers, $\mathbb{Z}$ is the integers, $\mathbb{Q}$ is the rational numbers, $\mathbb{R}$ is the real numbers, and $\mathbb{C}$ is the complex numbers.

### 1.1 Formal power series

We recall some definitions and properties of formal power series. Details can be found in [24, 61].

Definition 1.1.1. The algebra of formal power series in $z$ over $\mathbb{C}$ is

$$
\mathbb{C}[[z]]=\left\{\sum_{n \geq 0} a_{n} z^{n} \mid a_{n} \in \mathbb{C} \quad \text { for all } n \geq 0\right\}
$$

$\mathbb{C}[[z]]$ is an algebra under the operations:
Addition: $\quad\left(\sum_{n \geq 0} a_{n} z^{n}\right)+\left(\sum_{n \geq 0} b_{n} z^{n}\right)=\sum_{n \geq 0}\left(a_{n}+b_{n}\right) z^{n}$.
Product: $\quad\left(\sum_{n \geq 0} a_{n} z^{n}\right)\left(\sum_{n \geq 0} b_{n} z^{n}\right)=\sum_{n \geq 0} c_{n} z^{n} \quad$ where $c_{n}=\sum_{i=0}^{n} a_{i} b_{n-i}$.
Scalar multiplication: $\quad c\left(\sum_{n \geq 0} a_{n} z^{n}\right)=\sum_{n \geq 0}\left(c a_{n}\right) z^{n} \quad$ where $c \in \mathbb{C}$.

If $F(z)$ and $G(z)$ are elements of $\mathbb{C}[[z]]$ satisfying $F(z) G(z)=1$, then we write $G(z)=$ $F(z)^{-1}$.

Theorem 1.1.2. Let $F(z)=\sum_{n \geq 0} a_{n} z^{n} \in \mathbb{C}[[z]]$. Then $F(z)^{-1}$ exists if and only if $a_{0} \neq 0$.

We commonly write $a_{0}=F(0)$, even through $F(z)$ is not considered to be a function of $z$.

We need to deal with infinite sums and products in $\mathbb{C}[[z]]$. Hence, we need the concept of convergence. For that, we need the following definition.

Definition 1.1.3. The order of nonzero $F(z) \in \mathbb{C}[[z]]$ is $\operatorname{ord} F(z)=$ the smallest $n$ such that $z^{n}$ has nonzero coefficient in $F(z)$.

The leading coefficient of $F(z)$ is the coefficient of $z^{\operatorname{ord} F(z)}$.

Definition 1.1.4. Let $F_{n}(z) \in \mathbb{C}[[z]]$ for $n \geq 0$. Then the limit $\lim _{n \rightarrow \infty} F_{n}(z)=F(z)$ exists if $\lim _{n \rightarrow \infty} \operatorname{ord}\left(F(z)-F_{n}(z)\right)=\infty$.

Now, we can define infinite sums and products.

Definition 1.1.5. Let $F_{n}(z) \in \mathbb{C}[[z]]$ for $n \geq 0$.
(i) The $\operatorname{sum} F(z)=\sum_{n \geq 0} F_{n}(z)$ exists in $\mathbb{C}[[z]]$ if and only if $F(z)=\lim _{n \rightarrow \infty} S_{n}(z)$ exists where $S_{n}(z)=F_{0}(z)+F_{1}(z)+\cdots+F_{n}(z)$.
(ii) The product $F(z)=\prod_{n \geq 0} F_{n}(z)$ exists in $\mathbb{C}[[z]]$ if and only if $F(z)=\lim _{n \rightarrow \infty} P_{n}(z)$ exists where $P_{n}(z)=F_{0}(z) F_{1}(z) \cdots F_{n}(z)$.

## Proposition 1.1.6.

(i) Let $F_{n}(z) \in \mathbb{C}[[z]]$ for $n \geq 0$. Then $\sum_{n \geq 0} F_{n}(z)$ converges if and only if $\lim _{n \rightarrow \infty} \operatorname{ord} F_{n}(z)=$ $\infty$.
(ii) Let $F_{n}(z) \in \mathbb{C}[[z]]$ with $F_{n}(0)=0$ for $n \geq 0$. Then $\prod_{n \geq 0}\left(1+F_{n}(z)\right)$ converges if and only if $\lim _{n \rightarrow \infty} \operatorname{ord} F_{n}(z)=\infty$.

We can now define the important composition operation.

Definition 1.1.7. Let $F(z)=\sum_{n \geq 0} a_{n} z^{n}, G(z)=\sum_{n \geq 0} b_{n} z^{n}$ with $b_{0}=0$, then we can define the composition $F(G(z)):=\sum_{n \geq 0} a_{n} G(z)^{n}$. Note that $b_{0}=0$ guarantees the convergence of the sum for $F(G(z))$.

We will need the following particular series and operations in the next chapters.

Definition 1.1.8. We define the following formal power series.
(i) Exponential

$$
\exp (z):=1+z+\frac{z^{2}}{2!}+\cdots
$$

(ii) Logarithm

$$
\log (1+z):=z-\frac{z^{2}}{2}+\frac{z^{3}}{3}-\cdots
$$

Definition 1.1.9. Let $F(z)=\sum_{n \geq 0} a_{n} z^{n} \in \mathbb{C}[[z]]$. Then $F(z)$ has
(i) formal derivative

$$
F^{\prime}(z):=\sum_{n \geq 0}(n+1) a_{n+1} z^{n}
$$

(ii) formal integral

$$
\int_{0}^{z} F(x) d x:=\sum_{n \geq 1} \frac{a_{n-1}}{n} z^{n}
$$

Definition 1.1.10. Let $F(z)=\sum_{n \geq 0} a_{n} z^{n}, G(z)=\sum_{n \geq 0} b_{n} z^{n} \in \mathbb{C}[[z]]$. Then the Hadamard product of $F(z)$ and $G(z)$ is defined by

$$
F(z) \odot G(z):=\sum_{n \geq 0} a_{n} b_{n} z^{n}
$$

### 1.2 Arithmetic functions

We also recall some definitions and properties of arithmetic functions (see e.g [2, 28]).

Definition 1.2.1. A complex-valued function defined on the positive integers is called an arithmetic function.

Definition 1.2.2. Let $\alpha$ and $\beta$ be two arithmetic functions. The Dirichlet product (or Dirichlet convolution) of $\alpha$ and $\beta$ is defined by

$$
(\alpha * \beta)(n)=\sum_{d \mid n} \alpha(d) \beta(n / d)
$$

We have some algebraic properties of the Dirichlet product.

Proposition 1.2.3. For any arithmetic functions $\alpha, \beta$ and $\gamma$ we have

$$
\begin{aligned}
\alpha * \beta & =\beta * \alpha \\
(\alpha * \beta) * \gamma & =\alpha *(\beta * \gamma)
\end{aligned}
$$

That is, the Dirichlet product is commutative and associative.

Definition 1.2.4. The arithmetic function I given by

$$
I(n)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { if } n>1\end{cases}
$$

is called the identity function.
The identity function $I$ is the identity element for the Dirichlet product.
If $\alpha$ and $\beta$ are arithmetic functions satisfying $\alpha * \beta=I$, then we write $\beta=\alpha^{-1}$ and call $\beta$ the Dirichlet inverse of $\alpha$.

Theorem 1.2.5. Let $\alpha$ be an arithmetic function. Then $\alpha^{-1}$ exists if and only if $\alpha(1) \neq 0$.

Definition 1.2.6. We define the unit function $u$ to be the arithmetic function such that $u(n)=1$ for all $n \geq 1$.

We have the celebrated Möbius function and Möbius Inversion Theorem.

Definition 1.2.7. The Möbius function $\mu(n)$ is defined by

$$
\mu(n)= \begin{cases}1 & \text { if } n=1 \\ (-1)^{k} & \text { if } n=p_{1} p_{2} \cdots p_{k} \\ 0 & \text { otherwise }\end{cases}
$$

Note that $u$ and $\mu$ are the Dirichlet inverses of each other.

Möbius Inversion Theorem. Let $\alpha(n)$ and $\beta(n)$ be arithmetic functions. Then

$$
\alpha(n)=\sum_{d \mid n} \beta(d), \quad \text { for all } n \geq 1
$$

if and only if

$$
\beta(n)=\sum_{d \mid n} \mu(d) \alpha(n / d), \quad \text { for all } n \geq 1
$$

We also need the definition of the following function.

Definition 1.2.8. The Euler totient $\phi(n)$ is defined to be the number of positive integers $\leq n$ which are relatively prime to $n$.

Proposition 1.2.9. We have

$$
\sum_{d \mid n} \phi(d)=n
$$

In order to get congruences and identities in the next chapter, we need the following notation.

Definition 1.2.10. We use the notation $F(z) \equiv G(z)\left(\bmod z^{n}\right)$ where $F(z), G(z) \in \mathbb{C}[[z]]$ to mean $F(z)-G(z) \in z^{n} \mathbb{C}[[z]]$.

If $q \in \mathbb{P}$, we also use the notation $F(z) \equiv G(z)(\bmod q)$ to mean that $F(z)-G(z) \in$ $q \mathbb{Z}[[z]]$. In other words, for each power of $z$, the difference between the corresponding coefficients of $F(z)$ and $G(z)$ is an integral multiple of $q$ (even though the coefficients themselves may be complex).

Other definitions will be introduced as needed.

## Chapter 2

## Main Results

In this chapter, we use formal power series to obtain some general results for proving identities and congruences.

### 2.1 The types

Let $R(z)=1+a_{1} z+a_{2} z^{2}+\cdots$ be a fixed formal power series in $\mathbb{C}[[z]]$. Since the constant term of $R(z)$ is $1,1 / R(z)$ is still a formal power series over $\mathbb{C}$ with constant term 1 . So, we can define

$$
\begin{aligned}
& H(z)=1+h_{1} z+h_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]] \\
& E(z)=1+e_{1} z+e_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]]
\end{aligned}
$$

and

$$
P(z)=p_{1} z+p_{2} z^{2}+\cdots \in z \mathbb{C}[[z]]
$$

by the equations

$$
\begin{align*}
& H(z)=\frac{1}{R(z)}  \tag{2.1}\\
& E(z)=R(-z) \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
P(z)=-z \frac{R^{\prime}(z)}{R(z)}=z \frac{H^{\prime}(z)}{H(z)} \tag{2.3}
\end{equation*}
$$

It is useful to write equation (2.3) as

$$
\begin{equation*}
R(z)=\exp \left(-\int_{0}^{z} \frac{P(x)}{x} d x\right)=\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \tag{2.4}
\end{equation*}
$$

As we will see in Subsection 2.5.1, if $R(z)$ is a polynomial then $H(z), E(z)$ and $P(z)$ are just the generating functions for the complete homogeneous, elementary, and power sum symmetric functions in the reciprocals of the roots of $R(z)$.

We will be interested in how various factorizations of $R(z)$ translate in terms of $H(z)$, $E(z)$ and $P(z)$. But first we need some preliminary results.

Theorem 2.1.1. If $R_{n}(z)$, for all $n \geq 1$ are formal power series in $\mathbb{C}[[z]]$ with $\operatorname{ord} R_{n}(z)=n$, then there are unique $C_{n} \in \mathbb{C}, n \geq 1$, with

$$
R(z)=\prod_{n \geq 1}\left(1+R_{n}(z)\right)^{C_{n}}
$$

Proof: Notice that

$$
\left(1+R_{n}(z)\right)^{C_{n}}=1+r_{n} C_{n} z^{n}+\cdots
$$

where $r_{n} \neq 0$ is the leading coefficient of $R_{n}(z)$. Also multiplying any formal power series by $1+R_{n}(z)$ changes only the $z^{j}$ terms for $j \geq n$. So, it is enough to show that we can find $C_{1}, C_{2}, \cdots$ so that

$$
R(z) \equiv 1+a_{1} z+\cdots+a_{n} z^{n} \equiv \prod_{j=1}^{n}\left(1+R_{j}(z)\right)^{C_{j}} \quad\left(\bmod z^{n+1}\right)
$$

for all $n \in \mathbb{P}$.
We prove this by induction on $n$. For $n=1$, let

$$
C_{1}=\frac{a_{1}}{r_{1}}
$$

We have

$$
R(z) \equiv 1+a_{1} z \equiv\left(1+R_{1}(z)\right)^{C_{1}} \quad\left(\bmod z^{2}\right)
$$

Assume that there exist unique $C_{j}$, for $1 \leq j \leq n-1$ such that

$$
R(z) \equiv 1+a_{1} z+\cdots+a_{n-1} z^{n-1} \equiv \prod_{j=1}^{n-1}\left(1+R_{j}(z)\right)^{C_{j}} \quad\left(\bmod z^{n}\right)
$$

Write

$$
\prod_{j=1}^{n-1}\left(1+R_{j}(z)\right)^{c_{j}}=1+a_{1} z+\cdots+a_{n-1} z^{n-1}+\tilde{a}_{n} z^{n}+\cdots
$$

and let

$$
\begin{equation*}
C_{n}=\frac{a_{n}-\tilde{a}_{n}}{r_{n}} . \tag{2.5}
\end{equation*}
$$

Then

$$
\begin{aligned}
\prod_{j=1}^{n}\left(1+R_{j}(z)\right)^{c_{j}} & =\left(1+a_{1} z+\cdots+a_{n-1} z^{n-1}+\tilde{a}_{n} z^{n}+\cdots\right)\left(1+R_{n}(z)\right)^{c_{n}} \\
& =\left(1+a_{1} z+\cdots+a_{n-1} z^{n-1}+\tilde{a}_{n} z^{n}+\cdots\right)\left(1+\left(a_{n}-\tilde{a}_{n}\right) z^{n}+\cdots\right) \\
& =1+a_{1} z+\cdots+a_{n} z^{n}+\cdots
\end{aligned}
$$

So,

$$
R(z) \equiv 1+a_{1} z+\cdots+a_{n} z^{n} \equiv \prod_{j=1}^{n}\left(1+R_{j}(z)\right)^{c_{j}} \quad\left(\bmod z^{n+1}\right)
$$

Therefore, by induction, we are done.
We need the following lemma and corollary to prove various integer congruences.
Lemma 2.1.2. Let $q, t \in \mathbb{P}$. If $R(z) \in q z \mathbb{Z}[[z]]$, then

$$
(1+R(z))^{q^{t-1}} \equiv 1 \quad\left(\bmod q^{t}\right) .
$$

Proof: Induct on $t$. For $t=1$, the result is trivial.
Assume the lemma is true for $t-1 \geq 1$, that is

$$
(1+R(z))^{t^{t-2}}=1+q^{t-1} \tilde{R}(z)
$$

for some $\tilde{R}(z) \in z \mathbb{Z}[[z]]$. Then

$$
\begin{aligned}
(1+R(z))^{q^{t-1}} & =\left((1+R(z))^{q^{t-2}}\right)^{q} \\
& =\left(1+q^{t-1} \tilde{R}(z)\right)^{q} \\
& =\left(1+q q^{t-1} \tilde{R}(z)+\binom{q}{2}\left(q^{t-1} \tilde{R}(z)\right)^{2}+\cdots+\left(q^{t-1} \tilde{R}(z)\right)^{q}\right) \\
& \equiv 1 \quad\left(\bmod q^{t}\right)
\end{aligned}
$$

since $\left(q^{t-1}\right)^{i}=q^{(t-1) i}$ and $(t-1) i \geq t$, for $i \geq 2, t \geq 2$.

Corollary 2.1.3. Let $q, t \in \mathbb{P}$. Given $R_{n}(z)$, for all $n \geq 1$ as in Theorem 2.1.1 with $R_{n}(z) \in$ $q z^{n}( \pm 1+z \mathbb{Z}[[z]])$ for all $n \geq 1$. Then

$$
R(z) \in 1+q^{t} z \mathbb{Z}[[z]]
$$

if and only if

$$
C_{n} \in q^{t-1} \mathbb{Z} \quad \text { for all } n \geq 1
$$

Proof: $\quad(\Leftarrow)$ This follows from Lemma 2.1.2.
$(\Rightarrow)$ We proceed by induction on $n$ as in the proof of Theorem 2.1.1. It is clear that $C_{1} \in q^{t-1} \mathbb{Z}$. Assume that $C_{j} \in q^{t-1} \mathbb{Z}$, for $1 \leq j \leq n-1$, then $\tilde{a}_{n} \in q^{t} \mathbb{Z}$ by Lemma 2.1.2. Therefore, by equation (2.5), $C_{n} \in q^{t-1} \mathbb{Z}$ since $a_{n} \in q^{t} \mathbb{Z}$ and $r_{n}= \pm q$.

We will now introduce the four types of factorization that will concern us for the rest of this thesis.

### 2.1.1 Type I

Let

$$
R_{n}(z)=-z^{n} \quad \forall n \geq 1
$$

Using these polynomials, we have the next theorem.

Theorem 2.1.4. Let $R(z)=1+a_{1} z+a_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]]$. There are unique $M_{n} \in$ $\mathbb{C}, n \geq 1$, with

$$
\begin{equation*}
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}} \tag{2.6}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
p_{n}=\sum_{d \mid n} d M_{d} \quad \forall n \geq 1 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{n}=\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d} \quad \forall n \geq 1 \tag{2.8}
\end{equation*}
$$

Proof: The first statement is clear because of Theorem 2.1.1.
Now taking the logarithmic derivative on both sides of (2.6), and multiplying by $-z$ gives

$$
-z \frac{R^{\prime}(z)}{R(z)}=\sum_{n \geq 1} n M_{n} \frac{z^{n}}{1-z^{n}} .
$$

That is,

$$
P(z)=\sum_{n \geq 1} n M_{n}\left(z^{n}+z^{2 n}+\cdots\right) .
$$

Comparing the coefficients on both sides, we get

$$
p_{n}=\sum_{d \mid n} d M_{d} \quad \forall n \geq 1 .
$$

Finally, equation (2.8) follows by applying the Möbius Inversion Theorem to (2.7).
We can now obtain the Cyclotomic Identity (see e.g. [40]) which has important applications in combinatorics.

Corollary 2.1.5 (Cyclotomic Identity). If $\alpha \in \mathbb{P}$, then we have

$$
\frac{1}{1-\alpha z}=\prod_{n \geq 1}\left(\frac{1}{1-z^{n}}\right)^{M_{n}} \quad \text { where } \quad M_{n}=\frac{1}{n} \sum_{d \mid n} \mu(d) \alpha^{n / d} .
$$

Proof: Let $R(z)=1-\alpha z$. We get $p_{n}=\alpha^{n}$ from equation (2.3). Hence, by equation (2.6) and (2.8), we have the desired result.

Remark: It is worth noting that $M_{n}=\frac{1}{n} \sum_{d \mid n} \mu(d) \alpha^{n / d}$ is the number of primitive necklaces with $n$ beads and $\alpha$ colors.

### 2.1.2 Type II

Let $q>1$ be a positive integer and let

$$
R_{n}(z)=z^{n}+\cdots+z^{(q-1) n} \quad \forall n \geq 1 .
$$

Before we can state the analog of Theorem 2.1.4 in this context, we need the following definition and lemma.

Definition 2.1.6. Let $q>1$ be a positive integer. If $n=m q^{s}$, where $q \nmid m$, then we define $\operatorname{ord}_{q}(n)=s$.

Lemma 2.1.7. Let $\left\{\alpha_{n}\right\}_{n \geq 1}$ and $\left\{\beta_{n}\right\}_{n \geq 1}$ be two sequences. Let $q>1$ be a positive integer and $c$ be a constant. Then

$$
\beta_{n}= \begin{cases}\sum_{d \mid n} \alpha_{d} & \text { if } q \nmid n  \tag{2.9}\\ \sum_{d \mid n} \alpha_{d}-c \sum_{d \left\lvert\, \frac{n}{q}\right.} \alpha_{d} & \text { if } q \mid n\end{cases}
$$

if and only if

$$
\alpha_{n}=\sum_{d \mid n} \mu(d) \beta_{\frac{n}{d}}+c \sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) \beta_{\frac{n}{q d}}+\cdots+c^{s} \sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) \beta_{\frac{n}{q^{2} d}}
$$

where $s=\operatorname{ord}_{q}(n)$.

Proof: Using equation (2.9), we define

$$
\begin{aligned}
B(n) & :=\sum_{i=0}^{\operatorname{ord}_{q}(n)} c^{i} \beta_{n / q^{i}} \\
& =\beta_{n}+c \beta_{n / q}+\cdots+c^{s} \beta_{n / q^{s}} \\
& =\left(\sum_{d \mid n} \alpha_{d}-c \sum_{d \left\lvert\, \frac{n}{q}\right.} \alpha_{d}\right)+c\left(\sum_{d \left\lvert\, \frac{n}{q}\right.} \alpha_{d}-c \sum_{d \left\lvert\, \frac{n}{q^{2}}\right.} \alpha_{d}\right)+\cdots+c^{s} \sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \alpha_{d} \\
& =\sum_{d \mid n} \alpha_{d}
\end{aligned}
$$

Hence, we have

$$
\beta_{n}= \begin{cases}B(n) & \text { if } q \nmid n \\ B(n)-c B(n / q) & \text { if } q \mid n\end{cases}
$$

Now, by Möbius Inversion Theorem, we obtain

$$
\begin{aligned}
& \alpha_{n}=\sum_{d \mid n} \mu(n / d) B(d) \\
& =\sum_{d \mid n} \mu(n / d) \sum_{i=0}^{\operatorname{ord} d_{q}(d)} c^{i} \beta_{d / q^{i}} \\
& =\sum_{i=0}^{\operatorname{ord} d_{q}(n)} \sum_{d \left\lvert\, \frac{n}{q^{i}}\right.} \mu\left(\frac{n}{q^{i} d}\right) c^{i} \beta_{d} \\
& =\sum_{i=0}^{o r d_{q}(n)} \sum_{d \left\lvert\, \frac{n}{q^{i}}\right.} \mu(d) c^{i} \beta_{\frac{n}{q^{\prime} d}} \\
& =\sum_{d \mid n} \mu(d) \beta_{d}^{n}+c \sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) \beta_{\frac{n}{\eta d}}+\cdots+c^{t} \sum_{d \left\lvert\, \frac{n}{q^{2}}\right.} \mu(d) \beta_{\frac{n}{\tau^{\frac{n}{d}}}} .
\end{aligned}
$$

This establishes the result.

Theorem 2.1.8. Let $R(z)=1+a_{1} z+a_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]]$. There are unique $N_{n} \in$ $\mathbb{C}, n \geq 1$, with

$$
\begin{equation*}
R(z)=\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{N_{n}} \tag{2.10}
\end{equation*}
$$

Moreover,

$$
p_{n}= \begin{cases}-\sum_{d \mid n} d N_{d} & \text { if } q \nmid n,  \tag{2.11}\\ -\sum_{d \mid n} d N_{d}+q \sum_{d \left\lvert\, \frac{n}{q}\right.} d N_{d} & \text { if } q \mid n\end{cases}
$$

and

$$
\begin{equation*}
N_{n}=-\frac{1}{n}\left(\sum_{d \mid n} \mu(d) p_{n / d}+q \sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) p_{\frac{n}{q^{d}}}+\cdots+q^{s} \sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) p_{\frac{n}{q^{s d}}}\right) \tag{2.12}
\end{equation*}
$$

where $s=\operatorname{ord}_{q}(n)$.

Proof: The first statement is clear because of Theorem 2.1.1.
We may rewrite

$$
\begin{equation*}
R(z)=\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{N_{n}}=\prod_{n \geq 1}\left(\frac{1-z^{q n}}{1-z^{n}}\right)^{N_{n}} . \tag{2.13}
\end{equation*}
$$

Now taking the logarithmic derivative on both sides of (2.13), and multiplying by $-z$ gives

$$
-z \frac{R^{\prime}(z)}{R(z)}=\sum_{n \geq 1} N_{n}\left(\frac{q n z^{q n}}{1-z^{q n}}-\frac{n z^{n}}{1-z^{n}}\right) .
$$

That is,

$$
P(z)=\sum_{n \geq 1} q n N_{n}\left(z^{q n}+z^{2 q n}+\cdots\right)-\sum_{n \geq 1} n N_{n}\left(z^{n}+z^{2 n}+\cdots\right) .
$$

Comparing the coefficients on both sides, we get equation (2.11). Finally, by Lemma 2.1.7 (using $\alpha_{n}=-n N_{n}, \beta_{n}=p_{n}$ and $c=q$ ), we have the last conclusion.

### 2.1.3 Type III

Let $q>1$ be a positive integer and

$$
R_{n}(z)=\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}-1 \quad \forall n \geq 1
$$

Using these $R_{n}$, we obtain the next theorem. Its proof is similar to that of Theorem 2.1.8 and so is omitted.

Theorem 2.1.9. Let $R(z)=1+a_{1} z+a_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]]$. There are unique $O_{n} \in$ $\mathbb{C}, n \geq 1$, with

$$
\begin{equation*}
R(z)=\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{O_{n}} \tag{2.14}
\end{equation*}
$$

Moreover,

$$
p_{n}= \begin{cases}q \sum_{d \mid n} d O_{d} & \text { if } q \nmid n,  \tag{2.15}\\ q\left(\sum_{d \mid n} d O_{d}-\sum_{d \left\lvert\, \frac{n}{q}\right.} d O_{d}\right) & \text { if } q \mid n\end{cases}
$$

and

$$
\begin{equation*}
O_{n}=\frac{1}{q n}\left(\sum_{d \mid n} \mu(d) p_{n / d}+\sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) p_{\frac{n}{q d}}+\cdots+\sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) p_{\frac{n}{q^{3} d}}\right) \tag{2.16}
\end{equation*}
$$

where $s=\operatorname{ord}_{q}(n)$.

The following corollary will be needed to establish the fundamental congruence for Type III in Theorem 2.3.4.

Corollary 2.1.10. If $q$ is a prime, we can write

$$
O_{n}=\frac{1}{q n} \sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d}
$$

Proof: We have

$$
\begin{aligned}
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} & =\sum_{d \mid n} \mu(d) p_{n / d}-\sum_{\substack{d|n \\
q| d}} \mu(d) p_{n / d} \\
& =\sum_{d \mid n} \mu(d) p_{n / d}-\sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(q d) p_{\frac{n}{q d}} \\
& =\sum_{d \mid n} \mu(d) p_{n / d}-\mu(q) \sum_{\substack{d \left\lvert\, \frac{n}{q} \\
q \nmid d\right.}} \mu(d) p_{\frac{n}{q d}} \\
& =\sum_{d \mid n} \mu(d) p_{n / d}+\sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) p_{\frac{n}{q d}} \\
& =\sum_{d \mid n} \mu(d) p_{n / d}+\sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) p_{\frac{n}{q d}}+\cdots+\sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) p_{\frac{n}{q^{3} d}}
\end{aligned}
$$

where $s=\operatorname{ord}_{q}(n)$. Comparing this equation with equation (2.16) gives the result.

### 2.1.4 Type IV

In the subsection, we will study a different way to factor $R(z)$. Rather than fixing $R_{n}(z)$ and finding the corresponding exponents, the exponents will all equal one and this will determine appropriate $R_{n}(z)$.

Theorem 2.1.11. Let $R(z)=1+a_{1} z+a_{2} z^{2}+\cdots \in 1+z \mathbb{C}[[z]]$. There are unique $Q_{n} \in$ $\mathbb{C}, n \geq 1$, with

$$
\begin{equation*}
R(z)=\prod_{n \geq 1}\left(1-Q_{n} z^{n}\right) \tag{2.17}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
p_{n}=\sum_{d \mid n} d Q_{d}^{n / d} \quad \forall n \geq 1 \tag{2.18}
\end{equation*}
$$

Proof: Comparing the coefficients on both sides of (2.17), we have

$$
\begin{aligned}
a_{n} & =\sum_{\substack{k_{1}+k_{2}+\cdots+k_{r}=n \\
1 \leq k_{1}<k_{2}<\cdots<k_{r} \leq n}}(-1)^{r} Q_{k_{1}} Q_{k_{2}} \cdots Q_{k_{r}} \\
& =\left(\sum_{\substack{k_{1}++_{2}+\cdots+k_{r}=n \\
1 \leq k_{1}<k_{2}<\cdots<k_{r}<n}}(-1)^{r} Q_{k_{1}} Q_{k_{2}} \cdots Q_{k_{r}}\right)-Q_{n} .
\end{aligned}
$$

Thus, we can recursively determine $Q_{1}, Q_{2}, \cdots$.
Now, taking the logarithmic derivative on both sides of (2.17), and multiplying by $-z$ gives

$$
-z \frac{R^{\prime}(z)}{R(z)}=\sum_{n \geq 1} n \frac{Q_{n} z^{n}}{1-Q_{n} z^{n}} .
$$

That is,

$$
P(z)=\sum_{n \geq 1} n\left(Q_{n} z^{n}+Q_{n}^{2} z^{2 n}+\cdots\right) .
$$

Comparing the coefficients on both sides, we get equation (2.18).
Remark: In this situation the $p_{n}$ are called the ghost components of the $Q_{n}$ (see e.g. [33, p.330]). We will discuss them in more detail in Section 3.3.

The analogue of Corollary 2.1.3 in this context is as follows.
Corollary 2.1.12. Let $q \in \mathbb{P}$ and $R(z) \in 1+z \mathbb{R}[[z]]$. Then

$$
R(z) \in 1+q z \mathbb{Z}[[z]]
$$

if and only if

$$
Q_{n} \in q \mathbb{Z} \quad \forall n \geq 1
$$

Proof: $\quad(\Leftarrow)$ This direction is obvious.
$(\Rightarrow)$ In the proof of Theorem 2.1.11, it is easy to see that if $Q_{j} \in q \mathbb{Z}$, for $1 \leq j \leq n-1$ then $Q_{n} \in q \mathbb{Z}$. Hence, we are done by induction.

### 2.2 Some operations

We wish to express the relationships between the exponents in the Type I, II and III factorizations. Let $q>1$ be a positive integer. If

$$
\begin{aligned}
R(z) & =\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}} \\
& =\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{N_{n}} \\
& =\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{O_{n}}
\end{aligned}
$$

then we have the following relations.

Corollary 2.2.1. If $s=\operatorname{ord}_{q}(n)$ then
(i) $N_{n}=-\left(M_{n}+M_{n / q}+\cdots+M_{n / q^{s}}\right)$,
(ii) $O_{n}=\frac{1}{q}\left(M_{n}+\frac{1}{q} M_{n / q}+\cdots+\frac{1}{q^{s}} M_{n / q^{s}}\right)$,
(iii) $M_{n}= \begin{cases}-N_{n} & \text { if } q \nmid n, \\ -N_{n}+N_{n / q} & \text { if } q \mid n .\end{cases}$

Proof: Equations (i) and (ii) follow from Theorems 2.1.4, 2.1.8, and 2.1.9. Equation (iii) follows directly from (i).

It will be necessary to see how various operations on power series $R(z)$ translate to the corresponding $P(z)$ series. We will start with product, quotient, and substitution.

Proposition 2.2.2. Suppose $\tilde{R}(z), \hat{R}(z) \in 1+z \mathbb{C}[[z]]$.
(i) We have

$$
R(z)=\tilde{R}(z) \hat{R}(z)
$$

if and only if

$$
P(z)=\tilde{P}(z)+\hat{P}(z)
$$

where $\tilde{P}(z)$ and $\hat{P}(z)$ are related to $\tilde{R}(z)$ and $\hat{R}(z)$ as in equation (2.3).
(ii) Similarly, we have

$$
R(z)=\tilde{R}(z) / \hat{R}(z)
$$

if and only if

$$
P(z)=\tilde{P}(z)-\hat{P}(z)
$$

(iii) Let $r \in \mathbb{P}$ and $\tilde{R}(z) \in 1+z \mathbb{C}[[z]]$. We have

$$
R(z)=\tilde{R}\left(z^{r}\right)
$$

if and only if

$$
P(z)=r \tilde{P}\left(z^{r}\right)
$$

Proof: $\quad(i)(\Rightarrow)$ By equation (2.3), we have

$$
\begin{aligned}
P(z) & =-z \frac{R^{\prime}(z)}{R(z)} \\
& =-z \frac{\tilde{R}^{\prime}(z) \hat{R}(z)+\tilde{R}(z) \hat{R}^{\prime}(z)}{\tilde{R}(z) \hat{R}(z)} \\
& =-z \frac{\tilde{R}^{\prime}(z)}{\tilde{R}(z)}-z \frac{\hat{R}^{\prime}(z)}{\hat{R}(z)} \\
& =\tilde{P}(z)+\hat{P}(z) .
\end{aligned}
$$

$(\Leftarrow) \mathrm{By}(2.4)$, we obtain

$$
\begin{aligned}
R(z) & =\exp \left(-\int_{0}^{z} \frac{P(x)}{x} d x\right) \\
& =\exp \left(-\int_{0}^{z}\left(\frac{\tilde{P}(x)+\hat{P}(x)}{x}\right) d x\right) \\
& =\exp \left(-\int_{0}^{z} \frac{\tilde{P}(x)}{x} d x\right) \exp \left(-\int_{0}^{z} \frac{\hat{P}(x)}{x} d x\right) \\
& =\tilde{R}(z) \hat{R}(z)
\end{aligned}
$$

(ii) and (iii) are proved similarly.

We now consider an operation that will give the Hadamard product. We use $[i, j]$ to denote the least common multiple of $i$ and $j$ and $(i, j)$ to the great common divisor of $i$ and $j$.

Proposition 2.2.3. Let $\tilde{R}(z)$ and $\hat{R}(z) \in 1+z \mathbb{C}[[z]]$. We have

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}},
$$

where

$$
M_{n}=\sum_{[i, j]=n}(i, j) \tilde{M}_{i} \hat{M}_{j}
$$

and $\tilde{M}_{n}$ and $\hat{M}_{n}$ are related to $\tilde{p}_{n}$ and $\hat{p}_{n}$ as in equation (2.7), or equivalently (2.8), if and only if

$$
P=\tilde{P} \odot \hat{P} .
$$

Proof: $\quad(\Leftarrow)$ From the definition of Hadamard product, we have $p_{n}=\tilde{p}_{n} \hat{p}_{n}$. Hence, by (2.7) and (2.8), we have

$$
\begin{aligned}
M_{n} & =\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d} \\
& =\frac{1}{n} \sum_{d \mid n} \mu(n / d) p_{d} \\
& =\frac{1}{n} \sum_{d \mid n} \mu(n / d) \tilde{p}_{d} \hat{p}_{d} \\
& =\frac{1}{n} \sum_{d \mid n} \mu(n / d) \sum_{i \mid d} i \tilde{M}_{i} \sum_{j \mid d} j \hat{M}_{j} \quad \text { (by (2.7)) } \\
& =\frac{1}{n} \sum_{i, j \mid n} i \tilde{M}_{i} j \hat{M}_{j} \sum_{\left.d \left\lvert\, \frac{n}{n}\right.\right]} \mu\left(\frac{n}{d[i, j]}\right) \\
& =\frac{1}{n} \sum_{[i, j]=n} i j \tilde{M}_{i} \hat{M}_{j} \\
& \left.=\sum_{[i, j]=n}(i, j) \tilde{M}_{i} \hat{M}_{j} \quad \text { (since } i j=[i, j](i, j)\right) .
\end{aligned}
$$

$(\Rightarrow)$ Using the above calculation, we know

$$
\begin{aligned}
M_{n} & =\sum_{[i, j]=n}(i, j) \hat{M}_{i} \tilde{M}_{j} \\
& =\frac{1}{n} \sum_{d \mid n} \mu(n / d) \tilde{p}_{d} \hat{p}_{d} \quad \forall n \geq 1 .
\end{aligned}
$$

Hence, by Möbius Inversion Theorem and (2.7), we have

$$
p_{n}=\sum_{d \mid n} d M_{d}=\tilde{p}_{n} \hat{p}_{n} \quad \forall n \geq 1
$$

In this way we obtain the desired result.

### 2.3 Congruences

In this section, we will use Types I-IV to derive the fundamental congruences for use in our examples and applications.

### 2.3.1 Type I

The next result is equivalent to various results of Carlitz [7, 8] in number theory and of Dold [13] in dynamical systems.

Theorem 2.3.1. The following three conditions are equivalent
(i) $R(z) \in 1+z \mathbb{Z}[[z]]$,
(ii) $M_{n} \in \mathbb{Z} \quad \forall n \geq 1$,
(iii) $\sum_{d \mid n} \mu(d) p_{n / d} \equiv 0(\bmod n) \quad \forall n \geq 1$.

Proof: $\quad(i) \Leftrightarrow(i i)$ follows from Corollary 2.1 .3 with $q=t=1$.
(ii) $\Leftrightarrow$ (iii) is clear from (2.8).

Remark: It is important to note that in this result and others like it to follow, even though the individual terms in the sum could be complex numbers, the sum itself is an integer and divisible by the modulus.

As a special case, we obtain Fermat's famous Little Theorem.

Corollary 2.3.2 (Fermat's Little Theorem). Let $a \in \mathbb{Z}$ and $q$ be a prime, then

$$
a^{q} \equiv a \quad(\bmod q)
$$

Proof: Let $R(z)=1-a z$. We obtain $p_{n}=a^{n}$ from equation (2.3). Hence, by Theorem (2.3.1) we have

$$
\sum_{d \mid q} \mu(d) p_{q / d}=a^{q}-a \equiv 0 \quad(\bmod q)
$$

### 2.3.2 Type II

Theorem 2.3.3. Let $q>1$ be a positive integer. Then the following three conditions are equivalent
(i) $R(z) \in 1+z \mathbb{Z}[[z]]$,
(ii) $N_{n} \in \mathbb{Z} \quad \forall n \geq 1$,
(iii) $\sum_{d \mid n} \mu(d) p_{n / d}+q \sum_{d \left\lvert\, \frac{n}{q}\right.} \mu(d) p_{\frac{n}{q d}}+\cdots+q^{s} \sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) p_{\frac{n}{q^{3} d}} \equiv 0(\bmod n) \quad \forall n \geq 1$, where $s=\operatorname{ord}_{q}(n)$.

Proof: $\quad(i) \Leftrightarrow(i i)$ follows from Theorem 2.3.1 and Corollary 2.2.1. Since

$$
R(z) \in 1+z \mathbb{Z}[[z]] \Leftrightarrow M_{n} \in \mathbb{Z} \quad \forall n \geq 1 \Leftrightarrow N_{n} \in \mathbb{Z} \quad \forall n \geq 1 .
$$

(ii) $\Leftrightarrow$ (iii) is clear from equation (2.12).

### 2.3.3 Type III

Theorem 2.3.4. Let $q$ be a prime and $t$ be a positive integer. Then the following three conditions are equivalent
(i) $R(z) \in 1+q^{t} z \mathbb{Z}[[z]]$,
(ii) $O_{n} \in q^{t-1} \mathbb{Z} \quad \forall n \geq 1$,
(iii) $\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d} \equiv 0\left(\bmod q^{t} n\right) \quad \forall n \geq 1$.

Proof: $\quad(i) \Leftrightarrow(i i)$ follows by noticing that if $q$ is prime then

$$
\left(1-z^{n}\right)^{q} \equiv 1-z^{q n} \quad(\bmod q)
$$

That is,

$$
\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}} \in 1+q z \mathbb{Z}[[z]] .
$$

Now, if

$$
R(z)=\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{o_{n}}
$$

then the result follows from Corollary 2.1.3.
(ii) $\Leftrightarrow(i i i)$ is from Corollary 2.1.10.

The next theorem is similar to Dieudonné-Dwork's Lemma for $p$-adic numbers. See, for example, [50, 32].

Theorem 2.3.5. Let $q$ be a prime. Then

$$
R(z) \in 1+z \mathbb{Z}[[z]]
$$

if and only if

$$
\frac{R(z)^{q}}{R\left(z^{q}\right)} \in 1+q z \mathbb{Z}[[z]] .
$$

Proof: Write

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}}
$$

and let

$$
\tilde{R}(z)=\frac{R(z)^{q}}{R\left(z^{q}\right)}=\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{M_{n}}
$$

Then, we have $\tilde{O}_{n}=M_{n}$ for all $n \geq 1$. Hence,

$$
\begin{aligned}
R(z) \in 1+z \mathbb{Z}[[z]] & \Leftrightarrow M_{n} \in \mathbb{Z} \quad \forall n \geq 1 \quad \text { (By Theorem 2.3.1) } \\
& \Leftrightarrow \tilde{O}_{n} \in \mathbb{Z} \quad \forall n \geq 1 \\
& \Leftrightarrow \tilde{R}(z)=\frac{R(z)^{q}}{R\left(z^{q}\right)} \in 1+q z \mathbb{Z}[[z]] \quad \text { (By Theorem 2.3.4). }
\end{aligned}
$$

This completes the proof.
To use Theorem 2.3.4 in practice, we need to recast it in the following way.

Proposition 2.3.6. Let $q$ be a prime and $t \in \mathbb{P}$. Suppose $\tilde{R}(z), \hat{R}(z) \in 1+z \mathbb{C}[[z]]$. Then

$$
\tilde{R}(z) \equiv \hat{R}(z) \quad\left(\bmod q^{t}\right)
$$

if and only if

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) \tilde{p}_{n / d} \equiv \sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) \hat{p}_{n / d} \quad\left(\bmod q^{t} n\right) \quad \forall n \geq 1
$$

Proof: Let

$$
R(z)=\tilde{R}(z) / \hat{R}(z)
$$

Then

$$
\begin{aligned}
\tilde{R}(z) & \equiv \hat{R}(z) \quad\left(\bmod q^{t}\right) \\
& \Leftrightarrow R(z)=\tilde{R}(z) / \hat{R}(z) \equiv 1 \quad\left(\bmod q^{t}\right) \\
& \Leftrightarrow \sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} \equiv 0 \quad\left(\bmod q^{t} n\right) \quad \forall n \geq 1 \quad(\text { By Theorem 2.3.4) } \\
& \Leftrightarrow \sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) \tilde{p}_{n / d} \equiv \sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) \hat{p}_{n / d} \quad\left(\bmod q^{t} n\right) \quad \forall n \geq 1
\end{aligned}
$$

The last equivalence is because of Proposition 2.2.2.
The next two corollaries give examples of how Proposition 2.3.6 can be used.
Corollary 2.3.7. Fix a positive integer l.
(i) For the prime 2,

$$
R(z) \equiv 1+z^{l} \quad(\bmod 2)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
2 \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
l & (\bmod 2 n) & \text { for } n=l 2^{k}, \quad k \geq 0 \\
0 & (\bmod 2 n) & \text { otherwise } .
\end{array}\right.
$$

(ii) Let $q \neq 2$ be a prime. Then

$$
R(z) \equiv 1+z^{l} \quad(\bmod q)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
-l & (\bmod q n) & \text { for } n=l q^{k}, \quad k \geq 0 \\
2 l & (\bmod q n) & \text { for } n=2 l q^{k}, \quad k \geq 0 \\
0 & (\bmod q n) & \text { otherwise }
\end{array}\right.
$$

Proof: (i) Let $\tilde{R}(z)=1-z^{l} \equiv R(z)(\bmod 2)$. It is easy to see that $\tilde{M}_{i}=\delta_{i l}$.
Now Corollary 2.2.1 shows that

$$
2 n \tilde{O}_{n}=n \tilde{M}_{n}+\frac{n}{2} \tilde{M}_{n / 2}+\cdots+\frac{n}{2^{s}} \tilde{M}_{n / 2^{s}}
$$

where $s=\operatorname{ord}_{2}(n)$. Moreover, $2 n \tilde{O}_{n}$ has nonzero value if and only if $\tilde{M}_{l}$ appears on the right-hand side of the above equation.

Hence, by Corollary 2.1.10, we get

$$
\sum_{\substack{d \mid n \\
2 \nmid d}} \mu(d) \tilde{p}_{n / d}=2 n \tilde{O}_{n} \equiv\left\{\begin{array}{lll}
l & (\bmod 2 n) & \text { for } n=l 2^{k}, \quad k \geq 0 \\
0 & (\bmod 2 n) & \text { otherwise } .
\end{array}\right.
$$

Finally, by Proposition 2.3.6, we get the desired equivalence.
(ii) Let $\tilde{R}(z)=1+z^{l}=\left(1-z^{l}\right)^{-1}\left(1-z^{2 l}\right)$. It is easy to see that

$$
\tilde{M}_{n}= \begin{cases}-1 & \text { if } n=l \\ 1 & \text { if } n=2 l \\ 0 & \text { otherwise }\end{cases}
$$

Now Corollary 2.2 . 1 shows that

$$
q n \tilde{O}_{n}=n \tilde{M}_{n}+\frac{n}{q} \tilde{M}_{n / q}+\cdots+\frac{n}{q^{s}} \tilde{M}_{n / q^{s}}
$$

where $s=\operatorname{ord}_{q}(n)$. Moreover, $q n \tilde{O}_{n}$ has nonzero value if and only if $\tilde{M}_{l}$ or $\tilde{M}_{2 l}$ appear on the right-hand side of the above equation.

Hence, by Corollary 2.1.10, we get

$$
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) \tilde{p}_{n / d}=q n \tilde{O}_{n} \equiv\left\{\begin{array}{lll}
-l & (\bmod q n) & \text { for } n=l q^{k}, \quad k \geq 0, \\
2 l & (\bmod q n) & \text { for } n=2 l q^{k}, \quad k \geq 0, \\
0 & (\bmod q n) & \text { otherwise }
\end{array}\right.
$$

Again, we use Proposition 2.3.6 to get the desired equivalence.

Corollary 2.3.8. Let $q$ be a prime.
(i) Suppose $l \geq 2$ and $l \neq q^{s}$ for any $s \geq 1$. Then

$$
R(z) \equiv 1+z+\cdots+z^{l-1} \quad(\bmod q)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
-1 & (\bmod q n) & \text { for } n=q^{k}, \quad k \geq 0 \\
l \quad(\bmod q n) & \text { for } n=l q^{k}, \quad k \geq 0 \\
0 \quad(\bmod q n) & \text { otherwise }
\end{array}\right.
$$

(ii) Suppose $l \geq 2$ and $l=q^{s}$ for some $s \geq 1$. Then

$$
R(z) \equiv 1+z+\cdots+z^{l-1} \quad(\bmod q)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
-1 \quad(\bmod q n) & \text { for } n=q^{k}, \quad 0 \leq k<s \\
l-1 \quad(\bmod q n) & \text { for } n=q^{k}, \quad k \geq s \\
0 \quad(\bmod q n) & \text { otherwise. }
\end{array}\right.
$$

Proof: Let $\tilde{R}(z)=1+z+\cdots+z^{l-1}=(1-z)^{-1}\left(1-z^{l}\right)$. It is easy to see that

$$
\tilde{M}_{n}= \begin{cases}-1 & \text { if } n=1 \\ 1 & \text { if } n=l \\ 0 & \text { otherwise }\end{cases}
$$

Now the proof is finished in the same manner as in previous corollary.

### 2.3.4 Type IV

Theorem 2.3.9. Let $q, t \in \mathbb{P}$. If $R(z) \in 1+q^{t} z \mathbb{Z}[[z]]$, then

$$
p_{m q^{s}} \equiv 0 \quad\left(\bmod q^{t+s}\right)
$$

for all $m \in \mathbb{P}$ and $s \in \mathbb{N}$.

Proof: For $q=1$ the result follows from the definition of $P(z)$. Assume $q \geq 2$. Notice that, by Corollary 2.1.12, we have $q^{t} \mid Q_{n}$, for all $n$.

Let $d$ be a divisor of $m q^{s} . \operatorname{If} \operatorname{ord}_{q}(d)=i$ and $\operatorname{ord}_{q}\left(m q^{s}\right)=j$ then

$$
\begin{aligned}
\operatorname{ord}_{q}\left(d Q_{d}^{m q^{s} / d}\right) & \geq \operatorname{ord}_{q}(d)+\operatorname{ord}_{q}\left(Q_{d}^{m q^{s} / d}\right) \\
& \geq i+t q^{j-i} \quad\left(\text { because } q^{t} \mid Q_{d}\right) \\
& \geq i+t(j-i+1) \quad(\text { because } q \geq 2) \\
& =i+t j-t i+t \\
& =(t-1)(j-i)+t+j \\
& \geq t+s \quad \text { (because } t \geq 1, j \geq i \text { and } j \geq s) .
\end{aligned}
$$

Therefore, by Theorem 2.1.11

$$
p_{m q^{s}}=\sum_{d \mid m q^{s}} d Q_{d}^{m q^{s} / d} \equiv 0 \quad\left(\bmod q^{t+s}\right)
$$

for all $m \in \mathbb{P}$ and $s \in \mathbb{N}$.
Remark: The converse of the above theorem is not true in general. For example, let $t=1$ and

$$
p_{n}= \begin{cases}q^{s+1} & \text { if } n=q^{s}, \quad s \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

Then the $p_{n}$ satisfy the condition in the above theorem. Now let $\tilde{q}$ be a prime not dividing $q$. We have

$$
\sum_{d \mid \tilde{q}} \mu(d) p_{\tilde{q} / d}=p_{\tilde{q}}-p_{1}=0-q \not \equiv 0 \quad(\bmod \tilde{q})
$$

Therefore, by Theorem 2.3.1, $R(z) \notin 1+z \mathbb{Z}[[z]]$. Hence, $R(z) \notin 1+q z \mathbb{Z}[[z]]$.
However, in the next subsection, we will show that by adding one condition, the converse will become true.

Proposition 2.3.10. Let $q, t \in \mathbb{P}$. If $R(z) \equiv \tilde{R}(z)\left(\bmod q^{t}\right)$ then

$$
p_{m q^{s}} \equiv \tilde{p}_{m q^{s}} \quad\left(\bmod q^{t+s}\right)
$$

for all $m \in \mathbb{P}, s \in \mathbb{N}$.

Proof: Since

$$
\frac{R(z)}{\tilde{R}(z)} \equiv 1 \quad\left(\bmod q^{t}\right)
$$

The conclusion follows by Theorem 2.3.9 and Proposition 2.2.2.

### 2.3.5 Some characterizations

In this subsection, we will give some characterizations for $\left\{p_{n}\right\}_{n \geq 1}$, the sequence of coefficients of $P(z)$. First, we need the following two results.

Lemma 2.3.11. Let $\alpha, \beta$ be arithmetic functions with integer values.
(i) Let $q \in \mathbb{P}$. If $\alpha(n) \equiv 0(\bmod n)$ and $\beta(n) \equiv 0(\bmod q n)$ for all $n \geq 1$, then $(\alpha *$ $\beta)(n) \equiv 0(\bmod q n)$ for all $n \geq 1$.
(ii) If $\alpha(1)= \pm 1$ and $\alpha(n) \equiv 0(\bmod n)$ for all $n \geq 1$, then $\alpha^{-1}(n) \equiv 0(\bmod n)$ for all $n \geq 1$. Where $\alpha^{-1}$ is the Dirichlet inverse of $\alpha$.

Proof:
(i) We have

$$
\begin{aligned}
(\alpha * \beta)(n) & =\sum_{d \mid n} \alpha(d) \beta(n / d) \\
& =\sum_{d \mid n} d k_{d} q \frac{n}{d} k_{n / d}^{\prime} \quad \text { for some } k_{d} \text { and } k_{n / d}^{\prime} \in \mathbb{Z} \\
& =\sum_{d \mid n} q n k_{d} k_{n / d}^{\prime} \\
& \equiv 0 \quad(\bmod q n) .
\end{aligned}
$$

(ii) Let $\bar{\alpha}(n)=\alpha(n) / n$ which is integer-valued. Since $\bar{\alpha}(1)= \pm 1, \bar{\alpha}^{-1}$ exists and is still integer-valued. So, $\alpha^{-1}(n)=n \bar{\alpha}^{-1}(n) \equiv 0(\bmod n)$.

The next theorem is a generalization of Jarden's result in [30], here we give a simpler proof.

Theorem 2.3.12. Let $\alpha, \beta$ be arithmetic functions with $\alpha(1)= \pm 1$ and for all $n \geq 2$ $\sum_{d \mid n} \alpha(d) \equiv 0(\bmod n)$. Then

$$
\sum_{d \mid n} \mu(d) \beta(n / d) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

if and only if

$$
\sum_{d \mid n} \alpha(d) \beta(n / d) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: $\quad " \Rightarrow "$ We are given $(\alpha * u)(n) \equiv 0(\bmod n)$ and $(\mu * \beta)(n) \equiv 0(\bmod n)$ for all $n \geq 1$. Therefore, by Lemma 2.3.11(i), we have

$$
(\alpha * \beta)(n)=(\alpha * u) *(\mu * \beta)(n) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

$" \Leftarrow "$ Since $(\alpha * u)(n) \equiv 0(\bmod n)$ for all $n \geq 1$, by Lemma 2.3.11(ii) we have

$$
(\alpha * u)^{-1}(n) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Again, by Lemma 2.3.11(i) and $(\alpha * \beta)(n) \equiv 0(\bmod n)$ for all $n \geq 1$, we get

$$
\left((\alpha * u)^{-1} *(\alpha * \beta)\right)(n) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

On the other hand,

$$
\begin{aligned}
(\alpha * u)^{-1} *(\alpha * \beta) & =\left(u^{-1} * \alpha^{-1}\right) *(\alpha * \beta) \\
& =\left(\mu * \alpha^{-1}\right) *(\alpha * \beta) \\
& =\mu * \beta
\end{aligned}
$$

That is $(\mu * \beta)(n) \equiv 0(\bmod n)$ for all $n \geq 1$.
Remark: In particular, we may choose $\alpha$ to be Euler's totient $\phi$ function or Jordan's totient $J_{k}$ function since $\sum_{d \mid n} \phi(d)=n$ and $\sum_{d \mid n} J_{k}(d)=n^{k}$. However $\alpha$ need not be a multiplicative function. For example, in [30] Jarden used this result on the function defined by $\alpha(1)=1, \sum_{d \mid n} \alpha(d)=-n$ for $n>1$. Now $\alpha(2)=-3$, and $\alpha(3)=-4, \alpha(6)=0$, showing that the conditions on $\alpha$ in Theorem 2.3.12 do not imply that $\alpha$ is multiplicative.

Now, we have the following characterizations for $\left\{p_{n}\right\}_{n \geq 1}$.

Theorem 2.3.13. The following are equivalent:
(i) $\exp \left(\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+z \mathbb{Z}[[z]]$,
(ii) $\sum_{d \mid n} \mu(d) p_{n / d} \equiv 0(\bmod n)$ for all $n \geq 1$,
(iii) $\sum_{d \mid n} \alpha(d) p_{n / d} \equiv 0(\bmod n)$ for all $n \geq 1$, where $\alpha$ is an arithmetic function with $\alpha(1)= \pm 1$ and $\sum_{d \mid n} \alpha(d) \equiv 0(\bmod n)$ for all $n \geq 2$,
(iv) $p_{m q^{s}} \equiv p_{m q^{s-1}}\left(\bmod q^{s}\right)$ for all primes $q$ and $m, s \in \mathbb{P}$.

Proof: $\quad(i) \Leftrightarrow(i i)$ Note that

$$
R(z)=\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+z \mathbb{Z}[[z]]
$$

if and only if

$$
\exp \left(\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+z \mathbb{Z}[[z]]
$$

Now we can apply Theorem 2.3.1 to get the result.
(ii) $\Leftrightarrow$ (iii) follows by writing $p(n)=p_{n}$ and applying Theorem 2.3.12.
(iv) $\Rightarrow(i i)$ If $q \mid n$, we can write $n=m q^{s}$ where $s=\operatorname{ord}_{q}(n)$. Thus

$$
\begin{aligned}
\sum_{d \mid n} \mu(d) p_{n / d} & =\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d}+\sum_{\substack{d|n \\
q| d}} \mu(d) p_{n / d} \\
& =\sum_{d \mid m} \mu(d) p_{m q^{s} / d}+\sum_{d \mid m} \mu(q d) p_{m q^{s-1} / d} \\
& =\sum_{d \mid m} \mu(d)\left(p_{m q^{s} / d}-p_{m q^{s-1} / d}\right) \\
& \equiv 0 \quad\left(\bmod q^{s}\right) \quad(\text { by }(i v)) .
\end{aligned}
$$

Since the above congruence is true for any prime $q \mid n$, we have established (ii).
$(i) \Rightarrow(i v)$ Let

$$
\tilde{R}(z)=\frac{R(z)^{q}}{R\left(z^{q}\right)}
$$

which is in $1+q z \mathbb{Z}[[z]]$ by Theorem 2.3.5. Hence, by Theorem 2.3.9

$$
\tilde{p}_{m q^{s}} \equiv 0 \quad\left(\bmod q^{s+1}\right)
$$

for all $m, s \in \mathbb{P}$.
On the other hand, by Proposition 2.2.2, we have

$$
\tilde{P}(z)=q P(z)-q P\left(z^{q}\right) .
$$

That is

$$
\tilde{p}_{m q^{s}}=q\left(p_{m q^{s}}-p_{m q^{s-1}}\right) \equiv 0 \quad\left(\bmod q^{s+1}\right)
$$

for all $m, s \in \mathbb{P}$. Thus we have (iv).
Remark: $(i) \Leftrightarrow(i v)$ has been proved by Beukers [5]. Stanley [62, p.72] also give a proof of the equivalence of $(i)$, (ii) and (iv) for $1 \leq n \leq N$, where $N$ is a fixed positive integer.

We have an analogous characterization using Type III. Before we can state the result, we need some another definition and a couple of results.

Definition 2.3.14. Let $\alpha, \beta$ be arithmetic functions and $q$ be a prime. We define $\alpha *_{q} \beta$ as follows.

$$
\left(\alpha *_{q} \beta\right)(n)=(\alpha * \beta)(n)+(\alpha * \beta)(n / q)+\cdots+(\alpha * \beta)\left(n / q^{s}\right)
$$

where $s=\operatorname{ord}_{q}(n)$.
Lemma 2.3.15. We have

$$
\alpha *\left(\beta *_{q} \gamma\right)=(\alpha * \beta) *_{q} \gamma .
$$

Proof: This follows directly from the definitions.
We now have an analogue of Theorem 2.3.12 for Type III.
Theorem 2.3.16. Let $q$ be a prime and $t \in \mathbb{P}$. Let $\alpha, \beta$ be arithmetic functions with $\alpha(1)=$ $\pm 1$ and $\sum_{d \mid n} \alpha(d) \equiv 0(\bmod n)$ for all $n \geq 2$. Then

$$
\left(\mu *_{q} \beta\right)(n) \equiv 0 \quad\left(\bmod q^{t} n\right) \quad \text { for all } n \geq 1
$$

if and only if

$$
\left(\alpha *_{q} \beta\right)(n) \equiv 0 \quad\left(\bmod q^{t} n\right) \quad \text { for all } n \geq 1
$$

Proof: $\quad " \Rightarrow$ Since $(\alpha * u)(n) \equiv 0(\bmod n)$ and $\left(\mu *_{q} \beta\right)(n) \equiv 0\left(\bmod q^{t} n\right)$ for all $n \geq 1$.
By Lemmas 2.3.11(i) and 2.3.15, we have

$$
\left(\alpha *_{q} \beta\right)(n)=(\alpha * u) *\left(\mu *_{q} \beta\right)(n) \equiv 0 \quad\left(\bmod q^{t} n\right) \quad \text { for all } n \geq 1
$$

$" \Leftarrow "$ We know

$$
(\alpha * u)^{-1}(n) \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Again by Lemma 2.3.11 $(i)$ and $\left(\alpha *_{q} p\right)(n) \equiv 0\left(\bmod q^{i} n\right)$ for all $n \geq 1$, we get

$$
\left((\alpha * u)^{-1} *\left(\alpha *_{q} \beta\right)\right)(n) \equiv 0 \quad\left(\bmod q^{t} n\right) \quad \text { for all } n \geq 1
$$

On the other hand,

$$
\begin{aligned}
(\alpha * u)^{-1} *\left(\alpha *_{q} \beta\right) & =\left(u^{-1} * \alpha^{-1}\right) *\left(\alpha *_{q} \beta\right) \\
& =\left(\mu * \alpha^{-1}\right) *\left(\alpha *_{q} \beta\right) \\
& =\mu *_{q} \beta \quad(\text { by Lemma 2.3.15) }
\end{aligned}
$$

That is $\left(\mu *_{q} \beta\right)(n) \equiv 0\left(\bmod q^{t} n\right)$ for all $n \geq 1$.
Now we have the following characterization.

Theorem 2.3.17. Let $q$ be a prime and $t \in \mathbb{P}$. The following are equivalent:
(i) $\exp \left(\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+q^{t} z \mathbb{Z}[[z]]$,
(ii) $\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d} \equiv 0\left(\bmod q^{t} n\right)$ for all $n \geq 1$,
(iii) $\left(\alpha *_{q} p\right)(n) \equiv 0\left(\bmod q^{t} n\right)$ for all $n \geq 1$, where $p(n)=p_{n}$ and $\alpha$ is an arithmetic function with $\alpha(1)= \pm 1$ and $\sum_{d \mid n} \alpha(d) \equiv 0(\bmod n)$ for all $n \geq 2$,
(iv) $p_{m \tilde{q}^{s}} \equiv p_{m \tilde{q}^{s-1}}\left(\bmod \tilde{q}^{s}\right)$ and $p_{m q^{s}} \equiv 0\left(\bmod q^{t+s}\right)$ for all primes $\tilde{q}$ other than $q$ and $m, s \in \mathbb{P}$.

Proof: $\quad(i) \Leftrightarrow(i i)$ Note that

$$
\exp \left(\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+q^{t} z \mathbb{Z}[[z]]
$$

if and only if

$$
\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \in 1+q^{t} z \mathbb{Z}[[z]]
$$

Now we can apply Theorem 2.3.4 to get the result.
(ii) $\Leftrightarrow$ (iii) follows by noticing that

$$
\left(\mu *_{q} \beta\right)(n)=\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) \beta(n / d)
$$

from the proof of Corollary 2.1.10. Now apply Theorem 2.3.16.
(iv) $\Rightarrow(i i)$ Let $\tilde{q}$ ba a prime other than $q$. If $\tilde{q} \mid n$, we can write $n=m \tilde{q}^{s}$ where $s=\operatorname{ord}_{\tilde{q}}(n)$. Thus

$$
\begin{aligned}
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} & =\sum_{\substack{d \mid n \\
q \nmid d, \tilde{q} \nmid d}} \mu(d) p_{n / d}+\sum_{\substack{d|n \\
q \nmid d, \tilde{q}| d}} \mu(d) p_{n / d} \\
& =\sum_{\substack{d \mid m \\
q \nmid d}} \mu(d) p_{m \tilde{q}^{s} / d}+\sum_{\substack{d \mid m \\
q \nmid d}} \mu(\tilde{q} d) p_{m \tilde{q}^{s-1} / d} \\
& =\sum_{\substack{d \mid m \\
q \nmid d}} \mu(d)\left(p_{m \tilde{q}^{s} / d}-p_{m \tilde{q}^{s-1} / d}\right) \\
& \equiv 0\left(\bmod \tilde{q}^{s}\right) \quad(\text { by }(i v)) .
\end{aligned}
$$

For $q$, if $q \mid n$ then we can write $n=m q^{s}$ where $s=\operatorname{ord}_{q}(n)$. Hence

$$
\begin{aligned}
\sum_{\substack{d \mid n \\
q \nmid d}} \mu(d) p_{n / d} & =\sum_{d \mid m} \mu(d) p_{m q^{s} / d} \\
& \equiv 0 \quad\left(\bmod q^{t+s}\right) \quad(\text { by }(i v))
\end{aligned}
$$

Combining the above two congruences, we establish (ii).
(i) $\Rightarrow$ (iv) Since $R(z) \in 1+q^{t} z \mathbb{Z}[[z]] \subset 1+z \mathbb{Z}[[z]]$, Theorems 2.3.13 and 2.3.9 combine to give $p_{m \tilde{q}^{s}} \equiv p_{m \tilde{q}^{s-1}}\left(\bmod \tilde{q}^{s}\right)$ and $p_{m q^{s}} \equiv 0\left(\bmod q^{t+s}\right)$ for all primes $\tilde{q}$ and $m, s \in \mathbb{P}$.

### 2.4 Basic identities

In this section, we will show how equations (2.3) and (2.4) lead to generalizations for various famous identities.

First, we have an identity which generalizes Newton's power sum formula from his book "Arithmetica Universalis" ([44, pp. 107-108] [46, pp. 361-362]) and which follows easily from equation (2.3).

Theorem 2.4.1. We have

$$
P(z) R(z)+z R^{\prime}(z)=0
$$

Equivalently,

$$
p_{n}+a_{1} p_{n-1}+\cdots+a_{n-1} p_{1}+n a_{n}=0 \quad \forall n \geq 1
$$

Newton did not actually prove his formula. There are many different proofs in the literature (e.g. [4, 39, 69]) but this is arguably the shortest and easiest.

Second, we obtain three identities which generalizes Waring's Formulas [67]. See also [10, 11, 38].

Theorem 2.4.2. We have

$$
\begin{align*}
& p_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n}(-1)^{k_{1}+\cdots+k_{n}} \frac{n}{k_{1}+\cdots+k_{n}}\binom{k_{1}+\cdots+k_{n}}{k_{1}, \ldots, k_{n}} a_{1}^{k_{1}} a_{2}^{k_{2}} \cdots a_{n}^{k_{n}},  \tag{2.19}\\
& p_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n}(-1)^{k_{1}+\cdots+k_{n}-1} \frac{n}{k_{1}+\cdots+k_{n}}\binom{k_{1}+\cdots+k_{n}}{k_{1}, \ldots, k_{n}} h_{1}^{k_{1}} h_{2}^{k_{2}} \cdots h_{n}^{k_{n}},  \tag{2.20}\\
& p_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n}(-1)^{k_{2}+k_{4}+\cdots} \frac{n}{k_{1}+\cdots+k_{n}}\binom{k_{1}+\cdots+k_{n}}{k_{1}, \ldots, k_{n}} e_{1}^{k_{1}} e_{2}^{k_{2}} \cdots e_{n}^{k_{n}} . \tag{2.21}
\end{align*}
$$

Proof: To obtain the first expression for $p_{n}$, use equation (2.4) to get

$$
\begin{aligned}
\sum_{n \geq 1} \frac{p_{n}}{n} z^{n} & =-\log (R(z)) \\
& =-\log \left(1+\left(a_{1} z^{1}+a_{2} z^{2}+\cdots\right)\right) \\
& =\sum_{i \geq 1} \frac{(-1)^{i}}{i}\left(a_{1} z^{1}+a_{2} z^{2}+\cdots\right)^{i}
\end{aligned}
$$

The conclusion follows by comparing the coefficients of $z^{n}$ on both sides.
The other two identities are obtained similarly.
Next, we can use equation (2.4) to obtain some identities which are inverses to our generalizations of Waring's Formulas.

Theorem 2.4.3. We have

$$
\begin{align*}
& a_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n} \frac{(-1)^{k_{1}+k_{2}+\cdots+k_{n}}}{1^{k_{1}} k_{1}!2^{k_{2}} k_{2}!\cdots n^{k_{n}} k_{n}!} p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{n}^{k_{n}},  \tag{2.22}\\
& h_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n} \frac{1}{1^{k_{1}} k_{1}!2^{k_{2}} k_{2}!\cdots n^{k_{n}} k_{n}!} p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{n}^{k_{n}},  \tag{2.23}\\
& e_{n}=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n} \frac{(-1)^{k_{2}+k_{4}+\cdots}}{1^{k_{1}} k_{1}!2^{k_{2}} k_{2}!\cdots n^{k_{n}} k_{n}!} p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{n}^{k_{n}} . \tag{2.24}
\end{align*}
$$

Proof: By equation (2.4),

$$
\begin{aligned}
\sum_{n \geq 1} a_{n} z^{n} & =\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) \\
& =\sum_{i \geq 0}\left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right)^{i} / i! \\
& =\sum_{i \geq 0} \frac{(-1)^{i}}{i!}\left(\frac{p_{1}}{1} z^{1}+\frac{p_{2}}{2} z^{2}+\cdots\right)^{i}
\end{aligned}
$$

The conclusion follows by comparing the coefficients of $z^{n}$ on both sides.
Again, the other two identities are obtained similarly.
We can simplify the notation in the previous two theorems by using partitions. A partition of $n$, denoted $\lambda \vdash n$, is a sequence of positive integers

$$
\lambda=\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{l}\right)
$$

with $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{l}$ and $\sum \lambda_{i}=n$. We also write $\lambda=\left(1^{k_{1}} 2^{k_{2}} \cdots n^{k_{n}}\right)$ where $k_{i}$ is the multiplicity of $i$ in $\lambda$.

The length of $\lambda$ is the number of parts of $\lambda$,

$$
l(\lambda)=k_{1}+k_{2}+\cdots+k_{n} .
$$

The weight of $\lambda$ is

$$
|\lambda|=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{l}=k_{1}+2 k_{2}+\cdots+n k_{n}=n .
$$

We also use the following notation:

$$
\begin{aligned}
& z_{\lambda}=1^{k_{1}} k_{1}!2^{k_{2}} k_{2}!\cdots n^{k_{n}} k_{n}! \\
& \mu_{\lambda}=\frac{l(\lambda)!}{k_{1}!k_{2}!\cdots k_{n}!}
\end{aligned}
$$

and

$$
\epsilon_{\lambda}=(-1)^{|\lambda|-l(\lambda)}
$$

For $f=a, h, e$ or $p$ and $\lambda \vdash n$, we write

$$
f_{\lambda}=f_{\lambda_{1}} f_{\lambda_{2}} \cdots f_{\lambda_{l}}=f_{1}^{k_{1}} f_{2}^{k_{2}} \cdots f_{n}^{k_{n}}
$$

Thus, we can rewrite Theorems 2.4.2 and 2.4.3 in a manner that will be familiar to the reader conversant with symmetric functions.

Theorem 2.4.4. We have

$$
\begin{align*}
& p_{n}=\sum_{\lambda \vdash n}(-1)^{l(\lambda)} \frac{n}{l(\lambda)} \mu_{\lambda} a_{\lambda},  \tag{2.25}\\
& p_{n}=\sum_{\lambda \vdash n}(-1)^{l(\lambda)-1} \frac{n}{l(\lambda)} \mu_{\lambda} h_{\lambda},  \tag{2.26}\\
& p_{n}=\sum_{\lambda \vdash n} \epsilon_{\lambda} \frac{n}{l(\lambda)} \mu_{\lambda} e_{\lambda} .
\end{align*}
$$

Theorem 2.4.5. We have

$$
\begin{align*}
& a_{n}=\sum_{\lambda \vdash n}(-1)^{l(\lambda)} z_{\lambda}^{-1} p_{\lambda}  \tag{2.27}\\
& h_{n}=\sum_{\lambda \vdash n} z_{\lambda}^{-1} p_{\lambda} \\
& e_{n}=\sum_{\lambda \vdash n} \epsilon_{\lambda} z_{\lambda}^{-1} p_{\lambda} .
\end{align*}
$$

The next two theorems contain other relations between the coefficients of our power series.

Theorem 2.4.6. We have

$$
\begin{equation*}
h_{n}+a_{1} h_{n-1}+\cdots+a_{n-1} h_{1}+a_{n}=0 \quad \forall n \geq 1, \tag{2.28}
\end{equation*}
$$

and

$$
h_{n}=\sum_{\lambda \vdash n}(-1)^{l(\lambda)} \mu_{\lambda} a_{\lambda} .
$$

Proof: Since $R(z) H(z)=1$, we have the first identity.
From $H(z)=R(z)^{-1}$, we get

$$
\begin{aligned}
1+h_{1} z+h_{2} z^{2}+\cdots & =\left(1+\left(a_{1} z^{1}+a_{2} z^{2}+\cdots\right)\right)^{-1} \\
& =\sum_{i \geq 0}(-1)^{i}\left(a_{1} z^{1}+a_{2} z^{2}+\cdots\right)^{i}
\end{aligned}
$$

Now compare the coefficients of $z^{n}$ on both sides to get the second identity.

Theorem 2.4.7. We have
(i)

$$
\begin{aligned}
& \text { (i) } p_{n}=-\left(a_{1} h_{n-1}+2 a_{2} h_{n-2}+\cdots+(n-1) a_{n-1} h_{1}+n a_{n}\right) \quad \forall n \geq 1 \\
& \text { (ii) } p_{n}=h_{1} a_{n-1}+2 h_{2} a_{n-2}+\cdots+(n-1) h_{n-1} a_{1}+n h_{n} \quad \forall n \geq 1
\end{aligned}
$$

Proof: These follow directly by writing equation (2.3) as

$$
P(z)=-z R^{\prime}(z) H(z)
$$

and

$$
P(z)=z H^{\prime}(z) R(z) .
$$

Combining equation (2.25) with our previous results, we can get expressions for the Type I and III exponents in terms of the coefficients of $R(z)$.

Theorem 2.4.8. We have

$$
M_{n}=\sum_{d \mid n} \frac{\mu(d)}{d} \sum_{\lambda \left\lvert\,-\frac{n}{d}\right.}(-1)^{l(\lambda)} \frac{\mu_{\lambda}}{l(\lambda)} a_{\lambda}
$$

and if $q$ is a prime then

$$
O_{n}=\frac{1}{q} \sum_{\substack{d \mid n \\ q \nmid d}} \frac{\mu(d)}{d} \sum_{\lambda \vdash \frac{n}{d}}(-1)^{l(\lambda)} \frac{\mu_{\lambda}}{l(\lambda)} a_{\lambda}
$$

Proof: By equation (2.8), we have

$$
\begin{align*}
M_{n} & =\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d} \\
& =\frac{1}{n} \sum_{d \mid n} \mu(d) \sum_{\lambda \vdash \frac{n}{d}}(-1)^{l(\lambda)} \frac{n}{d} l(\lambda)^{-1} \mu_{\lambda} a_{\lambda}  \tag{2.25}\\
& =\sum_{d \mid n} \frac{\mu(d)}{d} \sum_{\lambda \vdash \frac{n}{d}}(-1)^{l(\lambda)} l(\lambda)^{-1} \mu_{\lambda} a_{\lambda}
\end{align*}
$$

Hence, we get the first identity. The second one is also obtained similarly using Corollary 2.1.10.

We conclude this section by giving one simple example for demonstration. More examples will be given in Section 2.6.

Example 2.4.9. Let $R(z)=1-z$. Then by equations (2.1)-(2.3) we have

$$
\begin{aligned}
& H(z)=1+z+z^{2}+\cdots \\
& E(z)=1+z \\
& P(z)=z+z^{2}+\cdots
\end{aligned}
$$

Hence, by Theorem 2.4.5 we have

$$
\begin{align*}
& 0=\sum_{\lambda \vdash n}(-1)^{l(\lambda)} z_{\lambda}^{-1} \quad \text { for } n>1  \tag{2.29}\\
& 1=\sum_{\lambda \vdash n} z_{\lambda}^{-1} \tag{2.30}
\end{align*}
$$

and

$$
0=\sum_{\lambda \vdash n} \epsilon_{\lambda} z_{\lambda}^{-1} \quad \text { for } n>1
$$

Identity (2.29) is Cayley's Identity [9] and identity (2.30) is well-known as Cauchy's Identity [49].

Moreover, by equation (2.26) we have

$$
1=\sum_{\lambda \vdash n}(-1)^{l(\lambda)-1} \frac{n}{l(\lambda)} \mu_{\lambda}, \quad \text { for } n>0
$$

This is equivalent to an identity in [10,59].

### 2.5 Symmetric functions, linear recurrence relations and matrices

In this section, we will discuss the case when $R(z)$ is a polynomial.

### 2.5.1 Symmetric functions

When $R(z)=1+a_{1} z^{1}+\cdots+a_{r} z^{r}$ is a polynomial of degree $r$ in $\mathbb{C}[z]$, there is a connection with symmetric functions. First, define

$$
F(z)=z^{r} R\left(\frac{1}{z}\right)
$$

That is,

$$
F(z)=z^{r}+a_{1} z^{r-1}+\cdots+a_{r-1} z+a_{r}
$$

Assume that $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r} \in \mathbb{C}$ are the roots of $F(z)$. We can write

$$
F(z)=\prod_{i=1}^{r}\left(z-\alpha_{i}\right)
$$

or equivalently

$$
\begin{equation*}
R(z)=\prod_{i=1}^{r}\left(1-\alpha_{i} z\right) \tag{2.31}
\end{equation*}
$$

Now define the following symmetric functions:
The nth complete homogeneous symmetric function in the roots of $F(z)$ is

$$
h_{n}:=\sum_{1 \leq i_{1} \leq \cdots \leq i_{n} \leq r} \alpha_{i_{1}} \cdots \alpha_{i_{n}} .
$$

The nth elementary symmetric function in the roots of $F(z)$ is

$$
e_{n}:=\sum_{1 \leq i_{1}<\cdots<i_{n} \leq r} \alpha_{i_{1}} \cdots \alpha_{i_{n}} .
$$

The nth power sum symmetric function in the roots of $F(z)$ is

$$
p_{n}:=\sum_{i=1}^{r} \alpha_{i}^{n} .
$$

The corresponding generating functions are

$$
\begin{aligned}
H(z):=\sum_{n \geq 0} h_{n} z^{n} & =\prod_{i=1}^{k} \frac{1}{1-\alpha_{i} z}, \\
E(z):=\sum_{n \geq 0} e_{n} z^{n} & =\prod_{i=1}^{k}\left(1+\alpha_{i} z\right), \\
P(z):=\sum_{n \geq 1} p_{n} z^{n} & =\sum_{n \geq 1} \sum_{i=1}^{k} \alpha_{i}^{n} z^{n} \\
& =\sum_{i=1}^{k} \sum_{n \geq 1}\left(\alpha_{i} z\right)^{n} \\
& =\sum_{i=1}^{k} \frac{\alpha_{i} z}{1-\alpha_{i} z} .
\end{aligned}
$$

Comparing these last three equations with (2.31), we see that $H(z), E(z), P(z)$ and $R(z)$ satisfy the equations (2.1)-(2.3) and so all of the results from the previous sections apply. Specializing Theorem 2.4.1 to this case where $a_{n}=0$ for $n>r$, we immediately have Newton's original power sum formula.

Theorem 2.5.1. We have

$$
p_{n}+a_{1} p_{n-1}+\cdots+a_{n-1} p_{1}+n a_{n}=0 \quad \text { if } 1 \leq n \leq r
$$

and

$$
\begin{equation*}
p_{n}+a_{1} p_{n-1}+\cdots+a_{r} p_{n-r}=0 \quad \text { if } n>r . \tag{2.32}
\end{equation*}
$$

In the same manner, Theorem 2.4.4 gives Waring's formulas. For example,

Theorem 2.5.2. We have

$$
\begin{equation*}
p_{n}=\sum_{\substack{\lambda+n \\ \lambda_{1} \leq r}}(-1)^{l(\lambda)} \frac{n}{l(\lambda)} \mu_{\lambda} a_{\lambda} . \tag{2.33}
\end{equation*}
$$

Similarly, Theorem 2.4 .6 specializes to the following theorem.

Theorem 2.5.3. We have

$$
\begin{align*}
h_{n}+a_{1} h_{n-1}+\cdots+a_{n-1} h_{1}+a_{n}=0 & \text { if } 1 \leq n \leq r, \\
h_{n}+a_{1} h_{n-1}+\cdots+a_{r} h_{n-r}=0 & \text { if } n>r \tag{2.34}
\end{align*}
$$

and

$$
\begin{equation*}
h_{n}=\sum_{\substack{\lambda \vdash n \\ \lambda_{1} \leq r}}(-1)^{l(\lambda)} \mu_{\lambda} a_{\lambda} . \tag{2.35}
\end{equation*}
$$

The next example will be used in Subsection 3.2.2.

Example 2.5.4. Fix a positive integer $r \geq 2$ and $a, b \in \mathbb{C}$. Let

$$
R(z)=1-a z-b z^{r}
$$

By Theorem 2.5.2 we have

$$
\begin{aligned}
p_{n} & =\sum_{k_{1}+2 k_{2}+\cdots+r k_{r}=n}(-1)^{k_{1}+\cdots+k_{r}} \frac{n}{k_{1}+\cdots+k_{r}}\binom{k_{1}+\cdots+k_{r}}{k_{1}, \ldots, k_{r}}(-a)^{k_{1}} 0^{k_{2}} \cdots 0^{k_{r-1}}(-b)^{k_{r}} \\
& =\sum_{k_{1}+r k_{r}=n}(-1)^{k_{1}+k_{r}} \frac{n}{k_{1}+k_{r}}\binom{k_{1}+k_{r}}{k_{r}}(-a)^{k_{1}}(-b)^{k_{r}} \\
& =\sum_{k_{1}+r k_{r}=n} \frac{n}{k_{1}+k_{r}}\binom{k_{1}+k_{r}}{k_{r}} a^{k_{1}} b^{k_{r}} \\
& =\sum_{k_{r}=0}^{\left\lfloor\frac{n}{r}\right\rfloor} \frac{n}{\left(n-r k_{r}\right)+k_{r}}\binom{\left(n-r k_{r}\right)+k_{r}}{k_{r}} a^{n-r k_{r}} b^{k_{r}} \\
& =\sum_{k=0}^{\left\lfloor\frac{n}{r}\right\rfloor} \frac{n}{n-(r-1) k}\binom{n-(r-1) k}{k} a^{n-r k} b^{k} .
\end{aligned}
$$

In particular, we have

$$
p_{n}= \begin{cases}a^{n} & \text { for } 1 \leq n<r \\ a^{n}+n a^{n-r} b & \text { for } r \leq n<2 r\end{cases}
$$

### 2.5.2 Linear recurrence relations

Given a linear recurrence relation

$$
A_{n}+a_{1} A_{n-1}+\cdots+a_{r} A_{n-r}=0 \quad \text { for } n>r
$$

with initial conditions $A_{1}, A_{2}, \cdots, A_{r}$, where $a_{i} \in \mathbb{C}, 1 \leq i \leq r$. The characteristic polynomial of the recurrence relation is

$$
F(z)=z^{r}+a_{1} z^{r-1}+\cdots+a_{r}
$$

and its roots $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r} \in \mathbb{C}$ are called the characteristic roots. Note that the solution of the recurrence relation is determined uniquely by the initial conditions $A_{1}, A_{2}, \cdots, A_{r}$.

We wish to see what initial conditions must be imposed so that the solution to our recurrence will just be the $n$th power sum of the characteristic roots $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r}$. Combining Newton's Formula (2.32) (for the recurrence relation) and Waring's Formula (2.33) (for the initial conditions), we get the desired constraints.

Theorem 2.5.5. The solution of the recurrence relation

$$
A_{n}+a_{1} A_{n-1}+\cdots+a_{n} A_{n-r}=0 \quad \text { for } n>r
$$

with initial conditions

$$
\begin{aligned}
A_{1} & =-a_{1} \\
A_{2} & =a_{1}^{2}-2 a_{2} \\
\vdots & =\vdots \\
A_{r} & =\sum_{\substack{\lambda \vdash n \\
\lambda_{1} \leq r}}(-1)^{l(\lambda)} \frac{n}{l(\lambda)} \mu_{\lambda} a_{\lambda}
\end{aligned}
$$

is

$$
A_{n}=\alpha_{1}^{n}+\alpha_{2}^{n}+\cdots+\alpha_{r}^{n}
$$

where the $\alpha_{i}$ are the characteristic roots of the recurrence relation.

Similarly, combining equation (2.34) (for the recurrence relation) and equation (2.35) (for the initial conditions), we get the initial conditions and recurrence relation for the $n$th complete homogeneous symmetric function in the characteristic roots $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r}$.

Theorem 2.5.6. The solution of the recurrence relation

$$
A_{n}+a_{1} A_{n-1}+\cdots+a_{n} A_{n-r}=0 \quad \text { for } n>r
$$

with initial conditions

$$
\begin{aligned}
A_{1} & =-a_{1} \\
A_{2} & =a_{1}^{2}-a_{2} \\
\vdots & =\vdots \\
A_{r} & =\sum_{\substack{\lambda+n \\
\lambda_{1} \leq r}}(-1)^{l(\lambda)} \mu_{\lambda} a_{\lambda}
\end{aligned}
$$

is

$$
A_{n}=\sum_{1 \leq i_{1} \leq \cdots \leq i_{n} \leq r} \alpha_{i_{1}} \cdots \alpha_{i_{n}}
$$

where the $\alpha_{i}$ are the characteristic roots of the recurrence relation.

Just as in Proposition 2.2.2, we will need to know how to handle addition and substraction of power sums of the characteristic roots. Here, we provide a more general result.

Theorem 2.5.7. Let $\left\{\tilde{A}_{n}\right\}_{n \geq 1}$ be the solution of the recurrence relation

$$
\begin{equation*}
\tilde{A}_{n}+\tilde{a}_{1} \tilde{A}_{n-1}+\cdots+\tilde{a}_{r} \tilde{A}_{n-r}=0 \quad \text { for } n>r \tag{2.36}
\end{equation*}
$$

with initial conditions $\tilde{A}_{1}, \tilde{A}_{2}, \cdots, \tilde{A}_{r}$. Also, let $\left\{\hat{A}_{n}\right\}_{n \geq 1}$ be the solution of the recurrence relation

$$
\begin{equation*}
\hat{A}_{n}+\hat{a}_{1} \hat{A}_{n-1}+\cdots+\hat{a}_{s} \hat{A}_{n-s}=0 \quad \text { for } n>s \tag{2.37}
\end{equation*}
$$

with initial conditions $\hat{A}_{1}, \hat{A}_{2}, \cdots, \hat{A}_{s}$. Then the solution of the recurrence relation

$$
\begin{equation*}
A_{n}+a_{1} A_{n-1}+\cdots+a_{r+s} A_{n-(r+s)}=0 \quad \text { for } n>r+s \tag{2.38}
\end{equation*}
$$

where $a_{i}=\tilde{a}_{i}+\tilde{a}_{i-1} \hat{a}_{1}+\cdots+\tilde{a}_{1} \hat{a}_{i-1}+\hat{a}_{i}$, with initial conditions

$$
A_{n}=\beta \tilde{A}_{n}+\gamma \hat{A}_{n} \quad \text { for } 1 \leq n \leq r+s \text { and } \beta, \gamma \in \mathbb{C},
$$

is

$$
A_{n}=\beta \tilde{A}_{n}+\gamma \hat{A}_{n} \quad \text { for } n \geq 1
$$

Proof: The characteristic polynomial of the recurrence relation (2.38) is

$$
\left(z^{r}+\tilde{a}_{1} z^{r-1}+\cdots+\tilde{a}_{r}\right)\left(z^{s}+\hat{a}_{1} z^{s-1}+\cdots+\hat{a}_{s}\right)
$$

Since $z^{r}+\tilde{a}_{1} z^{r-1}+\cdots+\tilde{a}_{r}$ is the characteristic polynomial of (2.36) and $z^{s}+\hat{a}_{1} z^{s-1}+$ $\cdots+\hat{a}_{s}$ is the characteristic polynomial of (2.37), we have $\left\{\tilde{A}_{n}\right\}_{n \geq 1}$ and $\left\{\hat{A}_{n}\right\}_{n \geq 1}$ are the solutions of the recurrence relation (2.38) with initial conditions $\tilde{A}_{n}, 1 \leq n \leq r+s$ and $\hat{A}_{n}$, $1 \leq n \leq r+s$ respectively. Therefore, by the superposition principle, we obtain the desired result.

The next theorem will be used in proving some conjectures of Du in Subsection 3.2.2.

Theorem 2.5.8. Factor $R(z)=1+a_{1} z+\cdots+a_{r+s} z^{r+s}$ as $R(z)=\tilde{R}(z) \hat{R}(z)$ for polynomials $\tilde{R}(z), \hat{R}(z)$ of degree $r$ and $s$. Then the solution of the recurrence relation

$$
A_{n}+a_{1} A_{n-1}+\cdots+a_{r+s} A_{n-(r+s)}=0 \quad \text { for } n>r+s
$$

with initial conditions

$$
A_{n}=\tilde{p}_{n}-\hat{p}_{n} \quad \text { for } 1 \leq n \leq r+s
$$

is

$$
A_{n}=\tilde{p}_{n}-\hat{p}_{n} \quad \text { for all } n \geq 1
$$

Proof: This follows directly from the previous theorem with $\tilde{A}_{n}=\tilde{p}_{n}, \hat{A}_{n}=\hat{p}_{n}, \beta=1$, and $\gamma=-1$.

### 2.5.3 Matrices

We can also connect our work with the determinant and the trace of a matrix.
Let $X$ be a matrix in $\mathcal{M}_{r \times r}(\mathbb{C})$. The characteristic polynomial of $X$ is

$$
F(z)=\operatorname{det}(z I-X)
$$

Paralleling the development in Subsection 2.5.1, define

$$
R(z):=z^{r} F\left(\frac{1}{z}\right)=\operatorname{det}(I-z X)
$$

Let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r}$ be the roots of $F(z)$. It is a well-known result that

$$
p_{n}=\sum_{i=1}^{r} \alpha_{i}^{n}=\operatorname{tr}\left(X^{n}\right)
$$

Therefore, we have

$$
\begin{equation*}
P(z)=\sum_{n \geq 1} p_{n} z^{n}=\sum_{n \geq 1} \operatorname{tr}\left(X^{n}\right) z^{n} \tag{2.39}
\end{equation*}
$$

Hence, we have the following theorem which connects the determinant and the trace of a matrix.

Theorem 2.5.9. We have

$$
\begin{equation*}
\operatorname{det}(I-z X)^{-1}=\exp \left(\sum_{n \geq 1} \frac{\operatorname{tr}\left(X^{n}\right)}{n} z^{n}\right) \tag{2.40}
\end{equation*}
$$

Proof: This follows from equation (2.39) and (2.4).

Corollary 2.5.10. Let $\tilde{X}$ be a matrix in $\mathcal{M}_{r \times r}(\mathbb{C})$ and $\hat{X}$ in $\mathcal{M}_{s \times s}(\mathbb{C})$. We have

$$
\begin{equation*}
\operatorname{det}(I-z \tilde{X} \otimes \hat{X})^{-1}=\exp \left(\sum_{n \geq 1} \frac{\operatorname{tr}\left(\tilde{X}^{n}\right) \operatorname{tr}\left(\hat{X}^{n}\right)}{n} z^{n}\right) \tag{2.41}
\end{equation*}
$$

where $\otimes$ is the tensor product.

Proof: Let

$$
X=\tilde{X} \otimes \hat{X}
$$

Then we have

$$
\operatorname{tr}\left(X^{n}\right)=\operatorname{tr}\left(\tilde{X}^{n}\right) \operatorname{tr}\left(\hat{X}^{n}\right) \quad \text { for all } n \geq 1
$$

Hence, by Theorem 2.5.9 we are done.

### 2.6 Various examples

In this section, we use our techniques to derive various congruences and identities, some of which have appeared in the literature.

### 2.6.1 Congruences

The next example follows immediately from Theorem 2.3.4, Proposition 2.3.6, and Corollaries 2.3.7-2.3.8.

Example 2.6.1. We have the following results.
(i)

$$
R(z) \equiv 1 \quad(\bmod 2)
$$

if and only if

$$
\sum_{\substack{d \mid n \\ 2 \nmid d}} \mu(d) p_{n / d} \equiv 0 \quad(\bmod 2 n)
$$

(ii)

$$
R(z) \equiv 1+z \quad(\bmod 2)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
2 \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
1 & (\bmod 2 n) & \text { for } n=2^{k}, \quad k \geq 0 \\
0 & (\bmod 2 n) & \text { otherwise }
\end{array}\right.
$$

(iii)

$$
R(z) \equiv 1+z^{2} \quad(\bmod 2)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
2 \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
2 & (\bmod 2 n) & \text { for } n=2^{k}, \quad k \geq 1 \\
0 & (\bmod 2 n) & \text { otherwise }
\end{array}\right.
$$

(iv)

$$
R(z) \equiv 1+z+z^{2} \quad(\bmod 2)
$$

if and only if

$$
\sum_{\substack{d \mid n \\
2 \nmid d}} \mu(d) p_{n / d} \equiv\left\{\begin{array}{lll}
-1 & (\bmod 2 n) & \text { for } n=2^{k}, \quad k \geq 0 \\
3 & (\bmod 2 n) & \text { for } n=3 \cdot 2^{k}, \quad k \geq 0 \\
0 & (\bmod 2 n) & \text { otherwise }
\end{array}\right.
$$

## A conjecture of P. Filipponi

The following two examples generalize the results in $[1,21]$.
In [21], P. Filipponi defined a sequence $\left\{A_{n}\right\}_{n \geq 0}$ by

$$
\begin{equation*}
A_{n}-A_{n-1}-c A_{n-2}=0 \quad \text { for } n \geq 2 \tag{2.42}
\end{equation*}
$$

with initial conditions $A_{0}=2$ and $A_{1}=1$, where $c \geq 1$ is a natural number. He showed that if $c=q$ where $q$ is an odd prime then

$$
A_{q^{s}} \equiv 1 \quad\left(\bmod q^{s}\right) \quad \text { for all } s \in \mathbb{P}
$$

Moreover, he conjectured that if $c=q-1$ and $q \geq 5$ is a prime then the above congruence is also true.

Later, in [1], R. André-Jeannin proved the above conjecture and also generalized it as follows.

If $q \geq 1$ is a natural number and $c \equiv 0(\bmod q)$ then

$$
A_{q^{s}} \equiv 1 \quad\left(\bmod q^{s+1}\right) \quad \text { for all } s \in \mathbb{N}
$$

And, if $q \geq 5$ is a prime and $c \equiv-1(\bmod q)$ then

$$
A_{q^{s}} \equiv 1 \quad\left(\bmod q^{s+1}\right) \quad \text { for all } s \in \mathbb{N}
$$

In order to use our results and techniques to get congruences, we need to use $A_{1}$ and $A_{2}$ as the initial conditions. Since from (2.42) we know $A_{2}=1+2 c$, we get the initial conditions $A_{1}=1$ and $A_{2}=1+2 c$. Now, by Theorem 2.5.5, we obtain

$$
A_{n}=p_{n} \quad \text { for all } n \geq 1
$$

where $p_{n}$ is the $n$-th power sum in the characteristic roots of the recurrence relation (2.42). Note also that (2.42) corresponds to

$$
R(z)=1-z-c z^{2} .
$$

So the next theorem has André-Jeannin's first congruence as the special case when $t=m=$ 1.

Theorem 2.6.2. Let $q, t \in \mathbb{P}$. If $R(z) \equiv 1-z\left(\bmod q^{t}\right)$ then

$$
p_{m q^{s}} \equiv 1 \quad\left(\bmod q^{t+s}\right)
$$

for all $m \in \mathbb{P}, s \in \mathbb{N}$.

Proof: Let $\tilde{R}(z)=1-z$. Then from (2.3)

$$
\tilde{P}(z)=\frac{z}{1-z}=z+z^{2}+\cdots
$$

So, $\tilde{p}_{n}=1$ for all $n \in \mathbb{P}$. We now apply Proposition 2.3.10 to get the conclusion.
Similarly André-Jeannin's second congruence follows from the next result when $t=1$ because if $q \geq 5$ is prime then $q \equiv \pm 1(\bmod 6)$.

Theorem 2.6.3. Let $q, t \in \mathbb{P}$. If $R(z) \equiv 1-z+z^{2}\left(\bmod q^{t}\right)$ then

$$
p_{q^{s}} \equiv \begin{cases}2 & \left(\bmod q^{s+t}\right) \\ 1 & \text { if } q \equiv 0 \quad\left(\bmod q^{s+t}\right) \\ -1 & \text { if } q \equiv \pm 1 \quad\left(\bmod q^{s+t}\right) \\ -2 & \text { if } q \equiv \pm 2 \quad(\bmod 6) \\ -2 \quad\left(\bmod q^{s+t}\right) & \text { if } q \equiv 3 \quad(\bmod 6)\end{cases}
$$

for all $s \in \mathbb{P}$.
Proof: Let $\tilde{R}(z)=1-z+z^{2}$. Since

$$
\tilde{R}(z)=1-z+z^{2}=\frac{1+z^{3}}{1+z}
$$

We have, using (2.3),

$$
\tilde{P}(z)=\frac{-3 z^{3}}{1+z^{3}}+\frac{z}{1+z}=3\left(-z^{3}+z^{6}-\cdots\right)+\left(z-z^{2}+\cdots\right)
$$

So,

$$
\tilde{p}_{n}= \begin{cases}2 & \text { if } n \equiv 0 \quad(\bmod 6) \\ 1 & \text { if } n \equiv \pm 1 \quad(\bmod 6) \\ -1 & \text { if } n \equiv \pm 2 \quad(\bmod 6) \\ -2 & \text { if } n \equiv 3 \quad(\bmod 6)\end{cases}
$$

Notice that $\pm q^{s} \equiv \pm q(\bmod 6)$ for all $q, s \in \mathbb{P}$. Again, we apply Proposition 2.3.10 to get the desired result.

### 2.6.2 Identities

We can use our machinery to get interesting factorizations of exponentials.

Theorem 2.6.4. Let $q>1$ be a positive integer.
(i) $\prod_{n \geq 1}\left(1-z^{n}\right)^{\mu(n) / n}=\exp (-z)$,
(ii) $\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{\mu(n) / n}=\exp \left(z-z^{q}\right)$,
(iii) $\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{\mu(n) / n}=\exp \left(-q z+z^{q}\right)$.

Proof: (i) Let

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{\mu(n) / n}
$$

By equation (2.7)

$$
p_{n}=\sum_{d \mid n} d \frac{\mu(d)}{d}=\sum_{d \mid n} \mu(d)= \begin{cases}1 & \text { if } n=1 \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, $P(z)=z$. Hence, by equation (2.4), we have the desired result.
(ii) Let

$$
\tilde{R}(z)=\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{\mu(n) / n}
$$

Using the result in (i), we get

$$
\tilde{R}(z)=\frac{R\left(z^{q}\right)}{R(z)}=\frac{\exp \left(-z^{q}\right)}{\exp (-z)}=\exp \left(z-z^{q}\right)
$$

(iii) Let

$$
\hat{R}(z)=\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{\mu(n) / n}
$$

Again, using the result in (i), we obtain

$$
\hat{R}(z)=\frac{R(z)^{q}}{R\left(z^{q}\right)}=\frac{\exp (-z)^{q}}{\exp \left(-z^{q}\right)}=\exp \left(-q z+z^{q}\right)
$$

Theorem 2.6.5. Let $q>1$ be a positive integer.
(i) $\prod_{n \geq 1}\left(1-z^{n}\right)^{\phi(n) / n}=\exp \left(\frac{-z}{1-z}\right)$,
(ii) $\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{\phi(n) / n}=\exp \left(\frac{z}{1-z}-\frac{z^{q}}{1-z^{q}}\right)$,
(iii) $\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{\phi(n) / n}=\exp \left(\frac{-q z}{1-z}+\frac{z^{q}}{1-z^{q}}\right)$.

Proof: (i) Let

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{\phi(n) / n} .
$$

By equation (2.7)

$$
p_{n}=\sum_{d \mid n} d \frac{\phi(d)}{d}=\sum_{d \mid n} \phi(d)=n .
$$

Therefore,

$$
P(z)=z+2 z^{2}+3 z^{3}+\cdots
$$

Hence, by equation (2.4), we have

$$
R(z)=\exp \left(-z-z^{2}-z^{3}-\cdots\right)=\exp \left(\frac{-z}{1-z}\right)
$$

(ii) and (iii) follow by the same method as in Theorem 2.6.4.

For the next result, we recall the definition of Liouville's function and one of its properties from number theory (see, e.g. [2]).

Definition 2.6.6. Liouville's function $\lambda(n)$ is defined by

$$
\lambda(n)= \begin{cases}1 & \text { if } n=1 \\ (-1)^{a_{1}+\cdots+a_{k}} & \text { if } n=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}\end{cases}
$$

Proposition 2.6.7. We have

$$
\sum_{d \mid n} \lambda(d)= \begin{cases}1 & \text { if } n \text { is a square } \\ 0 & \text { otherwise }\end{cases}
$$

Theorem 2.6.8. Let $q>1$ be a positive integer.
(i) $\prod_{n \geq 1}\left(1-z^{n}\right)^{\lambda(n) / n}=\exp \left(-\sum_{n \geq 1} \frac{z^{n^{2}}}{n^{2}}\right)$,
(ii) $\prod_{n \geq 1}\left(1+z^{n}+\cdots+z^{(q-1) n}\right)^{\lambda(n) / n}=\exp \left(\sum_{n \geq 1} \frac{z^{n^{2}}}{n^{2}}-\sum_{n \geq 1} \frac{z^{q n^{2}}}{n^{2}}\right)$,
(iii) $\prod_{n \geq 1}\left(\frac{\left(1-z^{n}\right)^{q}}{1-z^{q n}}\right)^{\lambda(n) / n}=\exp \left(-\sum_{n \geq 1} \frac{q z^{n^{2}}}{n^{2}}+\sum_{n \geq 1} \frac{z^{q n^{2}}}{n^{2}}\right)$.

Proof: Let

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{\lambda(n) / n}
$$

By Equation (2.7)

$$
p_{n}=\sum_{d \mid n} d \frac{\lambda(d)}{d}=\sum_{d \mid n} \lambda(d)= \begin{cases}1 & \text { if } n \text { is a square } \\ 0 & \text { otherwise }\end{cases}
$$

Therefore,

$$
P(z)=z+z^{4}+z^{9}+\cdots
$$

Hence, by equation (2.4), we have

$$
R(z)=\exp \left(-\sum_{n \geq 1} \frac{z^{n^{2}}}{n^{2}}\right)
$$

(ii) and (iii) follow by the same method as in Theorem 2.6.4.

Theorem 2.6.9. Let $q>1$ be a prime. We have
(i) $\prod_{\substack{n \geq 1 \\ q \nmid n}}\left(1-z^{n}\right)^{-\mu(n) / n}=\exp \left(\sum_{s \geq 0} \frac{z^{q^{s}}}{q^{s}}\right)$,
(ii) $\prod_{\substack{n \geq 1 \\ q \nmid n}}\left(1-z^{n}\right)^{-\phi(n) / n}=\exp \left(\sum_{n \geq 1} \frac{z^{n}}{q^{\text {ord } q(n)}}\right)$,
(iii) $\prod_{\substack{n \geq 1 \\ q \nmid n}}\left(1-z^{n}\right)^{-\lambda(n) / n}=\exp \left(\sum_{\substack{s \geq 0 \\ q \nmid m}} \sum_{\substack{m \geq 1 \\ m^{2} q^{s}}} \frac{z^{2} q^{s}}{m^{\prime}}\right)$.

Proof: Let

$$
R(z)=\prod_{\substack{n \geq 1 \\ q \nmid n}}\left(1-z^{n}\right)^{-\mu(n) / n}
$$

By equation (2.7)

$$
p_{n}=-\sum_{\substack{d \mid n \\ q \nmid d}} d \frac{\mu(d)}{d}=-\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d)
$$

However,

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d)=\sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \mu(d) \quad \text { where } s=\operatorname{ord}_{q}(n)
$$

That is,

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d)= \begin{cases}1 & \text { if } n=q^{s}, \quad s \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

Therefore,

$$
P(z)=-z-z^{q}-z^{q^{2}}+\cdots
$$

Hence, by equation (2.4), we have the desired result.
(ii) and (iii) follow by noting that

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \phi(d)=\sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \phi(d)=\frac{n}{q^{s}} \quad \text { where } s=\operatorname{ord}_{q}(n)
$$

and

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \lambda(d)=\sum_{d \left\lvert\, \frac{n}{q^{s}}\right.} \lambda(d)= \begin{cases}1 & \text { if } \frac{n}{q^{s}} \text { is a square, where } s=\operatorname{ord}_{q}(n) \\ 0 & \text { otherwise }\end{cases}
$$

Now apply the same method as in (i).
Note that $(i)$ is so-called the Artin-Hasse exponential (see e.g [32, 50]).

Example 2.6.10. Let

$$
R(z)=(1-z)^{c}
$$

where $c \in \mathbb{C}$. Then, by equation (2.3) we have

$$
P(z)=c z+c z^{2}+\cdots
$$

Hence, by Theorem 2.4.5, we have

$$
\begin{align*}
& (-1)^{n}\binom{c}{n}=\sum_{\lambda \vdash n}(-c)^{l(\lambda)} z_{\lambda}^{-1}  \tag{2.43}\\
& \binom{c+n-1}{n}=\sum_{\lambda \vdash n} c^{l(\lambda)} z_{\lambda}^{-1} \tag{2.44}
\end{align*}
$$

$$
\begin{equation*}
\binom{c}{n}=\sum_{\lambda \vdash n} \epsilon_{\lambda} c^{l(\lambda)} z_{\lambda}^{-1} \tag{2.45}
\end{equation*}
$$

Note that identity (2.44) is Sylvester's Identity [63].
If $c$ is a positive integer, then from (2.43) and (2.45) we get

$$
0=\sum_{\lambda \vdash n}(-c)^{l(\lambda)} z_{\lambda}^{-1} \quad \text { for } n>c
$$

and

$$
0=\sum_{\lambda \vdash n} \epsilon_{\lambda} c^{l(\lambda)} z_{\lambda}^{-1} \quad \text { for } n>c
$$

Example 2.6.11. Let

$$
R(z)=1-c z-c z^{2}-\cdots=(1-z)^{-1}(1-(c+1) z)
$$

where $c \in \mathbb{C}$. Then, by Proposition 2.2.2, we have

$$
P(z)=\sum_{n \geq 1}\left((c+1)^{n}-1\right) z^{n}
$$

Hence, by Theorem 2.4.4, we get

$$
(c+1)^{n}-1=\sum_{\lambda \vdash n} c^{l(\lambda)} \frac{n}{l(\lambda)} \mu_{\lambda}
$$

If $c=1$, then the previous identity becomes

$$
2^{n}-1=\sum_{\lambda \vdash n} \frac{n}{l(\lambda)} \mu_{\lambda}
$$

which is an identity in [10].

Example 2.6.12. Let $q>1$ be a positive integer and

$$
R(z)=(1-z)^{q} /\left(1-z^{q}\right)
$$

By Proposition 2.2.2, we get

$$
p_{n}= \begin{cases}0 & \text { if } q \mid n \\ q & \text { otherwise }\end{cases}
$$

Moreover, from

$$
R(z)=(1-z)^{q}\left(1-z^{q}\right)^{-1}=(1-z)^{q}\left(1+z^{q}+z^{2 q}+\cdots\right)
$$

we have

$$
a_{n}= \begin{cases}0 & \text { if } q \text { odd and } n \equiv 0 \quad(\bmod q), \quad n \geq 1 \\ 2 & \text { if } q \text { even and } n \equiv 0 \quad(\bmod q), \quad n \geq 1, \\ (-1)^{n^{\prime}}\binom{q}{n^{\prime}} & \text { otherwise, where } n^{\prime}=n-q\lfloor n / q\rfloor\end{cases}
$$

And from

$$
H(z)=\left(1-z^{q}\right)(1-z)^{-q}=(1-z)^{-q}-z^{q}(1-z)^{-q}
$$

we get

$$
h_{n}=\binom{q+n-1}{q-1}-\binom{n-1}{q-1}
$$

Hence, by Theorem 2.4.5, we obtain

$$
\begin{align*}
& \sum_{\lambda} \frac{(-q)^{l(\lambda)}}{z_{\lambda}}= \begin{cases}0 & \text { if } q \text { odd and } n \equiv 0 \quad(\bmod q), \quad n \geq 1 \\
2 & \text { if } q \text { even and } n \equiv 0 \quad(\bmod q), \quad n \geq 1 \\
(-1)^{n^{\prime}}\binom{q}{n^{\prime}} & \text { otherwise, where } n^{\prime}=n-q\lfloor n / q\rfloor\end{cases}  \tag{2.46}\\
& \sum_{\lambda} \frac{q^{l(\lambda)}}{z_{\lambda}}=\binom{q+n-1}{q-1}-\binom{n-1}{q-1} \tag{2.47}
\end{align*}
$$

and

$$
\sum_{\lambda} \epsilon_{\lambda} \frac{q^{l(\lambda)}}{z_{\lambda}}= \begin{cases}0 & \text { if } q \text { odd and } n \equiv 0 \quad(\bmod q), \quad n \geq 1  \tag{2.48}\\ 2 & \text { if } q \text { even and } n \equiv 0 \quad(\bmod q), \quad n \geq 1 \\ \binom{q}{n^{\prime}} & \text { otherwise, where } n^{\prime}=n-q\lfloor n / q\rfloor\end{cases}
$$

where the summation is over all partitions $\lambda$ of $n$ into parts are not divisible by $q$.
Note that identity (2.47) is an identity in [41]. In particular, if $q=2$ then we get Schur's Identity [56, 57]

$$
\sum_{\lambda} \frac{2^{l(\lambda)}}{z_{\lambda}}=2
$$

where the summation is over all partitions $\lambda$ of $n$ into odd parts.

## Chapter 3

## Applications

Now we apply our results in the previous chapter to several different problems.

### 3.1 Cycle indicators and combinatorial sequences

In this section,we will study the connection with cycle indicators and combinatorial sequences. We start with the definition of cycle indicators.

Definition 3.1.1. The cycle indicator $\mathcal{C}_{n}$ of the $n$th symmetric group is

$$
\mathcal{C}_{n}\left(t_{1}, t_{2}, \cdots, t_{n}\right)=\sum_{k_{1}+2 k_{2}+\cdots+n k_{n}=n} \frac{1}{k_{1}!k_{2}!\cdots k_{n}!}\left(\frac{t_{1}}{1}\right)^{k_{1}}\left(\frac{t_{2}}{2}\right)^{k_{2}} \cdots\left(\frac{t_{n}}{n}\right)^{k_{n}}
$$

We wish to express the relationships between $R(z), H(z), E(z)$ and $P(z)$ in terms of $\mathcal{C}_{n}$. Using our results in Section 2.4, we can get the following expressions.

Theorem 3.1.2. We have

$$
\begin{align*}
& a_{n}=\mathcal{C}_{n}\left(-p_{1},-p_{2}, \cdots,-p_{n}\right)  \tag{3.1}\\
& h_{n}=\mathcal{C}_{n}\left(p_{1}, p_{2}, \cdots, p_{n}\right)  \tag{3.2}\\
& e_{n}=\mathcal{C}_{n}\left(p_{1},-p_{2}, \cdots,(-1)^{n-1} p_{n}\right) \tag{3.3}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{n \geq 0} \mathcal{C}_{n}\left(-p_{1},-p_{2}, \cdots,-p_{n}\right) z^{n} & =\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right),  \tag{3.4}\\
\sum_{n \geq 0} \mathcal{C}_{n}\left(p_{1}, p_{2}, \cdots, p_{n}\right) z^{n} & =\exp \left(\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right),  \tag{3.5}\\
\sum_{n \geq 0} \mathcal{C}_{n}\left(p_{1},-p_{2}, \cdots,(-1)^{n-1} p_{n}\right) z^{n} & =\exp \left(\sum_{n \geq 1}(-1)^{n-1} \frac{p_{n}}{n} z^{n}\right) . \tag{3.6}
\end{align*}
$$

Proof: These identities are obtained directly from Theorem 2.4.3, equations (2.4), (2.1) and (2.2).

Note that equation (3.5) is a well-know expression in algebraic combinatorics (see e.g [23, 27, 49, 62]).

There are many interesting specialization of Theorem 3.1.2 related to combinatorial sequences and special polynomials. For instance, Gessel [23], Hsu and Shiue [26, 27], and Riordan [49] had some identities which can be expressed in terms of $\mathcal{C}_{n}$. Our machinery can easily be applied to reprove these and get various others.

For example, we can rewrite equations (2.43)-(2.45) in Example 2.6.10 as

$$
\begin{aligned}
(-1)^{n}\binom{c}{n} & =\mathcal{C}_{n}(-c,-c, \cdots,-c) \\
\binom{c+n-1}{n} & =\mathcal{C}_{n}(c, c, \cdots, c) \\
\binom{c}{n} & =\mathcal{C}_{n}\left(c,-c, \cdots,(-1)^{n-1} c\right)
\end{aligned}
$$

where $c \in \mathbb{C}$.

Similarly, by equations (2.46)-(2.48) in Example 2.6.12, we have

$$
\begin{aligned}
& = \begin{cases}0 & \text { if } q \text { odd and } n \equiv 0 \quad(\bmod q) \quad n \geq 1, \\
2 & \text { if } q \text { even and } n \equiv 0 \quad(\bmod q) \quad n \geq 1, \\
(-1)^{n^{\prime}}\binom{q}{n^{\prime}} & \text { otherwise, where } n^{\prime}=n-q\lfloor n / q\rfloor,\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& = \begin{cases}0 & \text { if } q \text { odd and } n \equiv 0 \quad(\bmod q) \quad n \geq 1, \\
2 & \text { if } q \text { even and } n \equiv 0 \quad(\bmod q) \quad n \geq 1, \\
\binom{q}{n^{\prime}} & \text { otherwise, where } n^{\prime}=n-q\lfloor n / q\rfloor .\end{cases}
\end{aligned}
$$

The definitions of the combinatorial sequences and their generating functions in the following examples can be found in [12, 49, 61, 62].

Theorem 3.1.3 ([26, 27]). Let $F_{n}$ and $L_{n}$ be the Fibonacci and Lucas numbers, respectively. We have

$$
F_{n}=\mathcal{C}_{n}\left(L_{1}, L_{2}, \cdots, L_{n}\right)
$$

Proof: The generating function for the Fibonacci numbers $F_{n}$ is

$$
\sum_{n \geq 0} F_{n} z^{n}=\frac{1}{1-z-z^{2}}
$$

and the generating function of the Lucas numbers $L_{n}$ is

$$
\sum_{n \geq 1} L_{n} z^{n}=\frac{z+2 z^{2}}{1-z-z^{2}}
$$

Now, let $H(z)=\left(1-z-z^{2}\right)^{-1}=\sum_{n \geq 0} F_{n} z^{n}$. Then, by equation (2.3), we have

$$
P(z)=\frac{z+2 z^{2}}{1-z-z^{2}}=\sum_{n \geq 1} L_{n} z^{n}
$$

Hence, by equation (3.2), we obtain the desired result.
Note that in the next few examples, we will use exponential generating functions instead of ordinary generating functions. Hence, factorial factors will appear in our identities.

Theorem 3.1.4 ([26, 27]). Let $B E_{n}$ be the Bell numbers. We have

$$
B E_{n}=n!\mathcal{C}_{n}\left(\frac{1}{0!}, \frac{1}{1!}, \cdots, \frac{1}{(n-1)!}\right)
$$

Proof: Recall that the exponential generating function of the Bell numbers is

$$
\sum_{n \geq 0} \frac{B E_{n}}{n!} z^{n}=\exp (\exp (z)-1)
$$

Now, let $H(z)=\exp (\exp (z)-1) \in 1+z \mathbb{C}[[z]]$. Hence, by equation (2.3), we have

$$
P(z)=z \exp (z)=z+\frac{z^{2}}{1!}+\frac{z^{3}}{2!}+\cdots
$$

The result now follows from equation (3.2).

Theorem 3.1.5. Let $E_{n}$ and $T_{n}$ be the Euler and tangent numbers, respectively. We have

$$
E_{n}=n!\mathcal{C}_{n}\left(\frac{T_{0}}{0!}, \frac{T_{1}}{1!}, \frac{T_{2}}{2!}, \cdots, \frac{T_{n-1}}{(n-1)!}\right)
$$

Proof: Note that the exponential generating functions of the Euler and tangent numbers are

$$
\sum_{n \geq 0} \frac{E_{n}}{n!} z^{n}=\sec (z) \quad \text { and } \quad \sum_{n \geq 0} \frac{T_{n}}{n!} z^{n}=\tan (z)
$$

Let

$$
H(z)=\sec (z) \in 1+z \mathbb{C}[[z]]
$$

Then, by equation (2.3), we have

$$
P(z)=z \tan (z) .
$$

Hence, by Theorem 3.1.2, we get the desired result.
Remark: There are alternate Euler numbers and tangent numbers defined by

$$
\sum_{n \geq 0} \frac{E_{n}^{*}}{n!} z^{n}=\frac{2 \exp (z)}{\exp (2 z)+1}=\operatorname{sech}(z)
$$

and

$$
\sum_{n \geq 0} \frac{T_{n}^{*}}{n!} z^{n}=\frac{\exp (2 z)-1}{\exp (2 z)+1}=\tanh (z)
$$

In this case, we have

$$
E_{n}^{*}=n!\mathcal{C}_{n}\left(\frac{-T_{0}^{*}}{0!}, \frac{-T_{1}^{*}}{1!}, \frac{-T_{2}^{*}}{2!}, \cdots, \frac{-T_{n-1}^{*}}{(n-1)!}\right)
$$

Theorem 3.1.6 ([23]). Let $D_{n}$ be the derangement numbers. We have

$$
D_{n}=n!\mathcal{C}_{n}(0,1, \cdots, 1)
$$

Proof: The exponential generating function of the derangement number is

$$
\sum_{n \geq 0} \frac{D_{n}}{n!} z^{n}=\frac{\exp (-z)}{1-z}
$$

The result now follows by using the usual techniques.

Theorem 3.1.7. Let $B_{n}$ be the Bernoulli numbers. We have

$$
B_{n}=n!\mathcal{C}_{n}\left(\frac{B_{1}}{1!}, \frac{-B_{2}}{2!}, \frac{-B_{3}}{3!}, \cdots, \frac{-B_{n}}{n!}\right)
$$

and

$$
B_{n}=n!\mathcal{C}_{n}\left(\frac{B_{1}}{1!},-\frac{B_{2}}{2!}, \cdots,(-1)^{n+1} \frac{B_{n}}{n!}\right)
$$

Proof: Note that the exponential generating function of the Bernoulli numbers is

$$
\sum_{n \geq 0} \frac{B_{n}}{n!} z^{n}=\frac{z}{\exp (z)-1}
$$

Let

$$
H(z)=\frac{z}{\exp (z)-1} \in 1+z \mathbb{C}[[z]]
$$

Then, by equation (2.3), we have

$$
P(z)=1-\frac{z \exp (z)}{\exp (z)-1}=1-z-\frac{z}{\exp (z)-1}=1-z-H(z)
$$

Hence, by equation (3.2)

$$
B_{n}=n!\mathcal{C}_{n}\left(\frac{-B_{1}-1}{1!}, \frac{-B_{2}}{2!}, \frac{-B_{3}}{3!}, \cdots, \frac{-B_{n}}{n!}\right)
$$

or equivalently,

$$
B_{n}=n!\mathcal{C}_{n}\left(\frac{B_{1}}{1!}, \frac{-B_{2}}{2!}, \cdots, \frac{-B_{n}}{n!}\right)
$$

since $B_{1}=\frac{-1}{2}$ and $-B_{1}-1=\frac{-1}{2}=B_{1}$.
Moreover, if we write

$$
P(z)=1-\frac{z \exp (z)}{\exp (z)-1}=1-\frac{-z}{\exp (-z)-1}=1-H(-z)
$$

Then we get the second identity.

### 3.1.1 The Lagrange Inversion Theorem

In order to obtain more interesting identities, we utilize the remarkable Lagrange Inversion Theorem to calculate the coefficients in a formal power series.

We recall the Lagrange Inversion Theorem and one of its corollaries (see e.g. [12, 24, 62, 68]).

Lagrange Inversion Theorem. Let $G(z) \in[[z]]$ with $G(0) \neq 0$, and let $F(z)$ be defined by

$$
F(z)=z G(F(z))
$$

Then

$$
n\left[z^{n}\right] F(z)^{k}=k\left[z^{n-k}\right] G(z)^{n}
$$

where $k, n \in \mathbb{Z}$.

Note that if $k<0$ then $F(z)^{k}$ is the Laurent series of the form

$$
\sum_{n \geq k} a_{n} z^{n}
$$

Corollary 3.1.8. Let $L(z), G(z) \in \mathbb{C}[[z]]$ with $G(0) \neq 0$, and let $F(z)$ be defined by

$$
F(z)=z G(F(z))
$$

Then we have

$$
n\left[z^{n}\right] L(F(z))=\left[z^{n-1}\right] L^{\prime}(z) G(z)^{n}
$$

and

$$
n\left[z^{n}\right] \log \left(\frac{F(z)}{z}\right)=\left[z^{n}\right] G(z)^{n}
$$

Theorem 3.1.9. We have

$$
\begin{aligned}
-(n-1)^{n-1} & =n!\mathcal{C}_{n}\left(-\frac{1}{1!},-\frac{4}{2!}, \cdots,-\frac{n^{n}}{n!}\right) \\
(n+1)^{n-1} & =n!\mathcal{C}_{n}\left(\frac{1}{1!}, \frac{4}{2!}, \cdots, \frac{n^{n}}{n!}\right) \\
(1-n)^{n-1} & =n!\mathcal{C}_{n}\left(\frac{1}{1!},-\frac{4}{2!}, \cdots,(-1)^{n-1} \frac{n^{n}}{n!}\right)
\end{aligned}
$$

Proof: Consider the functional equation

$$
F(z)=z \exp (F(z))
$$

By using the Lagrange Inversion Theorem, we have

$$
F(z)^{k}=\sum_{n \geq k} \frac{k n^{n-k-1}}{(n-k)!} z^{n}
$$

where $k \in \mathbb{Z}$.
Now, let $R(z)=\exp (-F(z)) \in 1+z \mathbb{C}[[z]]$. Then we have

$$
\begin{aligned}
& R(z)=\exp (-F(z))=z F(z)^{-1}=\sum_{n \geq 0} \frac{-(n-1)^{n-1}}{n!} z^{n}, \\
& H(z)=\exp (F(z))=z^{-1} F(z)=\sum_{n \geq 0} \frac{(n+1)^{n-1}}{n!} z^{n} \\
& E(z)=\exp (-F(-z))=-z F(-z)^{-1}=\sum_{n \geq 0} \frac{(1-n)^{n-1}}{n!} z^{n}, \\
& P(z)=z F^{\prime}(z)=\sum_{n \geq 1} \frac{n^{n}}{n!} z^{n} .
\end{aligned}
$$

The result now follows by applying Theorem 3.1.2.
Remark: The number $(n+1)^{n-1}$ is the number of labelled trees on $n+1$ vertices [49, 62 ].

Theorem 3.1.10. Let

$$
C_{n}=\frac{1}{n+1}\binom{2 n}{n}
$$

be the nth Catalan number. We have

$$
\begin{aligned}
-C_{n-1} & =\mathcal{C}_{n}\left(-\binom{1}{0},-\binom{3}{1}, \cdots,-\binom{2 n-1}{n-1}\right) \\
C_{n} & =\mathcal{C}_{n}\left(\binom{1}{0},\binom{3}{1}, \cdots,\binom{2 n-1}{n-1}\right) \\
(-1)^{n-1} C_{n-1} & =\mathcal{C}_{n}\left(\binom{1}{0},-\binom{3}{1}, \cdots,(-1)^{n-1}\binom{2 n-1}{n-1}\right)
\end{aligned}
$$

Proof: Note that the generating function of the Catalan numbers

$$
C(z):=C_{0}+C_{1} z+C_{2} z^{2}+\cdots
$$

satisfies

$$
\begin{equation*}
C(z)=1+z C(z)^{2} \tag{3.7}
\end{equation*}
$$

Now, let $H(z)=C(z) \in 1+z \mathbb{C}[[z]]$. By equation (3.7), we have

$$
1=C(z)^{-1}+z C(z)
$$

Hence,

$$
\begin{aligned}
& R(z)=C(z)^{-1}=1-z C(z) \\
& E(z)=R(-z)=1+z C(-z)
\end{aligned}
$$

and

$$
\begin{aligned}
& a_{n}=-C_{n-1} \quad \text { for } n \geq 1 \\
& e_{n}=(-1)^{n-1} C_{n-1} \quad \text { for } n \geq 1 .
\end{aligned}
$$

Also,

$$
\begin{aligned}
P(z) & =z \frac{C^{\prime}(z)}{C(z)} \\
& =z \frac{C(z)^{2}+z 2 C(z) C^{\prime}(z)}{C(z)} \\
& =z C(z)+2 z^{2} C^{\prime}(z)
\end{aligned}
$$

So,

$$
\begin{aligned}
p_{n} & =C_{n-1}+2(n-1) C_{n-1} \\
& =(2 n-1) \frac{1}{n}\binom{2 n-2}{n-1} \\
& =\binom{2 n-1}{n-1} .
\end{aligned}
$$

Therefore, by Theorem 3.1.2, we obtain the desired result.
We conclude this section by giving one more application.

Theorem 3.1.11. Let

$$
M O_{n}=\frac{1}{n+1} \sum_{i}\binom{n+1}{i}\binom{n+1-i}{i+1}
$$

be the Motzkin numbers. We have

$$
\begin{aligned}
-M O_{n-2} & =\mathcal{C}_{n}\left(-1,-3, \cdots,-\sum_{i}\binom{n}{i}\binom{n-i}{i}\right), \\
M O_{n} & =\mathcal{C}_{n}\left(1,3, \cdots, \sum_{i}\binom{n}{i}\binom{n-i}{i}\right), \\
(-1)^{n-1} M O_{n-2} & =\mathcal{C}_{n}\left(1,-3, \cdots,(-1)^{n-1} \sum_{i}\binom{n}{i}\binom{n-i}{i}\right)
\end{aligned}
$$

for $n \geq 2$.

Proof: Note that the generating function of the Motzkin numbers

$$
M O(z):=M O_{0}+M O_{1} z+M O_{2} z^{2}+\cdots
$$

satisfies

$$
\begin{equation*}
M O(z)=1+z M O(z)+z^{2} M O(z)^{2} \tag{3.8}
\end{equation*}
$$

Let $\widetilde{M O}(z)=z M O(z)$. Then equation (3.8) becomes

$$
\widetilde{M O}(z)=z\left(1+\widetilde{M O}(z)+\widetilde{M O}(z)^{2}\right)
$$

So, to use the Lagrange Inversion Theorem, we will need the expansion

$$
\begin{aligned}
\left(1+z+z^{2}\right)^{n} & =\sum_{i \geq 0}\binom{n}{i}\left(z+z^{2}\right)^{n-i} \\
& =\sum_{i \geq 0}\binom{n}{i} z^{n-i}(1+z)^{n-i} \\
& =\sum_{i \geq 0}\binom{n}{i} z^{n-i} \sum_{j \geq 0}\binom{n-i}{j} z^{j} \\
& =\sum_{i, j \geq 0}\binom{n}{i}\binom{n-i}{j} z^{n-i+j}
\end{aligned}
$$

Now, let $H(z)=M O(z)=z^{-1} \widetilde{M O}(z) \in 1+z \mathbb{C}[[z]]$. Then

$$
R(z)=M O(z)^{-1}=z \widetilde{M O}(z)^{-1}
$$

and

$$
\begin{aligned}
a_{n} & =\left[z^{n}\right] M O(z)^{-1} \\
& =\left[z^{n-1}\right] \widetilde{M O}(z)^{-1} \\
& =\frac{-1}{n-1}\left[z^{n}\right]\left(1+z+z^{2}\right)^{n-1} \quad \text { (by Lagrange Inversion) } \\
& =\frac{-1}{n-1} \sum_{i}\binom{n-1}{i}\binom{n-1-i}{i-1} \quad \text { (by the expansion) } \\
& =-M O_{n-2}
\end{aligned}
$$

for $n \geq 2$.
Also, rewrite equation (2.3) as

$$
\log (H(z))=\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}
$$

we have

$$
\begin{array}{rlrl}
p_{n} & =n\left[z^{n}\right] \log (H(z)) & \\
& =n\left[z^{n}\right] \log \left(\frac{\widehat{M O}(z)}{z}\right) & \\
& =\left[z^{n}\right]\left(1+z+z^{2}\right)^{n} & \text { (by Corollary 3.1.8) } \\
& =\sum_{i}\binom{n}{i}\binom{n-i}{i} & & \text { (by the expansion). }
\end{array}
$$

Again, we apply Theorem 3.1.2 to establish the formulas.

### 3.2 Dynamical Systems

There is a strong connection between number theory and dynamical systems. In particular, the number of periodic points in a dynamical system satisfies a congruence relation, (3.12) below. Various authors have applied (3.12) to get congruences for dynamical systems [6, $15,16,17,22,34,35,36,47]$.

Du $[15,16,17]$ has obtained several interesting results about counting the periodic points using linear recurrence relations. Moreover, he made extensive use of the computer to formulate conjectures about congruences for these sequences which he could not prove using dynamical-systems techniques. He also asked if number-theoretic proofs were possible for his theorems. At the first glance, there is no obvious way to obtain a relationship between the initial conditions and the recurrence relations in Du's theorems and conjectures. However, we are able to prove Du's conjectures and theorems using our techniques.

### 3.2.1 Introduction

In this subsection, we recall some basic definitions and results from dynamical systems (see e.g. $[16,47])$.

For a map $T: X \rightarrow X$ on a set $X$, we denote the $n$th iterate of $T$ by $T^{n}$. We call a point $x \in X$ a periodic point of period $n$ under $T$ if

$$
T^{n}(x)=x
$$

for some $n \geq 1$. Call $x$ a periodic point of least period $n$ under $T$ if

$$
T^{n}(x)=x \quad \text { and } \quad T^{k}(x) \neq x \quad \text { for } 1 \leq k<n
$$

We denote the number of points of period $n$ under $T$ by

$$
\operatorname{Per}_{n}(T)=\#\left\{x \in X \mid T^{n}(x)=x\right\}
$$

and the number of points of least period $n$ under $T$ by

$$
\operatorname{LPer}_{n}=\#\left\{x \in X \mid T^{n}(x)=x \text { and } T^{k}(x) \neq x \text { for } 1 \leq k<n\right\} .
$$

We assume $\operatorname{Per}_{n}(T)$ is finite for all $n \geq 1$.
It is easy to see that $x$ is a periodic point of $n$ if and only if $x$ is a periodic point of least period $d$ for some $d \mid n$. Hence we have

$$
\begin{equation*}
\operatorname{Per}_{n}=\sum_{d \mid n} \operatorname{LPer}_{d} . \tag{3.9}
\end{equation*}
$$

Furthermore, if $x$ is a periodic point of least period $n$ under $T$, then the points $x, T(x)$, $\cdots, T^{n-1}(x)$ are all distinct and are all periodic points of least period $n$. We call the set

$$
\left\{T^{k}(x) \mid k \geq 0\right\}=\left\{x, T(x), \cdots, T^{n-1}(x)\right\}
$$

the (periodic) orbit of $x$ under $T$. Then the number of orbits of length $n$ under $T$ is

$$
\begin{equation*}
\operatorname{Orb}_{n}(T)=\frac{1}{n} \operatorname{LPer}_{n}(T) \tag{3.1}
\end{equation*}
$$

Hence, by (3.9) and (3.10), we have

$$
\operatorname{Per}_{n}=\sum_{d \mid n} d \operatorname{Orb}_{d} \quad \forall n \geq 1 .
$$

Then, by the Möbius Inversion Theorem, we get

$$
\begin{equation*}
\operatorname{Orb}_{n}=\frac{1}{n} \sum_{d \mid n} \mu(d) \operatorname{Per}_{n / d} \quad \forall n \geq 1 . \tag{3.11}
\end{equation*}
$$

Since $\mathrm{Orb}_{n}$ is a nonnegative integer, we get the following congruence

$$
\begin{equation*}
\sum_{d \mid n} \mu(d) \operatorname{Per}_{n / d} \equiv 0 \quad(\bmod n) \quad \forall n \geq 1 . \tag{3.12}
\end{equation*}
$$

### 3.2.2 Du's Theorems and Conjectures

In this section, we will show that the initial conditions and recurrence relations in Du's conjectures and theorems are connected with the power sums in the characteristic roots of the recurrence relations. Hence, we are able to prove these congruences by using Theorem 2.3.1. First, we give some examples which algebraically prove theorems which Du demonstrated using the theory of dynamical systems. We then use the same techniques to prove Du's conjectures in [16, 17].

The next two examples deal with linear recurrence relations of order 2 and order 3 .

Example 3.2.1. Let $a_{1}$ and $a_{2}$ be integers and $\left\{A_{n}\right\}$ satisfy the recurrence relation

$$
A_{n}+a_{1} A_{n-1}+a_{2} A_{n-2}=0 \quad \text { for } n>2
$$

with initial conditions

$$
A_{1}=-a_{1} \quad \text { and } \quad A_{2}=a_{1}^{2}-2 a_{2} .
$$

So, by Theorem 2.5.5, $A_{n}$ is the $n$th power sum in the roots of $F(z)=z^{2}+a_{1} z+a_{2}$. Hence, by Theorem 2.3.1, we have

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Remark: When $a_{1}=-1, a_{2}=-1$, we get

$$
A_{1}=1, A_{2}=3, A_{3}=4, A_{4}=7, A_{5}=11, \cdots
$$

so that $A_{n}=L_{n}$, the $n$th Lucas number (see e.g $[19,65]$ ).
Example 3.2.2. Let $a_{1}, a_{2}$ and $a_{3}$ be integers and $\left\{A_{n}\right\}$ satisfy the recurrence relation

$$
A_{n}+a_{1} A_{n-1}+a_{2} A_{n-2}+a_{3} A_{n-3}=0 \quad \text { for } n>3
$$

with initial conditions

$$
A_{1}=-a_{1}, \quad A_{2}=a_{1}^{2}-2 a_{2} \quad \text { and } \quad A_{3}=-a_{1}^{3}+3 a_{1} a_{2}-3 a_{3} .
$$

So, by Theorem 2.5.5, $A_{n}$ is the $n$th power sum of the roots of $F(z)=z^{3}+a_{1} z^{2}+a_{2} z+a_{3}$. Hence, by Theorem 2.3.1, we have

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Remark: This example generalizes the result in [16, Theorem 4], and also gives the explicit initial conditions that Du was asking for.

## Du's Theorems

We now give algebraic proofs of Du's theorems.

Theorem 3.2.3 ([15, Theorem 3]). Fix $r \geq 1$ and let

$$
A_{n}-A_{n-1}-A_{n-2}-\cdots-A_{n-r}=0 \quad \text { for } n>r
$$

with initial conditions

$$
A_{n}=2^{n}-1, \quad \text { for } 1 \leq n \leq r
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: We will show that $A_{n}$ is the $n$th power sum in the roots of the characteristic polynomial

$$
F(z)=z^{r}-z^{r-1}-z^{r-2}-\cdots-1
$$

To prove this, let

$$
\begin{aligned}
R(z) & =1-z-z^{2}-\cdots-z^{r} \\
& =\left(1-2 z+z^{r+1}\right) /(1-z)
\end{aligned}
$$

Now, let $\tilde{R}(z)=1-2 z+z^{r+1}$ and $\hat{R}(z)=1-z$. It follows easily from Example 2.5.4 that

$$
\tilde{p}_{n}=2^{n} \quad \text { and } \quad \hat{p}_{n}=1 \quad \text { for } 1 \leq n \leq r .
$$

Thus, by Proposition 2.2.2, we get $p_{n}=2^{n}-1$ for $1 \leq n \leq r$. Now Theorem 2.5 .5 shows that $p_{n}$ and $A_{n}$ satisfy the same initial conditions and recurrence relation. Hence they must be equal for all $n \geq 1$. Therefore, by Theorem 2.3.1, we have

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Theorem 3.2.4 ([15, Theorem 4], [16, Theorem 3]). Fix integer $r \geq 1$ and let

$$
A_{n}-A_{n-1}-\sum_{i=2}^{2 r}(-1)^{i} A_{n-i}=0 \quad \text { for } n>2 r
$$

with initial conditions

$$
\begin{array}{rlrl}
A_{2 n-1} & =1 & & \text { for } 1 \leq n \leq r \\
A_{2 n} & =2^{n+1}-1 & \text { for } 1 \leq n \leq r
\end{array}
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: We will show that $A_{n}$ is the $n$th power sum in the roots of the characteristic polynomial

$$
F(z)=z^{2 r}-z^{2 r-1}-\sum_{i=2}^{2 r}(-1)^{i} z^{2 r-i}
$$

To show this, let

$$
\begin{aligned}
R(z) & =1-z-\sum_{i=2}^{2 r}(-1)^{i} z^{i} \\
& =\left(1-2 z^{2}-z^{2 r+1}\right) /(1+z)
\end{aligned}
$$

Now, let $\tilde{R}(z)=1-2 z^{2}-z^{2 r+1}$ and $\hat{R}(z)=1+z$. By a method similar to Example 2.5.4, we have

$$
\begin{aligned}
\tilde{p}_{2 n-1} & =0 & & \text { for } 1 \leq n \leq r \\
\tilde{p}_{2 n} & =2^{n+1} & & \text { for } 1 \leq n \leq r
\end{aligned}
$$

Also, $\hat{p}_{n}=(-1)^{n}$, for all $n \geq 1$. Hence, by Proposition 2.2.2, we get

$$
\begin{array}{rlrl}
p_{2 n-1} & =1 & & \text { for } 1 \leq n \leq r \\
p_{2 n} & =2^{n+1}-1 & \text { for } 1 \leq n \leq r
\end{array}
$$

Arguing as in the previous proof, $p_{n}=A_{n}$ for all $n \geq 1$. Therefore, by Theorem 2.3.1, we have

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Remark: In [15], Du used a more complicated recurrence relation for the sequence in this theorem. Later, he discovered a simpler recurrence relation in [16]. Here, we have simplified the recurrence relation even further.

Theorem 3.2.5 ([16, Theorem 2]). Fix $r \geq 2$ and let

$$
A_{n}-3 A_{n-1}+A_{n-2}+\cdots+A_{n-r}=0 \quad \text { for } n>r
$$

with initial conditions

$$
A_{n}=2^{n+1}-1, \quad \text { for } 1 \leq n \leq r .
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1 .
$$

Proof: We will show that $A_{n}$ is the $n$th power sum in the roots of the characteristic polynomial

$$
F(z)=z^{r}-3 z^{r-1}+z^{r-2}+\cdots+1 .
$$

To show this, let

$$
\begin{aligned}
R(z) & =1-3 z+z^{2}+\cdots+z^{r} \\
& =\left(1-4 z+4 z^{2}-z^{r+1}\right) /(1-z) .
\end{aligned}
$$

Now, let $\tilde{R}(z)=1-4 z+4 z^{2}-z^{r+1}$ and $\hat{R}(z)=1-z$. From Theorem 2.5.2 it follows that for $n \leq r$ then $n$th power sum in the roots of $\tilde{R}(z)$ are the same as that sum for $1-4 z+4 z^{2}$. So

$$
\tilde{p}_{n}=2^{n+1} \quad \text { and } \quad \hat{p}_{n}=1 \quad \text { for } 1 \leq n \leq r .
$$

Thus, by Proposition 2.2.2, we get $p_{n}=2^{n+1}-1$ for $1 \leq n \leq r$. The proof is finished in the usual manner.

Theorem 3.2.6 ([17, Theorem 5]). Fix $r \geq 2$ and let

$$
A_{n}-\sum_{i=1}^{r}(2 i-1) A_{n-i}-\sum_{i=r+1}^{2 r-1}(4 r-2 i-1) A_{n-i}=0 \quad \text { for } n \geq 2 r
$$

with initial conditions

$$
A_{n}= \begin{cases}3^{n}-2 & \text { for } 1 \leq n \leq r, \\ 3^{n}-4 n \cdot 3^{n-r-1}-2 & \text { for } r<n<2 r .\end{cases}
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: The reader will be familiar with the method by now, so we will only provide the main steps. Let

$$
\begin{aligned}
R(z) & =1-\sum_{i=1}^{r}(2 i-1) z^{i}-\sum_{i=r+1}^{2 r-1}(4 r-2 i-1) z^{i} \\
& =\left(1-3 z+4 z^{r+1}-z^{2 r}-z^{2 r+1}\right) /(1-z)^{2}
\end{aligned}
$$

Now, let $\tilde{R}(z)=1-3 z+4 z^{r+1}-z^{2 r}-z^{2 r+1}$ and $\hat{R}(z)=(1-z)^{2}$. From Theorem 2.5.2, the power sums for $\tilde{R}(z)$ and $1-3 z+4 z^{r+1}$ are the same for $n<2 r$. So by Example 2.5.4

$$
\tilde{p}_{n}= \begin{cases}3^{n} & \text { for } 1 \leq n \leq r \\ 3^{n}-4 n \cdot 3^{n-r-1} & \text { for } r<n<2 r\end{cases}
$$

Also, $\hat{p}_{n}=2$, for all $n \geq 1$. Thus, by Proposition 2.2.2, we get

$$
p_{n}= \begin{cases}3^{n}-2 & \text { for } 1 \leq n \leq r \\ 3^{n}-4 n \cdot 3^{n-r-1}-2 & \text { for } r<n<2 r\end{cases}
$$

Since $A_{n}=p_{n}$ for all $n \geq 1$, we are done.

## Du's Conjectures

Using the same methods, we can prove Du's conjectures in [16, 17] which he could not obtain using dynamical-systems techniques.

The next theorem resolves the conjecture in [16].

Theorem 3.2.7. Fix $r \geq 2$ and let

$$
A_{n}-3 A_{n-1}+A_{n-2}+\cdots+A_{n-2 r+1}=0 \quad \text { for } n \geq 2 r
$$

with initial conditions

$$
A_{n}= \begin{cases}1 & \text { for } 1 \leq n<r \\ 2 n \cdot 2^{n-r}+1 & \text { for } r \leq n<2 r\end{cases}
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: Notice that the characteristic polynomial of the recurrence relation is

$$
\begin{aligned}
& z^{2 r-1}-3 z^{2 r-2}+z^{2 r-3}+\cdots+1 \\
= & \left(z^{r}-2 z^{r-1}-1\right)\left(z^{r-1}-z^{r-2}-\cdots-1\right)
\end{aligned}
$$

We will show that $A_{n}$ is difference of the $n$th power sums in the roots of

$$
z^{r}-2 z^{r-1}-1 \quad \text { and } \quad z^{r-1}-z^{r-2}-\cdots-1
$$

So, let

$$
\tilde{R}(z)=1-2 z-z^{r}
$$

and

$$
\begin{aligned}
\hat{R}(z) & =1-z-\cdots-z^{r-1} \\
& =\left(1-2 z+z^{r}\right) /(1-z)
\end{aligned}
$$

It follows easily from Example 2.5.4 and Proposition 2.2.2 that

$$
\tilde{p}_{n}= \begin{cases}2^{n} & \text { for } 1 \leq n<r \\ 2^{n}+n \cdot 2^{n-r} & \text { for } r \leq n<2 r\end{cases}
$$

and

$$
\hat{p}_{n}= \begin{cases}2^{n}-1 & \text { for } 1 \leq n<r \\ 2^{n}-n \cdot 2^{n-r}-1 & \text { for } r \leq n<2 r\end{cases}
$$

Thus, we have

$$
\tilde{p}_{n}-\hat{p}_{n}= \begin{cases}1 & \text { for } 1 \leq n<r \\ 2 n \cdot 2^{n-r}+1 & \text { for } r \leq n<2 r\end{cases}
$$

Now applying Theorem 2.5 .8 we obtain $A_{n}=\tilde{p}_{n}-\hat{p}_{n}$ for all $n \geq 1$. Since by Theorem 2.3.1 both $\tilde{p}_{n}$ and $\hat{p}_{n}$ satisfy the desired congruence, so does their difference.

The next theorem proves the conjecture in [17]

Theorem 3.2.8. Fix $r \geq 2$ and let

$$
A_{n}-\sum_{i=1}^{r}(2 i-1) A_{n-i}-\sum_{i=r+1}^{2 r-1}(4 r-2 i-1) A_{n-i}=0 \quad \text { for } n \geq 2 r
$$

with initial conditions

$$
A_{n}= \begin{cases}3^{n} & \text { for } 1 \leq n<r \\ 3^{r}-2 r & \text { for } n=r \\ 3^{n}-4 n \cdot 3^{n-r-1} & \text { for } r<n<2 r\end{cases}
$$

Then

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

Proof: Notice that the characteristic polynomial of the recurrence relation is

$$
\begin{aligned}
& z^{2 r-1}-\sum_{i=1}^{r}(2 i-1) z^{2 r-1-i}-\sum_{i=r+1}^{2 r-1}(4 r-2 i-1) z^{2 r-1-i} \\
= & \left(z^{r}-2 z^{r-1}-2 z^{r-2}-\cdots-2 z-1\right)\left(z^{r-1}+z^{r-2}+\cdots+1\right) .
\end{aligned}
$$

We will show that $A_{n}$ is difference of the powers sum of the roots of

$$
z^{r}-2 z^{r-1}-2 z^{r-2}-\cdots-2 z-1
$$

and

$$
z^{r-1}+z^{r-2}+\cdots+1
$$

So, let

$$
\begin{aligned}
\tilde{R}(z) & =1-2 z-2 z^{2}-\cdots-2 z^{r-1}-z^{r} \\
& =\left(1-3 z+z^{r}+z^{r+1}\right) /(1-z)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{R}(z) & =1+z+z^{2}+\cdots+z^{r-1} \\
& =\left(1-z^{r}\right) /(1-z)
\end{aligned}
$$

Using the usual techniques we get

$$
\tilde{p}_{n}= \begin{cases}3^{n}-1 & \text { for } 1 \leq n<r \\ 3^{n}-r-1 & \text { for } n=r \\ 3^{n}-4 n \cdot 3^{n-r-1}-1 & \text { for } r<n<2 r\end{cases}
$$

and

$$
\hat{p}_{n}= \begin{cases}r-1 & \text { for } r \mid n \\ -1 & \text { otherwise }\end{cases}
$$

Thus, we get

$$
\tilde{p}_{n}-\hat{p}_{n}= \begin{cases}3^{n} & \text { for } 1 \leq n<r \\ 3^{n}-2 r & \text { for } n=r \\ 3^{n}-4 n \cdot 3^{n-r-1} & \text { for } r<n<2 r\end{cases}
$$

Now we are done as in the proof of the previous theorem.
Actually, Du in $[16,17]$ used dynamical systems to prove that the sequences $\left\{A_{n}\right\}_{n \geq 1}$ in Theorems 3.2.7 and 3.2.8 satisfy the following congruences.

$$
\sum_{\substack{d \mid n  \tag{3.13}\\
d: \text { odd }}} \mu(d) A_{n / d} \equiv\left\{\begin{array}{lll}
1 & (\bmod 2 n) & \text { for } n=2^{k}, \quad k \geq 0 \\
0 & (\bmod 2 n) & \text { otherwise }
\end{array}\right.
$$

Recently, Du, Huang and Li [18] used a different approach to prove the congruences

$$
\sum_{d \mid n} \mu(d) A_{n / d} \equiv 0 \quad(\bmod n) \quad \text { for all } n \geq 1
$$

from (3.13).

### 3.3 Universal $\lambda$-rings, ghost rings, necklace rings, and Witt vectors

The main purpose of this section is to give explicit formulas for universal polynomials of universal $\lambda$-rings and to give a connection of our viewpoint with ghost rings, necklace rings, and Witt vectors.

Universal $\lambda$-rings [ $14,25,31$ ] are an important tool from commutative algebra, and have numerous applications to several areas of mathematics [3, 14, 25, 31, 40, 52]. In the literature the construction of universal $\lambda$-rings is by universal polynomials. However, to the best of our knowledge, no explicit formulas for universal polynomials have been established in the literature. Since universal polynomials are the building blocks of universal $\lambda$-rings, it would be helpful to have such formulas for them. We will derive such expressions shortly.

Since we have already been working over $\mathbb{C}$, we will continue to do so in this section. However, these results remain true over suitable commutative rings.

We first consider a ring structure on $z \mathbb{C}[[z]]$. We use the usual addition operation but Hadamard product $\odot$ for the multiplication. This ring is called the ghost ring $G h(\mathbb{C})$ [33, 40, 52].

We define the ghost map

$$
g h: 1+z \mathbb{C}[[z]] \rightarrow z \mathbb{C}[[z]]
$$

by

$$
g h(R(z))=-z \frac{R^{\prime}(z)}{R(z)}=P(z) .
$$

We wish to define the ring structure on $1+z \mathbb{C}[[z]]$ for which the ghost map becomes an isomorphism of rings. By Proposition 2.2.2, we must define addition in $1+z \mathbb{C}[[z]]$ to be the usual multiplication of formal power series. Now, we define the multiplication $*$ on $1+z \mathbb{C}[[z]]$ by

$$
\tilde{R}(z) * \hat{R}(z)=g h^{-1}(g h(\tilde{R}(z)) \odot g h(\hat{R}(z))) .
$$

where

$$
g h^{-1}(P(z))=\exp \left(-\int_{0}^{z} \frac{P(x)}{x} d x\right)=\exp \left(-\sum_{n \geq 1} \frac{p_{n}}{n} z^{n}\right) .
$$

This ring structure on $1+z \mathbb{C}[[z]]$ is called the universal $\lambda$-ring.
Suppose $\tilde{R}(z)=1+\tilde{a}_{1} z+\tilde{a}_{2} z^{2}+\cdots$ and $\hat{R}(z)=1+\hat{a}_{1} z+\hat{a}_{2} z^{2}+\cdots$. Let $R(z)=$ $\tilde{R}(z) * \hat{R}(z)=1+a_{1} z+a_{2} z^{2}+\cdots$. Then there exist polynomials

$$
S_{n}\left[x_{1}, \cdots, x_{n} ; y_{1}, \cdots, y_{n}\right]
$$

such that

$$
a_{n}=S_{n}\left[\tilde{a}_{1}, \cdots, \tilde{a}_{n} ; \hat{a}_{1}, \cdots, \hat{a}_{n}\right] .
$$

These polynomials, $S_{n}$, are called the universal polynomials of the universal $\lambda$-ring. No explicit formulas for universal polynomials has been given in the literature. However, we can get $a_{n}$ (and thus $S_{n}$ ) by applying our results in Section 2.4.

Theorem 3.3.1. We have
$a_{n}=\sum_{\nu=\left(1^{k_{1}} 2^{\left.k_{2} \ldots n^{k_{n}}\right) \vdash n}\right.} \frac{(-1)^{l(\nu)}}{z_{\nu}} \prod_{i=1}^{n}\left(\left(\sum_{\lambda \vdash i}(-1)^{l(\lambda)} \frac{n}{l(\lambda)} \mu_{\lambda} \tilde{a}_{\lambda}\right)\left(\sum_{\lambda^{\prime} \vdash i}(-1)^{l\left(\lambda^{\prime}\right)} \frac{n}{l\left(\lambda^{\prime}\right)} \mu_{\lambda^{\prime}} \hat{a}_{\lambda^{\prime}}\right)\right)^{k_{i}}$.
Proof: By equation (2.27),

$$
\begin{aligned}
a_{n} & =\sum_{\nu=\left(1^{k_{1}} 2^{\left.k_{2} \cdots n^{k_{n}}\right) \vdash n}\right.}(-1)^{l(\nu)} z_{v}^{-1} p_{\nu} \\
& =\sum_{\nu=\left(1^{k_{1}} 2^{\left.k_{2} \cdots n^{k_{n}}\right) \vdash n}\right.}(-1)^{l(\nu)} z_{\nu}^{-1} \tilde{p}_{\nu} \hat{p}_{v}
\end{aligned}
$$

Now applying equation (2.25) finishes the proof.
The first few examples are

$$
\begin{aligned}
& a_{1}=-\tilde{a}_{1} \hat{a}_{1} \\
& a_{2}=\tilde{a}_{1}^{2} \hat{a}_{2}+\tilde{a}_{2} \hat{a}_{1}^{2}-2 \tilde{a}_{2} \hat{a}_{2} \\
& a_{3}=-\tilde{a}_{1}^{3} \hat{a}_{3}-\tilde{a}_{3} \hat{a}_{1}^{3}+3 \tilde{a}_{1} \tilde{a}_{2} \hat{a}_{3}+3 \tilde{a}_{3} \hat{a}_{1} \hat{a}_{2}-\tilde{a}_{1} \tilde{a}_{2} \hat{a}_{1} \hat{a}_{2}-3 \tilde{a}_{3} \hat{a}_{3}
\end{aligned}
$$

Since, $R(z) \in 1+z \mathbb{C}[[z]]$ can write as

$$
R(z)=\prod_{n \geq 1}\left(1-z^{n}\right)^{M_{n}}
$$

Hence, we can define a ring structure on the necklace vector $\left(M_{1}, M_{2}, \cdots\right) \in \mathbb{C}^{\mathbb{P}}[14,40]$. Addition is the usual componentwise addition and the multiplication is defined by

$$
M_{n}=\sum_{[i, j]=n}(i, j) \tilde{M}_{i} \hat{M}_{j}
$$

which we already used in Proposition 2.2.3. This ring is called the necklace ring $\operatorname{Nr}(\mathbb{C})$ [14, 40].

Similarly, write $R(z) \in 1+z \mathbb{C}[[z]]$ as

$$
R(z)=\prod_{n \geq 1}\left(1-Q_{n} z^{n}\right)
$$

We can define a ring structure on the Witt vector $\left(Q_{1}, Q_{2}, \cdots\right) \in \mathbb{C}^{\mathbb{P}}[33,40]$. However, we are unable to give explicit definitions of addition and multiplication for Witt vectors.

## Chapter 4

## Open problems

In this thesis, we obtained our results from generalizations of the elementary, complete homogeneous, and power sum symmetric functions. However, there are still serval important bases for the algebra of symmetric functions, for example Schur symmetric functions [37, 55], which we have not yet considered. We predict that by similarly generalizing Schur symmetric functions and other bases, we will obtain more results in the future. We also intend to investigate multivariate analogues and $q$-analogues of our results In the following, we will outline some questions which arise naturally in our work.

In Theorem 2.1.11 we showed

$$
p_{n}=\sum_{d \mid n} d Q_{d}^{n / d}, \quad \forall n \geq 1
$$

But now we can not apply the Möbius Inversion Theorem directly to write down $Q_{n}$ in terms of $p_{n}$. Because of this, in Section 3.3 the ring structure of Witt vectors ( $Q_{1}, Q_{2}, \cdots$ ) is still a mystery. It would be wonderful to find an explicit formula to help in understanding this structure.

Question 1. What is an explicit formula for $Q_{n}$ in terms of $p_{n}$ ?

In Theorem 2.3.1, we proved

$$
\sum_{d \mid n} \mu(d) p_{n / d} \equiv 0 \quad(\bmod n)
$$

The number $\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d}$ counts objects arising in combinatorics, dynamical systems and finite fields. Hence, we would like to find condition(s) on $p_{n}$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d} \in \mathbb{N} \tag{4.1}
\end{equation*}
$$

In Theorems 2.3.1 and 2.3.13 we gave conditions which guarantee $\frac{1}{n} \sum_{d \mid n} \mu(d) p_{n / d} \in \mathbb{Z}$.
Question 2. What condition(s) would characterize those sequences $\left\{p_{n}\right\}_{n \geq 1}$ satisfying (4.1)?

Similarly, in Theorem 2.3.4, we have

$$
\sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d} \equiv 0 \quad\left(\bmod q^{t} n\right)
$$

However, we do not know of a combinatorial interpretation for the numbers

$$
\frac{1}{q^{t} n} \sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d}
$$

except in the special case when $R(z)=1-q^{t} z$ this sum counts the number of irreducible polynomials of degree $n$ over $\boldsymbol{G} F\left(q^{t}\right)$ with given nonzero trace [54].

Question 3. Do the numbers $\frac{1}{q^{i n}} \sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d}$ count anything?
We also have the analogue of our second question in this context.
Question 4. What condition(s) would characterize those sequences $\left\{p_{n}\right\}_{n \geq 1}$ satisfying

$$
\frac{1}{q^{t} n} \sum_{\substack{d \mid n \\ q \nmid d}} \mu(d) p_{n / d} \in \mathbb{N} ?
$$

In Section 2.3, we derived various congruences involving the power sum symmetric functions. It seems that this method might work for other symmetric functions. The Witt symmetric functions (see [64]) are defined by

$$
l_{n}=\frac{1}{n} \sum_{d \mid n} \mu(d) p_{d}^{n / d}
$$

Rota and Sagan [53] use group actions to get congruences for some special Witt symmetric functions.

Question 5. What identities and congruences for Witt symmetric functions can be obtained using our methods?

In Section 3.1, we used cycle indicators to relate combinatorial sequences. We can also apply these techniques to special functions such as the Hermite and Gegenbauer Polynomials [12]. But that work will appear elsewhere.
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