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ABSTRACT

SELF-ASSEMBLY AND PHYSICAL PROPERTIES OF ATOMIC AGGREGATES

By

Savas Berber

In this Thesis, I present a study of nanoscaled atomic aggregates such as ful-

lerenes, nanotubes, diamondoids, and related materials. Nanotubes and fullerenes,

which could be formed of any layered material, show unusual physical properties due

to their lower dimensionality and nanometer size. I have investigated the microscopic

self-assembly mechanisms and the physical properties of these nanoscale atomic ag-

gregates through computer simulations primarily by using molecular dynamics simu-

lations combined with structure optimization and total energy calculations.

First, I determined the stability, optimum geometry and electronic properties

of nanometer-sized capped graphitic cones, called “nanohorns”. My main result,

simulated scanning tunneling microscopy images of the various structures at different

bias voltages, indicate a net electron transfer towards the pentagon vertex sites.

Next, I investigated the absorption of fullerenes in a nanotube during a hierar-

chical self-assembly of “nanopeapods”. I found the absorption through a defect to

be significantly more efficient than the end-on absorption. I also investigated the

energetics and detailed fusion mechanism of fullerenes inside a carbon nanotube. I

found that fullerenes are pulled in by a “capillary” force, which yields an effective

GPa pressure. Fusion of fullerenes continues along the minimum energy path as a

sequence of Stone-Wales transformations.

I have further investigated the microscopic dislocation mechanism leading to struc-

tural transformations in nanostructures. In particular, I studied the relative stability

and the conversion mechanism between multi-wall carbon nanotubes and graphitic

scrolls. I postulated a zipper-like mechanism, which converts a scroll to the more sta—



ble multiwall nanotube. I also found this transformation to proceed very efficiently

due to the unusually low associated activation barrier. A further study related to

defects in nanoscale systems involves the response of defective nanotubes to thermal

and electronic excitations, which are described using ab initio molecular dynamics

calculations, based on the time-dependent density functional formalism. I found that

defective nanotubes, exposed to electronic or thermal excitations, show an unexpected

self-healing ability, which is intimately linked to their nanometer size.

I also explored the suitability of nanotube-based hooks for bonding in nanoscale

electro—mechanical systems (NEMS). Arrays of nanohooks, which are permanently

anchored in solid surfaces, are the nanoscale counterpart of velcro fasteners, forming

tough bonds with a capability of self-repair. I also investigated the possibility of

novel possible “super-hard” crystalline phases of covalently bonded C60 fullerenes

and determined their structural, elastic, and electronic properties.

My studies further involved exploring the physical origin of the unexpected ther-

mal contraction of carbon fullerenes and nanotubes. At low temperatures, these

systems gain structural and vibrational entropy by exploring the configuration space

at little energy cost, which translates into thermal contraction of these systems at

moderate temperatures. I also predicted the thermal conductivity of carbon nano-

tubes. My results suggest an unusually high value Az6, 600 W/m-K for an isolated

(10,10) nanotube at room temperature, which exceeds the thermal conductivity of

the best thermal conductor known, isotopically pure diamond.

Finally, I contributed to a study of magnetism in all-carbon nanostructures using

ab initio spin density functional theory. The main conclusion of that study was that

in this and other non-alternant aromatic systems with negative Gaussian curvature,

unpaired spins can be introduced by sterically protected carbon radicals, so that

particular systems, related to schwarzite, carry a net magnetic moment.
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Chapter 1

Introduction

Science and technology has seen tremendous development in the last century. Our

understanding of the nature and the phenomena happening around us improved by

a great amount. Scientists and engineers now not only understand the nature better,

but have also developed new techniques allowing us to explore unknown phenomena

in relatively little time. Most people agree that we would not be in this position in

science without atomic scale probes, electron microscopes, and powerful computers

to process all the data we collect. The increasing demand of humanity for faster,

better, more reliable, and portable devices and products has pushed the limits of

engineering to sub-micron scales. Micro-scale electromagnetic and mechanical devices

have become the study subjects of mechanical engineers. We face further challenges

when we go to still smaller scales in the emerging field of nanotechnology. The fuel of

scientific development during the last part of the 20th century, including significant

advances in the electronic and computer industry, now faces great challenges. The

demand for higher speed forces us to use smaller building blocks in devices. Within

the next decade, we expect that the electronic industry will reach the quantum limit

for silicon-based device applications, where we can no longer control structural and

functional aspects of future nanoscale devices.



Apart from dealing with small systems, it is a great challenge to manufacture

these devices using conventional methods, such as lithography. One has to employ self-

assembly or directed self-assembly methods to form nanometer-sized building blocks

of future engineering marvels. Nevertheless, we do not have sufficient knowledge of

the phenomena occurring at the nanoscale. Nanostructures constantly surprise with

unexpected properties. Our basic science interest quickly shifts from understanding

those structures to using them in our everyday applications.

In spite of advances in atomic scale probes, there are still many phenomena which

could not be completely understood by using only only experimental techniques. In

particular, it is very hard to interpret experimental results without theoretical or

modeling studies. Computer modeling has proven to be very useful in describing and

understanding phenomena occurring at the nanoscale. Computers also help us to

design new materials, and to predict their physical properties. Recent developments

in computer modeling, and advances in computer technology have made it possible

to attack some of the most important problems we are facing in developing and

understanding nanostructures. Not only physical sciences, but also biological sciences

tend to follow the same direction in recent years. The solution of medical problems

is now being searched at the DNA level, on the nanometer scale.

Some of the most promising building blocks of nanotechnology are based on car-

bon. Elemental carbon exhibits a wide range of properties, which reflects the different

types of bonding between carbon atoms. Research in all-carbon nanostructures was

initiated by the discovery of C60 molecule, which reminded the carbon community

of apparently endless possibilities involving carbon nanostructures. Carbon-based

nanotechnology was subsequently accelerated by the discovery of nanotubes. Nano-

tubes and fullerenes have proven to be promising candidates for future applications.

Current commercial applications include battery applications, and improvements of

mechanical properties in composites.



Nanotube-based transistors are believed to be superior to state of the art sili-

con transistors. Moreover, carbon nanotube transistors are easy to manufacture, and

could be cheaper to produce in the future. Their superior mechanical properties,

thanks to their strong graphitic bonds, make them viable materials for polymer re-

inforcement and nanomanipulation applications. Chemical functionalization makes

nanotubes useful in sensor applications. Moreover, nanotubes appear to be ideal

1-dimensional model systems to study phenomena, such as quantum transport, Lut-

tinger liquid behavior, and Coulomb blockade.

In the meantime, some related materials, such as nanohorns, and some hybrid

structures, such as nanopeapods, have been synthesized.

The fact that these complex structures go beyond the Theorists’ wildest dreams

encouraged the scientific community to suggest new artificial materials and geome—

tries based on sp2 bonded carbon, which could be modeled on a computer. In my

PhD Thesis work, I tried to perform calculations using a variety of techniques to

further enhance general understanding of nanoscale phenomena. I was bold enough

to predict selected physical properties of nanotubes and related nano-materials prior

to experimental observation, including thermal conductivity and thermal contrac-

tion. My studies involved what I considered to be interesting systems or interesting

properties. Scientists initially interested in purely electronic applications of nano-

tubes and related materials quickly realized that knowing only electronic properties

was not enough to construct nanotube-based devices. I tried to fill the gap of knowl-

edge regarding also non-electronic properties of nanotubes and nanostructured carbon

materials. In particular, I focused on electronic, thermal, mechanical, and magnetic

properties of carbon nanostructures.

Following the discovery of nanotubes, the general perception was that these

nanostructures are atomically perfect. Only later on, scientists realized that defects

were present in these structures which could never be absolutely eliminated. Since



there is no simple experimental way of determining the position and morphology

of defects, it is very difficult to estimate how these defects may affect the physical

properties of nanostructures. Computer modeling may be the most efficient way to

determine the effect of defects in nanostructures. Since few atomic vacancies per

nanostructure translate into effective defect densities that are currently considered

unacceptable, industry leaders, such as IBM and NEC, were initially reluctant to

invest in nanotube research before knowing how defective nanotubes would perform

in devices. Since processes associated with device failure are very fast and irrepro—

ducible in most occurrences, little information could be extracted from experimental

data. The most reliable way to determine the microscopic pathway of a failure thus

involves computer simulations under extreme conditions. My simulations have sug-

gested that presence of defects lowers the activation barriers for structural changes

during a directed self-assembly of systems. Even more surprising was my finding that

nanostructures heal themselves.

Recently, diamondoids joined the group of candidates for future nanoscale build-

ing blocks. Successful separation of diamondoid isomers from crude oil opened an

opportunity to use these molecules in nanotechnology. We now expect a possible

synthesis of complex nanostructures based on nanotubes and diamondoids instead of

fullerenes, with potentially interesting applications.

The phenomena we encounter in nanotubes and related materials should not be

limited to graphite-based systems only. Any layered material, including BN, W82, and

others, should form similar nanostructures, which may exhibit similar phenomena.

Even though carbon nanostructures should maintain a special place, I believe other

materials may find even more important applications in the future.

Since this PhD Thesis covers not only different length scales, but also a wide range

of phenomena, I had to use different techniques , which were specific to each study. I

will not discuss the details of computational techniques, including molecular dynamics



simulations, as far as they have been covered in the literature. Each Chapter should

be considered essentially self-contained, including an introduction, a brief description

of methods, summary and conclusions.

In the following, I will briefly summarize the notation which is commonly used

by scientists studying nanotubes and diamondoids. After this brief summary, I will

outline the structure of my Thesis.

1.1 Nomenclature of carbon nanostructures

Most stable allotropes of carbon are 3p2 bonded graphite and sp3 bonded dia-

mond. These two bonding schemes are found also in carbon nanostructures. One of

the most promising building blocks of future nanoscale devices are sp2 bonded ful-

lerenes and nanotubes. Another important building blocks of carbon nanostructures

are diamondoids, which shows 3123 bonding. In the following I will introduce common

notation for carbon nanotubes, and the physical structure of diamondoids.

Carbon nanotubes are classified primarily into achiral and chiral nanotubes [1, 2].

An achiral nanotube exhibits a mirror symmetry with respect to a plane normal to

the tube axis. Chiral nanotubes miss this symmetry, and exhibit a spiral symmetry

instead. There are only two types of achiral nanotubes, namely “armchair” and

“zigzag” nanotubes, discussed below. The structure of a nanotube is specified by the

orientation of the hexagonal carbon rings on the graphene sheet wrapped to a tube

with respect to the tube axis. This orientation is characterized by the chiral index

(n, m) of the nanotube defined by the chiral vector Ch

Ch '33 7131+ mag, (1.1)

where a,(z' = 1, 2) are real space unit vectors of the hexagonal lattice. This chiral

vector, as shown in Figure 1.1, connects two equivalent sites 0 and A on a graphene



 
 
Figure 1.1: A nanotube can be constructed by connecting site 0 to site A and site

B to site B’. This nanotube is (6,3) (see the text for the tube classification). The

chiral vector Ch and the translational vector T of the nanotube are represented by

arrow lines of OA and OB, respectively. The rectangle OAB’B defines the unit cell

of the nanotube.



sheet. Its magnitude 0;, represents the circumferential length of the nanotube being

characterized by Ch. The direction perpendicular to Ch becomes the tube axis. Pairs

of integers (n, m) in Eq. (1.1), specifying all possible chiral vectors, defines all different

ways of rolling the graphene sheet to form a nanotube. Zigzag nanotubes, which have

a zigzag shape of the cross-sectional ring are denoted by (n, 0). Armchair nanotubes,

which have an armchair shape of the cross-sectional ring, are denoted by (n, n).

The tube diameter dt is given by

d, = Ch/7r = \/3dCC(n2 + nm + m2)1/2/7r, (1.2)

where doc is the nearest-neighbor distance between two carbon atoms (in graphite

doc = 1.42 A). The chiral angle 6, defined as the angle between the chiral vector Ch

and the lattice vector al, is given by

Ch-a1_ 2n+m

Cha 2\/n2 + nm + m2.

  
c050 =  (1.3)

The chiral angle 6 is in the range of 0 5 WI 3 30° because of the hexagonal symmetry

of the graphene sheet. Armchair nanotubes, in particular, correspond to 0 = 30° and

zigzag tubes to 0 2 0°.

The vector T, called the translation vector, is parallel to the tube axis, i.e.

perpendicular to the chiral vector Ch. Using the relation of Ch - T, the vector T,

which becomes the lattice vector of the 1D tube unit cell, can be expressed in terms

of the basis vectors a,- as

1

T:—
die

—(n + 2m)a1 + (2n + m)a2], (1.4)

where (IR is the greatest common divisor of (n + 2m) and (2n + m). Furthermore, dR

can be expressed in term of the greatest common divisor d of n and m. If (n — m)



is a multiple of 3 so that (n —— m) = 3d, then (in = 3d, and otherwise (1;: = d. Note

that the bigger dR, the smaller is the length of T. For example, T = —a1 + a2 for

any (n,n) armchair nanotube ((1,; = 3d 2 3n) and T = —a1 + 2a2 for any (72,0)

zigzag nanotubes (d3 = n). A (6,3) nanotube (d = dR = 3), shown in Figure 1.1,

hasT=—4 a1+5a2.

Unlike nanotubes, diamondoids show 3133 bonding between carbon atoms, and

could be described as hydrogen terminated nanoscale diamond fragments. These

nanoscale building blocks are very different from fullerenes and nanotubes, but com-

pare well in stability and light weight with fullerenes and nanotubes. Being es-

sentially hydrogen-terminated nanometer sized diamond fragments, they may occur

in a large variety of shapes, as shown in Fig. 1.2. The smallest possible diamon-

doid is adamantane[3], consisting of ten carbon atoms arranged as a single diamond

cage[4], surrounded by sixteen hydrogen atoms, as shown in Fig. 1.2(a). Larger

diamondoids[5, 6, 7] are created by connecting more diamond cages and are cate-

gorized according to the number of diamond cages they contain. The diamondoids

shown in Fig. 1.2 contain up to tens of carbon atoms and are only a few nanometers

in diameter.

1.2 Outline of the dissertation

This dissertation contains 11 Chapters, including the introduction chapter. The

computational method of choice throughout the dissertation involves molecular dy-

namics simulations employing an electronic Hamiltonian based on the linear combina-

tion of atomic orbitals (LCAO). Where appropriate, this electronic Hamiltonian was

substituted by the computationally less demanding Tersoff bond-order potential. For

electronic structure calculations I either used ab initio techniques or a parametrized

LCAO formalism. Magnetic properties were investigated using spin resolved density



(a) Adamantane (b) Diamantane

 

 
 

 
Figure 1.2: Relaxed structures of lower diamondoids. Hydrogen atoms, terminating

the carbon skeleton, are omitted from the diagrams for clarity. (a) The smallest

diamondoid, adamantane, consisting of a single diamond cage. (b) Diamantane with

two diamond cages. (c) Tetramantane with four diamond cages. (d) Decamantane

with ten diamond cages.



functional theory, and time dependent phenomena were explored by time-dependent

density functional theory. The recursion technique for calculating energies and forces

in molecular dynamics simulations has been described previously [8, 9].

The dissertation starts in Chapter 2. There, I use parameterized linear combi-

nation of atomic orbitals calculations to determine the stability, optimum geometry

and electronic properties of nanometer-sized capped graphitic cones, called “nano-

horns”. Different nanohorn morphologies are considered, which differ in the relative

location of the five terminating pentagons. Simulated scanning tunneling microscopy

images of the various structures at different bias voltages reflect a net electron trans-

fer towards the pentagon vertex sites. I find that the density of states at the tip,

observable by scanning tunneling spectroscOpy, can be used to discriminate between

different tip structures. My molecular dynamics simulations indicate that disintegra-

tion of nanohorns at high temperatures starts in the highest-strain region near the

tip.

Chapters 3 and 4 deals with a completely different, although related, nanostruc-

ture, the nanopeapod, consisting of fullerenes encapsulated in a nanotube. Using

molecular dynamics calculations, I investigate the absorption of a C60 molecule in a

(10, 10) nanotube either through the open end or a large defect in the tube wall as pos-

sible scenarios for the hierarchical self-assembly of (C60)n@(10, 10) “nanopeapods”.

In view of the complex potential energy surface of this system, the encapsulation

probability depends in a non-trivial manner on the local topology, as well as the

launch angle and velocity of the fullerene. I find the absorption through a defect to

be significantly more efficient than the end-on absorption. This process occurs most

likely within a narrow launch velocity range for the fullerene, which agrees well with

the observed optimum temperature window for peapod formation.

After shedding light on the microscopic formation mechanism of nanopeapods

in Chapter 3, I investigate the equilibrium packing and detailed fusion mechanism
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of fullerenes inside a carbon nanotube using total energy calculations in Chapter 4.

Fullerenes are pulled in by a “capillary” force, which yields an effective GPa pressure

and improves packing. The (2 + 2) cycloaddition reaction, a necessary precursor for

fusion, may be accelerated inside the nanotube template. Fusion continues along the

minimum energy path as a sequence of Stone-Wales transformations. Based on my

total energy calculations, I found that diamondoids should encapsulate in nanotubes

through self-assembly, and later fuse into one dimensional diamond nanowires.

In Chapters 5 and 6, I switch gears, and deal with the adversity and advantages

of defects in nanotubes. Chapter 5 describes a unique transformation mechanism,

reminiscent of a zipper, which converts scrolls into nanotubes. Using total energy

and structure optimization calculations, I investigate the relative stability and the

conversion mechanism between multi-wall carbon nanotubes and graphitic scrolls. I

suggest that axial segments of a nanotube and a scroll may coexist within the same

tubular nanostructure, separated by a dislocation region. A scroll may convert to the

more stable nanotube by concerted bond-rearrangement rather than bond breaking.

I postulate the zipper-like conversion to proceed very efficiently due to the unusually

low associated activation barrier.

Chapter 6 covers my computer simulations to study the defect tolerance of car-

bon nanotubes under extreme conditions. The response of the system to electronic

excitations is investigated using ab initio molecular dynamics calculations, based on

the time-dependent density functional. Nosé—Hoover molecular dynamics simulations

are used to gain insight into the stability of defective nanotubes at high temperatures.

I find that defective nanotubes, exposed to electronic or thermal excitations, show an

unexpected self-healing ability, which is intimately linked to their nanometer size.

In Chapter 7, I explore the feasibility of a new scheme to permanently bond

nanostructures. Combining total energy and molecular dynamics calculations, I ex-

plore the suitability of nanotube-based hooks for bonding. My results indicate that
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a large force of 3.0 nN is required to disengage two hooks, which are formed by the

insertion of pentagon-heptagon pairs in a (7, 0) carbon nanotube. Nanohooks based

on various nanotubes are resilient and keep their structural integrity during the open-

ing process. Arrays of hooks, which are permanently anchored in solid surfaces, are

a nanoscale counterpart of velcro fasteners, forming tough bonds with a capability of

self-repair.

Chapter 8 presents another unusual self-assembled system, 3D polymerized fuller-

enes, that shows unusual mechanical properties. Combining total energy and struc-

ture optimization calculations, I explored new possible crystalline phases of cova-

lently bonded C60 fullerenes and determined their structural, elastic, and electronic

properties. Motivated by reported observations that bulk structures of polymerized

fullerenes may be stiffer than diamond, I have explored possible ways of fullerene

polymerization and have identified 12 stable crystal structures as potential candi-

dates for ”super-hard” carbon. Even though all these phases are very stiff, none of

them exceeds the bulk modulus of diamond. The electronic structure of 3D crystals

of polymerized C60 depends mainly on the packing structure of the system, with only

minor modifications due to the specific inter-fullerene bonding.

Chapter 9 is devoted to the thermal contraction of fullerenes and nanotubes. I

perform molecular dynamics simulations to study shape changes of carbon fullerenes

and nanotubes with increasing temperature. At low temperatures, these systems gain

structural and vibrational entropy by exploring the configuration space at little energy

cost. I find that the soft phonon modes, which couple most strongly to the shape,

maintain the surface area of these hollow nanostructures. In nanotubes, the gain

in entropy translates into a longitudinal contraction, which reaches a maximum at

@800 K. Only at much higher temperatures do the anharmonicities in the vibration

modes cause an overall expansion.

In Chapter 10, I report a quantitative calculation of the thermal conductivity of
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carbon nanotubes, which was done before any reliable experimental data were avail-

able. Combining equilibrium and non-equilibrium molecular dynamics simulations

with accurate carbon interaction potentials, I determine the thermal conductivity

A of carbon nanotubes and its dependence on temperature. My results suggest an

unusually high value Az6, 600 W/m-K for an isolated (10, 10) nanotube at room tem-

perature, comparable to the thermal conductivity of a hypothetical isolated graphene

monolayer, and exceeding that of isotopically pure diamond. I find that these high

values of A are associated with the large phonon mean free path in these systems;

substantially lower values are predicted and observed for the basal plane of bulk

graphite.

Finally, Chapter 11 deals with the occurrence of a permanent magnetic moment

in carbon nanostructures. Magnetic behavior in selected all-carbon nanostructures

is investigated by ab initio spin density functional theory. Calculational results indi-

cate that particular systems, which are related to schwarzite and contain no under-

coordinated carbon atoms, carry a net magnetic moment in the ground state. I pos-

tulate that in this and other non-alternant aromatic systems with negative Gaussian

curvature, unpaired spins can be introduced by sterically protected carbon radicals.

Some of the figures presented in this dissertation were originally prepared in

color. Only one of those color figures may lose some of the information when they

are printed in greyscale. The figure that requires color reproduction is denoted in the

first line of the caption as ”(Color)”. Other color figures should not lose any essential

information when reproduced in greyscale.
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Chapter 2

Electronic and Structural

Pr0perties of Carbon Nanohorns

The following discussion of the structural and electronic prOperties of carbon

nanohorns follows that presented in Reference [10].

2. 1 Introduction

Since their first discovery [11], carbon nanotubes have drawn the attention of

both scientists and engineers due to the large number of interesting new phenomena

they exhibit [1, 12, 13, 2], and due to their potential use in nanoscale devices: quan-

tum wires [14], nonlinear electronic elements [15], transistors [16], molecular memory

devices [17], and electron field emitters [18, 19, 20, 21]. Even though nanotubes have

not yet found commercially viable applications, projections indicate that this should

occur in the very near future, with the advent of molecular electronics and further

miniaturization of micro-electromechanical devices (MEMS). Among the most unique

features of nanotubes are their electronic properties. It has been predicted that single-

wall carbon nanotubes [22, 23] can be either metallic or semiconducting, depending

on their diameter and chirality [24, 25, 26]. Recently, the correlation between the chi-
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rality and conducting behavior of nanotubes has been confirmed by high resolution

scanning tunneling microscopy (STM) studies [27, 28].

Even though these studies have demonstrated that atomic resolution can be

achieved [27, 28, 29], the precise determination of the atomic configuration, charac-

terized by the chiral vector, diameter, distortion, and position of atomic defects, is

still a very difficult task to achieve in nanotubes. Much of the difficulty arises from

the fact that the electronic states at the Fermi level are only indirectly related to the

atomic positions. Theoretical modeling of STM images has been found crucial to cor-

rectly interpret experimental data for graphite [30, 31], and has been recently applied

to carbon nanotubes [32, 33, 34, 35]. As an alternative technique, scanning tunneling

spectroscopy combined with modeling has been used to investigate the effect of the

terminating cap on the electronic structure of nanotubes [36, 37].

2.2 Carbon nanohorns as a new class of carbon

nanostructures

Among the more unusual systems that have been synthesized in the past few

years are cone-shaped graphitic carbon structures [38, 39]. Whereas similar structures

have been observed previously near the end of multi-wall nanotubes [40], it is only

recently that an unusually high production rate of up to 10 g/h has been achieved

for single-walled cone-shaped structures, called “nanohorns”, using the C02 laser

ablation technique at room temperature in absence of a metal catalyst [41]. These

conical nanohorns have the unique opening angle of 2:20?

I consider a microscopic understanding of the electronic and structural properties

of nanohorns a crucial prerequisite for understanding the role of terminating caps in

the physical behavior of contacts between nanotube-based nano-devices. So far, nei-

ther nanohorns nor other cone-shaped structures have been investigated theoretically.
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In the following, I study the structural stability of the various tip morphologies, and

the inter-relationship between the atomic arrangement and the electronic structure

at the terminating cap, as well as the disintegration behavior of nanohorns at high

temperatures.

2.3 Electronic and structural properties

2.3.1 Structural properties

Cones can be formed by cutting a wedge from planar graphite and connecting

the exposed edges in a seamless manner, as depicted in Figure 2.1. The Opening angle

of the wedge, called the disclination angle, is n(7r/3), with OSnSG. This disclination

angle is related to the opening angle of the cone by 0 = 23in"1(1 — n/6). Two—

dimensional planar structures (e.g. a graphene sheet) are associated with n = 0, and

one-dimensional cylindrical structures, such as the nanotubes, are described by n = 6.

All other possible graphitic cone structures with 0 < n < 6 have been observed in a

sample generated by pyrolysis of hydrocarbons [39]. According to Euler’s rule, the

terminating cap of a cone with the disclination angle n(7r/3) contains 72 pentagon(s)

that substitute for the hexagonal rings of planar graphite.

The observed cone opening angle of z20°, corresponding to a 57r/3 disclination,

implies that all nanohorns contain exactly five pentagons near the tip. I classify the

structure of nanohorns by distinguishing the relative positions of the carbon pentagons

at the apex which determine the morphology of the terminating cap. My study will

focus on the influence of the relative position of these five pentagons on the properties

of nanohorns.

The cap morphologies investigated in this study are presented in Figure 2.2.

Nanohorns with all five pentagons at the “shoulder” of the cone, yielding a blunt tip,

are shown in Figures 2.2(a)—(c). Nanohorns with a pentagon at the apex of the tip,
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Figure 2.1: Relation between the morphology of a nanohorn and a graphene sheet.

Nanohorns can be obtained by cutting off the green (light) parts, folding, and con-

necting the exposed edges in a seamless manner. The red (dark) area would form the

tip of the carbon nanohorn. The labels show the carbon nanohorn types A-F, which

are the all possible types taking into account the typical diameter of the nanohorns

with the disclination angle 57r/3.
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Figure 2.2: Optimized carbon nanohorn structures with a total disclination angle of

5(7r/3), containing five isolated pentagons at the terminating cap. Structures (a) — (c)

contain all pentagons at the conical “shoulder”, whereas structures (d) — (f) contain

a pentagon at the apex. The pentagons are highlighted by a darker color.
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surrounded by the other four pentagons at the shoulder, are shown in Figures 2.2(d)-

(f). Note that the cone angle of each nanohorn is z20°, even though the size of the

terminating cap varies with the relative position of the pentagons.

To determine the structural and electronic properties of carbon nanohorns, I

used the parameterized linear combination of atomic orbitals (LCAO) technique with

parameters determined by ab initio calculations for simpler structures [42]. This

approach has been found useful to describe minute electronic structure and total

energy differences for systems with too large unit cells to handle accurately by ab

initio techniquesl. Some of the problems tackled successfully by this technique are

the electronic structure and superconducting properties of the doped C60 solid [43], the

opening of pseudo-gaps near the Fermi level in a (10,10) nanotubes rope [44, 45] and

a (5,5)@(10,10) double-wall nanotube [46], as well as fractional quantum conductance

in nanotubes [47]. This technique, combined with the recursion technique to achieve

an 0(N) scaling, can determine very efficiently the forces on individual atoms [8],

and had previously been used with success to describe the disintegration dynamics

of fullerenes [48], the growth of multi-wall nanotubes [49] and the dynamics of a

“bucky-shuttle” [17].

To investigate the structural stability and electronic properties of carbon nano-

horns, I first optimized the structures with various cap morphologies, shown in Fig-

ure 2.2. For the sake of an easier interpretation of my results, I distinguish the

Ncapz40 — 50 atoms at the terminating cap from those within the cone-shaped man-

tle, that is terminated by Nedge atoms at the other end. I associate the tip region of

a hypothetically infinite nanohorn with all the sites excluding the edge. Structural

details and the results of my stability calculations are presented in Table 2.1. These

 

1 During structure optimization, I keep all sites charge neutral by modifying the diagonal elements

of the Hamiltonian, to suppress structural artifacts near the edge. Once the geometry is optimized,

the on-site energies are kept at the unperturbed values. Due to the absence of a Hubbard term,

this procedure tends to exaggerate the net charge transfer when compared to truly self-consistent

calculations.
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Quantity (a) (b) (C) (d) (e) (f)
 

Ntot 205 272 296 290 308 217

Ntip 172 233 257 251 270 180

Nedge 33 39 39 39 38 37

<Ecoh,,o,>(eV) —7.28 —7.29 —7.30 -7.30 —7.31 —7.28

<Ecoh,,,,,> (eV) —7.36 —7.36 —7.37 —7.36 —7.37 —7.36

<Ecoh,edge>(eV) —6.88 —6.88 —6.88 —6.88 —6.87 —6.89

<Ecoh,pen,> (eV) —7.28 —7.28 —7.28 —7.28 -7.28 —7.28
 

Table 2.1: Structural data and stability results for carbon nanohorn structures (a)—

(f), presented in Figure 2.2. NM = Nap + Nedge is the total number of atoms, which

are subdivided into tip and edge atoms. < Emma” > is the average binding energy,

taken over the entire structure, and < Emma], > the corresponding value excluding the

edge region. < Ecohfidge > is the binding energy of the edge atoms, and < Ecohmem >

is the average over the pentagon sites in each system.

results indicate that atoms in nanohorns are only z0.1 eV less stable than in graphite.

The relative differences in < Emma, > reflect the strain energy changes induced by

the different pentagon arrangements. To minimize the effect of under-coordinated

atoms at the edge on the relative stabilities, I excluded the edge atoms from the aver-

age when calculating < Ecomip >. Since my results for < Ecoh,tip > and < Emma >

follow the same trends, I believe that the effect of edge atoms on the physical prop-

erties can be neglected for structures containing hundreds of atoms. Even though

the total energy differences may appear minute on a per-atom basis, they translate

into few electron-volts when related to the entire structure. My results suggest that

the under-coordinated edge atoms are all less stable than the cone mantle atoms by

z0.5 eV. Also atoms in pentagons are less stable than those in hexagons by z0.1 eV,

resulting in an energy penalty of z0.5 eV to create a pentagon if the strain energy

induced by bending the lattice could be ignored.

When comparing the stabilities of the tip regions, described by < Emmi], >, I

found no large difference between blunt tips that have all the pentagons distributed

along the cylinder mantle and pointed tips containing a pentagon at the apex. I found

the structure shown in Figure 2.2(c) to be more stable than the other blunt structures
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Figure 2.3: Simulated STM images in the tip region for (a) the nanohorn shown in

Figure 2.2(c) and (b) the nanohorn shown in Figure 2.2(d). These results for the

occupied electronic states near the Fermi level, corresponding to the bias voltage

of Vb = 0.2 V, are suggestive of a net electron transfer from the hexagonal to the

pentagonal sites. The charge density contour displayed corresponds to the value of

p = 1.35x10‘3 electrons/A3. Dark lines depict the atomic bonds to guide the eye.

with no pentagon at the apex. Similarly, the structure shown in Figure 2.2(e) is most

stable among the pointed tips containing a pentagon at the apex. Equilibrium carbon-

carbon bond lengths in the cap region are doc = 1.43 — 1.44 A at the pentagonal sites

and doc = 1.39 A at the hexagonal sites, as compared to doc = 1.41 — 1.42 A in the

mantle. This implies that the “single bonds” found in pentagons should be weaker

than the “double bonds” connecting hexagonal sites, thus confirming my results in

Table 2.1 and the analogous behavior in the C60 molecule.

2.3.2 Electronic structure

Since pentagon sites are defects in an all-hexagon structure, they may carry a net

charge [50, 51]. To characterize the nature of the defect states associated with these

sites, I calculated the electronic structure at the tip of the nanohorns. The charge

density associated with states near Ep, corresponding to the local density of states at

that particular position and energy, is proportional to the current observed in STM
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experiments. To compute the local charge density associated with a given eigenstate,

I projected that state onto a local atomic basis. The projection coefficients were

used in conjunction with real-space atomic wave functions from density functional

calculations [31] to determine the charge density corresponding to a particular level

or the total charge density. To mimic a large structure, I convoluted the discrete level

spectrum by a Gaussian with a full-width at half-maximum of 0.3 eV. Using this

convoluted spectrum, I also determined the charge density associated with particular

energy intervals corresponding to STM data for a given bias voltage.

In Figure 2.3, I present such simulated STM images for the nanohorns represented

in Figures 2.2(c) and 2.2(d). I show the charge density associated with occupied states

within a narrow energy interval of 0.2 eV below the Fermi level2 as three-dimensional

charge density contours, for the density value of p = 1.35 x 10"3 electrons/A3. Very

similar results to those presented in Figure 2.3 were obtained at a higher bias voltage

of 0.4 eV. As seen in Figure 2.3, ppvr interactions dominate the spectrum near Ep.

These images also show a net excess of electrons on the pentagonal sites as compared

to the hexagonal sites. This extra negative charge at the apex should make pointed

nanohorn structures with a pentagon at the apex better candidates for field emitters

[18, 19, 20, 21] than structures with no pentagon at the apex and a relatively blunt

tip.

It has been shown previously that theoretical modeling of STM images is essential

for the correct interpretation of experimental data. Atomically resolved STM images,

however, are very hard to obtain especially near the terminating caps of tubes [36,

37] and cones, due to the large surface curvature that can not be probed efficiently

using current cone-shaped STM tips. A better way to identify the tip structure may

 

2The nanohorn structures considered in my calculation are clusters containing edge atoms. I

found that due to the electron transfer towards the under-coordinated atoms at the edge, the “Fermi

level” of these clusters may drop by as much as z1.0 - 1.2 eV with respect to that of a graphene

monolayer. To compensate for this artifact, I excluded the edge region from the calculated density

of states and found the Ep value to lie very close to that of a graphene monolayer.
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Figure 2.4: Electronic densities of states, normalized per atom and shown in consistent

arbitrary units, for the terminating cap of the tip (solid line) and for the pentagon

sites only (dashed line) of nanohorn structures shown in Figure 2.2. The similarity

between the results for the entire cap and the pentagon sites necessitated a vertical

oflset of one set of data for an easy distinction, thus indicating that variations in the

arrangement of pentagons affect the densities of states not only at the pentagonal

sites, but within the entire cap region. The most marked differences are noted near

the Fermi level, at E30 eV.
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consist of scanning tunneling spectroscopy (STS) measurements in the vicinity of the

tip. This approach is based on the fact that in STS experiments, the normalized

conductance (V/I)(dI/dV) is proportional to the density of states which, in turn,

is structure sensitive. I have calculated the density of states at the terminating cap

for the different nanohorn structures shown in Figure 2.2. My results are shown in

Figure 2.4, convoluted using a Gaussian with a full-width at half-maximum of 0.3 eV.

To investigate the efl'ect of pentagonal sites on the electronic structure at the

tip, I first calculated the density of states only at the 25 atoms contained in the five

terminating pentagons. The corresponding densities of states, shown by the dashed

curve in Figure 2.4, are found to vary significantly from structure to structure near

the Fermi level. Thus, a comparison between the densities of states at EzEF should

offer a new way to discriminate between the various tip morphologies. For an easy

comparison with experiments, I also calculated the density of states in the entire

terminating cap, including all five pentagons and consisting of Neapz40 — 50 atoms,

depending on the structure. The corresponding density of states, given by the solid

line in Figure 2.4, is vertically displaced for easier comparison. My results show that

the densities of states, both normalized per atom, are very similar. Thus, I conclude

that the pentagonal sites determine all essential features of the electronic structure

near the Fermi level at the tip. I note that a perturbation of the electronic structure

far from defects has also been predicted in nanotubes [52].

2.4 Thermal stability

Next, I have studied the heat resilience [41] as well as the decay mechanism of

nanohorns at extremely high temperatures using molecular dynamics simulations [53].

In my canonical molecular dynamics simulations, I keep the structure at a constant

temperature using a Nose-Hoover thermostat [54, 55], and use a fifth—order Runge—
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Kutta interpolation scheme to integrate the equations of motion, with a time step of

At = 5 x 10‘16 s. I found the system to remain structurally intact within the tem-

perature range from T = 2, 000 — 4, 000 K. Then, I heated up the system gradually

from T = 4, 000 K to 5, 000 K within 4,000 time steps, corresponding to a time inter-

val of 2 ps. My molecular simulations show that nanohorn structures are extremely

heat resilient up to Tz4, 500 K. At higher temperatures, I find these structures to

disintegrate preferentially in the vicinity of the pentagon sites. A simultaneous dis-

integration of the nanohorn structures at the exposed edge, which also occurs in my

simulations, is ignored as an artifact of finite-size systems. The preferential disinte-

gration in the higher strain region near the pentagon sites, associated with a large

local curvature, is one reason for the observation that nanohorn tips are opened easily

at high temperatures, in presence of oxygen [41].

2.5 Summary

In summary, I used parameterized linear combination of atomic orbitals calcu-

lations to determine the stability, optimum geometry and electronic properties of

nanometer-sized capped graphitic cones, called nanohorns. I considered different

nanohorn morphologies that differ in the relative location of the five terminating

pentagons. I found a net electron transfer to the pentagonal sites of the cap. This

negative excess charge is seen in simulated scanning tunneling microscopy images of

the various structures at different bias voltages. I found that the density of states at

the tip, observable by scanning tunneling spectroscopy, can be used to discriminate

between different tip structures. My molecular dynamics simulations indicate that

disintegration of nanohorns at high temperatures starts in the highest-strain region

near the tip.
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Chapter 3

Microscopic Formation Mechanism

of Carbon Nanopeapods

The following discussion of possible microscopic formation mechanisms of carbon

nanopeapods follows that of Reference [56].

3.1 Carbon nanopeapods: A new type of hybrid

carbon materials

A new type of self-assembled hybrid structures called “nanopeapods,” consisting

of fullerene arrays inside single-wall carbon nanotubes, have recently been reported

[57, 58, 59, 60, 61, 62]. Potential uses of nanopeapods range from nanometer-sized con-

tainers for chemical reactions [60] to data storage [17], and possibly high-temperature

superconductors [63]. Even though the encapsulation of fullerenes (such as C60) in

nanotubes is favorable on energetic grounds [17, 64, 65] and occurs rapidly by expos-

ing nanotubes to sublimed fullerenes [57 , 58, 59, 60, 61], virtually nothing is known

about how the fullerenes enter the nanotubes when forming the nanopeapods.
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3.2 Possible formation mechanisms of

nanopeapods

A statistical mechanics approach, which considers only the initial and final state,

describes only the equilibrium state after an infinite time [65]. It can say nothing

about the likelihood of fullerene encapsulation in a finite time, as it ignores any

activation barriers along the reaction path. Only trajectory calculations based on the

complex potential energy surface of the system can provide detailed answers about

the dynamics and intermediate steps involved in the formation of nanopeapods.

An important current controversy involves the question whether fullerenes enter

through the open ends of perfect nanotubes or whether defects in the wall play an

important role as entry channels. The extremely high filling ratio of up to 100% [61]

appears hard to achieve even within few days if the only entry channels are the two

open ends of each tube. In such a case, the fullerene kinetics is limited and even

a single impurity may block an entry channel. On the other hand, only few open-

ings in the tube walls have been observed in High-Resolution Transmission Electron

Microscopy (HRTEM) images [66]. Another important question, which a statistical

approach can not answer, is whether the encapsulation process, be it through an open

end or through a defect, occurs directly from the gas phase, or involves a diffusive

motion along the wall.

Here, I present a large-scale simulation for the entry of a C60 molecule into a

(10,10) carbon nanotube via different scenarios, illustrated in Fig. 3.1. I consider

the encapsulation through the open end of a free-standing nanotube [Fig. 3.1(a)]

and through the open end of a nanotube bundle [Fig. 3.1(b)]. These scenarios are

compared to the C60 entry through a defect, in my model a large Opening in the

nanotube wall [Fig. 3.1(c)]. I propose that what has been interpreted as harmless

“amorphous overcoating” of perfect single-wall nanotubes in HRTEM images may
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indeed represent defective nanotube segments with openings large enough to let a

fullerene pass through. Formation of such large defects may occur, I believe, during

the harsh purification process that is a necessary prerequisite for peapod formation

[60]. By assuming that the C60 adsorbs on the wall prior to encapsulation, I take

advantage of the enhanced probability of the fullerene to find an entry channel into

a nanotube within the lower-dimensional phase space probed by the C60 diffusing

along the wall, as compared to a fullerene in the gas phase. My calculations elucidate

not only which of these processes is most likely, but also the optimum temperature

window for the peapod formation.

I calculate the potential energy of the fullerene-nanotube system using an elec-

tronic Hamiltonian that had been used successfully to describe the formation of multi-

wall nanotubes [49] and the dynamics of a “bucky-shuttle” device [17]. This approach

describes accurately not only the covalent bonding within the graphitic substructures,

but also the modification of the fullerene-nanotube interaction due to the inter-wall

interaction and possibly the presence of unsaturated bonds at defect sites or tube

edges. I find the use of an electronic Hamiltonian to be required in this system, as

analytical bond-order potentials do not describe the rehybridization at defect sites

and tube ends with a sufficient precision. Once the quantum nature of the interatomic

interactions has been taken into account, the trajectories of the heavy carbon atoms

are described reliably in classical manner.

In Fig. 3.1 I present schematic views of the encapsulation scenarios together with

the calculated potential energy surfaces in the 1: — y plane that contains the tube axes,

the center of the C60 molecule and the defect. The tube structures underlying the

potential energy surfaces have been globally optimized. They reflect the relaxation at

the Open end of the tube and the edges of a large defect in the tube wall, representing

an extended vacancy formed during the harsh purification process. I consider a defect

formed by removing 76 atoms from the wall, with a diameter of @136 A, just large
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Figure 3.1: Perspective views (left panels) and potential energy surfaces (right pan-

els) for the encapsulation of a C60 molecule in a (10,10) nanotube under different

scenarios. Dotted lines indicate possible C60 trajectories, characterized by the launch

velocity v and launch angle 0 with respect to the tube axis. The potential energy

surfaces are shown in the z — y plane containing the center of the fullerene and the

tube axis 2:. Adjacent energy contours are separated by 0.01 eV; the position of the

tube walls is indicated by the solid gray areas. The scenarios involve Ceo encapsu—

lation through (a) the open end of an isolated (10,10) nanotube, (b) the open end

of bundled (10,10) nanotubes, and (c) a large opening in the (10,10) nanotube wall,

centered in the x — y plane.
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enough to permit an unhindered entry of a C60 molecule.

When following an “optimum” trajectory starting outside the tube, a C50 mole-

cule may first physisorb on the outer wall, thus gaining @007 eV. My energy contour

plots in Fig. 3.1 suggest that the fullerene diffuses virtually freely along the tube wall.

Since the adsorption potential is relatively shallow, the fullerene’s angular velocity

along the perimeter is limited by requiring the centrifugal force not to exceed a critical

value for radial detachment. Consequently, the fullerene should follow a near-axial

helical trajectory within a narrow 1D channel in the a: — y plane during its diffusive

motion along the tube surface. Due to the large inertia of the C50 molecule and the

absence of corrugations along the potential energy surface, virtually no rotations are

excited as the fullerene slides along the tube wall. Upon entering the nanotube, the

C60 gains an additional 0.36 eV [67].

The absence of activation barriers for all fullerene encapsulation scenarios de-

picted in Fig. 3.1 is surprising for two reasons. First, it suggests that the strong

attraction to the undercoordinated atoms at the tube or defect edges does not trap

the fullerene, but only modifies the entry channel without hindering the encapsula-

tionl. Second, it leaves the origin of the observed optimum temperature of z400°C

for C50 encapsulation an open question.

The likelihood of C50 encapsulation depends on its initial conditions and the

topology of the entire potential energy surface, as suggested by the sample trajec-

tories in Fig. 3.1. In my molecular dynamics simulations, I initially placed the C60

molecule at equilibrium radial distance from the tube. I then calculated C60 trajec-

tories in the a; — y plane using time steps of 5x10‘16 3, by varying the launch speed 2)

from 0 - 300 m/s in 1 m/s increments and the launch angle 0 with respect to the tube

axis from —90° to +90° in 1° increments. The calculation of all 54, 000 trajectories

 

1Due to their enhanced reactivity, unsaturated edges form a stronger bond with the fullerenes

than edges saturated with hydrogen or other elements. It is conceivable that fullerenes could get

trapped near vacancies that are smaller or comparable in size with the fullerene.
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for each encapsulation pathway would not be computationally feasible without ap-

proximations. I described the fullerene-nanotube interaction by the potential energy

surfaces presented in Fig. 3.1, thus implying that both the C60 and the nanotube are

structurally rigid.

For each set of initial conditions, I found that the ultimate outcome of each

trajectory regarding encapsulation is decided within less than 106 time steps. I also

found that all physically interesting phenomena occur within a velocity range between

50 — 200 m/s, the lower bound marking the onset of C50 mobility along the tube. The

upper end of this range corresponds to high temperatures, at which fragmentation

and tube fusion are to be expected. Consequently, I will discuss the encapsulation

under the specific scenarios within this velocity range.

3.3 Role of defects in the formation pathway of

nanopeapods

The outcome of the encapsulation process through the end of an isolated nano-

tube, depicted in Fig. 3.1(a), is shown in Fig. 3.2. The scatter diagram of Fig. 3.2(a)

condenses the information of all trajectories regarding encapsulation. A black mark

denotes a trajectory with a launch velocity and angle that leads to encapsulation,

such as that shown in Fig. 3.2(b). Similarly, a white field marks failed encapsulation,

such as depicted in the trajectory of Fig. 3.2(c). Consequently, the fraction of the

dark area is proportional to the probability of encapsulation. The scatter diagram,

dominated by white color, suggests that encapsulation through the open end of an

isolated nanotube should be very rare. The main reason is the relatively narrow and

shallow channel in the potential energy surface of Fig. 3.1(a), which the fullerene

must follow to reach the inside of the tube. At very low velocities, the fullerene gets

trapped in one of the shallow potential energy wells outside the tube wall. At too
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Figure 3.2: (a) Scatter diagram showing the probable outcome of a C50 encapsulation

through the open end of an isolated (10,10) nanotube, as a function of the fullerene

launch velocity v and launch angle 0. Initial conditions leading to a successful encap-

sulation are marked in black, those which do not lead to encapsulation are marked in

white in the scatter diagram. A sample successful encapsulation trajectory is depicted

in (b), an unsuccessful trajectory in (c).

high velocities, on the other hand, the C50 is incapable of following the tight “U-turn”

in the potential energy surface, as illustrated in Fig. 3.2(c).

In view of the low estimated probability of encapsulation through the end of

an isolated tube, I considered next the analogous process at the end of a nanotube

bundle, consisting of (10,10) tubes with an inter-wall separation of 3.4 A, depicted

in Fig. 3.1(b). As suggested by the two successful trajectories in the left panel of

Fig. 3.1(b), the more complex potential energy surface for this system increases the

number of entry channels, thus enhancing the probability of encapsulation. The

results of my trajectory calculations, summarized in the scatter diagram of Fig. 3.3(a),

indeed show a somewhat higher encapsulation probability as compared to the single-
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Figure 3.3: (a) Scatter diagram showing the probable outcome of a C60 encapsulation

through the open end of bundled (10,10) nanotubes, as a function of the fullerene

launch velocity v and launch angle 9 . Initial conditions leading to a successful

encapsulation are marked in black, those which do not lead to encapsulation are

marked in white in the scatter diagram. Sample trajectories, describing successful

encapsulation in two different tubes, are depicted in (b) and (c).

tube scenario. In comparison to Fig. 3.2(a), I observe two solid dark regions for

velocities beyond z150 m/s and 0 % i40°. These regions correspond to trajectories

that first follow the wall of one tube and continue inside the neighboring tube, as

shown in Fig. 3.2(b). This new channel is relatively narrow due to the “S”—shape

of the tube-fullerene interaction potential well, shown in the right-hand panel of

Fig. 3.1(b). As in the case of an isolated tube, trajectories involving a “U-turn”,

depicted in Fig. 3.3(c), form an additional entry channel, responsible for the rare

encapsulation events in the remaining region of the scatter diagram. I conclude that

even in the case of a bundle, the probability of encapsulation through the end is rather

low.
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Figure 3.4: (Color) (a) Scatter diagram showing the probable outcome of a C60 en-

capsulation through a large opening in the wall of a (10, 10) nanotube, as a function

of the fullerene launch velocity v and launch angle 0. Events are color coded ac-

cording to the final state. Conditions that do not lead to encapsulation are marked

in white. Conditions leading to encapsulation, with a sample trajectory shown in

(b), are marked in red. Initial conditions and corresponding trajectories involving a

temporary entry of the fullerene into the tube, followed by an escape after multiple

scattering events, are shown in green if the final velocity has a negative ar-component

(c) and in blue if the final velocity has a positive z-component (d).

The outcome of the encapsulation process through a large opening in the side

wall of the (10,10) nanotube, depicted in Fig. 3.1(c), is shown as a scatter diagram

in Fig. 3.4(a). In comparison to Figs. 3.2(a) and 3.3(a), the dark area in the scatter

diagram of Fig. 3.4(a) is substantially larger, yielding a 30-fold increase of the cross-

section for the C60 entry. In the following, I focus on the encapsulation through the

large wall opening as the most likely process leading to peapod formation.

The scatter diagram of Fig. 3.4(a) shows a complex pattern consisting of large

areas corresponding to the C60 entering the tube. Among these events, I have marked
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those trajectories leading to a definitive encapsulation, as depicted in Fig. 3.4(b), in

red. The “green” and “blue” trajectories, shown in Figs. 3.4(c) and (d), involve

a temporary entry of the C60 molecule into the tube. In that case, after multiple

scattering events, the fullerene may eventually escape in the backward (“green event”)

or the forward direction (“blue event”). Since such multiple scattering processes are

chaotic, the “blue” and “green” events are homogeneously intermixed rather than

separated into specific regions in Fig. 3.4(a).

To interpret the complex pattern in the scatter diagram of Fig. 3.4(a), I took a

closer look at the individual trajectories. For launch velocities below 50 m/s, the C50

becomes trapped in one of the local minima and never reaches the defect. The highest

probability of a successful encapsulation with an axial launch (0 = 0°) is achieved at

velocities ranging from 50 m/35122120 m/s. Axial launches with velocities exceeding

@120 m/s overshoot the hole. C60 encapsulation is still possible for fast launches,

but requires large launch angles and involves one or several radial reflections off the

wall, as shown schematically in Fig. 3.1(c). For a given nonzero launch angle, the

largest launch velocity allowing the fullerene to enter the tube involves a straight

trajectory with no radial reflections. This is the case for the trajectories depicted in

Figs. 3.4(b)-(d), for launch angles 0%10° and v§200 m/s. At lower launch velocities,

a radial reflection from the tube wall causes the fullerene to overshoot the hole. As

the velocity is reduced further, the point of first radial reflection is shifted closer to

the launch site, allowing the fullerene to successfully enter the nanotube again. At a

constant launch angle such as 0 = 40°, I can distinguish up to seven alternating regions

associated with “successful” and “unsuccessful” trajectories. Each of these contiguous

regions in Fig. 3.4(a) can be characterized by the number of radial reflections between

the launch site and the hole edge.

Maybe my most important result is the finding that, in absence of inelastic

scattering, the probability of successful encapsulation (“red” events) is largest in the

35



velocity range between 80 -— 120 m/s and almost independent of the launch angle 0.

This suggests that not the launch direction, but rather the kinetic energy of the Can

molecule decides the outcome. In view of the restricted motion of the C50 molecule

along the tube surface, which reduces the number of degrees of freedom, I find that

this velocity window translates into a kinetic temperature of the C60 close to 400°C.

It is remarkable that the optimum temperature for peapod formation, as pre-

dicted by my calculation, falls into the observed temperature range from 350 - 450°C

[60]. Previous explanations of this optimum temperature window were only based

on plausibility arguments suggesting a low C60 mobility at low temperatures and a

closure of the wall defects or fullerene fusion [68] under annealing conditions. I be-

lieve that the quantitative agreement between theory and observation also provides

an indirect evidence that the microscopic encapsulation mechanism involves defects

in the tube wall.

My calculations discussed so far have been based on the assumption that the

microscopic degrees of freedom are decoupled from the macroscopic motion of the

C60 molecule. Effectively, the possibility of energy transfer between the macroscopic

and microscopic degrees of freedom introduces a damping mechanism. This new

inelastic channel could convert some of the “green” and “blue” trajectories, depicted

in Fig. 3.4, into successful encapsulation events, thus further increasing the cross-

section for C60 encapsulation.

To investigate additional phenomena that may occur when none of the micro-

scopic degrees of freedom are frozen, I performed a molecular dynamics simulation

of the fullerene-tube interaction in a canonical simulation at synthesis temperature.

Considering the motion of all the atoms carries a large computational overhead, since

calculating the electronic structure self-consistently at each time step slows down the

simulation by five orders of magnitude. An important structural change I observed

at elevated temperatures was the occurrence of quadrupolar tube deformations near
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the hole due to the reduced structural rigidity at that site. This, together with a

strong tube bending mode that reduces the size of the entry channel, decreases the

probability of C60 capture.

3.4 Summary

In summary, I investigated the microscopic mechanism of (C60)n@(10, 10) peapod

formation by considering the entry of the fullerene into the tube either through an

extended vacancy in the wall or the open end. My total energy calculations indicate

that presence of dangling bonds at the unsaturated edge of the uncapped end or of a

large enough vacancy increases the fullerene-nanotube interaction, thus promoting —

rather than hindering — the fullerene entry into the tube. Using these potential energy

surfaces, the likelihood of a C60 encapsulation was investigated for scenarios involving

end-on encapsulation in isolated and bundled tubes, and for encapsulation through

large defects in the wall. Extensive molecular dynamics simulations, performed under

these scenarios as a function of the C60 launch velocity and angle with respect to

the tube axis, indicate that the most efficient peapod formation mechanism involves

diffusive motion along the wall and encapsulation through a large opening in tube

wall. The C60 encapsulation occurs most likely within a narrow range of launch

velocities that agrees well with the experimentally observed temperature window.

The efficiency of the filling process through openings in the tube wall is expected

to improve with increasing concentration of defects up to the point where, due to

a significant fraction of atoms missing or displaced, the tubes lose their structural

integrity.
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Chapter 4

Energetics of Encapsulation and

Fusion of Fullerenes in

Nanopeapods

The following discussion of the encapsulation and fusion of fullerenes inside car-

bon nanotubes, namely fusion of fullerenes inside carbon nanopeapods, follows that

presented in References [69, 70]. In analogy to fullerene fusion, I also comment on

the possibility of diamondoid fusion inside nanotubes based on ab initio total energy

calculations reported in Reference [71].

4.1 Unusual properties of carbon nanopeapods

The first observation of the hierarchical self-assembly of C60 molecules and single-

wall carbon nanotubes (SWNTs) to peapods by high-resolution transmission electron

microscopy (HRTEM) [57] was followed by reports of encapsulating other fullerenes

and metallofullerenes in single-walled carbon nanotubes [72, 61, 73, 74, 75, 76, 77].

Several intriguing observations regarding peapods await explanation. For one,

high-resolution transmission electron microscopy images [61, 73, 74, 75, 76, 78], elec-
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tron diffraction [77] and Raman spectra [79] suggest the observed equilibrium spacing

between fullerenes in peapods to be smaller by 3 — 4% than in three-dimensional

crystals, but larger than in polymerized solids. Also, in contrast to 2-D and 3—D

crystals [80, 81], where polymerization of fullerenes does not easily occur even under

high pressures and temperatures, fullerenes fuse rather readily to long capsules when

encapsulated in nanotubes [57, 68, 60]. For fusion to be enabled at 1100°C, signifi-

cantly below the decomposition temperature of fullerenes [48] close to 4, 000°C, the

enclosing nanotube must play a crucial role. Here I investigate the packing of fuller-

enes in various nanotubes and determine the optimum energy path for thermal fusion

of fullerenes, including the identification of activation barriers and transition-state

geometries.

4.2 Energetics of fullerenes in nanopeapods

Figure 4.1 (a) shows schematically the static force associated with the energy gain

during the encapsulation of a fullerene in a nanotube. To decide which fullerene may

enter into which nanotube, in Figure 4.1 (b) I plot the encapsulation energy of C60

and C34 in single—wall nanotubes with radii RNT in the range 0.6 nmSRNTSOB run.

As expected, encapsulation is favored only in nanotubes that are sufficiently wide.

On the other hand, the encapsulation energy in very wide tubes should be smaller

and comparable to the adsorption energy on graphite. These results are in general

agreement with reported results based on an alternative potential [65, 82, 83]. My

results suggest that each fullerene of radius RF shows a preference for nanotubes

with RNTzRF + 0.3 nm. For this snug fit, encapsulation results in an energy gain of

zOA eV for C60@(10, 10) and Cg4@(11, 11) due to the attractive interaction between

the tube wall and the fullerene. This value agrees with ab initio calculations [67],

but is lower than empirical fits to experimental data [65, 82, 83, 84]. I found that
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Figure 4.1: Energetics of fullerene encapsulation. (a) During the insertion into a nano-

tube, a fullerene is pulled in by a “capillary” force F, which is linked to the energy gain

upon axial displacement Az. (b) The encapsulation energy AE of C50 (0) and C84 (0)

in single-wall carbon nanotubes with radii RNT ranging from 0.6 nngNTSOB nm.

Best fitting fullerene/nanotube pairs show an encapsulation energy of z0.4 eV. (c)

Energy change during the fullerene insertion process along the tube axis 2, with z = 0

at the tube end. C60 and C84 are pulled into the best fitting (10, 10) and (11, 11) nano-

tubes by Fz0.1 nN, reflected in a constant constant slope of AE/Az near the tube

end. The high energy cost prevents the entry of the C84 fullerene into the narrow

(10,10) nanotube.

the encapsulation energy of fullerenes is represented well in a continuum approxima-

tion [85], shown by the solid lines in Figure 4.1 (b), by modeling fullerenes as spheres

inside atomically smooth nanotubes. No special preference regarding tube chirality

was observed, suggesting the possibility to use peapod formation as a tool to separate

tubes by diameter.

In Figure 4.1 (c), I display the energy associated with the insertion of C60 and

C34 in the (10,10) and (11,11) nanotubes. For the energetically most favorable pairs,

open-end insertion is associated with a “capillary” force F = AE/AzzOJ nN near

the tube end at 2:0. As shown in Figure 4.1 (c), insertion of the large C84 fullerene

in the narrower (10,10) nanotube is energetically unfavorable.

The static capillary force Fz0.1 nN, when divided by the cross-section area of

the enclosing nanotube, yields a static pressure in the sub-GPa range. At nonzero

temperature, fullerenes packed inside a peapod are also subject to a dynamical pres-
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sure, resulting from collisions with neighboring fullerenes. In the temperature range

close to 1,000 K, when fusion occurs [68], collisions between thermally equilibrated

fullerenes lead to forces close to 1 nN, representing accordingly higher nominal pres-

sures in the GPa range. This nominal pressure is found to be a very important factor

in determining the equilibrium structure of nanopeapods [70], and could account for

the distance reduction between fullerenes when they form one dimensional crystals

inside nanotubes [61, 77].

4.3 Chemical reactions inside carbon nanotubes

The postulated high nominal pressure inside nanotubes suggests a possible use

of nanotubes as nanoscale autoclaves to promote chemical reactions. For example,

HRTEM observations indicate that under electron irradiation [57] or at elevated tem-

peratures [68, 60], fullerenes fuse more readily inside a nanotube than in 2 D and

3 D crystals [80, 81]. In addition to fullerenes, carbon nanotubes could also encapsu-

late other species such as diamondoid molecules [5] to form one dimensional diamond

wires inside carbon nanotubes by taking advantage of the physical confinement pro-

vided by nanotube template, and a high nominal pressure [71]. Ab initio calculations

indicate that diamondoids gain energy after encapsulation inside a nanotube. Similar

to fullerenes, each diamondoid molecule has a preferred diameter range for efficient

encapsulation. I found that doped diamondoid molecules should fuse into one dimen-

sional nanometer sized diamond whiskers more easily inside a nanotube than in free

space.

4.3.1 Fusion of fullerenes in carbon nanopeapods

Large-scale structural changes, including fusion, can be achieved by a finite se-

quence of generalized Stone-Wales transformations, which involve only bond rotations
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and avoid bond breaking. Using a graphical search program, I determine the opti-

mum reaction pathway for thermal fusion of fullerenes. Search of the phase space

by the ‘string method’ provides detailed information about the optimum pathway,

including the identification of activation barriers and transition-state geometries. I

find the fusion process to be exothermic. The fusion dynamics is fast in spite of the

formidable total activation barrier close to 5 eV, associated with each Stone-Wales

transformation, since bond rotations turn out to be multi-step processes with lower

individual activation barriers.

The fusion of two C60 molecules to 3 C120 capsule, which has been observed in

peapods [60, 68], is driven by the energy gain associated with reducing the local cur-

vature in the system. Still, this reaction involves a large-scale morphological change

and will only occur if the required activation barrier is small.

It appears that the most likely fusion path may involve a sequence of bond rota-

tions, called generalized Stone-Wales (GSW) transformations. GSW transformations

are known to require much lower activation energies than processes involving bond

breaking, and have been studied extensively in 3p2 bonded carbon structures [86].

Optimum pathway for the 2C60—)C120 fusion reaction, involving the smallest number

of generalized Stone-Wales bond rotations is depicted in Fig. 4.2.

Close inspection of the reaction energy along the contiguous optimum fusion

path in Fig. 4.3 indicates a sequence of 23 activated processes connecting the 24

metastable states. I find the activation energy barriers AEGSWz5 eV of these GSW

transformations to be significantly lower than in graphite, as expected for Stone-

Wales processes in non-planar structures due to the deviation from spz-bonding. In

presence of extra carbon atoms, the activation barriers for GSW transformations

may be lowered further to below 4 eV by autocatalytic reactions [87, 88]. Also, under

electron irradiation, this process can proceed relatively fast in view of the high rate

of sub-threshold energy transfer to the structure [89]. In extended fullerene systems,

42



 

@4233”firm”5%9

iii““3 “5‘3 “1%?4%
20

Figure 4.2: Optimum pathway for the 2C60—+C120 fusion reaction, involving the small-

est number of generalized Stone-Wales bond rotations, determined by a graphical

search of all possible bond rotation sequences. Polygons other than hexagons are

emphasized by color and shading.

moreover, the energy release during the fusion process should heat up the structure

locally, thus further promoting activated processes in the local vicinity.

In spite of its lower activation barrier in comparison to the GSW steps, the

initial (2 + 2) cycloaddition reaction between the structures “0” and “1” may play

an important role, and possibly even limit the rate of the fusion process. Fusion

can only be initiated in the optimum geometry, where two double bonds in adjacent

fullerenes face each other at the contact point. The probability of this configuration

will multiply the attempt frequency V of the 0—->1 reaction in the Arrhenius formula1

and thus reduce the reaction rate, since the low activation barrier of m0] eV, only

applies to attempts with the optimum fullerene orientation.

To estimate the probability of the configuration required for the (2 + 2) cycload-

dition to occur, I first consider the phase space describing the motion of two rigid

 

1 The Arrhenius formula determines the reaction rate as v exp (-AE/k3T), where u is the attempt

frequency, AE the activation barrier, k3 the Boltzmann constant, and T the temperature.
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optimum reaction path, given by the solid line. Energy results for the 25 intermediate

structures, shown in Fig. 4.2, based on my total energy functional (0), are compared

to ab initio Density Functional results (+). The contiguous minimum energy path in
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fullerenes at constant equilibrium distance (structure “0” in Fig. 4.2), which are freely

rotating in space. The 8-dimensional configurational space, spanned by the three Eu-

ler angles defining the orientation of each fullerene and the two-dimensional vector

defining the orientation of the inter-fullerene connection, is explored uniformly by the

rotating fullerenes. Next, I assume that the difference between a “correct” and an “in-

correct” fullerene alignment corresponds to a misorientation exceeding A902,? in any

dimension, which naturally introduces a grain size for the discretized configurational

space.

In view of the fact that each fullerene has thirty double bonds, each of which

can have two orientations, 3,600 out of 3x1019 cells in this space represent favorable

configurations. Assuming that the configurational space exploration by the freely ro-

tating fullerenes occurs at random in-between two cycloaddition attempts, separated

by the period of the inter-fullerene vibration, the probability of finding an optimum

configuration is @10‘14. Using 11 = 7x1012 Hz for the inter-fullerene vibration fre-

quency [85], the (2 + 2) cycloaddition step with an activation barrier AE = 0.725 eV

should occur on the time scale of one week at 1,100°C, significantly longer than the

time frame of a GSW transformation. Thus, this step should be rate limiting in a

close-packed three-dimensional C60 system, which — while molten at this temperature

— could be prevented from evaporation by external pressure.

Restricting the configurational space to one dimension, which occurs when chains

of fullerenes are packed in peapods, increases the fusion probability substantially. The

crucial role played by the enclosing nanotube is to keep adjacent fullerenes in place

long enough for them to probe the configurational space at close range. Since the

vector connecting adjacent fullerenes coincides with the nanotube axis, the possibility

of non-central collisions is eliminated, the dimensionality of the configurational space

is reduced to six, and the number of discrete cells to only 5x10”. This increases

the probability of the optimum fullerene orientation by five orders of magnitude, and
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reduces the reaction time of the (2 + 2) cycloaddition step to only 7 s at 1,100°C. I

conclude that fusion should occur more easily, when fullerenes are packed in peapods,

than in three-dimensional bulk C60.

In a three-dimensional C60 system, the fusion rate should further be reduced

due to the fact that more than one GSW transformation involving the same fuller-

ene may occur simultaneously. Each C60 molecule has initially the ability to form

at least four initial connections with neighboring fullerenes by the (2 + 2) cycloaddi-

tion reaction [81]. Considering the finite size of the C60 molecule, GSW transforma-

tions associated with one fusion reaction are likely to interfere with transformation

necessary for a separate fusion reaction, occurring concurrently. Due to resulting

frustration, the activation barriers of individual GSW transformations could increase

significantly, possibly even stopping the fusion. Since this effect is less severe in lower

dimensions, the reduction of the overall fusion rate associated with concurring binary

fusion reactions should be much less important in one-dimensional peapods than in

bulk C60.

4.4 Summary

In summary, I studied the energetics and the fusion mechanism of fullerenes en-

capsulated in nanotubes. I found that insertion of a fullerene inside an optimum

nanotube host is associated with an energy gain of zOA eV. The “capillary” force

produced by the entering fullerene gives rise to a static pressure inside the nanotube.

This pressure is expected to increase due to collisions between fullerenes and reach

GPa magnitude under experimental conditions. I investigated the energetically most

favorable pathway for fusion of two isolated C60 molecules inside a (10, 10) nanotube.

Using a graphical search program, I identified the shortest fusion pathway as a se-

quence of only 23 generalized Stone-Wales transformations, which can be viewed as
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bond-rotations, involving relatively low activation barriers.
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Chapter 5

Defective Structures and

Defect-Induced Structural

Transformations

The following discussion of defective carbon nanostructures and defect-induced

transformations follows that presented in References [90, 91, 92, 93].

5. 1 Introduction

When structurally perfect, carbon nanostructures are very stable even under ex-

treme conditions. Specific structural defects offer an unusual, energetically accessible

path to an inter-conversion between different isomers. More complex systems follow

a hierarchical self-assembly formation process.

In recent years, following the discovery of the C60 “buckyball” [94], a plethora of

nanostructures attracted the attention of carbon scientists. Examples of these intrigu-

ing systems are other fullerenes, onions [95], nanotubes [11], and hybrid structures

such as peapods [57]. Whereas most of these sp2 bonded structures are known to

grow from carbon vapor under extreme conditions, systems like multi-wall nanocap—
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sules may form by activated bond rearrangement from ultra-disperse diamond [17].

All fullerene-based nanostructures show an amazing mechanical strength, chemical

inertness, and often an unusually low content of atomic defects.

What appears to be common to all these structures are synthesis conditions that

involve extremely high temperatures of close to (or beyond) 1, 000°C. While showing

no signs of spontaneous decay at room temperature, all fullerene-derived structures

are less stable than bulk graphite. Small variations in synthesis conditions, such as

change of temperature or partial pressure of the cooling inert gas, appear to have

an unusually large effect on the morphology of the product. Obviously, all these

structures are formed under non-equilibrium conditions, which are characterized by

a competition between the gain in free energy (which contains a significant amount

of vibrational entrOpy) and the fast synthesis kinetics. Due to the fast dynamics of

bond formation and fragmentation under the extreme synthesis conditions, only lim-

ited information can be extracted experimentally about the nature of the microscopic

processes which occur while these structures are formed. Simulations and theoretical

modeling of the self-assembly process may play a key role not only in the understand-

ing of nanostructure formation, but also in optimizing synthesis conditions to form

particular nanostructures.

This Chapter addresses the physical properties of some of these nanostructures,

in particular their stability. It will be shown how macroscopic concepts from elas-

ticity theory translate down to the nanometer scale, where they provide quantitative

predictions for the relative stability of nanotubes, scrolls, fullerenes, and peapods.

With the help of ab initio total energy and molecular dynamics calculations, it is now

possible to study the formation and inter-conversion mechanism of unusual systems,

such as carbon foam [91] or peapods [56].
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Figure 5.1: Schematic view of (a) a nested multi-wall nanotube, (b) a scroll , and (c)

a defect separating the two morphologies within one tube.

5.2 Defect engineering in nanostructures

In fullerenes, the Stone-Wales transformation has been shown to assist efficiently

in the ejection of C2 molecules, thus shrink-wrapping the fullerenes. In nanotubes,

Stone—Wales defects are associated with deformations. As described in the following,

still other defects may be involved in transforming defective nanotubes, which may

contain scroll segments, into defect-free nanostructures. It is conceivable that inser-

tion of particular defects may even be used in the deterministic construction process

of carbon nanostructures, such as nanotubes with a particular chirality. A particular

type of defect, illustrated in Figure 5.1(c), may be involved in transforming a scroll

[Figure 5.1(b)] into a more stable multi-wall system of nested cylinders [Figure 5.1(a)]

by a “zipper-like” bond rearrangement transformation, which will be discussed later

in this Chapter.

5.3 Carbon nanofoam

A three-dimensional periodic arrangement of the type of defects depicted in Fig-

ure 5.1(c) may result in a new crystalline structure, which has been discussed exten-

sively in Reference [91]. Initially a hybrid connecting 3p2 and sp3 carbon atoms, the
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Figure 5.2: Structural description of carbon foam. (a) Schematic illustrating the

structural relationship between carbon foam and layered graphite. (b) Conventional

orthorhombic unit cell of carbon foam, holding 64 atoms. Unit cell variations are

possible by changing the number of carbon atoms along the a and b axes. Initially

fourfold coordinated “sp3” atoms are grey shaded, and the initial bond direction to

their fourth neighbors is indicated by the dashed lines. (c) Perspective view of the

3D foam lattice structure, based on the above unit cell.
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unusual “foam” structure shown in Figure 5.2 combines a large active surface area,

associated with graphite layers, with the structural rigidity of the diamond lattice.

The “origami-style” folding process, depicted in Figure 5.2(a), illustrates the close

relationship between this structure and graphite. Quite intriguing is the fact that by

changing the terrace size a, the foam covers the phase space between layered graphite

and cubic diamond, the most stable carbon allotropes. While changing the size of

the pores, the system maintains a metallic character [91].

5.4 Hybrid structures of coexisting scrolls and

multi-wall nanotubes

Visual inspection of a large number of high-resolution electron microscopy trans-

mission (HRTEM) images of multi-wall carbon nanotubes (MWCNTs)clearly illus-

trates that these materials have an unexpected intriguing internal structure fraught

with numerous defects. [90] It is believed that the chaotic environment associated

with evaporation of graphite electrodes in an arc leads to these complex structures.

Here I discuss the structure of a hybrid MWCNT composed of scrolled and nested

segments, with the respective features typically separated from each other by defects

such as edge dislocations, depicted in Figure 5.3. Within the nested tubes, helicity

changes little from layer to layer and depends only on layer diameter. Experimental

findings [90] suggest the formation of MWCNTS that involves the formation of a scroll

of a given helicity which converts, assisted by defects, into the thermodynamically

more stable multi-wall structure composed of nested cylinders.
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Figure 5.3: High-Resolution Transmission Electron Micrograph of a multi wall carbon

nanotube with a slip-plane defect and irregular layer spacing. (from Reference [90])
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5.5 Stability differences and conversion

mechanism between nanotubes and scrolls

Combining atomic-scale perfection with a nanometer-size diameter and millime-

ter-size length, carbon nanotubes [11, 1] are considered important pioneers of nan-

otechnology. These narrow graphitic cylinders with tunable electronic pr0perties[24,

25, 26] are being considered as functional building blocks of nanoscale devices. An

important challenge in nanotechnology will be to connect these substructures to more

complex systems by directed hierarchical self-assembly, using bond rearrangements

as an atomic-scale counterpart of welding.

When observed in the High Resolution Transmission Electron Microscopy (HR-

TEM) images of carbon arc-discharge deposits [11], the symmetric, evenly spaced

line patterns have been interpreted as images of coaxial, nested graphitic tubules.

Alternatively, the same images have been attributed to graphitic scroll structures

[96]. Since a distinction between the two appears to be impossible based on electron

micrographs alone [97], the scroll-tube controversy needs to be settled by different

means. The unusual high stability and oxidation resistance of nanotubes seems to

exclude scrolls as candidate structures due to their long exposed edge [11]. Presence

of scrolls, on the other hand, was conjectured from the unusually large thermal ex-

pansion in the radial direction [98] and the relative ease to intercalate metals in these

multi-walled structures[99, 100, 101]. Both scrolls and tubes have been observed in

HRTEM images of the much larger tubules of vanadium oxide [102], which show a

layered structure similar to graphite. Also, dark-field transmission electron diffraction

contrast images [103, 104, 105] and x—ray diffraction data [106] of tubular graphitic

structures have been taken as indications for scrolls radially embedded within nested

cylinders. More recent HRTEM observations even suggest the coexistence of axial

scroll and multi-wall segments within the same tubular structure [90]. This observa-
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tion introduces two intriguing problems, namely the detailed morphology within the

coexistence region, and the possibility of a scroll-to-tube conversion.

Here I present the first study of the relative stability and the microscopic inter-

conversion mechanism between nested graphitic cylinders and scrolls. I show that

scroll segments, consisting of rolled-up graphene sheets, may coexist with nested

tube segments within a contiguous tubular nanostructure. I propose a concerted

bond rearrangement mechanism that avoids bond breaking and results in an axial

zipper-like motion of the scroll/tube dislocation. The energy cost associated with

creating this dislocation is low enough to form scroll/nanotube junctions at tempera-

tures occurring during nanotube synthesis. The activation barrier for the subsequent

scroll-to-nanotube transformation is sufficiently low to enable conversion even at room

temperature.

Available experimental data suggest that nested tubes and scrolls only coexist in

structures with very many walls [90]. Due to their large size and lack of periodicity,

these systems pose an awesome computational challenge. The most suitable formalism

to describe accurately the relative energies of large, defect-free tube or scroll segments

is based on continuum elasticity theory [107, 108, 109]. This approach proved to be

accurate in comparison to ab initio total energy calculations for selected single-wall

nanotubes [108, 109], and also offers intuitive insight into the origin of structural

changes. The major limitation of the continuum approach is its inability to deal

with atomic defects. For accurate structural and energy information about defective

structures, including coexisting scrolls and tubes, I combine the continuum approach

with atomistic calculations.
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5.6 Continuum energy functional for sp2 bonded

carbon systems

It has been shown that deformation energies of sp2 bonded carbon nanostruc—

tures are described more accurately by Continuum Elasticity Theory, which ignores

discrete atomic positions, than by parametrized bond-order potentials.[107, 108] The

continuum energy functional, which describes defect-free single— and multi-wall tubes

as well as scrolls, contains the strain energy AEs, the interwall interaction AEiw, and

an energy term AEe associated with the creation of an exposed edge in scrolls. In

order to avoid energy terms associated with tube ends, I only consider infinitely long

structures. I only compare structures with the same total area A = WL, where W

is the nominal width and L the length of a rectangular graphene layer taken as a

reference. This reference system has no unsaturated edges and the same number of

atoms as the sp2 bonded tubular structures.

The strain energy, caused by deforming a graphene monolayer into a cylinder of

local radius R, depicted in Figure 5.4(a), is given by AE, = ecyzL/R, where L is the

length of the tubular structure. Ab initio calculations for single-wall tubes suggest

a value of 66y; = 4.43 eV, related to the flexural rigidity of a graphene monolayer

[108]. Since strain energy favors geometries with minimum curvature, it must be

compensated by other energy terms to stabilize tubular structures. In multi-walled

systems, this compensating energy is provided by the attractive inter-layer interaction

ABM = eiAc, where Ac is the contact area between sp2 bonded layersl. Since the

inter-wall separation of AR = 0.34 nm is common to multi-wall tubes, scrolls and

graphite, I use 6.- = 2.48 eV/nmz, based on the interlayer interaction in bulk graphite.

In scrolls, I also need to consider the energy penalty associated with creating an

 

1I note that the contact area A; = A — 7r(R,~n + Rout)L is smaller than the total area A, since the

innermost and outermost walls with the respective radii Rm and Rout have only one neighboring

layer.
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Figure 5.4: (a) Schematic of the transformation from a planar graphene strip of width

W to a scroll and a multi—wall nanotube. (b) Dependence of the strain energy AE, and

the inter-wall interaction energy AE,-w on the interior radius R," of a scroll, formed

from a W = 100 nm wide reference strip. The optimum value of Ramp; results from a

compromise between reducing strain and maximizing the inter-layer attraction. The

dashed zero line indicates the energy of the reference structure. (c) Dependence of the

optimum interior radius of a scroll (solid line) and a multi-wall nanotube (dashed line)

on W. Abrupt changes of 12,-mop, occur in multi—wall structures, when the optimum

number of walls changes.
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exposed edge, given by ABC 2 (CL. I use 68 = 21 eV/nm as an average value for

graphite [110], thus ignoring the small difference between a zigzag and an armchair

edge.

In tubular systems, all these energy terms are proportional to the tube length L.

For a multi-wall nanotube, the energy per unit length is given by

 

E—L‘b‘ = an: (R... +(n1—1)AR) “ “[W " «(12... + 12...». (5'1)

with the summation extending over the nested walls.

The corresponding expression for a scroll is obtained by replacing the summation

by an integral over the deformed layer, augmented by the energy penalty associated

with the exposed edge. I use the angle 0 in cylindrical coordinates as a convenient

integration variable, yielding

AE, ecy, 9...... 1
—— = — —— 0 .2
L 27r 0 R(0)d ’ (5 )

where 12(0) = Rm + BAR/2w is the local radius of curvature, and (9me is determined

by the initial width W of the reference layer. Combining this strain energy with the

other remaining terms leads to a scroll energy per unit length of

 

Escroll 6cyl Rout

—- —— ln

L — AR Rm) — €i[W — ”(Rm + Rout” + 25c - (5.3)

The last term is the exposed edge penalty, which does not depend on the width W of

the reference layer and becomes negligibly small in comparison to the other terms in

multi-wall systems. I note that providing W and Rm defines uniquely the structure

of the system, including the number of walls.

Since the edge energy does not depend on Rm, I only need to consider the strain

and the inter-wall energy when optimizing the scroll structure. The dependence of
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AEs/L and AEW/L on the interior radius is shown in Figure 5.4(b) for a fixed width

W = 100 nm of the reference layer. I find that the strain energy AE, decreases with

increasing interior radius and asymptotically approaches the zero value of the planar

reference layer. Increasing R," for a fixed value of W, on the other hand, reduces

the number of walls and the attractive inter-wall interaction AEiw. The sum of these

energies, given by the dash-dotted line in Figure 5.4(b), shows a shallow minimum

at the optimum value 12,-Mp, of the interior radius. This fact suggests that small

deviations from the equilibrium structure cost very little energy and are within the

reach of thermal processes.

5.7 Optimum geometries and energies of sp2 car-

bon nanostructures

In Figure 5.4(c), I display the dependence of the optimum interior radius on the

reference layer width. In scrolls, represented by the solid line, I find that Rm increases

monotonically with increasing W. The optimum value of Rm tends to minimize strain

while maximizing the inter-wall attraction, and slowly approaches Rin,optz0.9 nm.

The saturation behavior of Rgn,opt(W), seen in Figure 5.4(c), results from the fact

that an increase of Rm beyond a certain value should have little effect on the strain

energy, but would significantly reduce the inter-wall attraction. Thus, an important

confirmation of my picture is the observation that most multiwall structures have large

interior diameters close to 1.8 nm. Multi-wall tubes follow a similar general trend as

scrolls with the exception that the optimum number of walls changes abruptly. Such

changes occur whenever the width exceeds certain threshold values Wn, where the

strain energy sacrifice associated with more walls of smaller radius is compensated by

the increased interwall attraction.

My energy results for optimized multi-wall tubes and scrolls are summarized
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Figure 5.5: Total energy of multi-wall tubes and scrolls with respect to a reference

graphene strip of the same length and the width W. For sufficiently large values of

W, tubular structures are preferred to the planar graphene strip and approach the

energy of bulk graphite. The higher stability of multi-wall tubes over scrolls results

from the absence of exposed edges.
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in Figure 5.5. All energies are given per area and referred to an infinite graphene

layer, shown as the dashed line at AE/A = 0. Bulk graphite, the most stable carbon

allotrope, is stabilized by the inter-layer interaction with respect to the monolayer and

represented by the horizontal dash-dotted line. The energy of a graphene strip, given

by the dotted line, is dominated by the exposed edge penalty, when the width W is

small. At very small values of W, cylindrical deformation of the strip is energetically

prohibitive. Only for wide enough strips, the inter-wall attraction may outweigh the

strain energy, stabilizing the scroll with respect to a planar structure. According to

Figure 5.5, the narrowest scroll may form when Wz8.4 nm. For W228 nm, the

stabilizing inter-wall interaction outweighs even the exposed edge energy and the

scroll becomes more stable than the infinite reference layer.

Due to the absence of the exposed edge energy penalty, I always can find tubes

with one or multiple walls that are more stable than a scroll, as seen in Figure 5.5.

Since the relative importance of the exposed edge decreases with increasing W, I

find the energy difference between multi-wall tubes and scrolls to decrease rapidly

with increasing number of walls. In very large multi-wall structures, I postulate that

scroll and nanotube segments may even coexist. I also identify a stepwise conversion

mechanism of scroll segments into more stable multi-wall nanotube segments.

5.8 Scroll/tube dislocation

A possible way to connect a scroll with a nanotube within a contiguous struc-

ture is shown schematically in Figure 5.6(a). In this origami-style counterpart of the

system, the tube segment is separated from the scroll by a dislocation region, formed

by axially cutting and reconnecting adjacent layers. Obviously, the local morphology,

depicted in Figure 5.6(b), can be extended to any number of walls. By axially dis-

placing the dislocation in the direction of the arrow in Figure 5.6(b), a scroll can be
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Figure 5.6: (a) A hybrid multi-wall structure with scroll and multi-wall tube segments,

shown from the tube end. (b) The detailed structure of two adjacent layers close to

the dislocation core near the nanotube/scroll junction. The axial dislocation motion

is indicated by the arrow. (c) Equilibrium structure of three innermost walls within

an optimized multi-wall system. (d) Atomic structure within the unit cell of an

infinite periodic stack of dislocations. The zipper-like propagation of the dislocation

along the tube axis 2 is indicated by the arrow. (e) Total energy change AEW

per graphitic layer during the zipper-like scroll-to—tube conversion within the hybrid

structure. 2 > 0 denotes the axial position of the dislocation, and z < 0 corresponds

to a dislocation-free structure.
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gradually converted to a multi-wall nanotube.

To globally optimize the infinite structure containing a nanotube/scroll junction,

depicted in Figure 5.6(c), I separate the total energy into two parts. Far away from

the junction, the energy and equilibrium structure of the infinite scroll and multi-

wall nanotube segments is determined by continuum elasticity theory, as described

above. As seen in Figure 5.4(c), optimized structures with very many walls have

nearly identical innermost and outermost radii and can be joined smoothly with

the exception of the dislocation region. To optimize the atomic structure in the finite

region near the junction, shown in Figure 5.6(d), I make use of an electronic structure

calculation, based on the parametrized linear combination of atomic orbitals (LCAO)

formalism [42], which has been used successfully to describe rebonding and growth

at the edge of multi-wall nanotubes [49].

Junctions of multi-wall nanotubes with scrolls, depicted in Figures 5.6(a) and

(c), contain the type of dislocations, represented in Figures 5.6(b) and (d), in each

layer. The total strain is minimized when the dislocation line is shortest, correspond-

ing to radially stacked dislocations in a tubular structure. In systems with very many

walls, where scroll/nanotube coexistence has been observed [90], the average local

curvature is small. The optimum geometry and strain energy in a radial stack of tube

dislocations is represented well by a periodic stack of defects connecting graphitic

layers, illustrated in Figure 5.6(b), with the atomic structure of the unit cell depicted

in Figure 5.6(d). Such an infinite periodic stack of dislocations is formed by rigidly

connecting layers without introducing dangling bonds, in analogy to graphitic ‘foam’

[91]. Prior to relaxation, each layer in the defect region contains two fourfold coordi—

nated, sp3 bonded atoms. My results suggest that formation of this defect requires

an energy investment of only z0.2 eV per layer in a structure consisting of infinitely

many infinitely large layers2. Thus, nanotube/scroll hybrids may form under synthesis

 

2To avoid edge effects, my calculation has been performed using periodic boundary conditions

and finite unit cells. Constraints, imposed by the boundary conditions, increase the value of the
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conditions, which typically involve high temperatures close to 1000 K.

5.9 PrOposed zipper-like scroll-to-tube

transformation

The zipper-like scroll-to—nanotube transformation is achieved by displacing the

dislocation region in the direction of the arrows in Figs. 5.6(b) and (d). Displacing the

dislocation core by one unit cell of the 3102 structure yields a morphologically identical

system with the same energy, provided the structure is periodic in all directions.

Only when the number of layers NL is finite and the energy of the exposed edges in

the scroll segment can not be neglected, does the total energy per layer change by

8(Etot(z)/NL)/Bz = 2ce/NL = (42 eV/nm)/NL due to the axial dislocation motion.

The associated energy gain is the driving force for the scroll-to—nanotube conversion.

In order to determine possible activation barriers that would hinder the zipper

motion, 1 calculated the energy associated with the concerted bond rearrangement,

involving an 3132/3103 rehybridization, using the atomistic approach. The total energy

per layer in an infinite stack of graphitic layers is displayed in Fig. 5.6(e) as a function

of the axial position z of the dislocation, where z < 0 corresponds to a defect-free

graphitic structure. In structures with a finite number of layers, the z dependence of

BEtot/NL at z > 0 acquires an additional gradient due to the average energy gain per

layer associated with the elimination of exposed edges.

My results in Fig. 5.6(e) indicate that the activation barrier associated with

axially displacing the dislocation region by one unit cell is surprisingly small, namely

only $0.02 eV. In scrolls with NL layers and exposed edges, this activation barrier is

 

apparent dislocation energy for small unit cell sizes. In my calculations, I enlarged the unit cell

size beyond that depicted in Fig. 5.6(d), until reaching convergence for the structure within the

dislocation region and the value of the dislocation energy. I found my results to agree with ab initio

results for moderate unit cell sizes, which are accessible to first-principles calculations.
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further reduced due to the gradient of 8(Etot(z)/NL)/Bz. In systems with less than

hundred walls, the gradient is sufficiently large to make the scroll-to—tube conversion

activation free. Since the activation barrier is so small in any multi-wall system, I

expect the zipper-like scroll-to-tube transformation to occur efficiently even at room

temperature. Only much higher activation barriers, possibly associated with defects

or impurities, could stop the scroll-to—tube conversion in a transition state [90].

5.10 Summary

In summary, using total energy calculations, I investigated the relative stability

of various sp2 bonded structures, including graphitic scrolls and multi-wall nanotubes.

My structure optimization studies have shown that a tubular shape with many walls

is favored for very large systems. Such structures should share a similar interior

diameter approaching 1.8 nm, in agreement with electron microscopy observations. I

found that segments of nested multi-wall nanotubes may coexist with scrolls within

the same tubular nanostructure, separated by a dislocation region. The low energy

cost to create this defect suggests that hybrid multi-wall structures should likely form

under common synthesis conditions. I proposed a concerted bond-rearrangement

mechanism that would displace the dislocation axially, like a zipper, thus converting

the less stable scroll into a multi-wall nanotube. Due to the low energy cost of the

bond rearrangement, I find that the scroll-to—nanotube conversion may proceed even

at room temperature.
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Chapter 6

Self Healing in Nanostructured

Materials

The following discussion of the defect tolerance of carbon nanotubes under ex-

treme thermal and electronic excitations follows that presented in References [111,

112].

6. 1 Introduction

The continuing trend towards miniaturization, rapidly approaching the atomic

scale [113], raises serious concerns about the required degree of perfection and de-

fect tolerance of nanoscale devices. Carbon nanotubes [11], considered as func-

tional building blocks [114] of such devices, can sustain very large current densi-

ties [114, 115] of 109 A/cmz, and show an unusually high thermal and mechanical

stability [1]. Nanotube—based transistors out-perform state-of-the—art silicon-based

elements in terms of speed, on/off ratio, and the maximum current [115, 116].

However, substantial defect densities in currently available nanotubes raise a

concern about the performance and reliability of nanotube-based devices. Theoretical

studies showed that even individual vacancies change transport properties of these
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quasi one-dimensional systems significantly [117, 118]. At particular bias voltages,

drastic conductance reduction in nanotubes results from perturbing the 7r electron

system and from the presence of dangling bonds [118]. Another point of concern is,

whether defects may trigger failure earlier in nanoscale-devices than in current Si-

based devices. This concern is based on the fact that a ‘ten-nine’ purity requirement

is currently being placed on silicon wafers in order to avoid device failure, which

appears to be initiated by processes occurring at defect sites [119, 120]. So far, little

is known about possible microscopic processes that could lead to failure of defective

nanotubes.

Here I study the defect tolerance of nanotube components by monitoring the

behavior of carbon nanotubes with atomic vacancies under electronic excitations and

at elevated temperatures. Since nanostructures appear to be more susceptible to

defects than bulk systems, I intuitively expect them to fail earlier. The major result of

my theoretical study attests to the contrary. Rather than showing signs of premature

failure, I find that nanotubes exhibit a unique self-healing mechanism, associated with

a new bond formation near the vacancy. Such a self-healing process does not occur

in submicron—scale Si-based devices, and is intimately linked to the nanometer size of

my system.

The atomic-scale processes associated with failure, which occur in the vicinity of

defects on the sub-picosecond to picosecond time scale, are very hard to track experi-

mentally. As a viable alternative, I performed molecular dynamics (MD) simulations

of defective carbon nanotubes subject to extreme thermal and electronic excitations.

6.2 Method

To investigate the processes occurring at elevated temperatures, I coupled the

defective nanotube to a Nose-Hoover thermostat [54, 55] and determined the atomic
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trajectories using the Linear Combination of Atomic Orbitals (LCAO) total energy

functional [42], with parameters based on ab initio calculations. This approach has

been used successfully to describe bond breaking and forming during the melting

process in fullerenes [48].

Describing the response of defective nanotubes to electronic excitations turned

out to be particularly challenging, since the study precludes the solution of the time-

dependent Schréidinger equation for the time evolution of the electronic wave functions

in presence of the ionic motion, caused by the changing charge distribution. This

computer intensive calculation has been performed using the time-dependent density

functional theory coupled to molecular dynamics (TDDFT-MD) [121, 122].

Since I suspect intrinsically strained narrow nanotubes to be most susceptible to

failure, I focus in my study on the (3, 3) nanotube with a monovacancy as a test case.

With only 0.4 nm in diameter, this nanotube is one of the narrowest observed [123,

124]. To distinguish nanotube-specific intrinsic behavior from effects caused by the

nanotube environment in the experimental situation [124], I focus on an isolated

nanotube in vacuum. I use periodic boundary conditions throughout my simulations,

also implying a periodic arrangement of vacancies with an axial separation of four to

six primitive unit cell sizes of the defect-free nanotube. Consequently, the unit cells

used in my calculation hold between 47 and 71 atoms.

6.3 Thermal self-healing

In the first study, addressing a possible device failure due to overheating, I mon-

itor atomic-level processes at elevated temperatures. In my molecular dynamics sim-

ulations, I used time steps of 0.5 fs to guarantee energy conservation. I used the

relaxed monovacancy structure, depicted in the left panel of Figure 6.1(c), as the

starting point. The temperature of the Nose-Hoover thermostat coupled to the (3, 3)

68



nanotube was increased at 0.75 ps intervals in discrete steps of 400 K. The results of

my simulations are discussed in Figure 6.1.

Figure 6.1(a) displays the average total energy per atom as a function of temper-

ature, imposed by the thermostat. To verify the reliability of Nosé—Hoover molecular

dynamics results, presented by the data points marked by (0), I compared these

data to those obtained using microcanonical molecular dynamics, shown by the data

points marked by (x) in Figure 6.1(a). The blue dotted line connecting the data

points, provided to guide the untrained eye, suggests the occurrence of a phase tran-

sition at a temperature TM just above 4, 000 K, close to the melting temperature of

graphite [125] or fullerenes [48]. This relatively high value of TM comes as surprise,

since this narrow nanotube was intuitively expected to melt prematurely, starting

at the vacancy site. The slope of the E(T) curve in Figure 6.1(a), representing the

specific heat c, has the classical value of 3kg below TM, indicative of a single phase.

Above 4, 000 K, I observe a distinct step in E(T), suggesting a phase transition. The

transition appears to be gradual in my simulation, which is a consequence of using

finite-size unit cells. At temperatures beyond TM, the specific heat appears to recover

its classical value c 2 3kg.

In order to understand the microscopic origin of the transition at TM and the

absence of pre-melting near the defect site, I have monitored the distance between

the edge atoms adjacent to the vacancy during my simulation. The temperature

dependence of the three corresponding interatomic bond lengths d.- is shown in Fig-

ure 6.1(b). At selected temperatures, I display the bond length fluctuations by the

standard deviations of di. Contrary to my anticipation, I observed significant struc-

tural changes and re-bonding at the vacancy site, as illustrated in Figure 6.1(c). The

final structure, achieved at 4, 800 K and depicted in the last panel of Figure 6.1(c),

contained two new bonds, emphasized by color and shading. These new bonds formed

a bridge across the initial gap and saturated all dangling bonds at the vacancy site,
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Figure 6.1: Thermal self-healing of a carbon nanotube. (a) Total energy per atom

during a molecular dynamics (MD) simulation of the narrow (3,3) nanotube with

a single vacancy as a function of temperature. Results based on Nosé-Hoover MD

are shown by (0) in red, those based on microcanonical molecular dynamics by (x)

in green. The blue dashed line, a guide to the eye, indicates a phase transition

near 4, 000 K. The standard deviations of energy and temperature of the system are

shown by error bars for selected data points. (b) Interatomic distances (1,- near the

vacancy site as a function of temperature, as defined in the inset. all is shown by

the red solid line, d2 by the blue dashed line, and d3 by the green dotted line. (c)

Snapshots of structures encountered during Nose-Hoover MD simulations, as the heat

bath temperature increases. The three atoms adjacent to the vacancy and the newly

forming C-C bonds are emphasized in the figure.
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restoring part of the initial structural rigidity. Even more important, this recon-

struction is expected to remove the earlier mentioned reduction in the conductance,

associated with dangling bonds [118]. My total energy calculations suggested that

this transition requires an initial energy investment of 0.3 eV, followed by a net energy

gain of up to 1.76 eV per vacancy. Consequently, this reconstruction can be viewed

as a thermally activated self-healing process.

6.3.1 Energetics of monatomic vacancies in narrow nano-

tubes

To understand this energy gain in a broader context, I performed structure op-

timization on monovacancies in wider (5, 5), (7,7), and (10,10) nanotubes. I found

the energy gain due to re-bonding near the vacancy to be the largest in the (3, 3)

nanotube and to decrease with increasing tube diameter. In the more flexible narrow

nanotubes, the strain induced by the reconstruction could be accommodated locally

at little energy cost. With increasing nanotube diameter, the strain extended over an

increasing region, making this reconstruction energetically less favorable. Ultimately,

in a graphene monolayer, the energy gain due to the formation of new bonds was

not sufficient to compensate for the associated large strain energy due to re—bonding.

Thus, the thermally activated self-healing process was found to be intimately linked

to the larger flexibility of nanostructures.

6.4 Self-healing by photo-excitations

As mentioned earlier, structural changes may be achieved also by electronic ex-

citations, with no need for thermal activation. I studied the atomic-scale processes

following a photo-excitation near a monovacancy in a (3, 3) carbon nanotube using ab

initio TDDFT-MD calculations, based on the local density approximation (LDA) to
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the density functional theory (DFT) [126, 127]. Valence electron states were described

using Troullier-Martins type pseudopotentials [128] and a plane wave basis with the

kinetic energy cutoff of 40 Ry. Due to the large size of the unit cell representing the

defective tube, I limited my sampling of the momentum space to the I‘ point.

Among the many possible excitations, I selected the particle—hole state with the

highest likelihood to destroy the nanotube, by comparing the outward components of

Hellmann-Feynman forces near the vacancy. I found this to be the case by promoting

an electron from the highest occupied state to the second lowest unoccupied state.

The energy of 0.9 eV, associated with this excitation, was determined from the total

energy difference between the excited and the ground state in a (3, 3) nanotube with

a 47-atom unit cell. The subsequent time evolution of the electronic and atomic

structure in this Franck-Condon like process was computed within the TDDFT-MD

formalism, by maintaining self-consistency between the wave function and potential,

which both evolve in time [121, 122].

In the beginning of the simulation, I froze all the atoms in the relaxed ground

state geometry and obtained the static solution of the electronically excited state.

The ion dynamics induced by this excitation is depicted as a time sequence of ge-

ometries in Figure 6.2(a). I found that the vacancy initially started to open in the

direction of the Hellmann-Feynman forces. 200 fs after the excitation, two of the three

atoms adjacent to the vacancy approached each other sufliciently close to form a new

bond. I interpret this new bond formation as a self-healing process, in analogy to the

previously discussed behavior at elevated temperatures. The difference with respect

to thermal self-healing is the absence of an activation barrier and the extremely short

time scale of the photo- induced process. The time evolution of the electronic states

during the ionic motion is presented in Figure 6.2(b) as a series of contour maps

depicting the norm of the excited electron wavefunction. As time progresses, I find

the excited electron distribution to change from an anti-bonding to a dangling bond
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characteristics.

I should emphasize that in contrast to conventional ab initio MD simulations, I

monitor the time evolution of each populated and empty single-electron state during

the ionic motion. This approach provides information not only about the charge

distribution, but also the lifetime of electronic excitations in presence of ionic motion.

An important indication for the onset of a non-adiabatic decay is a sudden increase

in the off-diagonal matrix elements of the Kohn-Sham Hamiltonian in the basis of the

time-evolving eigenstates. Following a non-adiabatic decay, rapid Rabi oscillations

appear in the electronic levels, even if the atomic motion is smooth.

With the charge distribution determined by the time-evolving populated states,

forces acting on atoms are determined using the Hellmann—Feynman theorem [121,

122]. This approach offers a significant advantage over the conventional ab initio

MD simulations, where forces acting on atoms are calculated from static solutions

of the Kohn-Sham equations at each time step, presuming the population of each

Kohn—Sham state is known. Predicting the correct sequence of populated levels is

a challenging undertaking especially in case of level alternation, which occurs in the

single-electron spectrum following the photo-excitation of my system, as shown in

Figure 6.3. In my system, I found the character of the hole wave function to differ

significantly from the valence band character, and the character of the excited electron

to also differ from the conduction band states. Thus, the level alternation seen in

Figure 6.3 did not cause a non-adiabatic decay of the excitation, and the system

remained on the adiabatic potential energy surface during my simulation.

Unlike in bulk systems, where electron-hole excitations typically decay on a fem-

tosecond time scale, I did not find any indication for such a non-adiabatic decay of the

excitation in the defective nanotube during my MD simulation, extending over 200 fs.

Due to the apparent long lifetime of the electronic excitation, a significant fraction of

the ion dynamics occurs on the excited state potential energy surface, which is very
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0 fs 100 fs 200 fs

Figure 6.2: Self-healing process within a (3,3) nanotube with a single vacancy, in-

duced by illumination. (a) Time evolution of the geometry. The three atoms adjacent

to the vacancy and the new C-C bond, which forms 200 fs after the photo-excitation,

are emphasized by color and shading. (b) Time evolution of the excited electron state.

The lowest contour lines are common to the three panels.
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Figure 6.3: Time evolution of the energy spectrum during the atomic motion following

the initial photo-excitation. Fully occupied states are denoted by solid black lines,

completely empty states by dashed black lines. Time evolution of the electron-hole

pair, created by the photo-excitation, is shown by the heavier red solid lines.
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different from the ground state potential energy surface. One such difference concerns

the activation barrier, which is absent in the photo-excited state, but has a value of

0.3 eV in the electronic ground state. In contrast to the slow, thermally activated

self-healing process, occurring in the electronic ground state, I find the photo-induced

self-healing process to occur very fast even at low temperatures due to the absence

of the activation barrier in the excited state.

6.5 Conclusions

In summary, I performed molecular dynamics simulations of defective nanotubes

subject to elevated temperatures and electronic excitations. I have identified a self—

healing process of defects, which is intimately linked to the nanometer size of these

systems and absent in their bulk counterparts, and bears promise for future nanotube

applications. I found that the stability and conductivity of narrow nanotubes with

monatomic vacancies should improve following the formation of new bonds among the

atoms at the vacancy edge. Self-healing was observed under both thermal and elec-

tronic excitations. This process was energetically favorable due to the extra flexibility

of nanostructures in response to strain.

I should point out that my simulations correspond to vacuum conditions and

that defect-gas interactions cannot be ignored in more realistic situations. I also

explored the possibility of healing other imperfections, such as oxygen contamination

or Stone-Wales type defects, which may exist in nanotubes. My preliminary results

suggest that electronic excitations do not eliminate Stone-Wales defects, but rather

induce localized vibrations in their vicinity.

Another type of common defects in carbon nanotubes are Stone-Wales ( SW )

defects. SW defects in nanotubes can be healed through electromagnetic excitations.

A specific wavelength of the electromagnetic spectrum seems to excite resonance
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vibrations at SW defect sites. This could be used to determine if there are any

SW defects in a sample. Alternatively, it should be possible to determine defect

densities simply by doing vibration spectroscopy after exciting the sample with a

specific wavelength. This could be a useful alternative to STM imaging in search of

SW defects.
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Chapter 7

Bonding and Energy Dissipation in

a Nanohook Assembly

The following discussion of the nanovelcro assembly of nanoscale hooks based on

carbon nanotubes follows that presented in Reference [129].

7.1 Theoretical concept of nanovelcro

Carbon nanotubes [11], consisting of graphite layers rolled up to seamless, nano-

meter-wide cylinders, are now considered important building blocks for nanotechnol-

ogy [2]. Their extraordinary mechanical properties, including high stiffness [130, 131,

132] and axial strength [133, 134], are related to the unparalleled tensile strength

of graphite [135]. In single-wall nanotubes [22, 23], substitution of hexagons by

pentagon-heptagon pairs is known to cause a permanent bend in the tube and to

change its chirality [136]. The morphology of a nanotube deformed to a hook is il-

lustrated schematically in Figure 7.1(a). A High-Resolution Transmission Electron

Micrograph (HRTEM) of this system [137] is reproduced in Figure 7.1(b), and a Scan-

ning Electron Micrograph (SEM) of nanohooks [138] is shown in Figure 7.1(c). So

far, studies of nanotubes containing pentagon-heptagon pairs have concentrated on
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their intriguing electronic properties [139, 140].

Here I explore the suitability of nanotubes, permanently deformed to hooks or

other non-cylindrical structures, to efl'ectuate bonding between solid surfaces,1 as

a nanometer-scale counterpart of velcro. I study the physical properties, including

mechanical strength and resilience, of a micro-fastening system consisting of solid

surfaces covered with nano—hooks, illustrated in Figure 7.2(a) and Figure 7.1(c), which

is called ’nanovelcro’. By studying the atomic-scale processes during closure and

opening, I show that a nanovelcro junction should be ductile rather than brittle,

and exhibit large toughness. I find that nanovelcro offers significant advantages over

conventional adhesives and welding, including thermal stability to 4,000 K, and a self-

repair mechanism under local shear. With a large density of hooks per area, strong

bonding can be achieved in parallel to mechanically decoupling the connected parts.

7.2 Theoretical approach

To determine the physical behavior of the nanovelcro micro—fastening system, I

combine total energy and structure optimization calculations with molecular dynam-

ics simulations. In order to describe realistically a possible sp2—>sp3 rehybridization

during the opening and closing of nanovelcro bonds, I use an electronic Hamiltonian

that had been applied successfully to describe the formation of peapods [56], multi-

wall nanotubes [49], the dynamics of the “bucky-shuttle” [17], and the melting of

fullerenes [48]. Total energies and forces are compared to those based on the Tersoff

potential [141] for strained structures that maintain sp2 bonding. When modeling

the dynamical processes during opening and closure of the hook assembly in Fig-

ure 7.2(a), I subject the grey-shaded rigid anchor sections to either a constant force

or a constant velocity in the desired direction.

 

1 “Micro-Fastening System and Method of Manufacture”. U.S. Patent Application of D. Tomanek,

Richard J. Enbody, and Young-Kyun Kwon, filed February 12, 1998.
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Figure 7.1: Structure of a nanotube-based hook. (a) Schematic view of a hook,

formed by inserting pentagon-heptagon pairs in an all-hexagon tubular structure,

and the equilibrium structure of hooks based on a (7,0) and a (12,0) nanotube. (b)

Transmission Electron Micrograph of a nanotube—based hook, published in Ref. [137].

(c) Scanning Electron Micrograph of an array of nanohooks grown on a surface [138].

(d) Atomic binding energies in (7,0) and (12,0) nanohooks. The grey scale coding

reflects the energy scale on the right.
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Figure 7.2: (a) Schematic drawing of a two-hook assembly, defining the anchor dis-

tance :r, the direction of the opening force F0 and the closing force Fe. Snap shots

of the (7, 0) nanohooks during (b) closure and (0) opening of the nanohook assembly.

(d) Force acting on the nanohooks during the opening and closure of the assembly as a

function of the relative anchor displacement A11). The labels correspond to structures

depicted in (b) and (c). The grey-shaded area, depicting the hysteresis, represents

the energy dissipated during an opening-closing cycle.
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7.3 Nanohooks based on carbon nanotubes

As illustrated in Figure 7.1(a), a set of six pentagon-heptagon pairs causes a

permanent deformation of a (7, 0) single-wall nanotube to a nanohook [137]. Euler’s

theorem suggests that a hook deformation due to pentagon-heptagon insertion does

not depend on the chiral index of the tube. This is illustrated by comparing the

relaxed structures of the (7, 0) and the wider (12,0) nanotube in the right panel of

Figure 7.1(a). Even though substitution of hexagons by pentagon-heptagon pairs in a

nanotube is energetically unfavorable, the system is sufficiently flexible to redistribute

the strain in the vicinity of the pentagons and heptagons.

To visualize this strain redistribution in the structure, I grey-shaded the spheres

representing individual atoms according to their binding energy in Figure 7.1(d). I

found all the atomic binding energies to be lower than the 7.4 eV value of graphite.

The least stable atoms, indicated by the darkest shading in Figure 7.1(d), are lo-

cated in the caps. The atomic arrangement at the hemisphere terminating the (7, 0)

nanotube is similar to the strained C24 fullerene, with atomic binding energies of

only z6.4 eV. The cap structure at the end of the (12, 0) nanotube resembles that of

the more stable C34 fullerene, with atomic binding energies close to 7.1 eV. In gen-

eral, I expect the occurrence of pentagon-heptagon defects, causing permanently bent

structures shown in Figures 7.1(b) and (c), primarily at lower synthesis temperatures,

where such defects cannot be annealed easily [137, 138].

A pair of mating nanohooks is illustrated schematically in Figure 7.2(a), together

with the direction of the Opening force F0 and the closing force Fc. The nanohooks are

to be considered permanently anchored in the surfaces to be connected. The anchor

regions are emphasized by the dark color and separated by the distance :22. The forces

are given by the gradients for the total energy of the nanohook structure with the

exception of the rigid edge regions, emphasized by the dark color in Figures 7.1(a)

and 7.2(a)-(c). Snap shots of the (7,0) nanohook engagement process are shown in
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Figure 7.2(b). In spite of significant structural deformations during this transition, I

found no signs of irreversibility associated with a possible local sp2—>sp3 transition or a

permanent structural change, reflecting the resilience of the nanohooks to mechanical

deformations.

7.4 Dynamics of opening and closing the nanohook

assembly

In my molecular dynamics simulation, I subject the anchor region of the hooks,

to a constant velocity 0c 2 25 m/s, and monitored the force Fe during the closure

process. Comparing results for diflerent velocities, I found the force Fc(:r,vc) to

depend only on the relative distance a: between the anchor regions at low displacement

velocities. My results indicate that the value of Fc(a:), based on molecular dynamics

simulations, agrees with static results based on static structure Optimization with

constrained anchor regions. At velocities 06275 m/s I observed an increase in Fc(:r, vc)

due to the inertia of the nanostructure. For the sake of convenience, I defined a: =

$0 + A33, where 270 is the shortest distance between the anchor regions, at which the

substructures started interacting. Numerical results for FC(A:r), displayed by the

dashed line in Figure 7.2(d), indicate that closure of the (7, 0) nanohook assembly

requires an average force of < Fe > z0.9 nN.

The dynamics of the opening process is illustrated by snap shots in Figure 7.2(c).

As during the closing process, I subjected the anchor regions of the hooks to a low

constant velocity 00 = 25 m/s and monitored the force F0 during the opening process.

The results, given by the solid line in Figure 7.2(d), indicate an average opening force

of < F0 > zl.7 nN, about twice the value of the closing force. The opening force

increases as the hook becomes stiffer while stretched, and reaches the maximum value

of Foz3.0 nN. In spite of this considerable force, I have not observed any irreversible
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Figure 7.3: Distribution of (a) bond lengths and (b) atomic binding energies in the

(7, 0) nanohook assembly at different stages of the disengagement process. Results

for the unstrained structure 6) of Figure 7.2(c), given by the solid line, are compared

to those for the strained structure @, given by the dotted line.
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structural changes in the nanohook assembly, including the least stable terminating

cap. Even in the most strained structure @ in Figure 7.2(c), the closest inter-wall

distance between the hook substructures was in excess of 2.1 A, thus preventing a

local sp2—>sp3 rebonding [142].

When exploring the suitability of nanohooks for bonding, I assume that the

nanohooks are permanently anchored in the substrate by covalent bonds. These

bonds are particularly strong for nanohooks grown on diamond, metals and carbides.

Uprooting the hook would require a very high force, possibly comparable to the

average force of z50 nN associated with cleaving the tube axially. The forces needed

to open and close the nanovelcro bond are much smaller and will not detach the hook

assembly from the anchor points.

To determine which parts of the nanohook assembly are most prone to damage,

I plotted the distribution of bond lengths and atomic binding energies during the

opening process in Figure 7.3. As seen in Figure 7.3(a), most bond lengths are close

to the graphite value doc = 1.42 A in the initial structure (5). The corresponding

binding energy distribution in Figure 7.3(b) shows a large peak near 7.3 eV, reflecting

the small strain in the nanotube as compared to a graphene monolayer. Only the cap

atoms show a much lower binding energy Ecohas6.4 eV, depicted in Figure 7.1(d). In

the strained hook structure Q), the distortion is accommodated by a large portion

of the system, reflecting the ductility of the bond. In the vicinity of the hook, the

average bond length increases by ’£0.05 A and the distribution broadens significantly.

This behavior is reflected in the binding energy distribution, which shifts to smaller

binding energy values and also broadens considerably. I do not observe new peaks

at significantly larger bond lengths or smaller binding energies, which would indicate

the onset of a crack. These findings, together with the structural snap shots shown

in Figures 7.2(b) and (c), confirm that nanovelcro maintains its structural integrity

during repeated opening and closing.
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7.4.1 Mechanical characteristics of the nanovelcro bond

My results in Figure 7.2(d) also provide quantitative information about the

toughness of the (7,0) nanovelcro bond, defined as the energy needed tO open the

nanohook assembly. The calculated toughness Of z30 eV is very high, almost twice

the energy investment of 15.4 eV to cleave a perfect (7,0) nanotube. The simple

reason for this unexpected result is that an average Opening force < F0 > zl.7 nN,

acting over a large distance Of 30 A, performs more work than the much higher force

of z50 nN, which cleaves axial bonds across a distance of 0.5 A. Upon opening, the

energy stored in the strained hook structure is deposited into the internal degrees

of freedom, heating up the nanostructure locally up to near 1,000 K. This energy

is efficiently carried away due to the excellent thermal conductivity Of carbon nano-

tubes [143], thus preventing irreversible structural changes.

Next, I define the stability of the nanovelcro bond as the energy to close and

reopen the nanohook assembly, given by AE;J = [:0 (Fo(:r) — FC($)) dz: . I find a large

value Of AEbz24 eV for the stability Of the (7, 0) nanohook system, corresponding

to the shaded area in Figure 7.2(d). The relatively small difference between the

toughness and the stability Of the bond is due tO the low amount of energy required

tO close the hook, given by the area under the dotted line.

The usefulness of nanovelcro for permanent bonding becomes obvious especially

when considering two flat solid surfaces covered by an array of nanohooks. In view

of the small nanohook cross-section, We may find up to one nanohook per nm2,

corresponding to an ideal coverage Of 1018 nanohooks per m2. Thus, detachment of

nanovelcro bonded areas should require an energy investment of 35 J/m2. This is

significantly more than the energy to cleave most crystals, which is twice their surface

energy, and is responsible for the unusual toughness of the nanovelcro bond. In view

Of the large force required to Open a nanohook assembly, the ultimate strength Of

nanovelcro should approach 3 GPa, more than in most solids. Under tensile load, I
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expect the solids to break first, while the nanovelcro bonds remain engaged.

I found that the bonding ability deteriorates with increasing nanotube diameter.

In the wider nanohook based on the (12,0) nanotube, I found that the resilience

Of the system is reduced by its tendency to collapse upon bending. This particular

deficit can be compensated by using multi-wall nanotubes or peapods [57] instead of

single-wall systems.

As I did not Observe any sp2—>sp3 rebonding during my simulation, I compared

my total energies to calculations based on the Tersoff potential [141]. Since this bond-

Order potential considers nearest-neighbor bonds only, the Optimized hook structures

were slightly wider and the work associated with their Opening and closing turned

out to be about 10% lower than in the results presented above.

It is essential to notice that the crucial feature Of the nanovelcro bond is not the

shape of the deformed nanotubes, but rather the area under the force-displacement

hysteresis curve in Figure 7.2(d). Other structures, including coils [144], can be com-

bined with hooks and other deformed tubes for efficient bonding. I expect the bonded

area tO show good electrical and thermal conductivity, reflecting the intrinsic prop-

erties of nanotubes. Conductivity measurements can also be used to monitor the

local bonding in real time. A uniform surface coverage by nanohooks can be achieved

using Chemical Vapor Deposition Of hydrocarbons on catalyst-covered surfaces [145],

as seen in Figure 7.1(c). The requirement of a low growth temperature for the forma-

tion of book structures also extends the range Of substrates, on which nanovelcro can

be grown. The ability Of hooks to open and close reversibly results in a unique self-

repairing capability. This is of particular interest when bonding solids with different

thermal expansion, such as applying a diamond coating to metals, since self-repair

should prevent delamination in case Of large temperature fluctuations.
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7.5 Summary

In conclusion, I combined total energy and molecular dynamics calculations to

explore the suitability of nanotube-based hooks for bonding. Hooks, coils, and similar

structures form upon inserting pentagon-heptagon pairs in the honeycomb structure Of

straight carbon nanotubes. I postulated that surfaces covered with an array Of hooks,

which are covalently anchored in the substrate, can be pressed together and form

permanent bonds as a nanoscale counterpart of velcro fasteners. My results indicate

that a large force Of 3.0 nN is required to disengage two books based on a (7, 0) carbon

nanotube. Performing simulations for (7,0) and (12, 0) systems, I found nanohooks

to be generally resilient and tO keep their structural integrity during the Opening

and closing process. In view of the high tensile strength of individual nanotubes and

the stability of nanotube-substrate bonds, arrays of hooks may connect solids ranging

from metals to carbides and diamond with a tough, heat resistant bond. This bonding

scheme shows a capability for self-repair that may prevent delamination caused by

difl'erential thermal expansion. Nanovelcro bears promise as a micro-fastening system

for the next generation of nano-robots and nanometer-scale mechanical and electronic

components.
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Chapter 8

Crystalline Solids Based on

Polymerized C50 Molecules

The following discussion of physical properties, in particular rigidity of self-

assembled fullerene crystals, follows that presented in Reference [146].

8. 1 Introduction

Owing to the fact that the binding energy Of carbon atoms in diamond and in

graphite is roughly the same, whereas the atomic coordination number in graphite

is lower than in diamond, the interatomic sp2 bonds in graphite are intrinsically

stronger than the sp3 bonds in diamond. Still, diamond is known as the solid with

the highest bulk modulus[147] Of 443 GPa. Obviously, substantial effort has been

invested to harness the toughness Of the 3p2 bond in a 3D atomic arrangement with a

bulk modulus superior to that of diamond. Only on the nanometer scale, non-planar

sp2 bonded carbon structures including fullerenes[94] and nanotubes[11, 22] show an

extraordinary stability and stiffness[148, 130, 131, 132, 133, 134]. The bulk modulus

of a single C50 molecule is predicted to reach the value Of[148] 717 GPa. Nevertheless,

this superior stiffness of individual fullerenes is not reflected in the elastic properties
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of molecular crystals formed of fullerenes[85], which are soft due to the weak inter-

fullerene interaction.

Recent Observations suggest that C60 fullerenes, which have polymerized into

3D crystals under high pressure and high temperature conditions, surpass diamond

in hardness[81, 149, 150]. Some of the polymerized C60 crystals have been studied

theoretically[151, 152, 153]. Optimized packing within selected finite-size C60 aggre-

gates, but not infinite structures, has been suggested based on the comparison between

simulated X-ray patterns and experimental data[154, 155]. Theoretical calculations

so far have failed to identify any structure with a bulk modulus comparable to the

reported experimental data, which would exceed the value Of bulk diamond. It has

also been pointed out that the experimental methods used to identify the structure

Of polymerized fullerenes may not be conclusive[156]. The uncertainty regarding the

atomic arrangement within super-hard polymerized C60 structures requires extensive

additional studies.

Previous computational attempts to explore candidate systems for hard poly-

merized fullerenes were limited to few structures[151, 152, 153], since the rehybridiza-

tion occurring in fullerene polymers can not be described reliably by analytical bond

order potentials, and thus requires more sophisticated, computationally demanding

total energy functionals. Due to the large number of degrees Of freedom, uncon-

strained Optimization Of the atomic coordinates as a function Of volume, and thus a

reliable determination Of the total energy and the bulk modulus is computationally

prohibitive with ab initio total energy functionals.

Here I calculate the total energy Of 12 stable polymerized fullerene phases using

an electronic Hamiltonian that had been applied successfully to describe the formation

Of peapods [56], multi-wall nanotubes [49], the dynamics of the “bucky-shuttle” [17],

and the melting Of fullerenes [48]. The underlying parameterized total energy func-

tional [42, 8] is efficient enough to explore many structures, providing an adequate
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description of total energy changes associated with different bonding geometries. My

approach reproduces correctly the Observed bulk modulus Of cubic diamond. Also,

as I discuss below, my results compare favorably with ab initio results[151, 152, 153],

which have been reported for a limited number Of candidate systems. Besides the

Optimized geometry, I also determine the physical properties Of candidate structures

for super-hard crystalline materials.

8 . 1 . 1 Polymerized fullerenes

Fullerenes such as C60 are known to form stable 1D and 2D polymers by the

‘cycloaddition’ reaction, with ‘double bonds’ facing each other in adjacent fullerenes

[157, 80, 158, 159]. Selected 1D and 2D polymer structures are shown in Fig. 8.1(a),

with the nature Of the bond depicted in Fig. 8.1(b). The interaction between such

low-dimensional polymers in 3D assemblies is generally weak, similar to the inter-layer

interaction in graphite. The prerequisite for making bulk structures incompressible

is the formation Of strong, covalent bonds between these low-dimensional polymers.

Such a rehybridization is indeed expected to occur spontaneously under high temper-

atures and pressures, similar to the conversion Of rhombohedral graphite tO hexagonal

diamond[142].

Due to structural constraints, maximizing the inter-fullerene bonding is not as

easy in 3D crystals as it is in one and two dimensions. Polymerization by cycloaddi-

tion, shown in Fig. 8.1(b), occurs at moderate temperatures and pressures. Under less

favorable conditions, other covalent inter-fullerene bonds may be established, which

would increase the number Of favorable local bonding geometries and thus improve

the degree of covalent bonding in bulk structures. Fullerene polymerization by reac-

tions other than cycloaddition may require high temperature and pressure conditions,

similar to those reported in Ref. [81, 149, 150]. In my studies Of bulk fullerene poly-

mers I considered alternative inter-fullerene bonds, depicted by the different bonding

91



schemes in Figs. 8.1(c)-(i), which have been suggested previously[160, 161, 162]. Such

strong inter-fullerene bonds have been recently Observed to connect fullerenes dur-

ing their fusion inside carbon nanotubes[57, 60, 68], while subjected to effective high

pressure conditions[69].

The bonding schemes between C60 molecules, which I consider in the following,

are depicted in Figs. 8.1(b)-(i). The most common polymerization involves the 66/66

(2+2) cycloaddition, depicted in Fig. 8.1(b), involving ‘double bonds’ at common

hexagon-hexagon edges in adjacent fullerenes, which face each other. This bonding

scheme connects fullerenes tO form chain polymers, labeled by C in Fig. 8.1(a), by

converting pairs Of ‘double bonds’, facing each other in adjacent fullerenes, to single

bonds, and leads to the formation Of two new ’single bonds’ connecting the fullerenes.

Due to their partial sp3 nature, the new bonds cause a corresponding structural re-

laxation within the fullerenes. Structures depicted in Figs. 8.1(c)-(e) may be derived

from the structure in Fig. 8.1(b) by subsequent bond breaking and bond rotation.

Disrupting the two intra-fullerene bonds, involved in the (2+2) cycloaddition, sta-

bilizes the inter-fullerene bonds and partly relieves structural strain, as depicted in

Fig. 8.1(c). Due to the smaller number Of structural constraints in this double chain

(DC) configuration, this structure is less rigid than that in Fig. 8.1(b). In this sys-

tem, all atoms have 3 neighbors, and all interatomic bonds are spz-like. Rotating the

inter-fullerene bonds by 90° yields an Open hinge (OH) structure with sp2 bonded

bridges, depicted in Fig. 8.1(d). I also note that these structures occur during the

stepwise conversion Of two C50 fullerenes to a C120 capsule by generalized Stone-Wales

transformations[69, 86].

The Open-hinge structure in Fig. 8.1(d) bears promise as a building block in

materials with a high bulk modulus, since even its narrowest structural elements

are graphene strips with an unusually high tensile strength. Among all the possible

lattice geometries based on this bonding type, only one turned out to remain stable
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Figure 8.1: Types of covalent bonding between C60 molecules. (a) Arrangement of

polymerized Ceo chains (C), a square (S) and a triangular (T) 2D lattice of poly-

merized Cso molecules. Polymerization in these low—dimensional structures occurs
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by the ‘cycloaddition’ reaction, depicted in (b). The different inter-fullerene bonding

schemes considered here are shown in (b)-(i). (b) C60 dimerization by the 66/66 (2+2)

cycloaddition reaction, which converts pairs Of ‘double bonds’, facing each other in ad-

jacent fullerenes, to single bonds, and leads to the formation of two new ’single bonds’

connecting the fullerenes. (0) Starting with the structure (b), disruption Of the two

intra—fullerene bonds, affected by the cycloaddition, strengthens the inter-fullerene

bonds and partly relieves structural strain. (d) Starting with the structure (0), rota-

tion Of the inter-fullerene bonds normal to the plane Of the figure leads to the ‘Open

hinge’ structure. (e) Compressing structure (d), the hinges may approach each other

to form a four membered common ring. (f) 56/65 (2+2) cycloaddition, related to

structure (b), but involving a pair Of ‘single bonds’ at the common pentagon-hexagon

edge, rather than ‘double bonds’ at the common hexagon-hexagon edge. (g) Starting

with the structure (c), rotation Of the inter-fullerene bonds normal to the plane of

the figure leads to a new bonding scheme, which I call the 56/65 four membered

common ring. (h) Occurring mainly in body-centered orthorhombic fullerene lattices,

the (3+3) cycloaddition establishes a covalent bond along the cell diagonal between

the closest atoms in adjacent fullerenes. (i) Occurring mainly in body-centered cu-

bic fullerene lattices, (6+6) cycloaddition connects two facing hexagons in adjacent

fullerenes along the cell diagonal.

under compression. Compressing the Open-hinge structure in Fig. 8.1(d) leads to

a spontaneous formation Of a bond connecting the bridges and the formation Of a

four membered common ring (FCR) between fullerene pairs. This compact covalent

bonding arrangement results in a more stable and rigid bonding scheme, as depicted in

Fig. 8.1(e), and appears to be another promising candidate for an ultra-hard fullerene

based material. It is conceivable that the rigidity Of the bulk material will scale with

the number Of four membered common rings it could accommodate.

With the particular symmetry of fullerene molecules and the geometrical con-

straints imposed by a lattice structure, it is impossible to simultaneously connect

adjacent fullerenes by a particular type of bond. Design Of an ultimately hard crys-

tal may involve inter-fullerene bonding structures not considered before. One Of the

bonding schemes, which has not been considered before when constructing candi-

date super-hard C60 structures polymerized in 3D, is the 56/65 (2+2) cycloaddition,

very similar to 66/66 (2+2) cycloaddition. The structure Obtained by the 56/65

(2+2) cycloaddition, shown in Fig. 8.1(f), is closely related to the structure shown
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in Fig. 8.1(b), but involves a pair Of ‘single bonds’ at the common pentagon-hexagon

edge, rather than ‘double bonds’ at the common hexagon-hexagon edge. The equi-

librium structure and electronic properties of 2D polymerized C60 using this bonding

type have been reported recently [159]. A similar bond rotation, which led to the

FCR bonded structure in Fig. 8.1(e), could be carried out in the structure shown in

Fig. 8.1(f), to yield a different bonding scheme, depicted in Fig. 8.1(g).

8.2 Inter-fullerene bonding schemes

The bonding schemes described so far can form strongly connected 2D lattices,

including those in Fig. 8.1(a), which can be stacked to form a 3D lattice. In close

packed 3D structures, not all bonds between adjacent planes Of polymerized fuller-

enes are normal to these planes. The bonding scheme is dictated by the size Of the

fullerene and the lattice type. There are two straightforward ways to connect C60

molecules along a diagonal in a unit cell, namely the (3+3) cycloaddition and the

(6+6) cycloaddition, depicted in Figs. 8.1(b) and (i), respectively. In some lattices

the inter-fullerene nearest neighbor distance along a particular direction may be too

large for a covalent bond to form.

Using the different bonding schemes mentioned above, I have arranged C60

molecules in 16 different crystalline lattices, such as the simple cubic (SC), body-

centered orthorhombic (BCO), face-centered cubic (FCC), and body-centered cubic

(BCC) lattice. For the sake of convenience, I consider all these lattices as orthorhom-

bic lattices with a basis, spanned by the orthogonal lattice vectors a, b, and c. I

oriented the fullerenes in a way to form one Of the bonds depicted in Figs. 8.1(b)-(g)

along the lattice vector directions. Among these structures, the BCC phase formed

by (2+2) cycloaddition, and some Of the BCO phases have been discussed in the

literature previously. My results agree very well with those Of ab initio calculations
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for structural parameters and bulk modulus Of the the published BCC and BCO

phases [151, 152, 153], and also with other structure Optimization calculations for

BCO phases [154, 155]. Due to the constraints imposed by the unit cell geometry, the

bond along the space diagonal in the BCO lattice is formed by the (3+3) cycload-

dition. The corresponding bond between the closest carbon atoms on neighboring

fullerenes is shown in Fig. 8.1(h). In the SC lattice, all bonds occur along a, b,

and c. In the BCC lattice, new bonds along the space diagonal are formed by the

(6+6) cycloaddition. In the FCC lattice, all inter-fullerene bonds, regardless of the

direction, are formed by the 56/65 (2+2) cycloaddition, as depicted in Fig. 8.1(f), or

bonds involving a 56/65 four membered common ring, depicted in Fig. 8.1(g).

8.3 Super-hard phases of C60 crystals

To determine the physical properties of these systems, I first Optimized the unit

cell size for each structure using a conjugate gradient energy minimization, starting

from the initial structures discussed above. I have used conventional orthorhombic

unit cells in my total energy and electronic structure calculations. TO determine the

bulk modulus, I have calculated the total energy Of the system as a function Of unit

cell size. All the atoms have been fully relaxed for each volume, and total energies

have been determined for the relaxed structures. In Fig. 8.2 I show the energy per

atom versus the relative volume change for the stiffest BCC and BCO structures.

Unlike the BCC structure, the BCO phase maintains its stiffness under both tensile

and compressive stress. I determine the bulk modulus, which is related to the second

derivative Of the energy around the equilibrium, from the fitted polynomial functions.

I summarize the calculated structural, mechanical and electronic prOperties of

the stable systems considered here in Table 8.1. I denote the structures according

to the lattice and bonding type. Since the type of diagonal inter-fullerene bonds is
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Figure 8.2: Energy change per atom AE versus the relative volume change AV/V for

the stiffest BCC and BCO structures. Solid circles are data points for BCC crystals,

with bonds along the sides of the conventional unit cell formed by (2+2) cycloaddition.

A polynomial fit to the BCC data points, representing relaxed structures, is given

by the dashed line. Open circles are the data points for the BCO lattice, containing

four membered common ring (FCR) bonds between fullerenes. A polynomial fit to

the BCO data points is given by the dash-dotted line.
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determined by the lattice type, I do not include this information in the structure

notation. For each structure I list the cohesive energy Econ, the bulk modulus B, the

gravimetric density p, the fundamental band gap energy E9, the density of states at

the Fermi level N(Ep), the number Of atoms in the orthorhombic conventional unit

cell NC, and the dimensions a, b, c Of the conventional unit cell. Four Of the BCC

structures, which I initially considered and which turned out to be unstable, are not

listed in the table. Table 8.1 contains only one stable Open hinge (OH) structure,

since the OH bond in other structures is metastable and transforms into an FCR

bond under compression.

8.3.1 Body-centered orthorhombic phases

My results include physical properties Of 4 different BCO phases. All BCO phases

are rather close-packed and have a gravimetric density around 2.4 g/cm3, similar to

the density reported in the experiment[81, 149, 150], and show a metallic character.

In the BCO (2+2) structure, all inter-fullerene bonds along a and b are formed by

(2+2) cycloaddition, and no covalent bonds occur along the c direction. The bulk

modulus Bz166.7 GPa Of this structure is comparable to or higher than that of

any elemental metal, yet its binding energy is still comparable to that Of isolated

C60 molecules. The rigidity Of this BCO crystal increases, as inter-fullerene bonds

along the a-axis are converted into four membered common rings, resulting in the

BCO SFCR—I structure. Since the FCR bonding scheme is stiffer than that resulting

from the (2+2) cycloaddition, the bulk modulus in this system increases by 30%. I

also find that the unit cell shrinks in the a and b directions, but expands along c

direction. The energy gained by bringing the fullerenes closer to each other in the

a — b plane outweighs the energy loss, associated with elongating the bonds along the

cell diagonal.

The energetically more stable BCO SFCR—II structure with a single FCR is Ob-
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tained by breaking the bonds along the b axis, formed by (2+2) cycloaddition, which

relieves some Of the strain along the diagonal (3+3) bonds, increasing the cell depth

b, as listed in Table 8.1. This phase is formed Of arrays Of 1D fullerene chains, poly-

merized with FCR bonds, inter-connected by (3+3) bonds to a 3D structure. Due to

the lower number of covalent inter-fullerene bonds, the bulk modulus is lower in this

system, close to the value Of the BCO (2+2) phase. I find that for the same number

of covalent inter-fullerene bonds, increasing the fraction of FCR bonds leads to higher

bulk modulus values. Indeed, according to Table 8.1, the stiffest BCO structure is the

BCO FCR phase, with all inter-fullerene bonds along a and b formed by four mem-

bered common rings. The bulk modulus Of this structure, B = 254.1 GPa, compares

favorably with the value found in cubic diamond[147], Bdia = 443 GPa, while the

gravimetric density Of the fullerene structure is lower than that Of diamond. All the

BCO phases I have investigated are very stable, with cohesive energies comparable

to that of diamond. Also, based on comparing simulated x—ray patterns[154, 155]

with Observed x-ray data[81, 149, 150], BCO structures appear as the most likely

components of the reported super-hard carbon phases. Since the highest bulk mod-

ulus of any BCO phase amounts to barely more than half the diamond value, these

structures cannot account for the reported high bulk modulus values[81, 149, 150] of

@500 — 900 GPa.

8.3.2 Body-centered cubic phases

Since even a strong covalent connection between fullerenes along the a and b

direction is not sufficient to yield a very high bulk modulus, I considered alternative

bonding schemes with strong bonds also along the c direction. One realization Of such

a bonding scheme is the BCC lattice, with fullerenes in adjacent a — b planes close

enough to form covalent bonds along the c direction. According to Table 8.1, all BCC

phases have higher bulk modulus values than BCO or any other lattice types. As a
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matter Of fact, the bulk modulus of the stiffest BCC phase is only 20% lower than

that of cubic diamond, while the gravimetric density of this new phase is still 25%

smaller than in diamond. In view Of the Optimized cell dimensions, which contain

relatively large inter-fullerene distances that are incompatible with strong covalent

bonds, I would expect the the BCC phase to be barely stable. Under compressions,

however, the high stiffness Of this phase benefits from the rather incompressible (6+6)

bonds along the cell diagonal, resulting in the highest bulk modulus value identified

in this study.

The anticipated low stability Of the elongated inter-fullerene bonds in the BCC

phase is reflected in its lower stability with respect to the BCO phase according

to Table 8.1. As a matter Of fact, in absence Of steric constraints protecting the

cubic symmetry, I should expect a spontaneous symmetry breaking, leading to a

transformation Of the BCC to the more stable BCO phase. This indeed occurs in the

metastable BCC phase of C60 molecules, polymerized with four membered common

rings in the a—b plane, with no covalent bonds along the c axis, and (6+6) connections

along the unit cell diagonal.

As suggested above, the stiffness Of the BCC structures under compression is

in stark contrast to their much lower strength under tension. This is seen from the

asymmetry of the elastic response Of the BCC (2+2) lattice, shown in Fig. 8.2, which

is very different from the almost symmetric elastic response Of the BCO lattice subject

to relative volume changes. Moreover, beyond a critical tensile strain, all BCC phases

undergo structural changes, reflected in the lack Of data points for the BCC (2+2)

phase at large positive relative volume changes AV/V in Fig. 8.2.

All stable BCC phases listed in Table 8.1 exhibit identical bonding along the a, b,

and c axes. I found all these structures to be insulators with a 1 — 2 eV fundamental

band gap, and a gravimetric density close to 2.6 g/cm3. The stiffest BCC crystal

is BCC (2 + 2) with the bulk modulus Bz370 GPa. Since the double chain (DC)
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inter-fullerene connection is weaker, the BCC DC structure has a lower bulk modulus

than BCC (2 + 2), but is still stiffer than other lattice types due to the presence of

the incompressible (6 + 6) inter-fullerene connections along the cell diagonal. The

dominant role Of (6 + 6) bonding in achieving a high stiffness is reflected in the

similar bulk moduli Of the BCC FCR and the BCC (2 + 2) structures. Apparently,

the intrinsic higher stiffness Of FCR connections, which lead tO high bulk modulus

values in BCO lattices, is Of secondary importance in this case.

8.3.3 Simple cubic phases

As mentioned above, the marginal stability Of the BCC lattice was caused by the

large size Of the C60 molecule in the center Of the cubic unit cell. I may expect that

removal of the central fullerene will stabilize the cubic lattice by reducing the strain

along the a, b, and c directions. Even though the resulting simple cubic phase should

be energetically more favorable, the lower packing fraction Of fullerenes may lower the

bulk modulus. I have studied 4 different SC phases. Out of these, SC with a double

chain bond transforms into the SC (2+2) structure even under small pressure, thus

eliminating it as a candidate for a super hard structure. Since the compressibility Of

the SC lattice directly reflects the rigidity Of the inter-fullerene connections along the

cube edges, I can easily rationalize that the bulk modulus Of SC FCR is the highest

among the SC lattices, followed SC OH and finally SC (2+2), the softest SC lattice.

As seen in Table 8.1, the gravimetric densities Of all SC phases are approximately half

the value Of diamond. All SC fullerene crystals are insulators with a m1 — 2 eV band

gap. The SC OH phase with Open hinge connections is unique in containing only

3-fold coordinated carbon atoms, implying sp2 inter-atomic bonding throughout the

structure. This results in a high bulk modulus Bz166 GPa at a relatively low density

Of 1.81 g/cm3. As a logical consequence, schwarzite or Mackay structures consisting

Of a simple cubic lattice formed by nanotubes with perfect sp2 interconnects, should
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be extremely rigid. Due to the constraints associated with the cubic symmetry of

such a structure, I find the number of atoms in C50 tO be insufficient tO form such

perfect 3102 interconnects at the vertices.

8.3.4 Face-centered cubic phases

The last lattice type I have investigated is FCC, where all inter-fullerene bonds

are identical. I have considered 56/65 connections, displayed in Fig. 8.1(f), and

56/65 four membered common rings, shown in Fig. 8.1(g). In spite of the different

bonding, the two structures share similar values Of the bulk modulus, unit cell size and

gravimetric density. The unexpected insensitivity Of the bulk modulus Bz180 GPa

tO the bonding scheme is associated with extreme structural deformations Of the

fullerenes, which degrade substantially their initial structural rigidity. Consequently,

the presence Of strong covalent inter-fullerene bonds is only beneficial for an overall

high structural stiffness, if fullerene deformations do not reduce the intrinsic rigidity

Of the molecule. I find both FCC phases to be metallic with a similar density Of states

at the Fermi level. As seen in Table 8.1, the metallic behavior of FCC structures is

unique among the cubic lattices.

8.4 Conclusions

A major advantage Of fullerene based super-hard materials is their formation

mechanism by self-assembly from sub-nanometer sized fullerenes. This is particularly

beneficial, when micrometer-sized voids are to be filled with a rigid structure to

enhance the overall stiffness. The high structural rigidity of polymerized fullerenes

is coupled with a low gravimetric density, which lies below the diamond value in all

the compounds studied here, mainly due to the empty space inside the fullerenes.

Nevertheless, I must notice that the stiffest phases tend to have the highest mass
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densities. As a matter Of fact, among all crystalline materials, the system with the

highest bulk modulus, diamond, distinguishes itself also by the largest number of

atoms per unit volume.

In conclusion, I combined total energy and structure Optimization calculations

to explore the physical properties of new hard phases consisting Of fullerenes poly-

merized in 3D. I have identified 12 different stable crystal structures that are very

stiff. The bulk moduli I have found in 3D fullerenes crystals are as high as 80% Of

the diamond value, in contradiction to experiments reporting materials stiffer than

diamond[81, 149, 150]. The BCC lattice structure, which shows the highest bulk

modulus value among those addressed here, turned out to be the least stable among

the structures investigated. The bulk modulus of other structures, which should form

more readily under moderate conditions, lies below half the diamond value, but still

exceeds that of most metals. The possibility Of self-assembling these rigid structures

from sub-nanometer C60 fullerenes, which may be filled easily into nano—cavities in

bulk structures, may lead to new materials with a superior stiffness and stability at

high temperatures. The electronic properties Of 3D structures formed Of polymerized

fullerenes depend on the lattice type, with BCO systems exhibiting metallic behavior,

whereas the majority Of cubic systems are insulators with a #1 — 2 eV fundamental

band gap.
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Chapter 9

Thermal Contraction of Carbon

Fullerenes and Nanotubes

The following discussion of thermal expansion properties of fullerenes and nano-

tubes follows that presented in Reference [163].

9.1 Materials exhibiting negative thermal expan-

sion

There has been increasing demand for high performance composites with near-

zero thermal expansion [164, 165]. In such composites, thermal expansion Of one

component may be compensated by a thermal contraction Of other components [166].

Since most materials expand thermally, there has been extensive search for mate-

rials with a negative thermal expansion coefficient. Thermal contraction has been

Observed in quasi one-dimensional polymers such as rubber, polyethylene, polyacety-

lene, polydiacetylenes, and selenium [167, 168, 169, 170, 171], layered systems such as

graphite and boron nitride [172, 173, 174], and three-dimensional covalent networks

found in oxides [175, 176] such as NaTi2P3012 and ZI'WgOg. Since carbon fullerenes
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and nanotubes consist of sp2 bonded carbon networks related to graphite, I expect

them to also contract at low temperatures.

Thermally induced contraction and expansion result from a competition be-

tween internal energy and entropy. In the harmonic regime at low temperatures,

low-dimensional systems gain structural and vibrational entropy by exploring the

voids in configurational space at relatively little energy cost. The dominating effect

of entropy in this regime results in a contraction. Only at higher temperatures do

the anharmonicities in the interatomic interaction play a significant role, causing an

overall expansion. I expect the transition from contraction at low temperatures to

expansion at high temperatures to be a universal phenomenon in low-dimensional ma-

terials, and only the crossover temperature to change from system to system. As I will

discuss in the following, the interplay between energy and entropy has a particularly

interesting effect on the thermal behavior Of nanostructures.

Following the discovery of fullerenes [94] such as C60, carbon nanotubes [11, 22],

perfect cylinders formed Of rolled graphite monolayers, are now being considered as

important building blocks for nanotechnology [177, 115]. Thermal expansion prop-

erties Of carbon nanotubes are Of great importance, since the electrical characteristic

Of complex nanotube-based circuitry will change significantly due tO difl'erential con-

traction imposing internal stress [178]. Another important aspect Of the thermal

expansion of nanotubes is the effect on the mechanical prOperties Of nanotube-based

high-performance composites [179]. Even though the same sp2 bonding is shared

by 2D graphite, 1D nanotubes and 0D fullerenes, I find it important to determine

the effect Of dimensionality on the thermal contraction at low temperatures and the

crossover point to thermal expansion.

106



9.2 Computational approach

In this Chapter, I use Nosé-Hoover molecular dynamics simulations [54, 55] to de-

termine how temperature affects the volume Of C50 molecules and carbon nanotubes,

and also to determine how their length changes with increasing temperature. I show

that at low temperatures, both fullerene molecules and carbon nanotubes contract

in length and volume. Only at temperatures beyond several hundred degrees Kelvin,

the initial contraction changes to an overall expansion, driven by exciting anharmonic

phonon modes. I determine temperature-induced structural changes by investigating

the coupling between vibrational modes and the shape of fullerenes and nanotubes.

I identify those vibration modes that play a dominant role in how the volume and

length of fullerenes and nanotubes change with temperature.

TO correctly reproduce the change in length and volume of nanostructures in

response to temperature, I need to describe precisely those energy changes associated

with shape deformations in the anharmonic regime. I found that the popular Ter-

soff potential [141] introduces a spurious soft “harmonica twist” mode that modifies

the length Of a straight tube. TO avoid this problem, I use a parameterized linear

combination Of atomic orbitals formalism based on a universal parametrization Of

ab initio density functional results for structures as different as C2, carbon chains,

graphite, and diamond [42]. This energy functional is particularly suited for my pur-

pose, as it is based on an electronic Hamiltonian that goes well beyond the nearest

neighbor approximation, thus also describing anharmonic effects due to the sp2—>sp3

rehybridization during deformation. I make use Of the computationally efficient ap-

proach [8] that has been previously used with success to describe the formation Of

multiwall nanotubes [49], nanopeapods [56], the dynamics Of the “bucky—shuttle” [17],

and the disintegration of fullerenes [48].
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Figure 9.1: (a) Relative volume change AV/Vo in a C60 molecule as a function of

temperature T. (b) Temperature dependence Of the thermal volumetric expansion

coefficient [3. (c) Schematic snap shots Of the ellipsoidal deformation mode, responsi-

ble for volumetric contraction at low temperatures.

9.3 Thermal contraction in fullerenes as zero di-

mensional model systems

As suggested earlier, the most pronounced deviation from the thermal expansion,

which is typically associated with three-dimensional objects, can be expected in the

zero-dimensional C50 molecule. To study volumetric changes with temperature, I cou—

pled the C60 molecule to a thermal heat bath at temperatures ranging from T = 0 K

to 1, 000 K. My molecular dynamics simulations indicate that the C60 molecule shows
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an ellipsoidal deformation, one of the softest vibration modes that is depicted in Fig-

ure 9.1(c), even at low temperatures. In view Of this fact, I diagonalized the gyration

tensor Of a deformed C60 molecule to Obtain the principal axes and to estimate the

volume at any moment in time. In my simulations, I changed the heat bath tem-

perature stepwise, and discarded data Obtained during the first 0.2 ps following a

temperature change to allow for equilibration with the heat bath. My data for the

volume change AV(T), shown in Figure 9.1(a), represent the average over 104 - 105

time steps of At = 5x10"16 3. These results suggest that a C60 molecule shows a

volumetric contraction, rather than an expansion, up to Tz260 K, and expands only

at higher temperatures. Figure 9.1(b) depicts the corresponding thermal volumetric

expansion coefficient, which is defined by

_1dV
s _ Val—T“ (9.1)

I find that the thermal volumetric expansion coefficient starts at zero at T = 0 K,

and initially decreases linearly to 5% —1x10“5 K‘l. The minimum in the 6(T) curve,

corresponding to the maximum thermal volumetric contraction, occurs at Tz70 K.

Above this temperature, the volumetric contraction Of C60 slows down. At Tz150 K,

C60 achieves its smallest volume, and its volumetric contraction turns tO an expansion.

Further analysis Of the changes in the principal axes with temperature showed that

among the soft vibration modes, it is the quadrupolar deformation, which keeps the

surface area constant, that dominates the thermal contraction at low temperatures.

Thermal expansion at higher temperatures results from a bond expansion, which is

reflected in a radial breathing mode that changes the surface area Of the fullerene.
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9.4 Thermal contraction in nanotubes as one di-

mensional model systems

Next, I investigate the effect Of temperature on the volume and length of car-

bon nanotubes as model one-dimensional Objects. Due to their natural abundance

among single-wall carbon nanotubes grown by pulsed-laser vaporization [180], I focus

on (10, 10) nanotubes in my simulations. Also, nanotubes with a similar diameter are

the most likely constituents Of “bucky paper”, for which initial experimental measure-

ments Of thermal expansion have been performed [181]. I considered 50— 1, 500 A long

Open-ended segments Of an isolated (10, 10) nanotube in order tO calculate the effect Of

temperature on its volume and total length. As in the C60 simulations, the nanotube

was coupled to a Nose-Hoover thermostat in my canonical molecular dynamics sim-

ulations. Considering an Open-ended segment rather than an infinite nanotube with

periodic boundary conditions, I avoided introduction of spurious phonon modes and

problems due to a fluctuating unit cell size. Since the vibrations of an Open-ended

segment are altered by the presence Of under-coordinated carbon atoms, I ignored

the five terminating layersl when evaluating the total length and volume of the tube

segment.

The estimation of the volume of a deformed nanotube is less trivial than for

the C60 molecule due to the large number of relevant phonon modes, illustrated in

Figure 9.2(e)—(h). I determine the volume Of a deformed nanotube as a sum Of partial

volumes associated with each deformed layer, given by a product Of its cross section

area and the distance between adjacent layers. In a deformed nanotube segment, I

first determine the center Of mass Of the relevant layers and use the distance between

them as the length. I approximate the cross-section area Of each layer by that of a

 

lIn achiral nanotubes aligned with the z axis, I define the ensemble of atoms with the same 2

coordinate as a ‘layer’. In the (10, 10) nanotube, a layer consists Of a 20 atom ring along the tube

circumference.
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Figure 9.2: (a) Relative length change AL/Lo in a (10, 10) carbon nanotube as a func-

tion Of temperature T. (b) Temperature dependence of the thermal linear expansion

coefficient 6. (c) Relative volume change AV/Vo and (d) thermal volumetric expan-

sion coefficient 6 Of the (10,10) nanotube as a function of temperature. Schematic

snap shots of selected soft phonon modes that couple strongly to the length and vol-

ume Of the nanotube: (e) reference structure Of the unperturbed tube, (f) Optical

pinch mode, (g) transverse acoustic bending mode, (h) twist mode. The relative con-

tribution Of the pinch mode to the volume change is shown by the dashed line in (c).
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circle with radius r. This radius is given by the average distance Of each atom from

the center Of mass Of that layer. Similar to my treatment Of the C60 molecule, I

first determine the three principal axes for each nanotube layer by diagonalizing its

gyration tensor. Then, I define the volume as the product Of the elliptical cross-section

area normal tO the tube axis and the distance between adjacent layers.

My results for the response of the nanotube to changing temperature are dis-

played in Figure 9.2. Similar to my results for the C50 molecule, data points rep-

resenting the volume and length at a particular temperature have been Obtained by

taking a time average over 10" — 105 time steps of At = 5x10’16 8 after equilibration

with the heat bath. I have filtered out high-frequency noise using a simplified Fourier

analysis of the total volume and length as a function of time at 0 K, 200 K, 400 K,

800 K, 1, 000 K, and 1, 100 K. The error bars reflect also the additional uncertainty

associated with this fitting process.

My results for the temperature dependence of the tube length, shown in Fig-

ure 9.2(a), suggest that carbon nanotubes should contract up to very high tempera-

tures close to 1, 300 K. These findings are in agreement with the Observed contraction

in “bucky paper” below room temperature [181]. The solid line is a fit to the same

functional form as used in the thermal expansion analysis of graphite [135], which

also shows an in-plane contraction at low temperatures. In analogy to Eq. (9.1), the

linear thermal expansion coefficient a is defined as

_1dL

Similar to the volumetric expansion coefficient Of C60 depicted in Figure 9.1(b), the

linear expansion coefficient a of a nanotube decreases from its initial zero value at

T = 0 K, and becomes negative. The minimum value in the a(T) curve, corresponding

to the maximum thermal contraction, is a z —1.2x10“5 K‘1 and occurs at Tz400 K.
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Contraction continues up tO Tz900 K, where a vanishes and the tube length is

minimum. Above 900 K, 0 becomes positive, indicating onset Of thermal expansion,

as the anharmonic part Of the inter-atomic potential gains in importance. Above

1, 300 K, the tube should exceed its initial length at T = 0 K.

My results reveal that not only do nanotubes contract axially, but they also

Show volumetric contraction up tO very high temperatures, due to radial deforma-

tions discussed below. As shown in Figure 9.2(c), the volume decreases gradually,

as the temperature increases from 0 K to Tz800 K. At Tz800 K, the volume starts

expanding again, and exceeds its original value at Tz1200 K. The larger error bars

are a consequence Of a combined uncertainty in the average tube radius and length.

The volumetric thermal expansion coefficient, presented in Figure 9.2(d), decreases

from zero to its minimum value 6% — 7x10‘5 at Tz400 K, and then increases to

reach zero value at Tz800 K, corresponding tO the smallest tube volume.

9.4.1 Physical origin of thermal contraction

In order to understand the origin Of thermal contraction, I analyzed my molec-

ular dynamics simulations in terms of normal vibration modes that couple strongly

to the length and volume. As for Cso, I focused on the soft modes that do not

change the surface area of the reference tube, shown in Figure 9.2(e). The signifi-

cant modes are the pinch mode, the bending mode, and the twist mode, depicted in

Figures 9.2(f)—(h), respectively. Whereas short-wavelength modes, such as the pinch

mode, can be described in my atomistic molecular dynamics simulations, description

Of long-wavelength modes requires long tube segments exceeding my computational

resources. To describe the long-wavelength bending and twisting phonon modes, I

performed molecular dynamics simulations based on a model assumption Of rigid

atomic layers that interact according to the energy functional described above.

My long-wavelength calculations suggest the transverse acoustic bending mode,
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depicted in Figure 9.2(g), to be very soft, as it involves a shear motion that requires

a minimum Of bond stretching and bending. My simulations indicate that length

contraction due to this mode saturates in (10, 10) tube segments with a length close

to 100 A. I find the bending mode tO contribute almost one third towards the length

contraction Of a (10,10) nanotube. Also the soft twisting mode, depicted in Fig-

ure 9.2(h), can be viewed as a shear mode. I found this mode to be active in the

orientational melting within a nanotube mm at low temperatures [182], and to con-

tribute up to z 10% towards the tube length contraction. Since none Of these modes

affects the tube cross-section, their effect on the volumetric contraction is very small.

My calculations suggest that an important contribution towards the longitudi-

nal contraction, and the dominant contribution towards the volumetric contraction,

comes from the Optical “pinch” mode, shown in Figure 9.2(f). The dashed line in Fig-

ure 9.2(c) indicates the analytically calculated contribution Of a pure pinch phonon

mode to the total volume change. In the pinch mode, each tube layer in the pinch

mode is subject to an elliptical deformation. TO calculate the volumetric contraction

in this mode, I assumed the circumference C’ of the elliptical cross-section to be con-

stant. In this case, the area S Of the ellipse decreases monotonically with increasing

eccentricity tEb/a, defined as the ratio Of its major and minor axes a and b. Making

use of the complete elliptic integral Of the second kind E(as), the ellipse area is given by

S(t) = (7rC2/16) (t/[E(1 — 132)]2). Assuming that t changes linearly between tmm and

1 along the axial direction, the total volume V Of the deformed nanotube segment Of

length L changes as V = fol” dlS(t) = L < S >, where < S >= ft?“ dtS(t)/(1 -— tmin).

I find that the pinch mode accounts for nearly one half Of the volume change, but

only one third Of the total length change.

The relative contribution of the changing cross-section area S and length L to-

wards the volume change is determined by the decomposition AV/l/b = AL/Lo +

AS/So + (AL/L0)(AS/So). This expression allows us to extract additional infor-
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mation about the thermal behavior of nanotubes, in particular the radial thermal

expansion coefficient (1,, from the known length and volume changes, presented in

Figures 9.2(a)—(d). I find that in the temperature range Of interest, the average tube

radius should contract. This result agrees with experimental Observations [183], but

contradicts simulations based on Tersoff potential [184]. My numerical value for the

radial contraction at low temperatures are: — 2x 10"5 K’1 is about one order Of mag-

nitude larger than X-ray results reported for single-wall nanotube ropes [183], where

the dominating pinch mode is likely to be suppressed by inter-tube interactions. In

agreement with the experimental data [183], I expect a volumetric thermal expansion

Of nanotube ropes due to an increasing inter-tube distance, in analogy to the volu-

metric expansion Of bulk graphite, which is dominated by the expansion along the

c—axis.

9.5 Summary

In summary, I investigated thermal expansion behavior Of fullerenes and carbon

nanotubes using molecular dynamics simulations. I showed that C60 molecule exhibits

volumetric thermal contraction up to T3260 K, whereas carbon nanotubes contract

in length and volume for Tz800 K. Among the different active vibration modes, I

found the ellipsoidal deformation mode to dominate the volumetric contraction of

C60. In nanotubes, length contraction is shared by bending, twist and pinch modes,

whereas the volumetric contraction is dominated by the pinch mode. Combining

thermal contraction Of nanotubes with thermal expansion Of a host material may

yield high performance composites showing negligible thermal expansion up to high

temperatures.
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Chapter 10

Unusually High Thermal

Conductivity of Carbon Nanotubes

The following discussion of thermal conductivity in carbon nanotubes follows

that presented in Reference [143].

10.1 Introduction

With the continually decreasing size Of electronic and micromechanical devices,

there is an increasing interest in materials that conduct heat efficiently, thus pre-

venting structural damage. The stiff sp3 bonds, resulting in a high speed Of sound,

make monocrystalline isotopically pure diamond one Of the best thermal conduc-

tors [185]. An unusually high thermal conductance should also be expected in carbon

nanotubes[ll, 1], which are held together by even stronger sp2 bonds. These systems,

consisting of seamless and atomically perfect graphitic cylinders few nanometers in

diameter, are self-supporting. The rigidity of these systems, combined with virtual

absence of atomic defects or coupling to soft phonon modes Of the embedding medium,

should make isolated nanotubes very gOOd candidates for efficient thermal conduc-

tors. This conjecture has been confirmed by experimental data that are consistent
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with a very high thermal conductivity for nanotubes [186, 187].

In the following, I will present results Of molecular dynamics simulations using

the Tersoff potential [141], augmented by Van der Waals interactions in graphite,

for the temperature dependence Of the thermal conductivity Of nanotubes and other

carbon allotropes. I will show that isolated nanotubes are at least as good heat

conductors as high-purity diamond. My comparison with graphitic carbon shows

that inter-layer coupling reduces thermal conductivity of graphite within the basal

plane by one order Of magnitude with respect to the nanotube value which lies close

to that for a hypothetical isolated graphene monolayer.

The thermal conductivity /\ Of a solid along a particular direction, taken here as

the z axis, is related to the heat flowing down a long rod with a temperature gradient

dT/dz by

1 d dT

Ag 2 —/\Tl;’ (10.1)

where dQ is the energy transmitted across the area A in the time interval dt. In solids

where the phonon contribution to the heat conductance dominates, /\ is proportional

to 0121, the product Of the heat capacity per unit volume C, the speed of sound 0, and

the phonon mean free path I. The latter quantity is limited by scattering from sample

boundaries (related to grain sizes), point defects, and by umklapp processes. In an

experiment, the strong dependence Of the thermal conductivity A on I translates into

an unusual sensitivity to isotopic and other atomic defects. This is best illustrated by

the reported thermal conductivity values in the basal plane Of graphite [188] which

scatter by nearly two orders Of magnitude. As similar uncertainties may be associated

with thermal conductivity measurements in “mats” Of nanotubes [186, 187], I decided

to determine this quantity using molecular dynamics simulations.
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10.2 Limitation of theoretical approaches describ-

ing thermal conductivity

The first approach used to calculate /\ was based on a direct molecular dynamics

simulation. Heat exchange with a periodic array of hot and cold regions along the

nanotube has been achieved by velocity rescaling, following a method that had been

successfully applied to the thermal conductivity Of glasses [189]. Unlike glasses, how-

ever, nanotubes exhibit an unusually high degree of long-range order over hundreds

Of nanometers. The perturbations imposed by the heat transfer reduce the effective

phonon mean free path to below the unit cell size. I found it hard to achieve con-

vergence, since the phonon mean free path in nanotubes is significantly larger than

unit cell sizes tractable in molecular dynamics simulations. This method requires

long nanotubes to converge in order to separate regions coupled to the thermostat

from “unperturbed” tube sections. This can not be guaranteed in short nanotubes,

resulting in a nonlinear temperature profile, shown in Figure 10.1, in contrary to the

expected linear temperature profile at 220.

As an alternate approach to determine the thermal conductivity, I used equilib-

rium molecular dynamics simulations [190, 191] based on the Green-Kubo expression

that relates this quantity to the integral over time t of the heat flux autocorrelation

function by [192]

1 00

= . t. 1 .2A 3VkBT2/o <J(t) J(0)>d (0 )

Here, k3 is the Boltzmann constant, V is the volume, T the temperature Of the

sample, and the angled brackets denote an ensemble average. The heat flux vector

J (t) is defined by

J(t) = %ZI§A€,‘ 2‘ ZviAe, — Z Z r,j(f,-j ' Vi) , (10.3)

i 31;“)
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Figure 10.1: Temperature profile in a direct molecular dynamics simulation of heat

flow in a (10,10) nanotube. Temperature is controlled by thermostats located close

to z = —15A and z = 15A. Since the nanotube is not long enough, the temperature

profile failed to converge, reaching a linear temperature profile near 2 = 0.

where Ac, 2 e,— < e > is the excess energy Of atom z" with respect to the average

energy per atom < e >. r,- is the position and v,- the velocity Of atom z', and rij =

r, — r,-. Assuming that the total potential energy U = Zia,- can be expressed as a

sum Of binding energies 11.,- Of individual atoms, then f,,- = —V,uj, where V,- is the

gradient with respect to the position Of atom 2'.

In low-dimensional systems, such as nanotubes or graphene monolayers, I infer

the volume from the way that these systems pack in space (nanotubes form bun-

dles and graphite a layered structure, both with an inter-wall separation of z3.4 A)

in order to convert thermal conductance Of a system to thermal conductivity of a

material.

Once J (t) is known, the thermal conductivity can be calculated using Eq. (10.2).

I found, however, that these results depend sensitively on the initial conditions of each

simulation, thus necessitating a large ensemble of simulations. This high computa-
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Figure 10.2: Velocity autocorrelation function, averaged over a large number of en-

sembles. The timescale shown is not long enough to Obtain a converged value Of the

velocity autocorrelation. The sharp drop at tzO corresponds to soft phonon modes,

which contribute little to the thermal conductivity.

tional demand was further increased by the slow convergence of the autocorrelation

function, requiring long integration time periods. In Figure 10.2 I show the veloc-

ity autocorrelation function averaged over a large number Of ensembles, Obtained by

randomizing the initial coordinates and velocities. The fact that the autocorrelation

function < J (t) - J (0) > does not converge to 0 indicates that time periods much

longer than 25 ps are required to correctly describe thermal conduction. This is a

clear indication of a long phonon lifetime, and long phonon mean free path.

These disadvantages have been shown to be strongly reduced in an alternate

approach [193] that combines the Green-Kubo formula with nonequilibrium thermo-

dynamics [194, 195] in a computationally efficient manner [196]. In this approach,

the thermal conductivity along the z axis is given by

_, , <Jz(Fe,t)>

"33303332.. perv ’

 (10.4)
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where T is the temperature of the sample, regulated by a Nose-Hoover thermostat

[54, 55], and V is the volume Of the sample. Jz(Fe, t) is the z component of the heat

flux vector for a particular time t. F, is a small fictitious “thermal force” (with a

dimension Of inverse length) that is applied to individual atoms. This fictitious force

F, and the Nosé-Hoover thermostat impose an additional force AF,- On each atom 2'.

This additional force modifies the gradient Of the potential energy and is given by

AF, -_- Aer, — Z r,,-(r,.,-.F,) + 1%: Z f,,.(r,-,,.F.) — 02p,- . (10.5)

3175) j k(#:i)

Here, a is the Nosé-Hoover thermostat multiplier acting on the momentum p, of atom

2'. a is calculated using the time integral Of the difference between the instantaneous

kinetic temperature T Of the system and the heat bath temperature Teq, from ('1 =

(T — Teq)/Q, where Q is the thermal inertia. The third term in Eq. (10.5) guarantees

that the net force acting on the entire N-atom system vanishes.

10.3 Computational results

In Figure 10.3 I present the results of my nonequilibrium molecular dynamics

simulations for the thermal conductance of an isolated (10,10) nanotube aligned

along the z axis. In my calculation, I consider 400 atoms per unit cell, and use

periodic boundary conditions. Each molecular dynamics simulation run consists Of

50,000 time steps of 5.0x10"16 3. My results for the time dependence Of the heat

current for the particular value F, = 0.2 A‘l, shown in Figure 10.3(a), suggest that

Jz(t) converges within the first few picoseconds to its limiting value for t——>OO in the

temperatures range below 400 K. The same is true for the quantity Jz(t)/T, shown

in Figure 10.3(b), the average of which is prOportional to the thermal conductivity

/\ according to Eq. (10.4). My molecular dynamics simulations have been performed

for a total time length Of 25 ps to represent well the long-time behavior.
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Figure 10.3: (a) Time dependence Of the axial heat flux Jz(t) in a (10,10) carbon

nanotube. Results of nonequilibrium molecular dynamics simulation at a fixed applied

thermal force F, = 0.2 A'l, are shown at temperatures T = 50 K (dashed line),

100 K (solid line), and 300 K (dotted line). (b) Time dependence Of Jz(t)/T, a key

quantity for the calculation of the thermal conductivity, for F, = 0.2 A‘1 and the

same temperature values. (0) Dependence of the heat transport on the applied heat

force F, in the simulations for T = 100 K. The dashed line represents an analytical

expression that is used to determine the thermal conductivity A by extrapolating the
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Figure 10.4: Temperature dependence Of the thermal conductivity A for a (10,10)

carbon nanotube for temperatures below 400 K.

In Figure 10.3(c) I show the dependence Of the quantity

~__ , <JZ(F,,t) >

A2530 FeTV
 000

on Fe. I have found that direct calculations of A for very small thermal forces carry a

substantial error, as they require a division Of two very small numbers in Eq. (10.6). I

base my calculations of the thermal conductivity at each temperature on 16 simulation

runs, with F8 values ranging from 0.4 — 0.05 A‘l. As shown in Figure 10.3(c), data

for A can be extrapolated analytically for Fe—>0 to yield the thermal conductivity A,

shown in Figure 10.4.

My results for the temperature dependence Of the thermal conductivity of an

isolated (10,10) carbon nanotube, shown in Figure 10.4, reflect the fact that A is

proportional to the heat capacity C' and the phonon mean free path I. At low tem-
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peratures, l is nearly constant, and the temperature dependence Of A follows that Of

the specific heat. At high temperatures, where the specific heat is constant, A de-

creases as the phonon mean free path becomes smaller due to umklapp processes. My

calculations suggest that at T = 100 K, carbon nanotubes show an unusually high

thermal conductivity value Of 37, 000 W/m-K. This value lies very close to the highest

value Observed in any solid, A = 41, 000 W/m.K, that has been reported [185] for a

99.9% pure 12C crystal at 104 K. In spite Of the decrease Of A above 100 K, the room

temperature value Of 6, 600 W/m-K is still very high, exceeding the reported thermal

conductivity value Of 3, 320 W/m-K for nearly isotopically pure diamond [197].

I found it useful to compare the thermal conductivity Of a (10,10) nanotube to

that Of an isolated graphene monolayer as well as bulk graphite. For the graphene

monolayer, I unrolled the 400—atom large unit cell Of the (10, 10) nanotube into a plane.

The periodically repeated unit cell used in the bulk graphite calculation contained

720 atoms, arranged in three layers. The results of my calculations, presented in

Figure 10.5, suggest that an isolated nanotube shows a very similar thermal transport

behavior as a hypothetical isolated graphene monolayer, in general agreement with

available experimental data [198, 199, 200]. Whereas even larger thermal conductivity

should be expected for a monolayer than for a nanotube, I must consider that unlike

the nanotube, a graphene monolayer is not self-supporting in vacuum. For all carbon

allotropes considered here, I also find that the thermal conductivity decreases with

increasing temperature in the range depicted in Figure 10.5.

Very interesting is the fact that once graphene layers are stacked in graphite,

the inter-layer interactions quench the thermal conductivity Of this system by nearly

one order of magnitude. For the latter case of crystalline graphite, I also found my

calculated thermal conductivity values tO be confirmed by corresponding Observations

in the basal plane Of highest-purity synthetic graphite [198, 199, 200] which are also

reproduced in the figure. I would like to note that experimental data suggest that

124



 

 4x104 _....g..,.. .-

4 . 1 3x103

3x10 ' \

0
9
3
-
8
-

'
7
1

1
I

I

   

 

   

g \~\ 2X103 f ‘1‘- :2 '

E 4 '. ' : a: ‘
3 2X10 : \‘\.1X103 '. - _ - . ‘f:£: ']

f: i . 00 300 400 ;
1x104 L

~n§.~  4 - '... . :1 1': '-'$'.' '.' .' “34': 2' : '-°

0X10

iT[Efl

Figure 10.5: Thermal conductivity A for a (10,10) carbon nanotube (solid line), in

comparison to a constrained graphite monolayer (dash-dotted line), and the basal

plane Of AA graphite (dotted line) at temperatures between 200 K and 400 K. The

inset reproduces the graphite data on an expanded scale. The calculated values (solid

triangles) are compared to the experimental data Of Refs. [198] (Open circles), [199]

(Open diamonds), and [200] (Open squares) for graphite.
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the thermal conductivity in the basal plane Of graphite peaks near 100 K, similar tO

my nanotube results.

10.4 Conclusions

Based on the above described difference in the conductivity between a graphene

monolayer and graphite, I should expect a similar reduction Of the thermal conduc-

tivity when a nanotube is brought into contact with other systems. This should

occur when nanotubes form a bundle or rope, become nested in multi-wall nano-

tubes, Or interact with other nanotubes in the “nanotube mat” of “bucky-paper” and

could be verified experimentally. Consistent with my conjecture is the low value Of

A2107 W/m-K reported for the bulk nanotube mat at room temperature [186, 187].

In summary, I combined results Of equilibrium and non-equilibrium molecular

dynamics simulations with accurate carbon potentials to determine the thermal con-

ductivity A Of carbon nanotubes and its dependence on temperature. My results sug-

gest an unusually high value Az6,600 W/m-K for an isolated (10, 10) nanotube at

room temperature, comparable tO the thermal conductivity of a hypothetical isolated

graphene monolayer or graphite. I believe that these high values of A are associated

with the large phonon mean free paths in these systems. My numerical data indicate

that in presence of inter-layer coupling in graphite and related systems, the thermal

conductivity is reduced significantly to fall into the experimentally Observed value

range.
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Chapter 11

Magnetism in All-Carbon

Structures with Negative Gaussian

Curvature

The following discussion Of magnetism in nanostructured carbon materials follows

that presented in Reference [201].

11.1 Magnetism in carbon

The discovery of new nanostructured carbon phases, including fullerenes [94] and

nanotubes [11], has Opened a new era in materials science. Minute changes in the

spatial arrangement of carbon atoms can profoundly alter the electronic properties of

these systems from a semiconductor to a metal or superconductor [24, 25, 26, 43]. One

could expect that structural rearrangements might also significantly change the mag-

netic properties Of all-carbon allotropes from their known diamagnetic behaviour.

Only recently, a weakly magnetic all-carbon structure has been reported, formed

under high-pressure and high-temperature conditions, consisting of rhombohedrally

polymerized C60 molecules [202]. Other experimental Observations suggest the occur-

127



rence of ferromagnetism in a semiconducting nanostructured carbon foam with a low

mass density [203]. As I show in the following, the unexpected magnetic behaviour

of all-carbon systems can be quantitatively interpreted using spin-polarized ab initio

calculations. These results suggest that unpaired spins are introduced by sterically

protected carbon radicals, which are immobilised in the non-alternant aromatic sys-

tem Of sp2 bonded carbon with negative Gaussian curvature. This new mechanism

to generate unpaired spins in semiconductors may find a useful application in the

emerging field Of spintronics.

11.2 Computational method

Here I present results for electronic and magnetic properties Of an sp2 bonded all-

carbon nanostructure, consisting Of a nanotube junction that is structurally related

tO schwarzite [204, 205, 206, 207]. These results have been Obtained in collaboration

with theory team members, who are listed as co-authors in Reference [201]. The

tetrapod system, depicted in Figure 11.1 (a), is a possible building block of the recently

synthesized nanostructured carbon foam [208, 209, 203]. Our most striking finding is

that Of a ground state with a net magnetic moment. We find the origin Of magnetism

in this system to be different from previous reports [210, 211, 212], which related

the spin polarization at a graphite edge to the presence Of undercoordinated carbon

atoms. Our calculations suggest that unpaired spins may also be introduced by carbon

radicals, not only by undercoordinated carbon atoms. In the structure we propose,

the radicals are sterically protected in a non-alternant aromatic system of carbons

with negative Gaussian curvature.
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Figure 11.1: (a) The structure of a carbon tetrapod, the building block of schwarzite.

The four extremities consist of (9,0) nanotubes with a zigzag edge. (b) Introduction

of trivalent carbon radicals, emphasized by the gray spheres, in the aromatic system

Of the otherwise tetravalent carbon atoms in the tetrapod core. The radicals are asso-

ciated with heptagons, indicated by gray shading. The structure of an (O) 3192- and

(d) sp3—terminated (9,0) nanotube, with the smaller spheres indicating the hydrogen

atoms.

129



11.2.1 The tetrapod as a possible building block of carbon

nanofoam

Our electronic and magnetic structure calculations are based on the ‘tetrapod’

geometry shown in Figure 11.1 (a). The core, depicted in Figure 11.1 (b), consists

of the warped sp2 bonded building block of the Plumber’s Nightmare structure [205].

It is formed by a network of hexagons and heptagons only, and connected to four

(9,0) nanotube extremities. Depending on the degree of hydrogen passivation, the

exposed nanotube edges are terminated by sp2 or 3123 carbon atoms [213]. In this type

of schwarzite-related structures, tubular segments of zero Gaussian curvature coexist

with saddle-like regions Of negative Gaussian curvature. We expect that a range of

schwarzite-like building blocks similar to ours could be cross-linked to form a foam

structure with a very low mass density, and carry a magnetic moment.

11.3 Unpaired spins in a carbon tetrapod

We calculate the electronic structure of different tetrapods using the density

functional theory within the local spin density approximation (LSDA), employing the

Ceperley-Alder exchange-correlation functional for the local spin density [126, 127]

and ab initio pseudopotentials [128, 214]. To facilitate the numerical treatment of

very large aggregates containing hundreds Of atoms within LSDA, we make use Of our

recently developed approach based on an atom-centered numerical basis set [215],

proven tO describe correctly similar carbon systems [216]. We use Pulay correc-

tions [217] to the Hellman-Feynman forces during structure Optimization.

To discriminate between the effect Of the sp2 core region and the edge region in

our magnetic structure calculations, we have considered hydrogen terminated C264

and C335 clusters with the same core structure, but a different length of the nanotube

extremities. We assume that the edge Of these extremities may be terminated in three
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different ways. Besides the bare, unterminated edge, we consider an sp2 termination

by one hydrogen atom per edge atom, shown in Figure 11.1(c). In the sp3 terminated

structure shown in Figure 11.1(d), each carbon edge atom is connected to two hy-

drogen atoms. The interface between the sp3 edge atoms and the sp2 atoms Of the

nanotube is analogous to that found in diamond-graphite hybrid structures [218]. In

the following, we disregard structures with a bare edge, since they are likely tO be

passivated fast under experimental conditions due tO their high reactivity.

The electronic density of states for the sp2 terminated tetrapod is presented in

Figure 11.2(a). The projection Of the total density Of states onto the 192 carbon

atoms in the core region, including twelve heptagon rings, is shown by the solid line,

and that Of the 72 atoms at the edges by the dashed line. We focus on a 1 eV wide

energy window around the Fermi level, which determines the magnetic behavior, since

electrons with higher binding energies are all paired. Artificial level broadening was

used only in the figure, for the sake Of visual clarity; no broadening has been applied

during the self-consistent calculations. The density Of states indicates the presence

Of twelve unpaired spins in this spZ-terminated geometry. The decomposition of the

density Of states suggests that eight Of the twelve spins are strongly localized at the

zigzag edges, with two unpaired spins at each edge.

Presence Of the remaining four unpaired spin states, which are unrelated to the

edge states, is independent of the length of the nanotube extremities. A detailed

analysis revealed that the electronic states associated with the majority spin are not

localized, but rather spread out across the entire cluster, as shown in Figure 11.3(a).

We found that the exchange splitting Of the four states decreases with increasing nano-

tube length. This can be understood in terms Of the exchange interaction between

two electrons, which occupy the same region. The origin Of the exchange splitting is

the Coulomb repulsion between these electrons, which decreases as the region grows.

To clarify the nature Of the unpaired electrons near the tetrapod edges, we per-

131



(a ) 20 I. T I I ( b) 20 h I f

.12: f: #:12913 E A

= 10 - :: r S 10 ~
5. “1" ill S

E 0 W .«E 0

g V V [ll]: '0' g

g-m- :l " g-IO’ , ‘
'l

1'

Q -20 Q -20 L A _

-0.4 -0.2 0 0.2 0.4 -0.4 -0.2 0 0.2 0.4

Energy (eV) Energy (eV)

(C)A 20 - I ‘I l (d) 20 '- l r I l 4

:2 9:49]; .5

E 10 - 5 10

2 A 2
3‘3 0 :‘E'. 0

E l E ]
m '10 ' " a) '10

8 -20 - 8 -20 - 2

-0.4 -0.2 0 0.2 0.4 -0.4 -0.2 0 0.2 0.4

Energy (eV) Energy (eV)

 

 

    

 

 
 

    

 

 

   
 

 

   
 

Figure 11.2: Spin-resolved electronic densities of states of carbon nanostructures re-

lated tO Figure 11.1, with the majority spins represented in the upper panels and

the minority spins in the lower panels. (a) Density Of states of the C264 tetrapod of

Figure 11.1(a). The solid line represents the projection of the density of states onto

the 192 core carbon atoms. The dashed line represents that of the 72 carbon atoms

at the zigzag edges. (b) Electronic density of states of a 126—atom segment Of an sp2

terminated (9,0) nanotube, shown in Figure 11.1(c). The solid line represents the

density of states of all the carbon atoms, and the dashed line its projection onto the

36 carbon atoms at the zigzag edge. The states denoted by “A” are doubly degen-

erate and localized at the edge. The counterparts of (a) and (b) for 3173 terminated

structures are shown in (c) for the 0264 tetrapod and in (d) for the (9,0) nanotube

segment. The discrete level spectrum has been convoluted with a Gaussian with a

full width at half maximum of 0.012 eV. The Fermi level lies at E = 0.
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Figure 11.3: (a) Charge density associated with the four unpaired spins, which are

unrelated to the edge states in an sp2 terminated tetrapod. (b) Wave function of a

spin-polarized edge state in an 3102 terminated (9, 0) nanotube. We use color shading

to represent the phase of the wave function.

formed an independent calculation for the (9,0) nanotube with the same edge ge-

ometry. Similar to our results for the tetrapod in Figure 11.2(a), the spin-resolved

density of states Of the nanotube, shown in Figure 11.2(b), indicates the presence

of two unpaired spins per zigzag edge. Character analysis suggests that the states

in the narrow energy window used are mainly carbon-based, with only a negligi-

ble contribution from hydrogen. We show the total density of states of all carbon

atoms by the solid line, and that of the carbon edge atoms by the dashed line in

Figure 11.2(b). The spin-polarized electrons occupy doubly degenerate 7r‘ states at

each edge, labeled by A. We find one Of the edge state wave functions, displayed in

Figure 11.3(b), to be symmetric and the other one antisymmetric with respect to a

mirror plane of the nanotube. The exchange splitting of about 0.5 eV, separating

the spin-up from the spin-down edge states, is comparable to that found by ab initio

plane-wave calculations for doped C—BN composite nanotubes [219].
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To study the effect Of edge termination on the net magnetic moment of the

tetrapod, we compared our above electronic structure calculations for sp2 terminated

structures tO those showing 3123 termination. In Figure 11.2(c) we present the elec-

tronic density of states for the sp3 terminated tetrapod. To model an sp3 termination,

we attached two hydrogen atoms instead Of one tO each carbon edge atom, as shown

in Figure 11.1(d). As we noted earlier, hydrogen-induced states within this bonding

geometry occur far away from the Fermi level, in analogy to the o-states Of 3123-

bonded carbon, and do not interfere with carbon-related states within the narrow

energy window in Figure 11.2(c). Also, the localized 7r states, which we found at the

edge of the sp2 terminated structure, vanish in the sp3 bonding geometry. In this

case, we do not expect any unpaired spins associated with the sp3 edge atoms. The

projection Of the density Of states onto the inner 192 carbon atoms Of the tetrapod

is represented by the solid line, and that Of the 72 edge atoms by the dashed line in

Figure 11.2(c). In the sp3 terminated tetrapod, we find four unpaired spins, similar

to the 3p2 terminated tetrapod, where we identified four unpaired spins, which were

unrelated to the edge states.

To confirm the absence Of spin polarization at the sp3 terminated edges, we show

in Figure 11.2(d) the density Of states Of an 3103 terminated (9,0) nanotube, as a

counterpart to results shown in Figure 11.2(b). Our spin-resolved density of states

confirms that the sp3 edge should not be spin polarized, in stark contrast to our

results for the sp2 terminated edge. These results agree with those reported for sp2

and 3193 terminated graphene strips [213].

Our findings raise several intriguing questions. The first important question is,

what distinguishes the magnetic structure, shown in Figure 11.1(a), from other carbon

structures, which are nonmagnetic, or systems, where magnetism arises due to under-

coordinated edge atoms. Equally important is tO find the reason for the occurrence

Of the spin polarization and its apparent robustness with respect to selected struc-
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tural changes. To answer these questions, we calculated the magnetic ground state Of

numerous other sp2 bonded carbon structures, including tetrapods terminated by C60-

derived caps, fullerenes in the size range from C20 to C240, nanotube Y—junctions, and

schwarzite—related structures with negative Gaussian curvature, containing octagons.

In our calculations, we found the number Of unpaired spins not to be aflected by

changing size and boundary shape Of the tetrapod, but to depend sensitively on the

bonding topology. Setting aside the role Of unsaturated graphitic edges in magnetism,

which has been discussed before [210, 211, 212, 213], we found the presence Of higher

polygons, introducing a negative Gaussian curvature, to be a necessary condition for

a magnetic ground state. To investigate a possible conjecture that negative curvature

is also a sufficient condition to establish spin polarization, we calculated the electronic

ground state Of a tetrapod, where all four extremities were terminated by Cso—derived

caps. Our finding Of an energy gap Of 0.34 eV between the highest occupied and the

lowest unoccupied state in this structure, which excludes the possibility Of a Fermi

instability, proved this conjecture incorrect.

11.4 Magnetism due to sterically protected radi-

cals in nanostructured carbon

The only viable explanation for the occurrence Of magnetism in an all-carbon

structure is the introduction and stabilization Of carbon radicals. The occurrence Of

radicals, which can introduce an unpaired spin, is directly related to the possibility

Of pairing all valence electrons in covalent bonds. NO radicals should be expected to

occur if bonds in the system can be assigned in a way that would keep all carbon

atoms tetravalent. In a graphitic structure, each tetravalent carbon atom is connected

to three neighbors by one double and two single bonds. In such a case, all electrons

should be paired and the structure should be diamagnetic. This is the case in C50
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and other fullerenes, where all carbon atoms are kept tetravalent by associating single

bonds with the edges Of pentagons. Also in a planar graphene sheet or an infinite

nanotube, all carbon atoms are equivalent and tetravalent.

Failure to find a global bonding scheme, where each carbon atom is associated

with one double and two single bonds, leads to the introduction Of radicals due to

a frustration in the electronic system. As we expand on below, this is the case in

the tetrapod structure of Figure 11.1(a), where twelve trivalent carbon radicals are

introduced as a consequence of inserting twelve heptagons in the otherwise alternant

aromatic system of the graphitic honeycomb lattice. These trivalent carbons, empha-

sized in Figure 11.1(b) by the gray spheres, are the source of spin polarization. In

the structure discussed here, these radicals are sterically protected within the system

of ’single’ and ’double’ bonds imposed by the tetrapod tOpOlogy, and occur in groups

Of three.

This conclusion can be reached by analyzing the bonding scheme in the sp3

terminated tetrapod. The system of single and double bonds, shown in Figure 11.1(b),

follows the bonding at the edge of the terminating nanotube. Since two valence

electrons of the terminating carbon atoms are paired with those of hydrogen, all

bonds along the zigzag edge must be single bonds. To keep carbon atoms at the

edge tetravalent, adjacent bonds in the axial direction must be double bonds, as

shown in Figure 11.1(b). Following this scheme into the core region of the structure

necessarily leads to the above mentioned frustration, which leaves several sites, namely

the trivalent carbon radicals with a lone electron, connected to their neighbors by only

three single bonds. Following this reasoning, we can thus correlate the occurrence Of

a magnetic moment in a carbon nanostructure with the bonding topology.

The lone electrons need not be localized at the radical sites, but rather gain

energy by delocalizing across the entire structure, as shown in Figure 11.3(a). We

find the radicals to form groups of three in the tetrapods. Assuming that two of the
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three spins are paired, each group of three radicals should contribute one unpaired spin

to the structure. With four groups of radicals per tetrapod, we would expect four

unpaired spins in total, in agreement with our spin density functional calculation.

With increasing size Of the nanostructure, as the unpaired spins delocalize over a

larger area, the exchange splitting should gradually decrease to zero, thus eventually

eliminating magnetism at nonzero temperatures.

Stabilization Of carbon radicals by steric protection has been known since the

synthesis of triphenylmethyl in 1900 by Gomberg [220]. Radicals such as perinaph-

thenyl (or phenalenyl) have even been investigated as potential molecular conductors

by Haddon [221]. Whereas sterically unshielded carbon-based radicals has been re-

ported recently in organic systems [222], our study is the first report to our knowledge

that identifies carbon radicals in an undoped all-carbon structure with no apparent

exposed edges. We should emphasize that the magnetism found in this study is

caused by the presence Of sterically protected radicals within nanometer-sized con-

ducting segments Of sp2 carbon. It could also occur in other nanostructured solids,

which may be difl'erent from the tetrapod structure discussed here. We believe this to

be a general phenomenon, the discovery Of which may strongly influence the emerging

field of spintronics.

11.5 Summary

In summary, we studied several sp2-bonded carbon nanostructures and identi-

fied a system of unpaired electrons that is distinct from the spin polarized states at

the zigzag edge or dangling-bond states. Our spin density functional calculations for

the tetrapod motif, which contains negatively curved graphitic surfaces, indicate the

presence Of four unpaired spins in the electronic ground state. This magnetic behav-

ior originates in the presence of trivalent carbon radicals, which are introduced and
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sterically stabilized within the aromatic system of the otherwise tetravalent carbon

atoms in the core Of the tetrapod structure. We expect a similar type Of magnetism

to occur in other graphitic structures with a negative Gaussian curvature.
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