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ABSTRACT

STRUCTURAL AND ELECTRONIC PROPERTIES OF
RARE EARTH SILICIDES ON SI(001): NANOWIRES AND 3D ISLANDS

By

Chigusa Ohbuchi

Deposition of rare earth (RE) metals on the silicon(001) surface at elevated
temperature results in the formation of RE silicide islands coexisting with a reconstructed
substrate surface. This thesis presents the growth behavior of holmium, samarium, and
dysprosium on Si(001) and the electronic properties of the resulting surface structures.

The growth of Ho and Sm on Si(001) at 600°C was studied using scanning tunneling
microscopy (STM) and low energy electron diffraction.

Ho grows in a Stranski-Krastanov mode with highly elongated nanowires (NWs) and a
2x4 reconstructed substrate at low metal coverage. As the coverage increases,
three-dimensional (3D) compact silicide islands coexist with the NWs. A 2x7
two-dimensional (2D) phase appears in the medium coverage range, and it always
coexists with the 2x4 phase. Scanning tunneling spectroscopy (STS) data show that
HoSi; NWs are more metallic than the 3D silicide islands or the reconstructed substrate.

Sm/Si(001) induces two different surface reconstructions: a lower coverage 2x3 phase
and higher coverage 3x2/c(6x2) phases. In the high coverage regime, large 3D silicide

islands are observed instead of elongated NWs.



The topographical evolution of 3D Dy silicide structures and the 2D reconstructed
surface in the temperature range of 600 to 750°C was investigated by STM and low
energy electron microscopy (LEEM). The initial surfaces were covered in the 2x7
superstructure plus NWs of uniform width defined by the 2x7 unit cell. Post-growth
annealing at 700°C increases the number of 3D islands and the average island size. At
the same time, the number of NWs decreases and surface reconstruction is swept away.
Therefore, 3D silicide islands are a stable phase whereas NWs are a metastable phase at
700°C.

Ex-situ transport properties of the grown RE silicide films were correlated with film
morphology as observed by STM. A 1 nm thick film of interconnected DySi, islands
shows surface resistivity at 4.2 K similar to the reported bulk silicide value. A sample
with sparse, disconnected islands shows higher surface resistivity than the 1 nm film but

lower than that of the clean Si surface.
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Chapter 1 Introduction

Our research objective is motivated by the potential for application of self-assembled
rare earth (RE) silicide nanowires (NWs) for electronic and photonic devices in the
semiconductor industry and to explore the structural and electrical properties of those
NWs and their growth kinetic and dynamics.

In this chapter, the background and basic ideas of rare earth (RE) silicides and their
growth behavior and electric properties are introduced. The organization of this thesis

will be described in the end of this chapter.

1.1 Rare earth (RE) silicides and self-assembled RE disilicide NWs

RE disilicide NWs were firstly discovered by Preinesberger er al. in 1998 and they
showed that Dy deposited on Si(001) forms NWs under certain conditions [1].
Unfortunately, this fascinating phenomenon was not noticed for more than 1 year. On
November 1, 1999, the New York Times carried an article reporting that a
Hewlett-Packard research group had produced conductive wires about 10 atoms wide [2].
These NWs were actually made of RE silicide [3]. This result was described as part of
an impending revolution in molecular electronics and nanotechnology.

Since then, epitaxial RE silicides grown on silicon have attracted particular interest.
In the study of RE silicides grown on Si(001), it has been reported that so far eight types
of RE silicides can form self-assembled NWs: YSi, [4], ScSi; [5], SmSi; [6], GdSi; [5, 7,
8], DySi, [1, 5, 6, 9-12], HoSi; [9, 13, 14], ErSi; [3, 5, 6, 15, 16], and YbSi, [17]. For
the other RE silicide/Si substrate systems, NW formation has been recently found on

Dy/Si(111) [18], Gd/Si(111) [19], and Dy/Si(110) [20]. The formation of NWs is



ascribed to small lattice mismatch in one direction and large lattice mismatch in the
perpendicular direction on Si(001) substrate. The mechanics of nanowire formation will

be explained on page 15.

1.1.1 The rare earths

The rare earths are a group of 15 metallic elements: La (atomic number 57) through Lu
(71) which appear in the extended sixth row of the periodic table as shown in Table 1.1.
Along with Sc (21) and Y (39), they constitute the “RE elements”. RE elements can be
classified into two groups: the light RE elements (La to Eu) and the heavy RE elements
(Gd to Lu, Sc and Y). The RE metals are typically trivalent, which are distinct by the
progressive filling of the 4f localized subshell, while the external electrons are shared
between 6s and Ss subshells which determine the conduction band maximum with a total
charge of between two and three electrons under normal conditions [21]. The 5d and 6s
subshells mix in the solid state, and RE metals have a conduction band of hybrid s-d
character; the extent of hybridization varies along the series in a rather irregular way. In
contrast to most of the trivalent RE metals, Sm, Eu, and Yb are divalent. The divalence

of Eu and Yb metals is well explained in terms of very stable configuration of half filled

4f 7y and completely filled 4f band (4 f 4, respectively [21]. Sm forms divalent or

trivalent compounds depending on the chemical environment, because two valence states

have rather similar energies [22, 23].
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1.1.1.1 RE silicides

The investigation of the intrinsic character of RE silicide systems started to develop in
the early 1980s; interface and thin film formation, electronic structure, and transport and
magnetic properties [24-29].  Since then, studies of RE compound layers on
semiconductors have become increasingly popular. Some of their advantages are the
low growth temperatures, the good thermal stability, the low Schottky barrier on n-type
Si substrates [24], and their compatibility to the Si technology.  Moreover, these
silicides are characterized by a small lattice mismatch relative to the Si(111) surface,
ranging from zero to 2.5 %, thereby allowing epitaxial growth with chemically sharp
interfaces and a high degree of crystallinity and structural perfection. Another interest is
that of magnetic properties of RE compounds, associated with a large value of the
magnetic moment of 4f layer of RE elements. These properties are unusual and can be
studied by electrical transport methods, because the magnetic ions interact strongly with
conduction electrons (see Chapter 7).

The RE silicides occur in three major stoichiometries: in metal rich form as REsSi3 and
RE;Si;, silicides, as monosilicides RESI, and as disilicides of varying composition, silicon
rich RESi;.x with 0<x<0.33 (from RE;Sis to RESi;) [30-34]. From the present viewpoint,
the disilicides are of most interest, since this type of stoichiometry develops upon

annealing of RE overlayers on Si.



1.1.2 Crystal structures of RESi; x

The crystallographic properties have been described earlier in several papers [30, 35,
36]. As shown in Figure 1.1, three main crystallographic structures are encountered,
depending on the RE metal and on the silicon content: the hexagonal AIB, structure
(p6/mmm space group) [Figure 1.1 (a)], the tetragonal ThSi, structure (/4/amd space
group), and its distorted orthorhombic variant GdSi, (Imma space group) [Figure 1.1 (b)].
The structures and lattice constants are listed on Table 1.2. The first three RE metals
(La, Ce, and Pr) crystallize in the tetragonal ThSi, or orthorhombic GdSi, structure. The
next RE metals (Nd to Gd) can crystallize all the three structures depending on the RE
elements. The hexagonal AIB; structure is found mainly in heavy RE compounds like
YbSi,x and ScSi, for a stoichiometry close to R3Sis [37, 38], and corresponds to the
structure of epitaxial films grown on Si(111). The type of structure adopted depends on
the nature of the RE, on the value of x in RESi, and on the temperature.

AlB; structure hosts the metal atoms in hexagonal planes along the c-axis ([0001]
direction) [Figure 1.1 (a)]. The hexagonal RE planes alternate with Si atoms in a
honeycomb arrangement. In this lattice, Si atoms occupy the interstitial sites between
the hexagonal layers of RE atoms. However, the growth of epitaxially ordered RE;Sis
layers is observed and this bulk-like silicide forms a defected hexagonal AlB, structure,
consisting of stacked hexagonal RE planes and graphite-like Si planes with an ordered
arrangement of vacancies at every sixth Si lattice site [39]. Therefore, the actual
compositions of Si atoms vary between 1.67 and 2.00 per RE atom although the
stoichiometry for perfect AlB,-type RE silicides would be RESi,.

Tetragonal ThSi, structure [Figure 1.1 (b)] is closely related to the AlB; structure.



Starting from the AlB; structure [Figure 1.1 (c)] and introducing shear planes parallel to
(lOTO)hex with a shear vector (bpex + €hex)/2 and a periodicity of s/gahex, the ThSi,
structure is derived [Figure 1.1 (d)]. As a consequence, the lattice parameters of the two
structures are related:
a=b=(anex+ Chex)/2 and c =2 \/5 Qpex
The orthorhombic GdSi, structure is a deformation of the tetragonal ThSi, structure

with a # b.
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Spatial models for (a) the hexagonal AIB; structure, and (b) tetragonal ThSi,

structure or orthorhombic GdSi, structure. (c) Projection of AIB, structure along the

Chex-aXis.

(d) Projection of ThSi»/GdSi, along the b-axis; Introduction of shear planes in

AIB; generates the ThSi»/GdSi, structure.



Table 1.2 RESij, lattice parameters and mismatches with Si substrate. (as; = 3.840 A)

Silicide Structure Lattice parameter and mismatch Ref
a(A) (%) b (A) (%) c (&) (%)
ScSi, g hexagonal AIB, 3.66 (-4.69) 3.87 (+0.78) | (40]
tetragonal ThSi;
orthorhombic GdSi;
YSi; hexagonal AIB; 3.842 (+0.05) 4.144 (+7.92) | (36]
tetragonal ThSi, 4.04 (+5.21) 13.42 (40]
orthorhombic GdSi; | 4.05 (+5.52) | 3.954 (+2.97) 13.36 (40]
LaSi, hexagonal AIB,
tetragonal ThSi, 431 (+12.2) 13.80 [41]
orthorhombic GdSi, | 4.271 (+11.2) | 4.182 (+8.91) 14.035 [42]
CeSi, hexagonal AIB,
tetragonal ThSi, 4.192 (+9.17) 13.86 [42]
orthorhombic GdSi> | 4.19 (+9.11) 4.13 (+7.55) 13.92 [42]
PrSi; hexagonal AIB;
tetragonal ThSi; 4.22 (49.90) 13.71 (42]
orthorhombic GdSi; | 4.20 (+9.38) 4.16 (+8.33) 13.76 [42]
NdSi; hexagonal A1B, 4.12 (+7.29) 4.44 (+15.6) | (43]
tetragonal ThSi, 4.111 (4+7.06) 13.56 [42]
orthorhombic GdSi, | 4.155 (+8.20) | 4.125 (4+7.42) 13.67 [42]
PmSi; hexagonal AlB,
tetragonal ThSi;
orthorhombic GdSi;
Sm;Sis | hexagonal AlB, 3.90 (+1.64) 4.21 (+9.64) | [44]
SmSi; | tetragonal ThSi, 4.08 (+6.25) 13.51 [42]
orthorhombic GdSi, | 4.105 (+6.90) | 4.035 (+5.08) 13.46 [42]
EuSi; hexagonal AIB,
tetragonal ThSi, 4.29 (+11.7) 13.66 [42]
orthorhombic GdSi,




Table 1.2 (cont’d)

Silicide Structure Lattice parameter and mismatch Ref
a(A) (%) b (A) (%) c(A) (%)
GdSi; hexagonal AIB, 3.877 (+0.96) 4.172 (+8.65) | [36]
tetragonal ThSi, 4.10 (+6.77) 13.61 [42]
orthorhombic GdSi; | 4.09 (+6.51) 13.44 13.44 (42
TbSi, hexagonal AlB, 3.847 (+0.18) 4.146 (+7.97) | [36)
tetragonal ThSi,
orthorhombic GdSi; | 4.057 (+5.65) 3.97 (+43.39) 13.375 (42]
DySi; hexagonal AIB; 3.831(-0.23) 4.121 (+7.32) | [36]
tetragonal ThSi, 4.03 (+4.95) 13.38 [42]
orthorhombic GdSi, | 4.04 (+5.21) 3.95 (+2.86) 13.34 [42]
HoSi; hexagonal AlIB, 3.816 (-0.63) 4.107 (+6.95) | (36]
tetragonal ThSi, 3.964 (+3.23) 13.297 [45]
orthorhombic GdSi; | 4.03 (+4.95) 3.944 (+2.71) 13.30 [42]
ErSiz hexagonal AlB; 3.79 (-1.30) 4.09 (+6.51) | [46]
0<x<05) | tetragonal ThSi, 3.96 (+3.13) 13.26 (+245) | [46]
orthorhombic GdSi, 5.6 (+45.8) 13.26 (+245) 5.6 [46]
5.6 (+45.8) 13.26 (+245) 11.2 (46]
TmSi, hexagonal AlB, 3.768 (-1.88) 4.070 (+5.99) | 136]
tetragonal ThSi;
orthorhombic GdSi,
YbSi, hexagonal AIB; 3.784 (-1.46) 4.098 (+6.71) | (36]
tetragonal ThSi,
orthorhombic GdSi;
LuSi; hexagonal AlB, 3.747 (-2.42) 4.046 (+5.36) | [36]
tetragonal ThSi,
orthorhombic GdSi,




1.1.2.1 Epitaxial growth of RE silicides on Si substrate

Since RE silicides are extremely reactive with oxygen, which hindered early attempts
at fabrication, both growth technique and epitaxial conditions are very important for
improving epitaxial quality in silicides. Continued in-situ work in UHV systems is
necessary for the production of RE silicide films of adequate quality.

RE silicides can be grown on Si substrates by codeposition of RE and Si at elevated
temperatures or by solid-phase epitaxy, i.e. by RE deposition on Si and subsequent
annealing [25, 26, 36, 47-49]. In the latter case, the diffusion processes necessary for
silicide formation give rise to a complex interplay of energetic and kinetic processes,
requiring a detailed control of the process parameters.

A Si(111) substrate favors the epitaxial growth on it of the RE silicide phase with the
AIB; structure, because it contains three equivalent directions (the three <110>
directions) related with a three-fold symmetry [Figure 1.2 (a)]. In the case of a Si(001)
substrate, there are only two <110> directions related with a two-fold symmetry [Figure

1.3 (a)]and thus a tetragonal phase is favored for the formation of thin films.

1.1.2.1.1 Epitaxial growth of RE silicides on Si(111)

Small lattice mismatch to Si(111) substrates makes epitaxial layer growth possible and
ensures an ideal interface structure with minimized defect states [36]. For the growth of
trivalent RE metals (except for Sm, Eu, and Yb) on Si(111) at elevated temperatures, a
p(1x1) interface is formed in the submonolayer range and consists of a bulk-like Si
substrate with a single RE Ty site (second-layer substrate atom) with a rotated Si bilayer

on top on the RE [50, 51] as shown in Figure 1.2. The growth of divalent RE metals
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(Sm, Eu, and Yb) on Si(111) behaves differently. Low energy electron diffraction
(LEED) and scanning tunneling microscopy (STM) studies show 3x1, 3x2, 5x1, and 7x1

periodicities for Sm [52] and Yb [52-54], and 3x1, 3%3, and 5x5 for Eu [55].

As the coverage increases, V3x+3R30° structure has been mainly observed for most

of the RE metals [51, 56, 57] although two-dimensional (2D) Eu or Yb layer on Si(111)
has 2x1 reconstruction [58, 59]. The +/3x+/3R30° structure is assigned to an ordered

superlattice of Si vacancies producing a V3x+/3 mesh in the silicide film [60]. This
silicide film is identified to be hexagonal RESi,x with AlB; structure where the Si atoms
are arranged in a hexagonal plane normal to the silicide c-axis, which has a good
matching of the lattice parameters (asi = 0.384 nm) of the Si(111) surface. This allows
interface configurations with lattice mismatches of less than 2 %, resulting in high quality
epitaxial growth. The orientation relationships of hexagonal RESi,, on Si(111) [46,
61-63] are determined to be:
RESi,.<(0001) // Si(111) and RESi,x[1100] // Si[121]

as shown in Figure 1.2.

11
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Figure 1.2 Structural model for Si(111)1x1-RE: (a) top view and (b) side view.

1.1.2.1.2 Epitaxial growth of RE silicides on Si(001)

Many studies of thin RE silicide film growth on Si(111) have been reported due to the
easy epitaxial growth in this crystallographic orientation. However, until the discovery
of self-assembled RE disilicide NWs [1, 3, 13], only a few studies were performed on
Si(001) [61, 64-66] which exhibits a square unit cell as shown in Figure 1.3 (a). Most
prior thin film growth studies looked at film thicknesses between 25 and 200 nm, where
the most interesting features were the crystallographic phases present, and the epitaxial

relationship with respect to the substrate.
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Figure 1.3  Structural model of Si(001)1x1-RE: (a) top view and (b) side view. The
orientation relationship between hexagonal AIB; and NW structures are shown in (c).

As already mentioned before, a Si(001) substrate contains only two <110> directions
and thus the growth mode is different from Si(111). In the case of ErSi, thin films, the
lattice parameters of hexagonal AIB;-type ErSis (anex = 0.379 nm and cpex = 0.409 nm)

are relatively close to the lattice parameter of Si(001) (asi = 0.384 nm) (see Table 1.2).

13



Epitaxy with the anex- and chex-axes parallel to the two mutually perpendicular <110>s;

directions of the substrate has two obvious orientation variants, with the ape- and

Chex-axes interchanging directions in the two variants. Although there are several

epitaxial modes as observed in hexagonal ErSi>.x [67], the orientation relationships of

hexagonal RESi, « (h-RESi;.5) on Si(001) [46, 61-64] are generally determined to be:
h-RESi,.<(1100) // Si(001) and h-RESi, [0001] // Si[110]

or h-RESi,«(1100)// Si(001) and h-RESi,., [1120] // Si[110] (rotated by 90°)

The vacancy ordering superstructure of unit cell (a\/g a3 2c) is also found in
epitaxial hexagonal YSi.x, TbSi,.x, DySi;, and ErSi, 4 thin films with AIB; structure on
Si(001) [61].

The tetragonal ThSi, and orthorhombic GdSi, structures are grown in the similar way.
Several RESi; thin films such as DySi, [68], ErSi,x [46, 62], and LuSi,«x [69] on
Si(001) form tetragonal or orthorhombic structures and the orientation relationships of
tetragonal / orthorhombic RESi;  (t-RESi;.) on Si(001) are determined to be:

t-RESi,.,(010) // Si(001), t-RESi,., [100] // Si[110], and t-RESi,., [001] // Si[110]
For the Gd/Si(001) system, the coexistence of epitaxial h-GdSi,.x and 0-GdSi,« , and
polycrystalline 0-GdSi, is observed depending on the growth conditions [48, 63]. The
formation of an epitaxial HoSi, layer by solid phase reaction is reported, but no structural
detail is given [70].

When the amount of metal deposited onto the Si surface is insufficient to create a
continuous thin film, then the RE silicide grows in what can be described as the
Stranski-Krastanov mode. In reality, the RE grows as a 2D metal induced surface

reconstruction involving at most 1 ML of metal, and 3D silicide nanostructures that can
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be described as either NWs or islands [1, 3-9, 11-14, 17]. Various types of periodicities
due to the surface reconstruction are observed at low metal coverages: 2x3 and 2x4 for
Nd [71], 2x4 and 2x7 for Gd [72], Dy [10, 72], and Ho [14], 2x3, c¢(6x2) and 2x1 for Sm
[73], 2x3 and c(2x4) for Er [74], 1x5 [17]or 2x3, 2x4, 2x6, and c(6x2) [71, 75] for Yb.
As mentioned previously, in the initial stages of 3D silicide growth, several RE metals
form silicide NWs.

The formation of these NWs arises from the anisotropic lattice mismatch between the
RE silicide and the Si(001) substrate. The RE disilicide NW has a hexagonal AlB,
structure. The orientation relationships of hexagonal RESi, on Si(001) are determined
to be:

h-RESi»(1100) // Si(001), h-RESi,[0001] // Si[110], and h-RESi,[1120] // Si[110]
as shown in Figures 1.3 (a) and 1.3 (b). The atomic resolution on top of NW shows
p(1x1) [12, 17] and c(2x2) [8, 9, 11, 12, 14] which are consistent with a hexagonal AIB;
structure.

Comparing the lattice mismatch in a and c directions of the hexagonal structure with
Si(001) 1x1 unit cell, the lattice mismatch in a direction is very small (within + 1.64 %
for Y, Sm, Gd, Dy, Ho, Er, and Yb) as shown in Table 1.2. On the other hand, the lattice
mismatch in ¢ direction is large (over 6.51 %). Because of those anisotropic
lattice-mismatch strains, hexagonal RESi, grows faster in a direction than in c¢ direction.
Therefore, a and c¢ directions of hexagonal structure correspond to a length and width of
NW, respectively, as shown in Figure 1.3 (c).

For ScSi;, the direction of large and small lattice mismatches is opposite, and thus the

growth direction of ScSi NW is perpendicular to that of other RESi; NWs.  Also, YbSi,
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NWs grow in a wide variety of orientations [17]. YbSi, NWs grow along the [001]
direction which is 45 degrees rotated with respect to the other RESi; NW-growth
direction. They also merge into the other NWs running in the different orientation.
This behavior might be controlled by larger lattice mismatch (-1.46 %) in a direction, and
thus there is a competition between different orientations of YbSi, NWs on Si(001).
When the lattice mismatch is large in both a and ¢ directions such as NdSi,,
three-dimensional (3D) compact silicide islands form instead of elongated NWs [71].
Those 3D islands are also observed in most of the RESi,/Si(001) system [1, 7, 12, 14, 16,

76] depending on the annealing temperatures and annealing durations.

1.1.2.2 Schottky barrier height of RE silicides on Si

Almost all metals can form silicides, but most of them result in high Schottky barrier
heights on n-type silicon and low barrier heights on p-type silicon. Unlike most other
silicides, RE silicides produce a high Schottky barrier height of 0.7~0.8 eV on p-type Si
and a low barrier height of 0.3~0.4 eV on n-type Si [24, 25, 49, 56, 60, 77-79] as listed in
Table 1.3. This behavior makes them in particular interesting for applications as Ohmic
contacts for n-type Si [25]. Furthermore, the corresponding high barrier height on
p-type Si substrates [24] is an interesting property for infrared detectors or photovoltaic
applications. In case of ErSi,./Si diodes, excellent rectifying behavior is observed for
p-type Si, whereas the electrical characteristics of the film to n-type Si are relatively
Ohmic at RT and rectifying at low temperatures [49]. Most of the values in Table 1.3
are quite close to one another, which reflects the great physical and chemical similarities

of the different RE metals (including Sc and Y).
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1.1.2.3 Electrical resistivity of RE silicides

Our knowledge of the electrical properties of RE silicides is very limited and
fragmentary. There are only a few reported works on electrical properties of RE silicide
thin films. The values of resistivity of RE silicides are summarized in Table 1.4. RE
silicide thin layers exhibit an almost metallic behavior. The resistivity decreases linearly
with decreasing temperature and tends to a limiting residual resistivity, 0, at very low
temperatures. The abrupt decrease of o(T) at very low temperatures is due to the
antiferromagnetic ordering arising from the incomplete 4f shell of the RE>* jon, which is
operative below the Néel temperature Tn. La [80], Gd [81-86], Tb [83, 87], Dy [68, 83],
Er [29, 49, 83, 84, 86, 88, 89], Tm [29, 62], and Yb [29] have a significant resistivity
drop, but Y [29, 88] and Lu [69] do not. In case of LaSi,, (0<x<0.4), there is a
superconducting transition at 2.5 K [80].

The resistivity o(T) is determined using Matthiessen’s rule which includes the various
independent scattering mechanisms:

AT) = o + Pu(T) + Pepn(T)
where 0, and pn(T) are the residual resistivity and the magnetic contribution to the
resistivity, respectively. 0, arises due to imperfections in the crystalline lattice such as
defects and impurities. om(T) is the magnetic contribution to the resistivity above the
Néel temperature Ty and generated by scattering from randomly oriented spins [90].
The temperature dependent term Q.pn(T) is the contribution of the electron-phonon
scattering mechanism expressed by the Bloch-Gruneisen formula [91]:
5

4
” T /T X
()= pT| — dx
Pe-pnT)=F (GD) f (€ -D(1-e)
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where Op is the Debye temperature, 0’ is the high temperature limit of pepn. At very
low temperatures (8p/T > 20), the Bloch-Gruneisen formula can be expressed as ppn(T) ~
T® and at higher temperatures (T ~ ©p), the relation is approximated by the linear

formula: gon(T) ~T.

18



‘poyrowr uorssiwaoloyd :ojoyd ‘Axends ureaq renosjowr ;g ‘uonisodop aseyd-iodea :qdA ‘uonelodead feuuoyy :FL

CS] o104d  [S00FCE0 QdA gy |
] A1 $9°0 ED ax
[6¥] A1 yLO a1 (6L ‘6t AT 870 4L
[9¢] oloyd S00FZ€0 adAa
[szl AT 200 F 60 4L asay
[154] AT T00FLEO EN aSoH
S0'0FZE0 adA
[szl Al T00FLEO AL asia
Al 89°0
[vzl 0104 690 qL
[95] oloyd S0'0FZE0 adA
[s2] | (S0 T=u) A-T|€00F ILO qL [szl AT 007FLEO 4L aspo
[c6°'Lz]|  owoyd 10760 4L wg
[8c] oloyd €90 HL D
Al SLO
2] ojoyd yLO HL ngx
AT 89°0
[¥2) oloyd 69°0 A
[LL] Al L0 EV) [LL] AT ¥0 4L 1898 98
Huowo. bruy anbiuyoa) apRIs 1A
PA | JospoupN | (A9) 4@ |uopearqeyapoia | 39U | JO SPOYPRI | (A?),® |uonealqeyapoiq | 10 e Y

*sajensqns 1§ adA1-d pue -u uo sapIdI[Is pue s[eldW Y JO ‘4 ‘s1ySioy Jarreq ANOYdS  €°1 JqeL,

19



ameraduia) 9y Mo[aq 2ANINPU0IANS :§ ‘2IMONNS JIqUIOYIOYLO (Q)
‘feuoSena) (1) ‘Teuosexay (H) ‘ssauwyoIy) WL :@ ‘LY 1e A1Ansisal sisunuy 0 ‘ANAnsisal enpisay :°0

[o6]| zoz asid
[v6l| <Lz | G101 06 fss1g
[96]| so¥ as)
[v6l| oge |CIoDOET| H©1§%)
(IST>) S s | (e |logl| sv €1="7d (=)
[o8]| o€ Sy €1 [e6l| 06 | (Wvz | (Woz |[s6]l| ose |CIsT> S| *user
(e8] [33 ehge|
ov]| o 1Se]
[v6l| o1z | G101 9 fgse]
15921 00T 9z lovl| 6S ask
[88]] st 69 6€ [es] €7 Lugx
l6zl| 101 I's SISTA
lovl| 18 ISA
lov]|  zor
[v6l| sLe 09 RED
[8¢€] 8¢ lovl| 9oF wigag
[8¢€] T st |lovl| of 1598
lov]| b1 EOEN
3oy |(wu) g| (W 1) o |(Wd t51) oy | Jory [(wiw) | (W T5) o |(wd T51) of | Joyg | (WO T5M) o7 | (W T5T) 0
(TIDIS/wLg (100)1S/wuyLg Aing appINIS

"SIPIOIIS FY JO ANAUSISNY b1 QUL

20




[691| oS | 00S~081 [691| os |oos~081 | (W) sL |lecl| L6 ¥I agny
86| <L L1 fgsny
GIST>)S qx
[86]| sog ov1 fISSqA
[29]| 99 | ()96 |[(H)69vE|[zol| 99 | ()€1 [(H) s96€(l6z]| 06T 0€ aguy,
lev]| €€ ¥E ] oL | Wiy ¥ 05%50)
[L6]|08~09| (H) s€1 | (H) 8'1¢ |[L6]1]|08~09| (H) 9T |(H) +'291 | [68] S€ $6 *agay
lezl| 1L 61 Sistay
092~ wWHGoH
[66]| OTT- “IgoH
[891| so | (M ¥IT | (T |[891] €9 | (WoL | (1)¥e

[£61]08~09| (H) sST | (H) 601 |[L61]|08~09| (oL | (1) ¥'1€ *ashq
asqL
[86]| o0se €11 fS5qL
[s8]| 89 ¥6 9'8¢ ISP
[181{08 ‘0| (H)98 | (H) 9z “nspo
[86]| o1¥ 0z as°po
[v6]| 08¢ 1on s6 fgswg
[96]| 6vE USPN
[v6l| 88z 1o €11 “IS*PN

1oy |(wu) o[ (W M) 5 [ M) ogr[ oy (W) p| (W2 M) 7 |(WD B ogf| Joyg | (WO B | (W2 M) o
TS/ (100)1S/wyt g Ang apRIIS

(pauod) 1 3[qeL

21



1.2 Organization of the thesis

The remainder of this thesis is organized as follows. In Chapter 2, experimental
background will be provided. The principles of scanning tunneling microscopy (STM)
and low energy electron microscopy (LEEM), and the basic structure of the of Si(001)
surface are presented.

From Chapter 3 to Chapter 6, the growth behavior and electrical properties of RE
silicides on Si(001) are discussed. In Chapter 3 and Chapter 4, the growth behavior of
two different RE silicides, Ho and Sm silicide NWs and/or islands on Si(001) is studied
by STM. The results of scanning tunneling spectroscopy (STS) show that HoSi; NWs
and 3D islands are metallic. Chapter 5 contains LEEM studies of growth kinetics of Dy
silicide islands on longer length scales and at elevated temperatures that are not
accessible by STM. The LEEM studies were carried out at the University of Illinois in
collaboration with Dr. W. Swiech of the Frederick Seitz Materials Research Laboratory.
In Chépter 6, transport measurements of Dy thin films are presented. The details of
ultra-high vacuum (UHV) sample preparation for transport are also provided.

In Chapter 7, suggestions for future work will be described, continuing the themes of
this thesis in several different areas.

The Appendices include: a summary of studies of hydrogen on Si(001), a definition of
sheet resistance, the principles of two- and four-terminal measurements, a description of

the van der Pauw’s method, and a list of publications.

22



Chapter 2 Experimental
In this chapter, the experimental methods used, the basic principles and mechanisms of
scanning tunneling microscope (STM) and low energy electron microscope (LEEM), and

the basic structures of Si(001) substrate are introduced.

2.1 Experimental and research methods

All experiments except transport measurements were performed in an ultra high
vacuum (UHV) system with a base pressure of < 2x10"® Torr. The chamber was
equipped with an STM, a four-grid low energy electron diffraction (LEED) optics, and
facilities for sample heating and metal deposition. The Si(001) samples were
chemically cleaned, and then outgassed by heating to 975°C. After outgassing, they
were flashed briefly at 1175°C to remove surface oxide, and held at 975°C for 10 min,
and then cooled slowly to room temperature (RT). The temperatures of the samples
were measured using an optical pyrometer. Metals were evaporated from a tungsten
wire basket, and the evaporation rate was calibrated by a quartz-crystal thickness monitor.

For holmium (Ho) deposition, typical evaporation rates were 0.05~0.09 monolayers
(ML) per minute [1 ML = 1/as;® = 1/(0.384 nm)’ = 6.78x10"* atoms/cm” for Si(001): see
p-35 for details of silicon surface] and total coverages studied were between 0.06~0.9 ML.
For dysprosium (Dy) and samarium (Sm) depositions, typical evaporation rates were
0.1~0.6 ML/min and 0.03~0.09 ML/min and total coverages were between 0.16~3 ML
and 0.05~1.5 ML, respectively. The chamber pressure remained below 1x10® Torr
during evaporation, and immediately recovered to below 5x10'° Torr after the metal

source was turned off. All growth was done at a substrate temperature of 600°C unless
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specifically mentioned. All STM imaging and LEED observation were done at RT.

2.2 Scanning tunneling microscopy (STM)

STM was invented in 1981 [100, 101] by G. Binnig and H. Rohrer, IBM in Zurich,
Switzerland, gaining them the 1986 Nobel prize in physics. Their first STM image of
Si(111)-7x7 reconstructed surface with its display of individual atoms [102] was the
stimulus that initiated many STM projects all over the world.

STM is a powerful technique for studying the structural and electronic properties of
surfaces with real-space atomic resolution. When a sharp metallic tip is brought close
enough (~10 A) to a conducting surface and a bias voltage (mV~10V) is applied, the
tunneling current flows between the tip and sample. The lateral resolution is about 1 A
whereas a vertical resolution up to 0.01 A can be achieved. In addition, STM can be
used not only in UHV, but also under other environments such as in air or in solution.

Recently, atoms and molecules have been able to be moved controllably on surfaces,
either by sliding them by means of the tip or by lifting them off the surface by the tip and
depositing them at a different location [103-116]. The atomic-scale manipulation of
surfaces by STM-tip is a promising candidate for future nanoelectronic device

applications.

2.2.1 Basic principles of STM
The operating principle of the STM is based on the quantum mechanical phenomenon
of tunneling. Electrons transmit through a vacuum barrier between two conductors, in

this case the sample and the tip, when they are brought very close together. A simple
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understanding of this principle follows from consideration to the solution of the
Schrédinger equation for a one-dimensional square barrier of height V,, as shown in
Figure 2.1. For a particle of energy E < V, incident on this square barrier from the left,
the solutions of the Schrédinger equation have the form:

e +Re™™® (x<0)

w(x)=JAe™ +Be™ (0<x<s) (1)
Tetikx (s<x)

where hk =+2mE, hk= 2m(V,-E), R and T are reflection and transmission

coefficients, respectively, and A and B are constants.

Vo

NNTnnr
VA AT

0 S X

Figure 2.1 Wave function ¥ for an electron with kinetic energy E tunneling a thin

potential barrier of height V, and width s. The wave function is oscillatory in the left
and right regions of the barrier. Within the barrier, the wave function decays
exponentially.

The wave function i decays exponentially into the classically forbidden region
0<x<s with adecay length of 1/x. For an electron at the Fermi level of a conductor
with a work function ¢, this decay length would be 1/x = n2/ 2m¢ (V,—E is just

the work function). Since most work functions are around 4~5 eV, the decay length is
typically 1/x ~1A. When a barrier of width s is much thicker than the wave function

decay length of 1/k, the transmission probability 7, or the tunneling current J decays
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exponentially as:

J= Elrlz e = e—z:\lz,np/hz @
m

Thus the tunneling current drops by an order of magnitude for every 1 A. For the
tip-sample distance of ~10 A, the tunneling current is a few nA.

For tunneling between two conductors with a voltage difference V across the gap, only
the states within eV above or below the Fermi level can contribute to tunneling; electrons
in states within eV below the Fermi level on the negative side tunnel into empty states
within eV above the Fermi level on the positive side. In the case of Figure 2.2, the
tunneling current flows from a tip to a sample, since the positive bias voltage is applied to
the sample. When the sample is positively and negatively biased, it is called “empty”

and “filled” states, respectively.

Tip Sample

Energy levels from
which tunneling can occur

Figure 2.2 Energy diagram for tunneling between a tip and a sample. Tunneling is
possible only when there are empty states on the right. Such empty states are created
when eV is applied to lower the Fermi level on the right.
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2.2.2 STM data acquisition and image processing

STM can be operated in several imaging modes: constant current mode, constant
height mode, barrier height imaging, and scanning tunneling spectroscopy (STS). Most
of the STM images presented in this thesis are acquired in the constant current mode
unless specifically mentioned.

In the constant current mode, the tip is scanned in the two lateral (x and y) dimensions,
while a feedback circuit constantly adjusts the tip height to keep the current constant.
The position of the tip is accurately controlled by the piezoelectric drivers. The tip
position is recorded as a function of the x-y surface coordinates as shown in Figure 2.3.
All STM bias voltages were applied to the sample with the tip at virtual ground.

Accordi-ng to equation (2), the tunneling current reflects the surface topography only
when the work function does not change during scanning. In addition, the tunneling
current changes with the electronic state of the tip and sample. Therefore, essentially,
STM image shows the electronic density of states at the sample surface instead of surface
topography of the sample.

The most common method of displaying STM data is to construct a grayscale image
where the brightness represents the surface electronic density: Brighter areas are higher
density of electrons at the surface. For easy understanding, brighter areas can be
considered topographically higher than darker areas.

In all of the STM images in this thesis, only minimal image processing has been done,
consisting of planar background subtraction, drift correction, or contrast adjustment in
order to extract the desired information. Image processing was done with either “Image

SXM” which is the public domain image analysis software written by Steve Barrett [117],
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or NOeSYS “Transform” software for the correction of image distortion.

z
Tunneling X
Image
Vz = Output
y
X-y
Raster p=¢ Reference
Volt. Current
Piezoelectric
Tripod
Feedback

Position

Figure 2.3 Schematic diagram of an STM [118]. A metallic tip is mounted on a
piezoelectric tripod actuator which can move the tip in the x-y plane of the sample surface,
and in the z direction normal to the surface, with atomic resolution.

2.2.3 Scanning Tunneling Spectroscopy (STS)
STS is used for studying local surface density of states with atomic resolution because

the probe apex is very small consisting of a few atoms. The sensitivity of STS to
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electronic structure can be a tremendous advantage over other spectroscopic methods
such as ultraviolet photoelectron spectroscopy (UPS), X-ray photoelectron spectroscopy
(XPS), Auger electron spectroscopy (AES), and inverse photoelectron spectroscopy
(IPES). A single tunneling spectrum can show surface states both above and below the
Fermi level simultaneously, at the same spatial location.

Figure 2.4 shows the schematic of an STS experiment. The sample-tip separation is
fixed and the tunneling current / is recorded as a function of applied bias voltage V (I-V
curve). Since I-V characteristics depend exponentially on the sample-tip separation, the

or the normalized differential conductivity di/av ,
dInV T

logarithmic derivative

which is a dimensionless quantity, is generally used to remove the influence of sample-tip
separation. The approximate expression for the tunneling current [119] is given by:
v
I [ p(ET(E)AE  (3)
where p, is the surface density of states, T is the transmission probability in equation

(1), and V is the applied sample voltage. After the first order approximation of E (or V),

the normalized differential conductivity can be expressed as:

dildv _ peV)
1/v 1 v
— [ puErE

Q)]

Therefore, d_i_//dV_V is proportional to the normalized surface density of states.

For the STS data plot and graphing, WaveMetrics “Igor Pro” software was used.
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Figure 2.4 Schematic of an STS experiment. An STM tip is held above the sample,
and the current is measured while the voltage is ramped. This measures the
conductivity in the surface normal direction.

2.3 Low energy electron microscopy (LEEM)

LEEM is a relatively new electron microscopy technique for in-situ real-time studies of
surface dynamics, such as epitaxial growth, phase transitions, interface formations, strain
relaxation phenomena, and chemisorption over a wide temperature range. LEEM was
developed by E. Bauer and his student W. Telieps in 1985 [120] after its invention by E.
Bauer in 1962 [121]. R.M. Tromp and M.C. Reuter designed a new LEEM that has
higher resolution and wider capability of the instrument in 1991 [122].

Electron microscopes use beams of electrons instead of light, and magnets instead of
lenses. However, the working principle of electron microscopes is more or less the
same as in the optical microscope. In LEEM, the sample is illuminated with a
well-collimated beam of low-energy electrons which diffract from the sample. The
diffracted electrons are then used to form an image. In contrast to STM in which the

probe tip is scanned back and forth across the surface to form images, all pixels are
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imaged simultaneously from the illuminated area on the surface. At low energies of the
order of 1~50 eV, in particular at very low energies (< 10 eV), high brightness and a good
resolution can be obtained. Contrast is mainly produced by diffraction, surface
topography, and local changes in electron work function and/or electron density. For the
diffraction contrast, there are three imaging modes in LEEM as shown in Figure 2.5:
bright-field (BF) imaging, tilted bright-field (TBF) imaging, and dark-field (DF) imaging.
When electron beam is on the optical axis of objective lens, and the specularly reflected
(0,0) beam is used to form a BF image. TBF image is also formed by using (0,0) beam,
but with tilted incident angle. In DF imaging, non-specular diffracted beam (any beam
other than (0,0) beam) is used. TBF or DF contrast must be used for the observation of
azimuthally rotated domains, because domains are equivalent at normal incidence and
they do not produce contrast in BE.

For the interface contrast, surface steps are surrounded by stress and strain fields which
cause local changes of the diffraction conditions. The resulting diffraction contrast may

enhance or reduce the geometric phase contrast.

(b) (c)

specimen
lens
(hk) (00)
aperture -
0 | "(00) (hk)" 0

optical axis

Figure 2.5 Diffraction contrast in LEEM (a) Bright field, (b) tilted bright field, (c) dark
field.
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The spatial resolution is determined mainly by the spherical and chromatic aberrations
of the objective lens and by diffraction at the contrast aperture. Lateral resolution of
LEEM is 5~10 nm on video-rate imaging [123, 124] , but in principle the best resolution
of 3 nm is achievable [123]. Diffraction contrast provides depth resolution of a single

atomic layer.

2.3.1 Basic physics of the low-energy electron interaction with surface: Elastic
scattering and inelastic scattering

For the low energy electrons in the LEEM geometry, inelastic scattering and elastic
backscattering are important (No forward scattering). At low energies, the elastic
backscattering does not increase monotonically with nuclear charge because the incident
electrons can ‘feel’ the details of potential distribution of neighbor atoms. Incident
electrons can be reflected from surfaces with a high reflection coefficient within the first
few atomic layers when their energy is in a band gap. (When electrons have wave
vectors at the Brillouin zone at which the band gaps occur in the band structure, they
fulfill the Laue condition k —k, = 27h and are reflected.) Or they can penetrate deeply
into the crystal when the incident energy E matches to E(k) states in the solid.

The electron energy loss mechanism in solids is excitation of valence band electrons.
For low energy electrons, the inelastic processes do not involve inner electron shells
because of the insufficient energy but only outer electron shells. The electron density in
the valence band (or Fermi energy Ep) is nearly constant for most materials, and it gives

the ‘universal curve’ of inelastic mean free path A =1/u, where »(E) is the attenuation

coefficient for inelastic scattering.

ME) dominates UE), the attenuation coefficient for elastic scattering, above the
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threshold Er for plasmon excitation. Er varies with Eg from 11 to 27 eV when Ef
changes from 5 to 15 eV [125]. At E>Er, inelastic scattering processes determine the
penetration depth corresponding to a mean free path in the range of 0.3 to 1 nm. On the
other hand, at E<Er, elastic backscattering determines the penetration depth. The
influence of inelastic scattering is negligible at E<Et, because the inelastic mean free
path increases rapidly as the incident energy E decreases. Therefore, energies up to
20~30 eV are advantageous for LEEM from the point of view of electron-surface

interaction.

2.3.2 LEEM instrumentation and image acquisition

The schematic of a LEEM instrument (IBM Type I) is shown in Figure 2.6. The
design of LEEM requires full UHV compatibility. The sample is held at about -20 kV
to decelerate the electrons to a few eV at the sample surface. The magnetic objective
lens is entirely at ground potential. The incident beam comes from a Schottky emission
gun and is focused with condenser lenses, an octupole stigmator, and steering coils.
Condenser lenses relay the cross-over point into the back focal plane of the objective lens
in which a diffraction pattern is formed as in Figure 2.7. Two sets of steering coils
control the shift and tilt of the e-beam. A beam-separating deflection magnet is
necessary because the reflected beam has to be separated from the illuminating beam.
The reflected electrons pass through the deflection magnet again and enter the imaging
column. The image is projected onto a channel plate screen. LEEM images are
recorded using a video camera outside the vacuum chamber and digitized for analysis at

30 frames per second.
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sample
B magnetic objective lens

—=J|= octupole stigmator

deflection magnet
steering coil
quadrupole stigmator
transfer lens
, contrast aperture

intermediate lens

steering coil (D2)

steering coil (D1) \

octupole stigmator
condensor lens (CZ “

channelplate
screen

electrostatic lenses
Schottky emission gun: ZrO on W(100)

Figure 2.6 Schematic of LEEM instrument (IBM Type I).

(b) objective lens

back focal plane image
(LEED pattern)

source projector @
lenses

Figure 2.7 Schematic ray diagrams for LEEM [126, 127].
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2.4 Si (001) surfaces

On unreconstructed Si(001), each Si atom on the top layer has two broken covalent
bonds (dangling bonds) with a nearest-neighbor separation of as; = a/ ﬁ = 0.384 nm,
where a, equals the Si lattice constant of 0.543 nm as shown in Figure 2.8 (a). as; is
defined as a unit length of Si(001) surface and a square 2D lattice in Figure 2.8 (b)
represents a 1x1 unit cell. ~ Since this surface is not an energetically favorable state, the
surface reconstruction occurs to lower the surface energy. Adjacent atoms on the
surface move toward each other at the expense of inducing a large surface stress and
make a new bond forming a “dimer” [Figure 2.8 (c)]. Intradimer atomic distance is
0.241+0.02 nm which has been studied experimentally [128-130] and theoretically

[131-135].

4 (3 4 €
i
e e e o
€ ¢ L 3 €
®e o [ B ]
f y
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oo
& c
o
-
0543 om 0.384 nm
(a) (b) Ideal surface (c) Dimer formation

Figure 2.8 (a) Diamond structure of silicon, and (b), (c) top view of model of the dimer
reconstruction on Si(001).
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The valence electrons of an isolated Si atom are in 3s and 3p atomic orbitals. These
orbitals are ‘hybridized’ into sp® orbitals [136] when the atoms arrange in tetrahedral
structures like in a diamond-lattice crystal. ~As shown in Figure 2.9, in the dimer surface
state, the 7 states, 7 bonding and ﬂ'ami—bonding, are formed from even and odd
combinations of the left and right dangling bond state. On the other hand, o states,
o bonding and o anti-bonding, arise from the bridge states [137]. During STM
imaging, the spacial distribution of these 7 bonding and 7’ anti-bonding states are
probed by electrons tunneling out of and into the sample, giving the filled- and
empty-state images, respectively. In the filled states, bright maxima appear in the center
of dimers where electron density is localized as shown in Figure 2.9 (a). Since each Si
atom has one dangling bond which is a half-occupied electron state, two corresponding
maxima appear at both edges of the imer with small rounded shape in empty states as
shown in Figure 2.9 (b). White rectangles marked in Figures 2.9 (a) and 2.9 (b)

correspond to a black rectangle showing the dimer position in Figure 2.10.

o bond n bonding orbital ©* anti-bonding orbital
[ = ] )
S &% ®
[ 7 L (3 & @ [ 7 ®
[ (Y o (Y . (Y (Y
(a) Filled states  (b) Empty states

Figure 2.9 (a) filled- and (b) empty-state STM images of Si(001) surface with a side
view of Si dimer model. 2x1 unit cells corresponding to the dimer position are marked.
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Figure 2.10 Schematic drawing of Si(001) 2x1 reconstructed surface consisting of three
terraces.  Si atoms on top, second, third, and fourth layers are shown with black, dark
gray, light gray, and white colors, respectively. The height of the terrace lowers from
left to right.  The directions of surface stress are marked with black arrows.

Si dimers form rows consisting of p(2x1) structure on Si(001) surface as shown in
Figure 2.10.  Since the dimer rows are rotated by 90° on each atomic step on the surface,
the Si(001) surface has two degenerate phases 2x1 and 1x2 and its surface stress field is
anisotropic. The surface is under tensile stress along the dimer row direction and under
compressive stress normal to the dimers [138] as marked with black arrows in Figure
2.10. In this thesis, the Si dimer row direction is defined as [110] and the Si
dimerization direction as [110] as indicated in Figure 2.10.

The LEED pattern of a Si(001) surface provides 1/2-order spots corresponding to the
2x1 periodicities on the surface as shown in Figure 2.11. The diffraction spots with
white (gray) circles in Figure 2.11 are diffracted from the highest and lowest (the middle)
terraces in Figure 2.10, respectively. For real space imaging, one of these diffraction

spots can be used. In LEEM images, the intensity changes sharply at the step with TBF
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or DF contrast. Figure 2.12 shows the DF images of Si(001) surface with opposite
contrast [139].  When (%, 0) diffraction spots (marked with white circles in Figure 2.11)
are selected for a DF image, 2x1 terraces appear bright, while 1x2 terraces appear dark
[Figure 2.12 (a)]. When (0, %) diffraction spots (marked with gray circles in Figure
2.11) are selected, the diffraction contrast appears opposite [Figure 2.12 (b)].

Strictly speaking, there are several other reconstructions on Si(001) surface due to the
buckled (twisted) dimers at low temperatures: p(2x1) asymmetric phase, p(2x2) phase, or
c(4x2) phase [135, 140-147]. However, at RT, a fast flip-flop motion of the buckled
dimers is thermally activated, which mostly shows symmetric dimer rows in the STM
images. Therefore, it is plausible to assume that the Si(001) surface has a symmetric

p(2x1) structure as far as the experiments are performed at RT.

Figure 2.11 LEED pattern of a Si(001) surface with 2x1 superstructure. (%, 0) and (i 5
0) diffraction spots and (0, 1y and (0, %) diffraction spots are indicated with white and
gray circles, respectively. 2x1 unit cell is marked with a white rectangle as well.
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Figure 2.12 Dark-field LEEM image of Si(001) surface with opposite contrast.
Images (a) and (b) are acquired using one of the diffraction spots with (a) white and (b)
gray circles, respectively [139].
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Chapter 3 Ho growth on Si(001): surface reconstructions and
nanowire formation

In this chapter, the growth behavior of Ho on Si(001) is described in detail, including
coverage dependence, nanowire (NW) and 3D island formation, 2D substrate surface

reconstructions, and the results of scanning tunneling spectroscopy (STS).

3.1 Results and discussion
3.1.1 Coverage dependence

Figure 3.1 shows the coverage dependence of Ho growth on Si(001) at 600°C. The
horizontal axis is the metal coverage in monolayers (ML), and both LEED pattern and
topography are shown. Black circles are the metal coverages at which experiments were
done. There are roughly two types of topographies, both of which are comprised of a
2D reconstructed substrate, coexisting with 3D silicide islands. The LEED patterns
reflect the 2D ordered surface. For low metal coverage, 0 < 0.4 ML, the islands are
highly elongated NWs with typical width 1.1~7.3 nm, height 0.2~1.2 nm, and lengths
100~500 nm [Figure 3.2 (a)]. As the coverage increases, 3D compact silicide islands
are found of varying shape [Figure 3.2 (b)]. NWs and 3D islands coexist at coverages
above 0.4 ML. A 2x4 phase dominates the 2D reconstructed surface structure at most of
the coverages shown in Figure 3.1 although clean Si 2x1 dimer rows are observed in
places below 0.18 ML. In addition, a 2x7 phase appears in the 0.40~0.55 ML coverage

regime, and it coexists with the 2x4 phase.
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Figure 3.1 Coverage dependence of LEED patterns and topography for Ho growth on
Si(001) at 600°C.

The percentage of the 2D surface covered with Ho in either the 2x4 or the 2x7 phase is
not monotonic with coverage as shown in Figure 3.3. At lowest coverage, 0.06 ML,
there is only 2x4 structure and bare Si on the 2D surface. ~ As the coverage is increased,
most of the 2D surface is covered by the 2x4 structure, and bothAthe density and the
average height of NWs increase. When 3D islands appear, the percentage of the 2D
surface covered by 2x4 decreases and bare Si substrate reappears. From mass
conservation, Ho atoms moved from the 2D surface to the 3D islands. This fact implies
3D silicide islands are preferable to either a Ho reconstructed substrate, or the elongated
NWs in terms of accommodation of Ho. The initial stage of NW growth can be
described as Stranski-Krastanov. However, the reappearance of bare Si once 3D islands

are formed shows that the growth mode changes to Volmer-Weber at higher coverage.
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Figure 3.2 Two 400x400 nm? imaes f HoSi, NWs and 3D islands. (a) NWs formed
by 0.36 ML of Ho. Each NW grows on a single terrace. (b) As the coverage is increased
(0.90 ML), 3D compact silicide islands are found.
3.1.2 NWsand 3D islands

As seen in Figure 3.2 (a), every NW grows on a single atomic terrace, and runs along a
<1T0> type direction. Each NW usually terminates at a step edge or at a perpendicular
NW, but perpendicular NWs are on different terraces and do not cross. At higher
coverages, rectangular islands can nucleate at the intersection of NWs. The NWs in
Figure 3.2 (a) are comparatively long as the step density on this substrate is low. On
substrates with higher step density, steps can flow to accommodate NWs, as shown in
Figure 3.4 (a). In this image, the steps curve to follow the NWs so that each remains on
a single terrace. Nevertheless, there is some limit to the number of steps that can flow

to accommodate a NW, and so NW length is still limited by step density.
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Figure 3.3 Relationship between coverage and the percentage of surface covered with
Ho surface reconstruction, NWs, and 3D islands.

As shown in Figure 3.4 (a), there are two distinct NW morphologies; one is triangular
in cross section, and the other is rectangular. Figures 3.4 (b) and 3.4 (c) are
cross-sectional profiles of these NWs. At 0.2~0.3 ML, both types of NWs are seen at
equal probability. As the coverage increases up to 0.4 ML, rectangular NWs are more
often observed and at the same time NWs tend to form parallel bundles as shown in
Figure 3.5 (a). While the narrow NWs in the edges of bundles are mostly triangular in

cross section, those in the middle of the bundles are certainly rectangular.
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Figure 3.4 (a) Tri lar (left) and gular (right) NWs at 0.3 ML (200200 nm?).

Steps on the substrate flow to accommodate the NWs. Lines A-B and C-D show the
locations of the cross sections shown in (b) and (c).

The structure of the rectangular NWs can be understood in terms of the bulk silicide
HoSi, 7, which has a hexagonal AIB; type structure, with the [0001] axis parallel to the
surface, and the [1120 ] direction along the long axis of the NW as shown in Figure 1.3 in
Chapter 1. Atomic resolution on the top surface of rectangular NWs shows c(2x2)
periodicity [Figure 3.5 (b)]. The same periodicity is seen on the surface of second layer
NW growth. The height of the second layer NW is always 0.33 nm which corresponds
to 1 bulk HoSi, unit cell height [9]. This height includes one metal layer and two Si
layers. The apparent height of the first NW silicide layer varies because the electronic

properties of the NW and substrate surface are different. The structure of the triangular
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cross section NWs is not clear from the STM data, but it is likely that it has the same
epitaxy characteristic as the rectangular NW with the [1120] direction lying along the
long axis. It is possible that these triangular wires are simply a minimal width

rectangular wire with perhaps a different step edge structure.

Figure 3.5 (a) Bundled NWs with second layer growth at 0.36 ML (90x90 nmz). ()
Atomic resolution on bundled NWs (12x14 an)A A single ¢(2x2) unit cell is marked
with a white square.

When the widths and the heights of silicide islands are measured, it is clear that the 3D
compact silicide islands have widely varying dimensions whereas those of NWs are
restricted to narrow ranges.  Figures 3.6 (a) and 3.6 (b) are the distributions of the
width and the height of single NWs and compact silicide islands, respectively.

The top graphs show the details of the leftmost bar on the bottom graphs, and include
data from both isolated NWs and NWs in bundles. Narrower widths shown by ‘A’ come
from the edges of bundled NWs, and except for these data, there is no particular

difference between the widths of bundled and isolated NWs. For isolated NWs,
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rectangular NWs are wider than triangular ones. The most probable NW width is in the
range in 2~3 nm, which corresponds to 5~9 silicide cells wide. The maximum NW
width of ~5 nm can be related to the 6.8 % lattice mismatch between HoSi, and Si
substrate along the c axis. This was also noted for DySi, NWs which have similar

lattice mismatch and maximum width [9].
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Figure 3.6 The distributions of (a) the width and (b) the height of single NWs and 3D
islands.

The most probable NW height is 0.4~0.6 nm, which is 1~2 bulk HoSi; unit cell heights.
Although we have statistics for comparatively few compact 3D islands, it is clear that

both the width and the height of the compact silicide islands are spread over a much
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wider range than those for the NWs. The fact that the 3D islands' sizes can exceed the
maximum width of the NWs suggests that their growth is not coherent. It is possible
that there are dislocations at the interface that do not propagate up to the surface of the
islands. However, for most islands there is no clear indication of such dislocations from
the STM images, unlike the dislocation networks observed for other epitaxial silicides
grown on Si(111) [148]. Further work with transmission electron microscopy (TEM)

would be useful in clarifying the structure of the islands.

3.1.3 Two dimensional substrate surface reconstructions

Figures 3.7 (a) and 3.7 (b) are empty- and filled-state images of slightly different areas
of the same surface with 0.55 ML Ho. Coexistence of 2x4 and 2x7 structures on the 2D
surface is observed. A NW runs diagonally across the image, and gray circles on both

Figures 3.7 (a) and 3.7 (b) indicate the same physical position on the surface.

Figure 3.7 (a) Empty- and (b) filled-state images of slightly different areas of the same
surface with 0.55 ML Ho showing both 2x4 and 2x7 structures (30x30 nm?). The
position of gray circle on the NW in (a) corresponds to that in (b).
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Figures 3.8 (a) and 3.8 (b) show the empty-state (1.76 V) and filled-state (-1.76 V)
images of the 2x4 structure corresponding to the square areas numbered by ‘1’ and ‘3’ in
Figure 3.7, respectively. These images are of the same area of the surface. Both
figures have three sets of 2x4 unit cells along the Si dimer row direction [1T0] outlined

in white. In the empty-state image [Figure 3.8 (a)], three maxima are visible in each
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Figure 3.8 (a) Empty-state (1.76 V) and (b) filled-state (-1.76 V) images of the 2x4 phase
in the reconstructed surface shown in Figure 3.7 (10x10 nm?). (a)and (b) correspond to
the square areas numbered by 1 and 3 in Figure 3.7, respectively. (c) Line drawing
showing the empty-state (gray circles) and filled-state (dark circles) maxima of the 2x4
structure. Clean 2x1 Si dimer positions are shown as a reference on the topmost row.
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2x4 unit cell. There are two types of maxima that are lined up in one of two possible
configurations; a darker maximum (small circle) between brighter maxima (big circles),
or a brighter maximum between two darker maxima. Either combination is equally
probable. In the filled state image [Figure 3.8 (b)], the contrast between the two types
of maxima is reversed, and more pronounced. Bright oval maxima appear in the
positions of the darker empty-state maxima.

By comparison of both bias images with respect to the Si(001) substrate, the
registration of empty and filled state of maxima of the 2x4 structure can be diagrammed
as in Figure 3.8 (c). All the empty-state maxima are positioned in what would normally
be Si dimer positions, and the filled-state maxima are located in the same positions as the
darker empty-state maxima. The overall character of the 2x4 structure is the same as
that seen for Dy on Si(001) [10].

Figures 3.9 (a) and 3.9 (b) show enlargements of the 2x7 structure corresponding to the
square areas numbered by ‘2’ and ‘4’ in Figure 3.7, respectively. Two types of rows
(row A and B) are observed and three types of maxima are visible in both biases. In the
empty-state image [Figure 3.9 (a)], row A consists of oblong maxima elongated along the
7x direction. Row B consists of three maxima and the smaller maximum is located
between two larger maxima. In the filled-state image, row A includes paired maxima,
and row B has three maxima and the larger maximum is located between two smaller
maxima. The registration of 2x7 phase can be obtained by comparison with positions of
2x4 phase from both bias images.

The registration and approximate spatial extent of the empty- and filled-state maxima

of the 2x7 structure are diagrammed in Figure 3.9 (c). This illustration contains five
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rows (row ABABA) which are seen in Figure 3.9 (b), and the clean 2x1 Si dimer row
positions are shown on top as a reference. The empty-state maxima of the bright
features in row A and B are represented by gray oblongs and circles, respectively. The
filled-state maxima are illustrated using dark circles in three sizes. In row A, the paired
filled-state of maxima are located on the bridge site, and an oblong empty-state maximum

is positioned off bridge site. In row B, in both states, the middle maximum is located on
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Figure 3.9 (a) Empty-state (1.76 V) and (b) filled-state (-1.76 V) images of the 2x7
phase extracted from Figure 3.7. (a) and (b) correspond to the square areas numbered
by 2 and 4, respectively. A 2x7 unit cell consists of three types of maxima in rows
labeled A and B in both images. (c) Line drawing showing the empty-state (gray circles
and oblongs) and filled-state (dark circles) maxima of the 2x7 structure. 2x1 Si dimer
positions from the clean surface are shown as a reference on the topmost row.
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the bridge site, and both edges of the maxima are positioned off bridge site. Row A or B

in the both states often shifts by las; in the perpendicular direction to the 2x1 Si dimer

row ([110] direction). In this sense, the overall periodicity should be defined as the
coexistence of 2x7 and c(2x14) unit cells. For simplicity, we denote this phase by 2x7.
Since at a given coverage Ho metal can be distributed in NWs and both the 2x4 and the
2x7 reconstructed surfaces, it is difficult to decide the density of Ho in the 2x7 structure.

Therefore we are not proposing an atomic structure for the 2x7 phase.

3.1.4 Ho content of the 2x4 substrate reconstruction and the NWs

From the results in Figure 3.3, one can compare experimental coverage with calculated
coverage under different assumptions for Ho content of both the 2D substrate
reconstruction and the NWs as shown in Figure 3.10. The calculation was done on the
basis of the first five coverages in Figure 3.3. The table on the right in Figure 3.10
shows two different assumptions of Ho content. The first assumption is the number of
Ho atoms per 2x4 unit cell on the 2D surface: ‘A’, ‘B’, and ‘C’ indicate one, one and half,
and two Ho atoms per 2x4 unit cell, respectively. The second assumption is the number
of metal layers in a NW: ‘1’ and ‘2’ represent one and two metal layers in the minimum
height NW, respectively. Here we also assumed that each metal layer in the NW has a
density of 1 ML as implied by the bulk crystal structure as shown in Figure 1.3 in
Chapter 1. The coverages shown in the graph on the left hand side where calculated
under the six possible combinations of assumptions enumerated to the right, along with
the measured percentage of the surface covered by bare surface, 2x4, and NWs as shown

in Figure 3.3. The best model should come closest to the diagonal line. Error bars are
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omitted for clarity. The error in coverage is less than 20 %, and the error in the vertical
position of the symbols is less than 10 %.

As can be seen in the figure, the best fit is for ‘B1’ which implies 1.5 Ho atoms per 2x4
unit cell, and one layer of metal atoms in the minimum height NW. There is one layer
of metal atoms in each bulk unit cell of the silicide, and so this is not a surprising result.
Nevertheless, this coverage dependent analysis was necessary to deduce this fact since
the geometric height of the first layer NWs as seen by STM was bias dependent. We
cannot exclude the possibility that the minimum height NW may have more than two
layers of Si atoms, but this depends in some sense on the definition of where the substrate
ends and the NW begins.

The 1.5 Ho atoms per 2x4 unit cell is somewhat more surprising. The simplest
interpretation is that one of the two types of filled state maxima is associated with a
single Ho atom. As shown in Figure 3.8, two possible configurations of 2x4 unit cells

alternate on the surface, one with a bright-dim-bright arrangement of maxima, and the
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Figure 3.10 Comparison of experimental coverage with calculated coverage under
different assumptions of Ho content (see text).
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other with a dim-bright-dim arrangement. There are equal populations of both types of
unit cells, meaning that the average density of either type of maxima is 1.5 per 2x4 unit
cell. This is not to say necessarily that the maxima seen in either bias is a Ho atom. In
the case of the Dy 2x4, there appears to be three metal atoms per unit cell and yet bright
and dim maxima are seen as well. Determination of the atomic structure of the 2x4
surface and the origin of the differences between the Ho and Dy induced structures will

require complementary information from other surface analytic techniques.

3.1.5 Scanning Tunneling Spectroscopy

Figure 3.11 (a) shows the STS I-V curves and normalized spectra of a NW, 3D island,
and the adjacent areas of reconstructed substrate at 0.56 ML. Since the 2D surface is
reconstructed by Ho, the spectrum of the substrate is different from that of clean Si. The

upper three curves are the actual I-V data, and the lower three curves are the normalized

1/dV

differential conductivity STS data were acquired at every pixel of the image

shown in Figure 3.11 (c) which is a partial image of Figure 3.11 (b). Each STS curve is
an average of the data taken in the area enclosed by the solid or dashed lines. The
normalized spectra show that the NW has non-zero conductivity at near-zero bias.
Figure 3.11 (d) is the STS I-V curves at near-zero bias voltage. It is clear that the I-V
curve of the NW is steeper than that of 3D island and the reconstructed substrate.
Although both NW and 3D island are metallic, NW has greater surface conductivity.

Bulk HoSi, is metallic with a conductivity of approximate 4.4x10° [Q cm] ™! at RT [99].
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Figure 3.11 (a) The STS I-V curves and normalized spectra for a NW, 3D island, and
the reconstructed substrate. The surface topography is shown in (b) (150x150 nm?).
The image (c) is a partial image of (b). Each STS spectrum was averaged from the STS
data acquired in the areas shown by solid or dashed lines in the STM image shown in (c)
(40x40 nmz). (d) Magnification of the STS I-V curves at near-zero bias voltage.
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3.2 Conclusions

We have studied the initial stages of Ho growth on the Si(001) surface. Metal
coverages between 0.06~0.9 ML were deposited onto substrates heated to 600°C, and the
samples were then cooled to RT for study by STM. Under these growth conditions, Ho
forms either highly elongated silicide NWs or compact 3D silicide islands, together with
several possible Ho induced 2D substrate surface reconstructions. STS spectra reveal
that the NWs are more metallic than either the large 3D islands or the reconstructed

substrate.
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Chapter 4 Samarium induced surface reconstructions of Si(001)

In this chapter, the growth behavior of Sm on Si(001) is described, including coverage
dependence, 2D substrate surface reconstructions, and 3D island formation. Also we
provide the first report that there are two different surface reconstructions: a lower

coverage 2x3 phase and a higher coverage 3x2 phase.

4.1 Results and Discussion
4.1.1 Coverage dependence

Figure 4.1 shows the coverage dependence of Sm growth on Si(001) at 600°C. The
horizontal axis indicates the metal coverage in monolayers (ML), and both LEED
patterns and topography as seen by STM are shown. Gray circles are the metal
coverages at which the experiments were performed. The error in coverage is less than

20 %. Generally, a 2x3 phase dominates the 2D reconstructed surface for the coverages

o o ' 00 °: o
2D reconstructed surface orily 3D island
0 05 1.0 75 O ML

Figure 4.1 Coverage dependence of LEED patterns and topography for Sm/Si(001) at
600°C.
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below 1 ML. At very low coverages (below 0.07 ML), only a 2x1 LEED pattern is
observed. A c¢(6x2) phase coexists with 2x3 phase above 0.54 ML as in the LEED

pattern shown in Figure 4.2.

Figure 4.2 LEED pattern of Sm/Si(001) at 0.54 ML shows 2x3 (black rectangle) and
¢(6x2) (black arrows) periodicities. The LEED pattern was obtained from the surface
shown in Figures 4.8 (c) and 4.9 (a). The electron beam energy is 63 eV.

4.1.2 General surface structure evolution with metal coverage

An overall description of all of the ordered surface reconstructions will be presented,
followed by a more detailed discussion of each surface structure.

At low coverages, 8 < 0.2 ML, there are two Sm associated surface structures: a 2x3
ordered phase and a more sparse zigzag chain structure. Figure 4.3 shows a pair of
images (15x15 nm?) in (a) empty and (b) filled states at 0.067 ML. Two 2x3 unit cells
on the different terraces are shown with white and black rectangles on each image. The
rectangles are slightly distorted as a result of drift while acquiring the images. Also

shown are line traces taken from both images along the dashed lines A shown in Figures
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4.3 (a) and 4.3 (b). A small terrace of clean 2x1 Si dimers is seen in the central part of
the image. Zigzag chains of brighter features are seen on the upper part of the terrace,
and there is a small patch of brighter ordered 2x3 reconstruction on top of this terrace as
well.  Surrounding the central terrace are larger ordered areas of 2x3 reconstruction that
are one atomic height step lower than the brighter 2x3 patch in the central lower part of

the image.
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Figure 4.3 (a) Empty-state (1.90 V) and (b) filled-state (-1.91 V) STM images of the
same area showing 2x3 phase and the zigzag chain structures at 0.067 ML (15x15 nm?).
Cross-sectional profile along the line A is shown on the bottom of each image.
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The trace along A in both images shows that the large areas of 2x3 are lower than the
central 2x1 terrace at both bias polarities [0.019 (0.039) nm lower in empty (filled) states].
This makes it reasonable to assume that the 2x3 is geometrically lower than the 2x1.
The height of the zigzag chains is similar to that of the 2x3 area on top of the central
terrace [about 0.116 (0.065) nm in empty (filled) states], and the upper 2x3 structure is
about 0.12 nm higher than the lower 2x3, which is about the single atomic height step
(0.125 nm) on the Si(001) surface. This supports the view that the 2x3 structure on both
terraces is in fact the same.

One can describe this 2x3 structure as being built up on top of a Si(001) terrace, or
embedded in a terrace that is one level lower. For the purposes of this thesis, we will
describe the 2x3 as being embedded into the level of the central terrace. This means
that the upper 2x3 structure is effectively embedded in the terrace above the one that is
not visible in this image. With this definition, the ordered reconstruction is denoted as a
2x3 structure embedded in a 2x1 clean Si terrace, implying that the 2x periodicity is
along the same direction as the Si dimerization direction of the surrounding clean Si
areas.

In the medium coverage regime (0.5 < 8 < 1 ML) the surface looks at first glance to be
similar to the lower coverages. Figure 4.4 shows an image of a surface at 0.59 ML,
which is covered in a combination of 2x1 Si and a 2x3 reconstruction. However, closer
examination reveals several differences. Firstly, the uncovered Si areas have a large
concentration of dark missing dimer defects that are arranged in zigzag patterns, rather
than bright protrusions. Secondly, the 3x periodicity of the “2x3” is perpendicular to

the Si dimer rows in the 2x1 terrace at a similar height in the center of this image. This
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is perpendicular to the 2x3 structure seen at the lower coverages, and so this structure is
denoted as “3x2”. It should be noted that anti-phase defects in this 3x2 structure can
also produce a ¢(6x2) periodicity that can also be seen in the LEED patterns as shown in

Figure 4.2.

Figure 4.4 15x15 nm® image of a surface at 0.59 ML. Both a 3x2 phase and a highly
defected Si 2x1 surface are seen. The bias voltage is —1.77 V.

In the high coverage regime (0 > 1 ML), 3D silicide islands are seen in coexistence
with a 2x1 reconstructed substrate. An STM image of a 3D island is shown in Figure
4.5. It is known that Sm-Si system forms Sm;Sis and SmSi, compounds [42, 44].
Although no elongated structure is observed for 3D Sm silicide compounds in this work,
it has been reported that SmSi,., forms NWs on vicinal Si(001) substrate at the same
growth temperature [6]. This structural difference in the formation of silicide is likely

due to the metal deposition rate, sample annealing temperature, and substrate type.
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Figure 4.5 Smisilicide island at 1.46 ML (300x300 nmz).

4.1.3 The low coverage 2x3 and zigzag chain structures

Figures 4.6 (a) and 4.6 (b) show empty-state (1.57 V) and filled-state (-1.57 V) images
of the same area at 0.067 ML, respectively. Two 2x3 unit cells are marked with white
rectangles on each image. An out-of-phase boundary is also indicated with a dashed
line. This type of phase shift in 2x3 structures can be frequently observed. Si dimer
rows running diagonally are shown in the lower right region.

In both empty and filled states, two round maxima can be observed with different size
and contrast within each 2x3 unit cell. Here, the bright and dim maxima are represented
by circles and ovals in the 2x3 unit cell, respectively, on each image. By comparing
both bias images of Figures 4.6 (a) and 4.6 (b) with respect to the Si(001) substrate, the
registration of empty (white) and filled (gray) states of maxima of the 2x3 structure can
be diagramed as in Figure 4.6 (c). The 2x3 maxima are in registry with the centers of Si
dimers on any line that is drawn along the Si dimer row directions and 3x periodicities

are aligned along the [110] direction, as is readily apparent from these images. The
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registry in the perpendicular direction has been determined from other similar images that
are not shown here. This registry of features is different from Ragan et al.’s result of

Sm on vicinal Si(001) where Sm atoms are positioned on the trenches between the Si

dimer rows [6].
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Figure 4.6 (a) Empty-state (1.57 V) and (b) filled-state (-1.57 V) STM images of the
same area showing 2x3 phase at 0.067 ML (10x10 nm?). There are out-of-phase
boundaries shown with dashed lines. Two 2x3 unit cells are marked with white
rectangles. (c) Line drawing showing the empty-state (white circles and ovals) and
filled-state (gray circles and ovals) maxima of the 2x3 structure.

On the line drawing, in empty states, the maxima (white circles and ovals) are situated

almost in the center of an underlying Si square lattice consisting of four Si atoms in each
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corner, but they are slightly off center. The filled-state maxima (gray circles and ovals)
lie between two Si atoms, which is shifted by half as; (asi = 0.384 nm) from the
underlying Si square lattice. The dim maxima in empty states (white ovals) are
positioned almost between the filled-states maxima, while the bright maxima in empty
states (white circles) positioned on the dark region of filled states.

In fact, the number and the appearance of the maxima appearing in STM images are
bias dependent. In empty states, below 2.56 V, two maxima can be seen with different
contrast in the 2x3 unit cell [Figures 4.3 (a) and 4.6 (a)]. Above 2.74 V, only one
maximum is visible (not shown). In filled states, below —1.85 V, there are two maxima
in the 2x3 unit cell [Figure 4.6 (b)], while only one maximum can be seen above -1.90 V
[Figure. 4.3 (b)]. The bias can also affect the relative height of the 2x3 structure and the
2x1 clean Si surface.

Zigzag chain structures are also observed perpendicular to the Si 2x1 dimer rows as
shown in Figures 4.3 (a) and 4.3 (b). The maxima of the zigzag chain structures in
empty and filled states are located over the trenches between the Si dimer rows. The
features of maxima in 2x3 structure and zigzag chain structures appear the same,
although they look different due to a tip effect in Figure 4.3 (a). Figure 4.7 (a) shows
the more detailed features of zigzag chain structures with surrounding buckled Si dimers.
An area of 2x3 phase can be also seen in the lower right area. In this bias voltage (-1.82
V), the maxima of dimerlike pairs can be observed to have an oblong shape. Comparing
the two filled-state images {-1.91 V for Figure 4.3 (b), and -1.82 V for Figure 4.7 (a)], the

paired maxima in Figure 4.7 (a) are positioned over the large maximum in Figure 4.3 (b).

The dimerlike pairs are 2as; wide in [110] direction and shifted by las; in [110] direction
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resulting zigzag chain structures. Since these dimerlike pairs have a width of 2ag;, there
is not enough space to align straight on the trenches with a 2ag; periodicity, and thus
zigzag chains are generated. However, they can align in a row with a 3ag; periodicity
forming 2x3 structure as indicated with a rectangle A in Figure 4.7 (a).

The maxima in the zigzag chain structure can move along the dimer rows under
repeated scanning with STM, and so the pattern of zigzag chain structure slightly changes
from image to image. In fact, the movement of zigzag chain causes noise in STM
images as appears in the oval area B in Figure 4.7 (a). However, the arrangement of 2x3
reconstruction in the small patch does not change even after 10 scans.

In addition, Sm zigzag chain structures induce buckling of the Si dimer rows with
c(4x2) arrangement in which the pattern of buckling is out of phase as illustrated in
Figure 4.7 (b). A c(4x2) unit cell is marked with a black rectangle. The Si dimer
buckling extends possibly more than 20 dimers along a row without decay. However,
the buckling does not affect the adjacent row: if there is no Sm atom in a certain row, the
buckling does not occur in this row even though there are Sm atoms forming zigzag chain
structures in the adjacent rows. This implies that the interaction between Sm and Si
atoms in the same row is very strong, whereas the Sm-Si interaction in the perpendicular

to the dimer rows is ignorable.



(b) Si [110] T_»”m]

0
0
o

%
RS

i
b964
2:;"
?:
?Zz:!”

4
o
o
°
o

© 0000O0O0O o o
@° o °o o (2
o o o o o o o o

S
S
S

3

oo
%
L9
RS

o
o
00000

o
o

3.2

?

o O 00000080
o o o o o 0 O
o o 0 0 0 0 0 0 0 0O

Figure 4.7 (a) Filled-state (-1.82 V) image of zigzag chain structures with buckled Si
dimers below 0.1 ML (10x10 nmz). The 2x3 unit cell is also shown as a pair of two
maxima on the lower right area. (b) Line drawing illustrating the zigzag chain
structures with surrounding buckled Si dimers. This dimer buckling causes c(4x2)
periodicity. A ¢(4x2) unit cell is marked with a black rectangle.

The comparison of the experimental coverage with the percentage of the 2D surface
covered with Sm provides a result that there is one Sm atom in 2x3 unit cell. This is
again different from Ragan er al.’s result which suggests two Sm atoms in a 2x3 unit cell
[6]. It is not possible to propose a model for this phase based on the limited amount of
information that we can deduce from the STM data. However, we note that the
appearance, bias dependence, and registration of STM maxima are all very similar to that
observed for a Ba induced 2x3 phase on Si(001) [149]. Ba is divalent with an ionic
radius of 0.135~0.163 nm and so it might be expected to behave similarly to divalent Sm

(ionic radius 0.113 nm). However, the Ba model proposed in ref [149] requires 2 metal

atoms per unit cell.

65



4.1.4 The medium coverage regime 3x2 and c¢(6x2) phases

As noted previously in the coverage regime (0.5 < 6 < 1 ML), the surface is covered in
a combination of highly defective Si 2x1, and Sm reconstructed 3x2 and c(6x2). A
large-scale image is shown in Figure 4.8 (a). The unusual step structure is a signature of
large scale Si adatom displacement during the formation of a reconstructed surface.
Similar step structures have been seen in the case of B on Si(001) [150, 151] and Ge on
Si(001) [152, 153]. Terrace A has a straight step edges (Sa step) which run along the
dimer row direction, and terrace B has jigsaw-shaped step edges (Sg step). Both terraces
are covered with the same surface structures: the mixture of 3x2 and c(6x2) phases, and
Si dimer rows with zigzag defect structures.

In Figure 4.8 (b), the area of the front edge of the jigsaw shape on terrace B shows the
alternate terraces A and B. 3x2 and c(6x2) phases can be seen in the four corners of the
image and Si dimer rows with diagonal rows of missing dimer defects appear in the
middle. Close-up image of zigzag defects is shown in Figure 4.8 (c). The ends of
zigzag defects are indicated with white or black arrows in Figures 4.8 (b) and 4.8 (c).
The angles between Si dimer rows and the zigzag defects (0° <8 <90°) vary from 41 to
76 degrees depending on the surface area. These missing dimer defects relieve strain
due to a low density of Sm atoms substituting into the Si surface. The Sm atoms do not
show up directly in the empty state images, but they make the filled state images of the
2x1 structure appear disordered.

Figures 4.4 and 4.8 (b) shows the coexistence of Si 2x1 and the 3x2 phase. From this
image, the 3x2 phase is measured to be about 0.079 (0.078) nm below the surrounding Si
2x1 areas in empty (filled) states. This measured height is slightly different from that of

the lower coverage 2x3 structure, and once again, the reconstruction is rotated by 90°.
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Figure 4.8 (a) Large-scale STM image of a surface consisting of two types of step edges.
Straight step edges (Sa step) run along the dimer row direction on terrace A, and terraces
B have jigsaw-shaped step edges (Sg step).  (b) Both types of terraces consist of 3x2 and
c(6x2) phases and Si 2x1 dimer with zigzag defects shown with white arrows. (c)
Close-up image of zigzag defects on Si dimer rows. The ends of four zigzag defect
structures are marked with black and white arrows. All three images were at different
Sm coverages: (a) 0.93 ML, (b) 0.59 ML, and (c) 0.54 ML. The image sizes are (a)
300x300 nm?, (b) 50x50 nm?, and (c) 25x25 nm®. Bias voltages are (a) -2.31 V, (b)
-1.77V, and (c) 1.28 V.
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Figure 49 10x10 nm’ images in (a) empty states (1.28 V) and (b) filled states (-1.77 V)
showing 3x2 and ¢(6x2) phases at different coverages: (a) 0.54 ML and (b) 0.59 ML.
Both 3x2 and ¢(6x2) unit cells are marked with white rectangles on each image. (c)
Line drawing showing the empty-state (gray circles) and filled-state (dark circles)
maxima of the 3x2 and ¢(6x2) structures. Si dimers are shown on the leftmost row as a
reference.

Figures 4.9 (a) and 4.9 (b) show the empty- and filled-state images of 3x2 and c(6x2)
structures, respectively. Both 3x2 and c¢(6x2) unit cells are marked with white
rectangles on each image. The STM images were acquired from the surfaces at different
coverages. In empty states [Figure 4.9 (a)], two types of round maxima are observed
with slightly different contrast. Bright and dark maxima appear alternatively with a

1.5as; periodicity in the perpendicular to the dimer rows (along the [110] direction). The

68



bright and dark maxima each form rows along the dimer row direction ([1 10] direction)
with a 2ag; periodicity. In filled states [Figure 4.9 (b)], only one type of maximum is
visible. In the similar way as empty states, the filled-state maxima lie along the [110]
direction with a 2ag; periodicity forming rows. These rows appear along [110] direction
with a 3ag; periodicity.

Figure 4.9 (c) shows the registration of the maxima in the 3x2 and c(6x2) phases with
respect to the Si(001) substrate. The registration was decided by the same surface area
which is not shown here. In empty states, the bright and dark maxima are distinguished
with large and small gray circles, respectively. The filled-state maxima are marked with
dark circles. All the maxima are located on the bridge site in both biases. For the 3x2
structure in empty states, bright maxima are situated in the center of underlying 1x1 Si
lattice, while dark maxima locating between bright maxima lie on the two underlying Si
atoms. The filled-state maxima are positioned between the empty-state bright maxima
on the same rows. When the positions of the maxima are shifted by las;in the dimer
row direction, ¢(6x2) structure can be obtained. Thus 3x2 and c(6%2) phases have
basically the same structure. The number of Sm atoms per 3x2 unit cell is definitely
more than 2 according to the experimental coverages (0.54 and 0.59 ML). However,
this coverage can be affected by the possibility that 3D silicide compounds sparsely exist
somewhere on the surface which STM did not find. When the coverage increases to
0.93 ML, more than 90 % of the surface is covered with Si 2x1 with zigzag defects and
few 3x2 phase can be observed, although the LEED pattern shows 2x3, c¢(6x2), and 2x1

phases.
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4.2 Conclusions

In the initial stage of Sm deposition on Si(001) at 600°C, the surface is reconstructed
with a 2x3 phase. Sm-induced zigzag chain structures coexist with a 2x3 structure.
STM observations show that the appearance of the 2x3 structure is bias-dependent. As
the coverage is increased, a second 3x2 phase appears with a co-existing c(6x2) phase.
The 3x2 phase is different in appearance from the lower coverage 2x3 phase. At higher
coverages, large 3D Sm silicide islands are found. This research was partially supported

by NSF grant DMR-0305472.
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Chapter S Topographic evolution of Dy silicide on Si(001):
Shape transitions from nanowires to 3D islands

In this chapter, we show that DySi; NWs can be formed with a uniform width by
controlling the deposition rate and the deposition duration, which will play an important
role for nanodevice assembly. The shape transition from NWs to 3D islands is studied
by scanning tunneling microscopy (STM). Low energy electron microscopy (LEEM) is
used to study Dy growth on longer length scales that are not accessible by STM.
Dynamic behavior and growth of 3D Dy disilicide islands at elevated temperatures are

reported.

5.1 Results and Discussion
5.1.1 STM experiments

Figure 5.1 shows STM images of DySi, NWs at 0.58 ML (a) before and (b) after
annealing at 600°C for 8 minutes. As shown in Figure 5.1 (a), almost the whole surface
is covered with a 2x7 substrate reconstruction. There are also some NWs with a
comparatively uniform width of 7 times the lattice constant of silicon as; (= 0.384 nm).
Formation of NWs with uniform widths with 7as; may be attributed to coexistence with
the well-ordered 2x7 substrate reconstruction.

A more detailed image of the 2x7 superstructure is shown in Figure 5.2 (a). Two unit
cells are marked with white rectangles. The detailed atomic structure of Dy 2x7
superstructure on Si(001) surface is reported by B.Z. Liu et al. [72]

Rapid deposition provides only 2x7 superstructure on the 2D surface regardless of the

metal coverage. Six different metal coverages from 0.19 to 0.84 ML were obtained by
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adjusting the deposition rates and keeping the deposition time fixed for rapid deposition
experiments.  Surface morphology at those coverages only consists of 2x7
superstructure on 2D surface and NWs for 3D structure. More NWs are observed at
higher coverages and NWs tend to bundle above ~0.8 ML. On the other hand, 2x7
superstructure dominates on 2D surface at any coverage between 0.19 and 0.84 ML.

After 8 min annealing at 600°C, bundled NWs are more often observed and there are
more second layer growth on top of the NWs as shown in Figure 5.1 (b). In comparison
with ‘before” annealing, the NW width distribution ‘after’ annealing is broader because of
the presence of bundled NWs. However, the overall percentage of the surface occupied

by NWs does not change significantly ‘before’ (15.1 %) and ‘after’ (18.5 %) annealing.

Figure 5.1 STM images of DySi, NWs at 0.58 ML (a) before and (b) after annealing at
600°C for 8 minutes. (a) Dy was deposited at 600°C. Almost all the 2D surface is
covered with 2x7 stripe structure and NWs have comparatively uniform width
distribution.  2x7 phase generally disappears after 1 min annealing at 600°C. (b) After
annealing, 2x4 superstructure coexists with bare silicon. More bundled NWs are
observed and the width of NWs becomes wider. There is also more second layer growth
on top of the NWs.
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The 2x7 superstructure is swept away and a disordered 2x4 superstructure appears with
bare silicon on the 2D surface as shown in Figure 5.2 (b). Two 2x4 unit cells are
marked with white rectangles. The 2x4 superstructure consists of one or two round
bright maxima in filled states. The detailed atomic structure of Dy 2x4 phase on

Si(001) is explained by B.Z. Liu et al. [10]

30 x 30.nmg2

Figure 5.2 Small-scale images of (a) and (b) in Figure 5.1 showing (a) 2x7 (-1.80 V)
and (b) 2x4 (+1.04 V) reconstructed surface around NWs. Two unit cells are marked
with white rectangles in each image.

Generally, more than 1 min annealing at 600°C replaces the whole 2x7 superstructure
by 2x4 superstructure coexisting with bare silicon surface. Immediate disappearance of
the 2x7 phase can be seen by LEED when the sample heating starts. 2x1 and x4 LEED
patterns are observed during annealing at 600°C after the 2x7 phase disappears.

The extreme sensitivity of the 2x7 superstructure to annealing is characteristic of the
overall ease with which the 2x7 can be converted to the 2x4 structure. It can be further

noted that the balance between 2x7 and 2x4 on the substrate is also sensitive to
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deposition rate. In earlier work where the Dy deposition was slower, 2x7 and 2x4
coexist on the substrate over a range of metal coverages. The present results show that
fast deposition with post deposition quenching results in a pure 2x7 substrate phase
which can be converted rapidly to 2x4 by annealing.

Figure 5.3 shows the evolution of the 0.58 ML sample shown in Figures 5.1 and 5.2,
after repeated annealing cycling. The percentage of the surface covered with 2D
substrate reconstructions (2x7, 2x4, or 2x1) and 3D structure (NWs or islands) is
expressed in the vertical axis. Annealing processes are shown in the horizontal axis.

The sample was annealed seven times in total: 1* annealing (600°C 8min), 2™ (600°C 20

(a) Before (b) 1st (c) 2nd (d) 6th (e) 7th
A Ii A 1 A m Y I Y I
©600°C  600°C  700°C  720°C
8 min 20 min 10 min 10 min

Figure 5.3 Annealing behavior of Dy grown on Si(001) at 0.58 ML. 3D structures of
DySi; transit from large 3D islands by annealing. 2x7 superstructure dominates on the
2D surface after rapid deposition of Dy. After 1 min annealing at 600°C, 2x7
superstructure is replaced by 2x4 superstructure and bare Si. Less 2x4 structure appears
with higher temperature annealing or longer annealing time.
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min), 3" (635°C 12 min), 4™ (655°C 10 min), 5® (678°C 10 min), 6™ (700°C 10 min),
and 7™ (720°C 10 min). STM images were taken after each annealing step. The
large-scale STM images of changes in surface morphology (a)~(e) in Figure 5.4
correspond to the bar graphs labeled with the same letters in Figure 5.3. The measured
areas were averaged over more than five images after each annealing step. The results
of 3™ ~ 5™ annealing are omitted for simplicity because the surface morphologies after 31
~ 5" annealing are very similar to that after 2" annealing.

Elongated NWs with uniform width and 2x7 superstructure dominate on the surface
after rapid deposition without post-annealing [Figure 5.3 (a)] as already shown in Figures
5.1 (a) and 5.2 (a). After 1® annealing, the substrate surface reconstruction completely
changes to 2x4 superstructure while the percentage covered by NWs remains almost the
same. The fraction of the substrate covered with 2x4 superstructure [Figure 5.3 (b)] is
66 + 8 % and the remainder is bare Si. STM images indicate that 2x4 superstructure
does not uniformly distribute on the 2D surface. Furthermore, there seems to be no
clear influence of either steps or NWs on the distribution of 2x4 superstructure on the
surface.

The metal content on the surface is conserved before and after the 1% annealing step at
600°C. The calculation below indicates that the increased quantity of Dy atoms in the
NWs is equal to the decreased quantity of Dy atoms on the 2D surface. Firstly, the
calculation for the metal content in NWs is performed. Dy metal density in the DySi is
Poy = 19.1 atoms/nm’, where the lattice parameters of hexagonal DySi; structure are a =
0.3831 nm and ¢ = 04121 nm [36]. If we assume that the minimum height NWs

include one bulk DySi; unit cell high (= one Dy layer plus two silicon layers = 0.33 nm
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high), 0.93 ML (= 19.1 atoms/nm’ x 0.33 nm = 6.30x10"* atoms/cm?) of Dy covers the
whole surface as DySi; NWs. Because there is ~20% of second layer growth on top of
NWs after annealing, the percentage difference of metal content in NWs before and after
annealing is: A(NWs) = 18.5 % x 1.2 (after annealing) — 15.1 % (before annealing) =
7.1 %. Therefore, 0.066 ML (= 7.1% of 0.93 ML) of Dy atoms is expected to have
moved from the 2D reconstructed surface to the NWs by annealing.

The second part is the calculation of the metal content on 2D surface. If we assume
that there are five (three) Dy atoms per 2x7 (2x4) unit cell [72], the difference in metal
content on the 2D surface before and after annealing is: A(2D) = 0.357 ML x 85 %
(before annealing: 2x7) — 0.375 ML x 66 * 8 % (after annealing: 2x4) = 0.055 £ 0.030
ML. Therefore, there are less Dy atoms on the 2D surface after annealing. This
coverage range of 0.055 + 0.030 ML for 2D surface also agrees with the change in
coverage of 0.066 ML from the calculation for NWs.

After the 2™ annealing, 3D coinpact silicide islands start appearing, although NWs are
still dominant on the surface [Figure 5.4 (c)]. This phenomenon supports the results
reported by B.Z. Liu et al. [12] The longer side of small 3D islands tends to be oriented
along the direction of NWs. More 2x4 superstructure can be seen around NWs than 3D
islands [Figure 5.3 (c)]. The percentage of the 2D surface covered with 2x4
superstructure is 36 = 13 % (21 * 4 %) around NWs (3D islands). This result implies
that 3D islands are a more favorable state than NWs since there are less Dy atoms around
3D islands than NWs. Additional annealings increase the number of 3D islands and the
island size. At the same time, the number of NWs decreases and the surface

reconstruction is gradually swept away. After the 7™ annealing at 720°C, various sizes
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of 3D islands are visible and very few NWs are observed on the surface [Figure 5.4 (e)].
There is no obvious metal induced reconstruction left on the surface, but surface defects
are present on approximately 10 percent of the 2x1 bare Si(001) substrate. It is difficult
to confirm the mass conservation of Dy in this limit since the 3D islands are very sparse
and the size range of the 3D islands is very wide. Also, Transmission Electron
Microscopy (TEM) study reveals that large 3D silicide islands extend underneath the
plate of the surface [154], making it difficult to accurately calculate their volume from

what is seen in the STM data.

Figure 5.4  Transition from NWs to large 3D islands of DySi, by annealing. (a) 0.58 ML
of Dy was deposited at 600°C, (b) 1 annealing at 600°C for 8 min, (c) 2" annealing at
600°C for 20 min, (d) 6" annealing at 700°C for 10 min, and (e) Uid annealing at 720°C
for 10 min.  All image sizes are 400x400 nm’.
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5.1.2 LEEM experiments

Figure 5.5 shows (a) the LEED pattern, (b) a dark-field LEEM image, and (c) a
bright-field LEEM image of 0.78 ML of Dy grown on Si(001) at ~600°C. Under these
conditions, the surface should be covered in the 2x7 reconstruction plus NWs as in

Figures 5.1 (a) and 5.4 (a). All three images were taken at RT after deposition. The

Figure 5.5 (a) The LEED pattern of Dy grown on Si(001) at ~600°C (0.78 ML). 1x7
phase and 1/2 order streaks are shown. The electron beam voltage is 60 V. (b)
Dark-field LEEM image (2 eV) taken from 2/7 spot shown with the white arrow in (a).
The field of view is 4 um. (c) Bright-field LEEM image (9 eV) in the same area of (b)
showing the stripe structure. Contours of terraces are drawn with white lines. The
stripes are oriented at an angle of 90 degrees on each terrace, which correspond to the
NWs.
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electron beam voltage is 60 V in Figure 5.5 (a). The diffraction pattern with 7x
periodicity and 1/2-order streaks are similar to typical LEED pattern observed from 2x7
reconstructed surface of Gd, Dy, or Ho grown on Si(001) at 600°C [72]. Figure 5.5 (b)
shows the dark-field LEEM image (2 eV) taken from the 2/7-order diffraction spot
denoted with the white arrow in Figure 5.5 (a). The field of view is 4 um. A clear
bright-dark contrast is observed on alternate terraces. Each terrace shows a
cross-hatched texture, as well as a few small isolated islands. The spacing of the
cross-hatching is about 50 nm, and it is oriented along <1 10> directions but it is not a
direct image of the NW structures. Figure 5.5 (c) is a bright-field image (9 eV) in the
same area of Figure 5.5 (b) showing the striped structure. The contours of terraces are
drawn with white lines. There is a rough alteration in stripe direction across the terraces,
which is consistent with NW related features, but and again, the apparent size and
spacing are too large to be the NWs.

Figure 5.6 shows the sequence of LEEM images presenting the growth of Dy disilicide
islands (0.78 ML) during annealing. Annealing duration time and the temperature are
indicated on the lower left side, and imaging mode (BF: bright field, TBF: tilted bright
field) and the incident electron energy are indicated on the lower right side of each image.

As already mentioned in Section 5.1.1, the 2x7 superstructure is replaced by a 2x4
superstructure after 1 min annealing. Also, for LEED pattern in Figure 5.5 (a), the
position of 2/7-order diffraction spot is very close to that of 2x4-diffraction spot. Since
the aperture used is not small enough to distinguish those two spots, 2/7-order and/or the
2x4-diffraction spot are used to form the dark-field image during annealing. The shape

of the terraces in the dark-field image remains the same up to ~620°C. This clarifies
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Figure 5.6 Sequence of LEEM images showing the growth of DySi, islands (0.78 ML).
The field of view is 4 um. The white arrows show the same island. Small grain
structures start appearing at ~700°C and grow as islands. BF: Bright field, TBF: Tilted
bright field.
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that silicon atoms does not move on a macroscopic scale when the 2x7 to 2x4 phase
transition occurs. The terrace contrast becomes weaker above ~700°C, although the
terraces still have the original profile.

The annealing temperature was gradually increased from RT to ~750°C for 60 minutes.
The relationship between annealing duration and temperature change above ~600°C is
shown in Figure 5.7. In Figure 5.6, the white arrow points out the same island and its
surrounding area in each image. Different islands labeled with numbers in Figure 5.6 (f)
are classified as follows: (#1-5) large islands, (#6-10) medium islands, and (#11-13)
small islands. The incident electron energies of 2~3 eV, 4.5 eV, and 11~12 eV give the
best contrast for surface terrace in the dark-field image [Figure 5.5 (b)], step phase in the
bright-field image [Figure 5.6 (f)], and stripe structures in the bright-field image [Figures
5.5 (c) and 5.6 (b)], respectively. Tilted bright field (TBF) image provides the

information of both island growth and surface terrace morphology.
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Figure 5.7 Annealing duration vs. temperature. Annealing temperature was gradually
increased from RT (00°00”) to 750°C. The black arrow shows the time range during
which the islands are observed as shown in Figures 5.8 and 5.9.
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The nucleation of small structures that eventually grow into islands starts at ~700°C
[Figure 5.6 (a)]. However, the initial stage of the nucleation process cannot be seen
because of the limited resolution, and small islands are hardly distinguishable from the
darker contrast in the stripe structure. Islands become clearly visible 15 seconds after
nucleation. In most cases, the shape of the islands is a rounded rectangle, but a few
square (#4) and elongated (#5) shapes can be also found [Figure 5.6 (f)].

During annealing process, three types of island growth are observed as shown in
Figure 5.8. Time evolution of the length and the width of three different islands [#4, 5,
and 6 in Figure 5.6 (f)] are plotted. The length and the width of islands are marked with
black squares and white triangles, respectively. Note that the vertical axes in Figure 5.8
(and Figure 5.9) show the length and the width of 3D islands including the area of
surrounding trenches which are clearly visible in STM [Figure 5.4 (e)] but are not
resolvable from the actual islands in the LEEM. Therefore, the actual island dimensions
are slightly smaller than those shown in the graphs. However, it is clear enough to
understand the growth behavior of islands since the surrounding Si depletion areas
approximate the shape of islands.

The first type of island growth is square growth [Figure 5.8 (a)] in which the width and
the length of the island increase at the same rate. The square island (#4) grows in this
manner. The second type of growth is elongated growth [Figure 5.8 (b)] in which the
length increases while the width remains constant. The elongated island (#5) is this case.
The third type of growth is the most common growth, rectangular growth [Figure 5.8 (c)].
Both width and length increase uniformly but the growth rate of length is faster than that

of width. Here, island #6 was illustrated by an example in Figure 5.8 (c) although the
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other islands (#1-3 and #7-13) grow in the similar way. Except for the elongated island
(#5), the island width and length grow uniformly in all the directions while maintaining
the same aspect ratio. The aspect ratios of square (#4) and elongated (#5) islands are
1.2:1 and 7.3:1, respectively, while those of rectangular islands are in the range of 1.8:1 ~

4.6:1.
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Figure 5.8 Time evolution of the length and the width of 3D islands and the
surrounding Si depletion areas in different growth types during annealing.
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Figure 5.9 shows the change in the size of the islands by annealing. Black, gray, and
white marks indicate large, medium, and small islands, respectively. Numbers from 1 to
13 correspond to the islands labeled with the same numbers in Figure 5.6 (f). The labels
(a)~(f) indicate times at which the LEEM images in Figure 5.6 were captured. The
island growth starts and ceases in the same time regardless of the island size. This
implies that the growth rate of larger islands is faster than that of smaller islands. ~After
5 minutes of island growth, the island size remains constant up to ~750°C. In general,
the island sizes do not change up to ~760°C and Dy metals start leaving the surface by

annealing at above ~780°C according to the experiments under similar conditions.
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Figure 5.9 Change in the island size by annealing (0.78 ML of Dy). Black, gray, and
white marks indicated large, medium, and small islands, respectively. The islands
numbered from 1 to 13 correspond to the islands with the same numbers in Figure 5.6 (f).
The labels (a)~(f) are marked for the time at which the LEEM images in Figure 5.6 were
taken.
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Silicon terraces start breaking up during the island growth [Figure 5.6 (c)]. After the
island growth ceases, terraces start rearranging themselves to form regular Si(001)
surface [Figure 5.6 (e)] with 2x1 periodicity of the LEED pattern. TBF images of
Figures 5.6 (c) and 5.6 (e) have an opposite contrast due to the different incident electron
energy and the different beam tilt in the azimuthal angle. As the traces of streaked
structure shown in Figure 5.6 (d), small dots are left on the terraces with weak contrast.
This might be a reflection of surface defect areas that are generally observed on STM

images as explained in Section 5.1.1.

5.2 Discussion

A DySi; NW has a hexagonal AlB; structure. The formation of DySi; NWs arises
from the anisotropic lattice mismatch between DySi, and the Si(001) substrate. The
orientation relationships of hexagonal DySi; on Si(001) are determined to be [S5, 9, 12]:

DySiy(1100) // Si(001), DySi,[0001] // Si[110], and DySi[1120] // Si[110].

Comparing the lattice mismatch in a and c directions of the hexagonal structure with
Si(001) 1x1 unit cell, the lattice mismatch in the a direction is very small (-0.23 %). On
the other hand, the lattice mismatch in the ¢ direction is large (+7.32 %). Because of
those anisotropic lattice-mismatch strains, hexagonal DySi; is favored to grow in the a
direction than the ¢ direction. Therefore, a and ¢ directions of hexagonal structure
correspond to a length and width of NW, respectively.

When NWs are grown under conditions where the substrate is at least partially covered
in the 2x4 phase, then the widths of NWs are relatively broadly distributed between about

2as; and 16as;. The limit that one would expect for coherent growth is aboht 14as;,
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given the lattice mismatch in the direction of the NW width. However, as shown in this
work, if the substrate is dominated by the 2x7 phase, most of the NW widths are 7as;
which suggests that the presence of the 2x7 surface reconstruction can affect how the
NWs nucleate and grown. The stronger influence of the 2x7 phase may be due to two
factors. Firstly, even in the case of the 2x4 surface, most NWs are wider than 3 or 4as;
which suggests that NWs prefer to grow wider than the width of the 2x4 unit cell.
Secondly, it is clear in images of surfaces with a mixture of 2x4 and 2x7 that the 2x7
phase is much more highly ordered. As can be seen in Figure 5.1 (a), the bright rows of
the 2x7 phase are ordered over a similar length scale as adjacent NWs. Annealing at
600°C [Figure 5.1 (b)] converts some of the 2x7 into 2x4, and at the same time, NWs
appear to have moved and reconfigured since they are much more likely to be seen in
bundles, and they are much more likely to show second layer growth. Figure 5.1
illustrates that the NWs are a metastable phase, and that the structural order and
uniformity of the NWs are a very sensitive function of growth conditions.

Islands grow in the temperature regime where conversion from NWs to 3D islands is
seen in the STM images shown in Figure 5.4. Specifically, significant conversion of
NW to 3D islands is not seen even after extended annealing at 6005C [Figure 5.4 (c)],
whereas the annealing above 700°C causes the significant conversion of surface
morphology [Figure 5.4 (d)]: transition from NWs to 3D islands.

When the NW width reaches a certain critical width during annealing, where the
maximum width mismatch between DySi, and Si(001) substrate reaches lasi, a
dislocation is generated in order to release the misfit strain. Cross-sectional TEM

observation shows two types of misfit dislocations at the interface between 3D islands
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and Si substrate [154]. In a Type I dislocation, there are several tilted misfit dislocations
along the interface between 3D islands and Si substrate. In a Type II dislocation, the
whole island is tilted at a small angle with respect to the Si substrate, but there is no
partial misfit dislocation. When the Type I dislocation occurs, the DySi, can readily
grow in both directions resulting in the formation of rectangular islands.

For the elongated island [island #5 in Figure 5.6 (f)], there is a larger misfit strain
along the width direction, since the width of an elongated island is narrower than that of
rectangular islands. If the misfit dislocation along the width direction is suppressed
during annealing for some reason, the misfit strain relaxation occurs in the length
direction and the island length increases. The formation of the elongated island might
be related to a Type II dislocation which has a tilted crystal structure. After all, it is
possible that 3D islands can be formed in different growth modes.

DySi; NWs grow in the Stranski-Krastanov (SK) mode. As 3D islands start growing,
the growth mode changes from SK mode to Volmer-Weber (VW) mode [Figure 5.3].
When the island nucleation occurs, Dy atoms are desorbed from the 2D surface and
attach along the island edges resulting the linear increase of the island area. The
island-size distribution is broadened. Once Dy atoms attach to the 3D islands, they
preferentially remain on the island regardless of the island size. It seems that the
attachment probability of Dy atoms to 3D islands is equal, so that larger islands can
attract more atoms because of longer circumferences. Therefore, the island growth rate
is size-dependent: Larger and smaller islands grow with faster and slower growth rates,
respectively [Figure 5.9]. The relative size differences of large and small islands do not

change during the island growth.
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Even though the general behavior of islands in all size ranges is similar, Figure 5.8
clearly shows that islands can exhibit both a variety of morphologies and associated
growth behaviors. The most common island is rectangular, and although there is a
distribution of aspect ratios seen, each individual island is seen to maintain the same
aspect ratio during growth. Square growth is a variation of this behavior. Finally, a
few islands show elongated growth, where the width of the island is fixed as the island
lengthens. This type of 1D growth has been seen in the case of other silicides, including
ErSi,, and it has been related to various theories. However, the diversity in growth
behaviors and island morphologies seen in the LEEM data in Figure 5.6 make it clear that
at least in this system, one cannot make any generalizations about growth in this system.
Furthermore, it is dangerous to make a case for growth behavior base on just one type of
island.

For the RE silicides, it is possible that some of these different behaviors could be
related to the presence of different silicide structures. DySi; can crystallize into
hexagonal, orthorhombic and tetragonal phases, all of which have different lattice
constants. It is tempting on geometrical grounds to associate square, rectangular, and
elongated growths with the tetragonal, orthorhombic, and hexagonal phases, respectively.
In fact, TEM studies of 3D islands grown in this system have shown that islands can be
either hexagonal or orthorhombic / tetragonal, at least at a growth temperature of 600°C.
Correlation of island morphology and silicide crystal structure requires further plan view
TEM work. The LEEM data relates island morphology to growth behavior.

All NWs are gone at 720°C, which is roughly the temperature at which the 3D islands

stop growing in the LEEM measurement. Essentially, growth stops at the point where
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there is no longer a source of Dy available, from either the substrate reconstruction, or the
NWs.

After island growth stops, there is no further evolution of the islands, even after
extended annealing at 750°C. No ripening or coarsening is seen. This is consistent
with the behavior reported for Er silicide islands on Si(001) annealed at 800°C [76].

One other interesting point is that the Si steps are observed to wander after island
growth stops, whereas they are largely static during the conversion of NW to islands.
Given the strong interaction between NW and single height step configuration seen in the
STM images, it is possible that the substrate steps are pinned in place by a few remaining

NW, until the conversion to 3D silicide islands is complete.

5.3 Conclusions

After rapid Dy deposition, almost all 2D surface is covered with 2x7 superstructure,
and NWs have uniform width with 7as; which is 7 times as wide as the lattice constant of
silicon.  Surface reconstruction phase immediately changes from 2x7 to 2x4
superstructure by annealing, while the percentage of NWs remains almost the same.
Therefore, this fact insists that 2x7 superstructure is the metastable state. The metal
content on the surface also conserves before and after annealing at 600°C. Annealing at
700°C increases the number of 3D islands and the average island size. At the same time,
the number of NWs decreases and surface reconstruction is swept away. This fact
insists that 3D islands are the stable state whereas NWs are a metastable state at 700°C.

When the sample is heated, the silicon terraces have the same contours up to ~620°C.

Silicon terraces start breaking up and the terrace contrast weakens at ~700°C as the
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nucleation of islands starts. The island growth starts and ceases in the same time
regardless of the island size. Larger 3D islands grow at a faster growth rate than smaller

islands.



Chapter 6 Transport Measurements

Deposition of a RE metal on the Si(001) surface at an elevated temperature results in
the formation of silicide islands and NWs coexisting with a reconstructed substrate
surface. Although it is important to understand the electrical properties of RE silicide
NWs and islands in air for practical applications, no one so far has done the transport
measurements of ultra high vacuum (UHV)-prepared samples in air.

We describe our approach for making transport measurements on nanometer scale
thickness films grown on atomically clean silicon in UHV. A combination of ex-situ Ti
silicide and in-situ Au deposition is used for contacts. Samples are passivated with
amorphous germanium (Ge) before being removed from UHV for transport
measurements at 4.2 K. The transport properties are correlated with film morphology as
observed by STM.

In this chapter, we will present the results of ongoing measurements on macroscopic

networks of the Dy silicide islands.

6.1 Sample preparation

The procedure needs several steps for the sample preparation as shown in Figure 6.1.
After a sample is chemically cleaned (Step 1), Si and Ta (or Ti) depositions are carried
out in a dc-magnetron triode sputtering system with a base pressure of 3x10°® Torr (Step
2). The sputtering Ar pressure is 2x10™ Torr.  Ar and Ta (or Ti) purities are 99.999 %
and 99.99 %, respectively. The sample with pre-deposited Ta (or Ti) contacts is then
transferred into the UHV chamber and flashed briefly at 1175°C to remove surface oxide

(Step 4). At the same time, Ta (or Ti) forms silicides which serve as contacts for

91



transport measurements (Step 5). After a RE silicide thin film is made by the same
experimental procedure as Section 2.1 (Step 6), gold (Au) is deposited through a shadow
mask on top of TaSi, (or TiSiz) (Step 7). Since Au partially covers the RE silicide thin
film, there is a direct connection between Au contacts and the RE silicide thin film. In
the end, the sample is passivated with amorphous Ge at RT to avoid surface oxidation

(Step 8), and then removed from UHV chamber for transport measurements.

! 2 - PP
Ta or\Ti ‘Oxndlzaﬂon‘ .
i

Si substrate | Flashing!

5 b 1 8 Passivation
| TaSiz or Ti’lSiz Nanowires 3 4

Figure 6.1 Sample preparation procedure for transport measurements. Si and Ta (or
Ti) depositions are done in the high vacuum chamber (Step 1 and 2). Sample flashing,
deposition of RE metals, Au contacts, and amorphous Ge are performed in the UHV
chamber (Step 4~8).

6.1.1 Pre-deposited Ta (or Ti) silicide contacts
Refractory metal disilicides have been of special interest due to their temperature
stability and relatively low resistivity [155-165). TaSi,and TiSi, are the candidates for

pre-growth deposited contacts for transport measurements, since these silicides can
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survive the high temperature flash necessary to clean the Si(001) surface [166]. The
contact resistances are in the range of 6.8~52 Q for TaSi; and 5~15 Q for TiSi, at 4.2 K
[155].

TaSi; is a hexagonal structure (C40) with a ¢/a ratio of about 1.38 [155]. The sheet
resistance of the TaSi, thin film decreases with an increase in film thickness and
annealing temperature [156, 157]. On the other hand, TiSi, exists in two phases: a
metastable C49 base-centered orthorhombic phase that is formed at lower temperature
and the stable face-centered orthorhombic C54 phase formed at higher temperature [158].
The C54 phase is more desirable for device applications because the C54 phase has lower
resistivity than the C49 phase. But the resistivity of TiSi, increases due to the failure of
the C49 to C54 phase conversion as the lateral dimension of TiSi, shrinks to less than 1
um [159]. However, the type of TiSi, phases will not affect our macroscopic
measurements since our contact dimension and thickness are not in the submicron range.

Si diffuses into Ti layers from S00°C and then TiSi; is formed at 600°C. TaSij is also
formed from 600°C [160], but the crystallization of TaSi, occurs mainly between 800°C
and 900°C [157]. The initial attempts at making Ta silicide contacts involved depositing
just Ta onto the substrate, and then annealing in UHV. As shown in Figure 6.2, when
the sample with a pre-deposited Ta is annealed, a deep trench is created on the boundary
between TaSi, and Si surface because Si around Ta is consumed to form TaSi;, The
same phenomenon can be seen for TiSi,. Since these trenches might interfere with
connections to a RE thin film to TaSi; contacts, the deposition of Si with Ta is necessary
beforehand as shown in Figure 6.1. The ratio of metal to deposited Si thickness is

1:2.23 (1:2.27) for Ta (Ti) in order for the stoichiometry of the deposited material to be
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MSi,. When this is done, the trenches around the contacts are largely gone, and also the
rough boundary region around the contacts is narrower.  Figures 6.3 (a) and 6.3 (b) show
the surface morphology of TaSi, and TiSi, films, respectively. ~Although the films do not

appear smooth, they are continuous.

(a)

Figure 6.2 (a) Atomic Force Microscopy (AFM) image of the boundary between TaSi,
and Si substrate after annealing 100 nm thick Ta on silicon. (b) Cross-sectional profile
traced along a white line in (a) showing a deep trench. (Width = 23 pum, depth = 800
nm)

Figure 6.3 Scanning Electron Microscopy (SEM) images of (a) TaSi; and (b) TiSi,
films. For (a), 200 nm of Si + 100 nm of Ta films are annealed after deposition. For
(b), 100 nm of Si + 50 nm of Ti films are annealed after deposition.
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For the deposition of Si and Ta (or Ti) in Step 2 in Figure 6.1, sputtering masks are
used as shown in Figure 6.4 (a). Three samples are fitted on one mask. A rectangle in
Figure 6.4 (a) indicates the position of the sample sitting in the middle of the sputtering
mask. Other two samples can be put on the top and bottom of the middle sample.
After Si and Ta (or Ti) deposition, four contacts are made on each sample as shown in
Figure 6.5 (a). Since the maximum of 24 samples can be loaded on the sputtering
system, the possibility of making many pre-deposited contacts at once offers a great

advantage.

(@) (b)

sample

Figure 6.4 (a) Sputtering mask for Ta (or Ti) deposition. (b) Shadow mask for Au
deposition.
6.1.2 In-situ Au contacts

After the RE silicide growth, Au contacts are deposited at RT by covering a sample
with the middle of a shadow mask as shown in Figure 6.4 (b) (Step 7 in Figure 6.1).
About 50 ML (~6 nm) of Au is deposited on top of TaSi, (or TiSiz) contacts [Figure 6.5
(a)]. The Au thin-film contacts are composed of many small islands which are
connected to each other [Figure 6.5 (c)]. Figure 6.5 (b) shows a magnified view of the
edge of the Ti silicide contact overlaid with Au. As mentioned previously, the

h

codeposition of Si and Ti before li limi any ing around the silicide.

At the same time, it is clear that the edges of the Au contact are not sharp. This is
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because of a combination of the distance between the shadow mask and the sample
(which is about 0.5 mm), the distance between the shadow mask and Au evaporation
source (about 5 mm), the dimension of the shadow mask (2.5 mm), and the finite size of
the Au evaporation source (about 2 mm diameter). Given the geometry of the source
relative to the mask and the sample, one expects that the boundary of the Au deposition
would be spread over about 0.1 mm as shown in Figure 6.6.

Figures 6.7 (a)~(c) show the STM images of the boundaries on the Au contact. The
distance between the areas shown in these images is about 1 um. The density of Au
increases from image (a) to (c), meaning that the edge of the Au boundary is not

microscopically sharp. DySi; NWs can be also seen underneath the Au.

10um

Figure 6.5 (a), (b) Optical microscope images of Au contacts covering beneath TiSi,
contacts. (b) Close-up image of the area marked with a white rectangle in (a). (c) 3D
STM image of the Au contact. The formation of many small Au islands is observed.
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+y sample
0.1 mm 25 pm

Figure 6.6 Schematic diagram of Au evaporation with a shadow mask.

Figure 6.7 STM images of the Au boundaries (200x200 nm?). The density of Au
increases from (a) to (). DySi; NWs can be seen underneath of Au.

6.1.3 Amorphous Ge passivation

Since RE elements and RE silicides are very reactive with oxygen, it is important to
protect the sample surface from oxidation in air. The materials used for surface
passivation should meet the following two conditions. Firstly, it must not affect the
conductance of the sample. Hence, it should be nonconductive at 4.2 K at which

transport measurements are performed. Secondly, it should not be reactive with RE

97



silicide and Si at RT so that surface morphology underneath does not change. ~ Although
we first used hydrogen for the surface passivation for historical reasons (see Appendix A),
Ge seems to work better in terms of more reliable transport measurements.

Figures 6.8 (a) and 6.8 (b) show the STM images of ‘before’ and ‘after’ 5 ML of Ge
deposition on DySi; NWs and interconnected 3D islands, respectively. NWs still

survive underneath the amorphous Ge in Figure 6.8 (b).

Figure 6.8 (a) Before Ge deposition: DySi; NWs with interconnected 3D islands.
(180x180 nmz) Coverage is unknown. (b) After 5 ML of Ge deposition on top of
NWs.  (200x200 nm?)

6.2 Transport measur Results and di

All transport measurements are done at liquid helium temperature (4.2 K) as shown in
Figure 6.9 (b). Four-terminal surface resistances are measured by a Keithley digital
multimeter. Note that four-terminal measurements can exclude the contact resistance
and provide only sample resistance (see Appendix C). From the two-terminal

contact resi are a few Q at RT and >1 MQ at 4.2 K.
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Figure 6.9 (a) The STM image of 3 ML of interconnected Dy silicide islands. (b)

Experimental setup for transport Surface resi were d at
liquid helium temperature (4.2 K). (c) In order to measure the change in surface
resistance of the sample (a), the sample was scratched in the horizontal and vertical
directions. The numbers labeled on the bottom 0, 1, and 2 indicate ‘before scratch’,
‘scratched in the horizontal direction’, and ‘scratched in the both directions’, respectively.

h

In the first part of the experiments, in surface resi due to sample
scratching was investigated. The surface topography of the sample with 3 ML of Dy is
shown in Figure 6.9 (a). The surface is covered with interconnected Dy silicide islands.
The surface resistances were measured in three steps: without scratch (Step 0), with a

scratch in the horizontal direction (Step 1), and both directions (Step 2). The numbers

labeled in Figures 6.9 (c) and 6.10, indicate ‘before scratch (0)’, ‘scratched in the
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horizontal direction (1)’, and ‘scratched in the both directions (2)’. Scratches were
drawn with a diamond tipped pencil. AFM images show that the width and depth of the
scratches are ~612 um and ~200+100 nm, respectively.

Figure 6.10 (a) shows the change in four-terminal surface resistance of interconnected
Dy silicide islands. The left (right) diagram represents the surface resistance in the
vertical (horizontal) direction. The resistance values are averaged between left and right
(top and bottom) sides of contacts for the vertical (horizontal) direction, and the
resistances in three steps of sample scratching are marked with open (solid) circles. As
a reference, the surface resistance of clean Si surface is indicated with a dashed line on
top of each diagram. Corresponding current flows are schematically diagramed in

Figure 6.10 (b).
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Figure 6.10 (a) Change in 4-terminal surface resistance of interconnected Dy silicide
islands due to the sample scratching. A diagram shows the resistances in the vertical
(open circles) and horizontal (solid circles) directions, respectively. Dashed lines on top
are the surface resistance of clean Si surface. (b) Schematic diagrams of each step of
sample scratching and corresponding current flow.
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Before the sample scratching (Step 0), surface resistances in both vertical and
horizontal directions are ~1.2x10> Q. For this particular sample, the distance between
two contacts in the vertical (horizontal) direction is 1.45 mm (1.75 mm). In case of the
surface resistance in the vertical direction (open circles), the resistance increases
dramatically to 7.2 MQ after scratching in the horizontal direction (Step 1), because there
is a large barrier between contacts and the current cannot pass though easily [Ryerical ‘1’ in
Figure 6.10 (b)]. After scratching in the vertical direction (Step 2), the resistance drops,
because the vertical barrier tends to confine the flowing current to the left side [Ryerical ‘2’
in Figure 6.10 (b)] thereby decreasing the voltage drop measured across the right hand
side contacts.

In the similar way, the change in the surface resistance in the horizontal direction can
be explained. After scratching in the horizontal direction (Step 1), the resistance slightly
increases, but the resistance value remains the same order of magnitude as that before
scratching.  After scratching in the vertical direction (Step 2), the resistance jumps up to
6.4 MQ due to the barrier between the contacts. It should be also mentioned that the
surface resistance values of interconnected Dy silicide islands are smaller than that of
clean Si surface which is drawn by dashed lines in Figure 6.10 even after scratching the
sample in both directions. This is a reasonable result because there is small electrical
contribution to the surface conductivity from Dy metals on Si substrate, although there
are deep boundaries in the middle of the sample. In the conclusion for the first part of
our experiments, the destruction of interconnected Dy silicide islands increases the

surface resistance.
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450x450 nm?2 4 180x%180 nm2

Figure 6.11 STM images of (a) DySi NWs at 0.22 ML and (b) interconnected Dy
silicide islands at 3 ML.

The second part of our transport measurements is the comparison of surface
conductivity at different metal coverages. Figure 6.11 shows the STM images of (a)
DySi; NWs (450x450 nml) and (b) interconnected Dy silicide islands (180x180 nmz)A
A few NWs are seen with 2x4 reconstructed surface at 0.22 ML [Figure 6.11 (a)], while
the varying shape of 3D islands are connected and bare Si is not visible on the surface at
3 ML (=1 nm) [Figure 6.11 (b)].

Figure 6.12 shows Dy and Ho film conductivity at 4.2 K vs. metal coverages. Solid
(open) circles show the surface conductivity of Dy (Ho) on Si(001). The conductivity
of Dy thick film with ~180 ML (60 nm) is added as a reference [68]. The values of
conductivity are indicated in Table 6.1. A 3 ML (=1 nm) thick film of interconnected
DySi, islands shows surface conductivity at 4.2 K similar to the reported bulk silicide
value. A sample with sparse and disconnected NWs (0.16 ML) shows lower surface

conductivity than the 3 ML film but higher than that of the clean Si surface, because the
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2D surface is reconstructed with Dy metal. The conductivity of a sample with a DySi,
NW network (0.87 ML) is lower than that of the sample at lower coverage. One
possible explanation for lower surface conductivity on the high-coverage sample is the
contact type: instead of pre-deposited Ti and in-situ Au contacts, ex-situ Al contacts were
used (see sample #12 on Table 6.2). For surface conductivities of Ho on Si(001) with
ex-situ Al contacts, a sample with a HoSi; NW network shows higher conductivity than
that with 2x4 reconstructed surface. Overall, the surface conductivity rises sharply
somewhere in the coverage range of 1~3 ML.

Many variations in sample preparation were made to improve the reproducibility:
changing the choice of contact materials, the thickness of the contacts, and sample
cleaning procedures. The methods of sample preparation and the results of transport
measurements of each sample are summarized in Table 6.2. The samples from which at
least some resistance values could be obtained at 4.2 K, regardless of the adequacy of the
values, are gray shaded on the background of the leftmost column. There is no
consistency among the methods of sample preparation and the results of measurements.
Although both two- and four-terminal surface resistances are all measurable at RT,
low-temperature measurements lose the stability due to the background noise.

Unfortunately, the reliability of this experiments were not achieved from three-year
efforts. Besides instability of low-temperature measurements, the limited amount of
metal source and the multiple failures of the in-situ Au evaporator (Section 6.2.2) made

the measurements very difficult. This work is supported by NSF ECS-0303801.
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Figure 6.12 Dy and Ho film conductivity at 4.2 K vs. metal coverages. Solid (open)

circles show the surface conductivity of Dy (Ho) on Si(001).

At4.2K Metal layer Surface topography | Conductivity | Sample #
coverage (ML) (Q cm)’! on Table 6.2

Dy 0.16 2x4 1.0x10"! #20
Dy 0.87 NW networks 3.9x1072 #12
Dy 3 Interconnected islands 1.9x10* #16
Dy 180 (60 nm) Thin film 2.9x10* Ref [68]
Ho 0.18 2x4 3.7x10" #9
Ho 0.46 NW networks 1.3 #6

Table 6.1 Dy and Ho film conductivity at 4.2 K vs. metal coverages.

All the values

correspond to those in Figure 6.12. There are no values for the conductivity of bulk Ho
silicide in the literature, but the conductivity of the RE silicides lie in the range 4.5x10° to
6.7x10° (Q-cm) " at 4.2 K as in Table 1.4.
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Chapter 7 Future work

In this chapter, suggestions for future work as a continuation of this thesis will be
described: growth kinetics of RE silicide NWs and 3D islands, reproducibility of
electrical contacts for transport measurements, single NW measurements, and
temperature dependence and magnetic-field dependence of magnetic, structural and

transport properties.

7.1 Further work on growth kinetics

In Chapter 5, we reported the LEEM observation of the evolution of Dy silicide islands
during annealing. Our original purpose was to investigate the growth kinetics of RE
silicide NWs such as NW nucleation, size and shape evolution, and Si step motion.
Unfortunately, the width of RE silicide NWs (the width of single NW is typically < 5 nm)
was below the lateral resolution limit of IBM Type I LEEM. The investigation of
growth dynamics of RE silicide NWs, therefore, requires high-resolution LEEM/PEEM,
or other alternative real-time surface analysis methods.

Recently, a few studies of the growth evolution of elongated Er silicide islands and Ti
silicide NWs have been done by photoemission electron microscope (PEEM) or LEEM
[76, 167, 168]. Since their dimensions are about 50 nm wide and several pm long,
which is one order of magnitude larger than those of RE silicide NWs, they are resolvable
in LEEM/PEEM.

Moreover, it is important to interpret a correlation of the growth behavior of the width
and length (lateral directions) and the height (vertical direction) of NWs and 3D islands

so that the surface diffusion mechanism, surface stress and strain relaxation can be better
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understood. Combining these results with TEM data would provide stronger support,
since TEM data offers information about the crystal structure (hexagonal, tetragonal, or
orthorhombic structure) of the 3D islands and about the interface defects between the 3D

islands and the Si substrate [154].

7.2 Reliability and reproducibility of electrical contacts for transport
measurements

Normally, Si substrates with a resistivity of p ~2.5 Q-cm at RT are used for our
transport measurements so that the substrates do not contribute to the sample resistance in
measurements at 4.2 K [169]. When the resistance of a highly-doped Si substrate which
has low resistivity at 4.2 K (p ~10 Q-cm at RT) was measured, resistance values were
very stable and did not fluctuate during the measurements. Therefore, one can assume
that the Si substrate and contacts, and the contacts and leads are well contacted.

However, the reproducibility of our measurements on RE silicides on Si substrates is
rather poor as mentioned in Section 6.3. This implies that there is a possibility of an
unstable connection between the RE silicide thin film (or NW network) and the contacts.
To improve this situation, deposition of thicker Au layer (more than 10 nm) will be
helpful in Step 7 in Figure 6.1. Additional Au deposition after Ge passivation (Step 8 in
Figure 6.1) will be worth trying as well.

Ex-situ deposited contacts (e.g. evaporation of Snm of Ti and 200 nm of Au in the
clean room) will be an alternate method, although this has the disadvantage that samples
are no longer totally UHV-prepared. Electron-beam (e-beam) lithography is another
alternative method for contact deposition. In this case, very fine electrons can be

defined so that measurements can be done on much smaller scales.
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The use of intrinsic Si wafers allows transport measurements at RT, because the
intrinsic resistivity of Si (0s; ~2.4x10° [Q-cm] at RT) is nine orders of magnitude larger
than that of RE silicide thin films (ORe siiicide ~10* [Q-cm] at RT) [170]. However, STM

on such high resistivity wafers is problematic.

7.3 Single NW measurements

Single NW measurements are even more challenging, because the measurement
dimension is at the nanoscale. Determination of the precise positioning of contacts on a
NW is a key for this measurement. Figure 7.1 shows a schematic diagram of post
growth deposited Au contacts for single NW measurements. In Step 1, a sparse network
of NWs are grown in UHV chamber. Ex-situ alignment marks are fabricated by e-beam
lithography (Step 2). After the registration of NWs and marks is determined by AFM,
appropriately configured fine Au contacts (~50 nm) will be deposited by e-beam
lithography. When sparse, parallel NWs are formed on a vicinal Si substrate [7],
deposition of four contacts on a single NW would be very possible, because the length of

these NWs can be microns in length.

Nanowires il

Figure 7.1 Post growth deposited contacts Step 1: Grow sparse network of NWs.
Step 2: Deposit alignment marks: Use AFM to determine the NW/mark registration.
Step 3: Deposit fine Au contacts.
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74 Temperature dependence and magnetic-field dependence of magnetic,
structural and transport properties of low-dimensional RE silicides

The investigation of magnetic properties of RE disilicide NWs and 3D islands at low
temperature or in high magnetic field would be interesting topics, since the magnetism of
one-dimensional (1D) systems is different from that of 2D or 3D systems. In case of Co
atomic chains on a Pt substrate, long-range ferromagnetic order is stabilized by large
anisotropy energy barriers which arise from large localized orbital moments [171, 172].

RE elements and bulk RE silicides have a variety of unusual magnetic properties. For
example, several magnetic structures can be observed in heavy RE metals below RT:
sinusoidal structure [Figure 7.2 (b)], circular cone structure [Figure 7.2 (d)], spiral
antiferromagnetic structure [Figure 7.2 (e)], and ferromagnetic phase in the basal plane
[Figure 7.2 (f)] [42]. Intermediate mixed phases, where the ¢ axis component is
modulated along the ¢ axis (CAM structure) are often seen [Figures 7.2 (a)~(c)]. The
same metal can have several of these structures at different temperatures.

Since the 4f shell, which is responsible for almost all of the magnetism of RE ions, is
localized deep inside the atoms and shielded by the filled outer 5s and Sp shells, it is not
perturbed by the crystal field. Therefore, spin-orbit coupling (LS-coupling) dominantly
contributes to the magnetic moment. Experimental results are fairly consistent with
theoretical calculations as shown in Table 7.1. Although Sc, Y, La, Yb, and Lu ions are
diamagnetic because of the absence of a partially filled 4f shell (no unpaired electrons),

they generally show paramagnetic behavior.
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Figure 7.2 Magnetic structures of heavy RE metals [after Koehler (1972)] [42].

The magnetic properties of RE disilicides are also summarized in Table 7.2. There is
a large variety of ordering: no magnetic ordering in CeSi,, ferromagnetism in light RE
silicides, PrSi, and NdSi,, antiferromagnetism in heavy RE silicides, GdSi,, TbSi,, DySi,,
HoSi,, and ErSi,. Pierre e al. mentioned that these behaviors might be explained by the
magnetocrystalline anisotropy, which is governed by the three different crystallographic
structures (see Figure 1.1) in the series [173].

Before then, Sekizawa er al. described that the effective radial extent of 4f

wavefunction of RE metal may influence the sign of the exchange interaction J (J>0 for
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ferromagnetic, and J<O for antiferromagnetic) [174]. The theoretical calculation
indicates that RE silicide compounds are ferromagnetic when the ratios of the radius of 4f
wavefunction to the half of the nearest neighbor distance of the RE ions in the silicide
compounds, ry/rn.N is larger than 0.23~0.25 [174]. On the other hand, RE silicides are
ferromagnetic when ry/mi.n < 0.23~0.25. This result is consistent with the fact that the
radial extent of 4f wavefunction of light REs are much larger than that of heavy REs.

For transport properties of RE silicides, there is an abrupt decrease of resistivity at very
low temperatures due to the antiferromagnetic ordering arising from the incomplete 4f

shell of the RE ion as described in Section 1.1.2.4.
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APPENDIX A Hydrogen-passivation of Si(001) surface and DySi, NWs

A Si surface which is terminated by monolayers of hydrogen (H) protects against
surface oxidation when the sample is exposed to air. It has been reported that the
H-passivated Si(001) surface remains atomically pristine after 15 minutes ambient
exposure [183]. In addition, the oxidation is not observed on this surface by X-ray
photoelectron spectroscopy (XPS) after almost two days of ambient exposure. Our
interest in H adsorption was the potential to use it as a passivation against oxidation of
our NW samples in the course of doing the ex-situ transport measurements.

Interaction of atomic H with Si(001) surface was first presented by T. Sakurai et al. in
1976 [184]. They found that a H-saturated Si(001) surface produces 2x1 monohydride

(M) and 1x1 dihydride (D) phases as shown in Figure A1. Later on, Y.J. Chabal et al.

reported the presence of both M and D phases in the 3x1 structure [185].

1
[001]
Y &%, X 2o
¢ ¢ & ¢ ¢ ¢ ¢ & & ¢
¢ & o ¢ ¢ ¢ ¢ & & o

(a) 1x1 (b) 2x1 (c) 3x1 [170]

[110]

Figure A1 Schematic of the various possible hydrogenated structures on Si(001)
surface.

On the bulk-terminated surface [Figure 2.8 (a)], each Si atom has two dangling bonds.
The 1x1 D phase is obtained when two H atoms are attached on each Si atom [Figure Al

(a)] adopting a bulklike 1x1 structure. A 2x1 reconstructed Si(001) surface has one
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dangling bond per Si atom. A 2x1 M phase is obtained when one H atom is attached to
the rest of dangling bond on each Si atom without changing the superstructure [Figure Al
(b)]. The ‘intermediate’ 3x1 phase consists of alternating M and D sites [Figure Al (c)].
In considering the relationship between the coverage and the hydride phases, the 2x1 M
phase completely covers the surface at the coverage of 1.0 ML, since the ratio of H and
Si atoms on the surface is one to one. For 1x1 D phase, there are double the number of
H atoms on surface. Hence, the whole surface is covered with 1x1 D phase at the
coverage of 2.0 ML. The coverage associated with 3x1 phase is 4/3 (=1.33) ML
because four H atoms exist on every three Si atoms. Table Al lists the H exposure
conditions needed to prepare different types of surfaces.

The STM work on the H-Si(001) system has studied subjects such as surface structure
[186-195], electronic structure [196-200], adsorption and desorption [106, 201-219],
dangling bond structures [220-223], and oxidation in air [183, 224-228]. In particular,
we can also use the STM tip to selectively desorb H from the surface to produce
nanoscale patterns.

To prepare the H-terminated Si(001) surface, the sample is first cleaned in the same
way as the experimental procedure described in Chapter 2. A 20-min atomic H
exposure with the chamber pressure of 4x10® Torr seems to be sufficient to saturate the
whole surface. The sample surface is exposed to atomic H produced by dissociating H;
with a 1600°C W-filament placed 1 cm away from the sample. During the H exposure,
the sample is heated at 330°C [Figures A2 and A3]. For the sample with DySi, NWs

[Figure A4], H exposure is done at RT.
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Table A1  Structure of the H-saturated Si(001) surface and H exposure conditions.

Surface structure H exposure conditions Ref
(substrate temperature)

Monohydride (M) 2x1 Moderate RT dose [187]
Saturation dose at 600~650 K [185, 187, 229]

Domains of 3x1 on the 2x1 phase [400~600 K [211]

(STM)

M+D 3x1 380+20 K [185]

Dihydride (D) 1x1 Large dose at RT [185]

2x1—-3x1—1x1 (LEED) Additional dose at 400 K [230]

3x1-2x1 (LEED) A mild annealing at 575 K [185]

2x1—1x1—-2x1 (LEED) Additional dose at RT, [185]
then annealing at 600 K

Figure A2 (a) shows the schematic diagram of a Si dimer ‘before’ and ‘after’
H-passivation. For the 2x1 M structure, one H atom can attach to each Si dangling bond
to fill the empty states. Therefore, in STM images, the brightness of the maxima
‘before’ and ‘after’ H-passivation appears different. The empty- and filled-state images
of H-passivated Si(001) surface with 10-min H exposure are shown in Figures A2 (b) and
A2 (c), respectively. Small white spots are contamination coming from the H source.
In both images, the half left side is the depassivated area produced by STM-induced H
desorption. H atoms are desorbed by applying high tip voltage. Here, a sample bias
voltage of +8 V is used. In empty states [Figure A2 (b)], the depassivated surface
appears brighter than the H-passivated surface because it corresponds to bare Si surface.
In filled states [Figure A2 (c)), the H-passivated surface appears brighter than the
depassivated surface because the electron density is higher when H atom is absorbed on

the dangling bond.
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Figure A2 (a) Schematic diagram of a Si dimer ‘before’ and ‘after’ H-passivation. A
half-filled 7" anti-bonding orbital is completely filled due to H-desorption. (b)
Empty-state (1.74 V) and (c) filled-state (-1.82 V) images of H-passivated Si(001) surface.
The left half of the images is the surface after it was passivated by applying high tip
voltage (20x30 nm?). Cross-sectional profile in the horizontal direction is shown next to
each STM image.

This H desorption mechanism can be used for nanoscale patterning as shown in Figure

A3. By manipulating the tip position and the voltage, the letters “MSU” have been
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patterned with a bias voltage of +8 V. The average linewidth is ~10 nm. It is known
that the desorption yield depends on the sample bias voltage [212]. A wider linewidth is

obtained as the sample bias voltage increases.

Figure A3 STM image (90x120 nm?) of a H-passivated Si(001) surface. Brighter
areas correspond to an STM-induced H desorption. By operating the tip position and
the voltage, we can write a “MSU” logo!

So far no study of a H-saturated RE silicide film on Si(001) substrate has been done,
although there are a few studies of H adsorption on Er silicide films on Si(111) [231-237].
LEED studies show that at low H exposures on ErSi; 7(0001), H is absorbed in the same
manner as on Si(111), confirming that Er silicide is terminated by a buckled Si plane
without Si vacancies [231, 234]. Moreover, H is not only adsorbed on but also
absorbed in the layer. It is suggested that this form of chemisorbed H corresponds to a
saturation of the dangling bonds related to the Si vacancies in the silicide bulk.
H-passivation of both external and internal dangling bonds strongly stabilizes the films
[233].

Here, our attempt of H passivation of DySi, NWs on Si(001) substrate is briefly

reported.  Figures A4 (a) and A4 (b) show the ‘before’ H-passivation of DySi; NWs on
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Si(001) at 0.80 ML and ‘after’ H-passivation of the same surface, respectively.
Although there are small gaps on the NWs shown by white arrows [Figure A4 (b)], the
structures of NWs still survive after H-passivation. The change in the electrical
properties of NWs due to the small gaps is unknown. There are no changes in the
H-induced features on the NWs after an attempt to depassivate at +8V on the tip. This
fact is very different from the depassivated Si(001) surface as shown in Figures A2 (b)

and A2 (c). This implies that the bonding between the H atom and the RE silicide is

stronger than that between H and Si.

Figure A4 (a) Before H-passivation: DySi, NWs on Si(001) at 0.80 ML (180x180 nmz).
(b) After H-passivation: NWs still survive, although there are small gaps on the NWs
shown by white arrows (50x50 nm?). The change in the electrical properties of NWs
due to the small gaps is unknown.
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APPENDIX B Sheet Resistance [238, 239]

The resistance R of a thin film with a length /, width w, thickness ¢, and resistivity o
can be written as

l

R:p—:
wt

R, L [2] R 5§ [€Y/square]
w

where Rs is the sheet resistance of a layer. Here, we assume that the current density is

uniform throughout the film.

I \:vit
= 7 —:T

Figure Bl Schematic diagram of current passing through a thin film.

Sheet resistance is a resistance of a film, material, or layer measured by a four-point
probe. The resistance represents the parallel resistance of an infinite number of
infinitely thin parallel sheets. Strictly speaking, the unit for sheet resistance is the ohm
(since I/'w is dimensionless). However, to avoid confusion between R and Rs, sheet
resistance is expressed as ohms per square area which is equal to the average resistivity

of a layer divided by the thickness of the layer.

FYI

p=i= "; [Q-cm]
O ne‘r

where m, n, e, and 7 are the electron mass, electron density, electron charge, and

relaxation time, respectively.
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APPENDIX C Two- and four-terminal measurements [240]

To measure a sample resistance R, the easiest way is to pass a constant current through
the sample as shown in Figure C1. A known voltage V, is connected to a series circuit
consisting of a sample resistor R and a ballast resistor Rg. Rjp is chosen to be Rg >> R so

that the current is I = Vo/(R+Rg) ~ Vo/Rg, which is independent of change in R.

Rs

W

Vo= =R

Figure C1 Constant-current circuit using a ballast resistor.

(a) (b)

=7

Rs
W—r

¢ Re
Vo= © Vo= R ©

' RC2

* 1

Figure C2 (a) Circuit showing a two-terminal resistance measurement. (b) Equivalent
circuit for (a).

Figures C2 (a) and C2 (b) show a circuit for a two-terminal resistance measurement
and its equivalent circuit, respectively. When the sample is connected to the circuit as in

Figure C2 (a), the measured voltage drop V is V= I(R¢; + R + Rc2) as in Figure C2 (b),
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where Rc; and Rc; are the contact resistances. Therefore, we are not measuring the
sample resistance R itself but a sum of the sample resistance R and contact resistances
Rc; and Re.

To eliminate the contact resistances from the total resistance, four-terminal connections
are used as shown in Figure C3 (a). In four-terminal measurement, current leads are
separated from voltage leads. Figure C3 (b) shows the equivalent circuit of Figure C3
(a). The current and voltage contacts are labeled as Rc; ~ Rcy. Since the contact
resistances R¢; and R, << Rp, the current I is still I = Vo/(Rg+ Rc; + R + R¢c2) ~ VoJ/Rp.
A sample voltage is measured between the other two contacts with a voltmeter which has
very large input impedance so that it draws very little current. Since no current will
flow through the contact resistances Rczand Rcy, the voltage drop across the sample can
be measured as V = IR.

Unless the sample resistance is comparable with the internal resistance of the voltmeter,

contact resistances Rc3 and Rcs have no effect on the measurements.

® R ®»  r, Ra Ro
W — W
— =

Vo= Vo= I||=|R Q_’

t

e —
- -

RCZ RC4

Figure C3 (a) Circuit showing a four-terminal resistance measurement. (b) Equivalent

-
4
|

circuit for (a).
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APPENDIX D Van der Pauw’s method

The surface resistivity of a sample o can be determined from four-terminal resistances
in the vertical and horizontal directions, Ryenicai and Rhorizonar For a flat sample of
anisotropic material of arbitrary shape with four points, van der Pauw equation [241, 242]
is given by

exp - Rvenicall/2 +exp —d Rhorizonltz/ﬂ2 =1 (1)
(PxPy) (PxPy)

where p, and p, are principal values of the resistivity in the plane of the sample, and d is

1/2
)

the thickness of a sample (or thin film). From equation (1), (o, Py is obtained.

If the sample is rectangular in shape and the four contacts are placed at the corners of

the sample, the second equation is derived as

(0« /py)llz = —Lln tanh —”dRho"iZO“:‘;]z )
an 16 (pxpy)

where a and b are the sides of the rectangle [243].

12 1/2
) )

, the individual values of the principal resistivity

From (p,p, and (p,/p,

can be obtained:

)1/2 )1/2

Pr = (PP,
p, =(P.p,

X(px!lpy

2+ (p, ! p,

1/2
)

In our transport measurements (Section 6.3), we assumed o, = p, for simplicity.

Therefore the surface resistivity of the sample p is given by equation (1), which is

p=(p.p)"?.
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