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ABSTRACT

COMPUTATIONAL STUDY OF HEAT AND MASS TRANSFER WITH
PHASE CHANGE CONDENSATION AND EVAPORATION IN A
DEVELOPING, TWO-DIMENSIONAL WALL JET VELOCITY AND

TEMPERATURE FIELDS

By

R. Arman Dwiartono

One of the important aspects of this study is to predict condensation

and evaporation during window defogging or defrosting that happens in

certain temperatures. The safety issue to defrost or defog in a short period of

time is a main concern in automotive industry to avoid any hazard that could

happen to drivers. The government also regulates this safety issue.

A 2—D steady state and transient computational simulation with phase

change modeling with the implementation of User Defined Function were

performed with FLUENT as the commercial code to be compared with the

experimental study that was done previously.

It was determined later that in predicting the window defogging,

Sherwood Number plays as an important role. Results of this computational

study were in good agreement with the experimental and other study

regarding window defogging that was done previously. This study shows that

computational simulation could be applied successfully to investigate

condensation and evaporation for the window defogging or defrosting

problem.
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INTRODUCTION

This study concerns condensation and evaporation of water from a vertical

surface in the presence of wall jet flow field. The CFD software package

FLUENT has been used to develop a computational solution to the problem. The

domain of interest has been specified to be consistent with an experimental rig

(Ford-MSU Test Facility) that was previously used to generate results [1]. This

allows direct comparison between the numerical results and experimental results.

The motivation for this study is to develop a predictive model that an be used to

design windshield defrosting and defogging systems. In the automotive industry,

window defrosting and defogging are major safety issues and key customer

concerns. Impaired driver visibility due to inadequate window defogging has been

shown to be a constant concern and is regulated by the Federal Government.

Motor vehicles need to defrost and defog the windshield over short periods of

time in order to avoid any hazards, delays for the driver, and additional fogging

and condensation.



CHAPTER 1

BACKGROUND INVESTIGATION AND REVIEW OF LITERATURE

1.1 BACKGROUND INVESTIGATION

The following section outlines the experiment that has been done

previously through FMTF (Ford-MSU Test Facility) by Paul Hoke. The

measurement, data acquisition, and motion control was done experimentally in

the test facility. Later, the result of this experimental will be compared to the

computer simulation result that has been done through Fluent.

A wall jet is defined by Launder and Rodi [2] as a shear flow directed

along a wall. As a first step in doing defogging research, the angle of this wall is

set initially at zero degree.

Defogging would be best described as corrective action using the flow of

air over the windshield. Because of the complexity of the defrosting mechanisms

and to simplify the defrost duct design, the best approach is to use CFD with the

established boundary conditions.

The fluid studied in the window defogging experiment is a mixture of water

and non-condensable air. The numerical simulation includes investigation of

velocity field, turbulence quantities, and the temperature field. Since the plate

surface temperature is adjustable, a phase change of condensation or

evaporation will occur under certain thermal circumstances. Modeling the



transient phenomenon with valid Sherwood Number becomes very important in

the continuing study of this field.

Following is the schematic of the experimental setup:
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Figure 1.1. FMTF Experimental Setup

The region of interest for the experimental investigations is mainly the

thermally active test section, indicated by label 9 in the above figure. The

thermally active test plate is an aluminum heat exchanger with an inter-

changeable faceplate. The driving force for the whole system is the pressure



differential between label 1 (system inlet) and label 13 (wind tunnel base) that

was created by label 15 (the prime mover). The fluid studied was mixture of

water and non-condensable air.

Since the plate surface temperature Ts is adjustable, a phase change

condensation or evaporation of water will occur under certain thermal

circumstances. This condensation and evaporation phenomena is the main

concern in the windshield defogging issue. Hence, investigating the phase

change model became very necessary topic.

The task to simulate wall jet is not simple, considering the phase change

with heat and mass transfer that occur along the process. The goal of the current

research is to computationally determine the condensation and evaporation that

occurs and then optimize the windshield-defogging model.

1.2 BACKGROUND EQUATIONS

By using Fluent, some of the equations have been tackled in the

computer. However, Fluent does not have the equations needed to model phase

change condensation or evaporation. We need to input these equations through

a UDF (User Defined Function) or by inputting the equation through the CFF

(Custom Field Function). Mainly, a UDF is used throughout the iteration while the

CFF is more for the post-processing results.

Following is the continuity equation that is solved by Fluent:

6p 6
_ .... .=S 1.16115,1111.) ( I



This general form of continuity equation is valid for both compressible and

incompressible flows.

For the phase Change process, the UDF is attached in the Appendix A and

Appendix B.

To measure the condensation rate, the formula inputted to the CFF is as follow:

M = .7: "‘ A * 6OSeconds (1.2)

Mere Jw is the mass flux of the wall that was calculated:

2

,7;-_-[(_e£_+_&2_0_§.[ pg H (13)

p.10. 6y pg+p. ..

The water vapor mass flux at the wall is related to the diffusional velocity.

 

As the gaseous components are assumed to be perfect, the pg/(pg-rpv) gradient is

directly related to the partial pressure gradient ddeT multiplied by the

temperature gradient dT/dy. Hence, the mass flux of the water vapor and total

heat transfer are known as soon as the temperature and concentration gradients

at the wall are known.

1.3 REVIEW OF LITERATURE

Little previous work has been done regarding momentum and heat

transfer associated with a wall jet in the presence of the phase change. Hoke [1]

performed an experimental study of heat transfer and condensation in a

developing, two-dimensional wall jet flow field with an isothermal boundary

condition. The experimental results from this study serve as a benchmark for

comparison with the computational results of present study. The parameters of



this computational study were set so as to agree with the data or the

expen'mental study. Launder and Rodi [2] provide a compilation of studies

involving the flow of a two-dimensional jet over flat surfaces and surfaces with a

variety of profiles, pressure gradients, free stream velocities, and initial jet

turbulence intensities. All these results are summarized in The Turbulent Wall Jet

[21.

Previous work regarding condensation in laminar and turbulent boundary

layers includes Legay-Desesquelles and Prunet—Foch [3]. They considered heat

and mass transfer with condensation in laminar and turbulent boundary layers

along a flat plate. Several of their models are used in the numerical calculation

for the present study. Their assumptions included that the volume of the

condensed droplets in the gaseous boundary layer is negligible, the liquid film is

so thin that it can be neglected in terms of heat transfer, and there is no

interaction between droplets. To study condensation heat transfer in both laminar

and turbulent boundary layers, Legay-Desesquelles and Prunet-Foch,

determined the distribution profiles of the variables through a step by step finite

difference numerical method. The mathematical model and numerical calculation

offered in the Legay-Desesquelles and Prunet-Foch paper is also valid for

mixture of air and water vapor, which is the subject of this study of condensation

and evaporation.

AbdulNour [4] performed a CFD simulation of a model wall jet flow for

defogging and defrosting. The objective of the computation was to investigate

tagging of automotive glass interior surfaces and predict the flow field within the



Ford-MSU Test Facility [1], in order to evaluate the applicability of CFD to model

demisting and defogging problems. The results of this study also provide a set of

benchmarks for the development of simulation models in the present study.

The local heat transfer coefficients for isothermal and uniform heat flux

boundary conditions for a planar wall jet have been determined experimentally

[5]. Hot-wire anemometry surveys were used to quantify the velocity field in the

wall jet. A micro-thermocouple was used to quantify the temperature field in the

wall jet for the isothermal boundary condition. The results are for non-

dimensional streamwise locations that are relevant to automotive windshield

defogging/defrosting, which serves as the technological motivation for this study.

For condensation and evaporation, many problems involving non-

condensable gases have multiple non-condensable species, for example, air

(with nitrogen, oxygen, and other gases). P.F. Peterson [6] studied this problem

and presents a fundamental analysis of the mass transport with multiple non-

condensable species, identifying a simple method to calculate an effective mass

diffusion coefficient that can be used with the simple diffusion layer model.

Siow et al. [7] present results for laminar film condensation of vapor-gas

mixtures in horizontal flat-plate channels using a fully coupled implicit numerical

approach that achieves excellent convergence behavior. These results

correspond to steam-air and R1343-air mixtures over wide ranges of the

parameters. Effects of the four independent variables (inlet values of gas

concentration, Reynolds number and pressure, and the inlet-to-wall temperature

difference) on the film thickness, pressure gradient, and the local and average



Nusselt numbers are carefully examined. It was found that the condensation of

R134a-air corresponds to thicker liquid films, lower heat transfer rates, and lower

algebraic values of the pressure gradient when compared with steam-air at the

same operating conditions.

Hassan et al. [8] performed windshield-defogging simulation. Though their

purpose is similar to the present study, their mathematical model and numerical

calculation are different than used here. This literature also serves as a reference

base and comparison between experimental and computational results. Accuracy

of results in both experimental and computational studies plays a significant role.

Hence, when results are compared they should have significant agreement.

This thesis continues with a presentation of the governing equations and

boundary conditions for the physical model. The use of FLUENT to solve these

equations is then discussed. Next, results are provided and are shown to be

consistent with the physical understanding of the processes at work. The use of

these results to predict window defogging, conclusions, and recommendations

complete the paper.



CHAPTER 2

NUMERICAL METHODOLOGY

2.1 DESCRIBING EQUATIONS AND BOUNDARY CONDITIONS

The physical situation modeled in this problem is shown in Figure 2.1.

Three physical regions are identified, each with their own set of describing

equations: the wall, water layer, and air chamber. The describing equations and

boundary conditions are presented for each region below.

 

/Liquid Layer

Air Chamber

    
HM Y=5w F5; Fw

Figure 2.1. Physical Model

2.1.1 WALL REGION OSySSWand OSXSL

The only conservation equation of importance is the energy equation,

given by



521‘“, + azrw

6X2 ayz

 

=0
(2.1)

(Only conduction in the two dimensions of interest have been included)

The thermal boundary and matching conditions are

    

51‘

J- = 0
(2.2a)6y ,-.,

(adiabatic back surface)

kw Erl- = k5fl
(2.2b)

6y y=5w 8y y=5w

(matching of heat flux at wall-liquid layer interface)

Tw (y = 5w): T! (y=5w)
(2.2C)

(matching of temperature at wall-liquid layer interface)

i133- : 0
(2.2d)

6y x=0

(adiabatic bottom surface)

251 = 0
(2.2e)

6y x=L

 

(adiabatic top surface)

2.1.2 WATER LAYER REGION 8., S y S 8; and 0 S x S L

It has been assumed that there is no flow in the water, so that the only

conservation equation of importance is the energy equation. Then

10



2 2

‘2‘? + “if; = 0 (2.3)

(only conduction in the two dimensions of interest have been included)

The thermal boundary and matching conditions are

6T 6T!
kw ayW = kg 6y

(2.4a)

y = 5w y = 5w

(matching of heat flux at wall-liquid layer interface)

Tw(y=6w):T£(y=5w)
(2.4b)

(matching of temperature at wall-liquid layer interface)

  

5T 6T ,,
*3 = __a + "’1' h

(2.4C)I 3y 0 5y cond fg
y : 5f y : Z

(matching of heat flux with phase change at liquid layer-air chamber

interface)

Ti(y = 5i) = Ta (y = 52) (2.4b)

(matching of temperature at liquid layer-air chamber interface)

 

fl - 0
(Me)

By x=0

(adiabatic bottom surface)

fl: = 0
(2.4f)

5y x=L

 

(adiabatic top surface)
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2.1.3 AIR CHAMBER REGION Dc 5 y s W and 0 S x S L

Continuity Equation:

6 a

EWuHEW) = Sm
(2.5)

_ 3 _L 3 .5". _i 3
where Sm _ ax [p®(u o Dax (¢)]]+ @[po[v a Day (O)]] (2.6)

Momentum Equation:

6 Le 9:50m) — ax + ax +,0g (2.7a)

3 3? fl
(2.7b)

aymuu) 0y + ay

p is the static pressure, pg is the gravitational body force, and t is the stress

tensor. The stress tensor is given by

_

2.8a_ newtonr'an + Tturbulent
( )

Where

— ‘3“ fl
2.8b)Tnewtonian _ _P6ij +,u[ 8x + 6y]

(

= .. ' '
(2.8c)Tturbulent pu v

Energy Equation:

£Iu<p£+p>l+§lvrp15+ml=

12



6 6T
6 6T{Ex—[kefl gTZh/JfflflefliJ'gike/f 57-2th v(r)efl]}+Sh

(2.9)

Where E is the total energy

u2

E=h—-:—:-+—2—
(2.10)

For ideal gas, the boundary condition with j as the species for the enthalpy is:

h: <D.h.

.

E; J]

(211)

The density follows the value for ideal gas, while the thermal conductivity,

viscosity, and specific heat are 0.0261 W/m-K, 1.5647*10'5 kg/m-s, and 1510.21

J/kg-K, respectively.

The equation with ten represents the Viscous heating. Terr Is the deviatory

stress tensor given by:

’efl = raig+§i€ra 335 (2'12)

The effective thermal conductivity is

_

2.13
ref—rug

( )

Where the turbulent thermal conductivity is

 

k = p
(2.14)

’ Pr
r

In realizable k-e model, the turbulent Viscosity is

2

_ L
(2.15)

”I pc.” 6

In this case,

13



1

C =‘ (2.16)
y A +A Elf-

0 S g

The boundary condition for A0 and A,3 is given by

  

 

A0 = 4.04 17

2.
A, = JOCOS¢ ( )

Mass Species Equation:

(p +p )2 p

£(pu¢)+3(pv¢) = —————g" Di f (2.18)
6y ngv 6y pg pv

ln turbulent flows, the mass diffusion flux is

J={pD+ ’4 J99 (2.19a)
Sc, (3::

Where

Sc ... 1:. (2.1%)

For turbulent Schmidt number, the boundary condition is a default value of

0.7, U] is the turbulent eddy viscosity, and D, is the effective diffusion coefficient

due to turbulence.

The thermal boundary and matching conditions are

u(x,y = 5)) = O (2.20a)

(no slip condition)

u(x, y = W) = 0 (2.20b)

(no slip condition)

I4



u(x = 0,5) S ySw)= uJ-et

(jet inlet)

u(x=0,wSySW)=0

(kinematic condition)

W

 

ou-U(X = L’s! S y S wexit) = jet

exit

(jet exit)

u(x = I,wexit S y S W) = O

(kinematic condition)

v(x, y = 5r) = 0

(kinematic condition)

v(x, y = W) = 0

(kinematic condition)

v(x = O, y) = 0

(no slip condition)

v(x = L, y) = 0

(no slip condition)

P(x = 0, y) = P0

(static condition)

P(x, y = 5)) = 0

(static condition)

15

(2.20c)

(2.20a)

(2.206)

(2.201)

(2.21a)

(2.21b)

(2.21c)

(2.21a)

(2.22a)

(2.221»)



 

  

k) 52% = Ica :3 +mgondfifg (2.23a)

y=51 y=51

(matching of heat flux with phase change at liquid layer-air chamber

interface)

T10 :5£)=Ta(y =51) (223D)

(matching of temperture at liquid layer-air chamber interface)

 

= 0 (2.23e)

 

(adiabatic side wall)

 

 

 

 

6T3 = O (2.23d)

6” x=L

(adiabatic top wall)

Ta (x = 0,5) S y S w) = Tjet (2.23e)

(jet inlet)

8T3 = 0 (2.23f)

6y x=0,wSySW

(adiabatic bottom wall)

(D(y = 8f) = (psat(at T = Ta(y : 5!» (2'24a)

(equilibrium condition)

= 0
(2.24b)

 

(zero mass flux side wall)
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6CD
‘

0y

(zero mass flux top wall)

= 0
(2.24c)

x=L

 

(P(x = 0,5) S y S w) = (DJ-et
(2.24d)

(jet inlet)

8(1)
__

= 0

(2.24e)
6y x=0,wSySW

 

(zero mass flux bottom wall)

2.2 METHOD OF SOLUTION

Most of the features to perform the computational study are built into the

FLUENT software, including the solution of the conservation equations. However,

in order to calculate such parameters as mass flux, condensation rate,

evaporation rate, concentration potential, Sherwood Number, etc, equations have

to be inputted manually in the custom field function of FLUENT. FLUENT does

not include the capability to calculate condensation and evaporation rates

directly. These rates are obtained by writing a subroutine (user defined function)

and implementing it in FLUENT.

Once all the labeling is done, the model was exported to FLUENT where

the numerical simulations were performed. Versions 6.0 and 6.1 were used for

the computational study and to pre-process and post-process the model. The

mesh was also adapted a few times in FLUENT based on the y‘. The differences

between adaptations were not noticeable, mainly because of the grid
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independence. Thus, it verifies grid insensitivity of the solution. The adapted grid

process resulted in a heavily clustered mesh in the area of the jet near the

surface of the plate. The model consists of 62,088 quadrilateral cells. The

geometry and mesh of the model is shown in Figure 2.1.

  
Figure 2.2. Geometry of the Model with Mesh
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Figure 2.3. Detail of the Model

Detail of the model itself is shown in Figure 2.3. As observed, the total

height of the model is 1 m with 25 cm length of the thermally active plate. The jet

nozzle width is measured to be 2 cm, while the bottom exit width is 0.3 m. The

model has air-water vapor flow coming in from the top, while the outlet is located

at the very bottom of the model.

The contraction in the model is designed to provide a jet at the exit plane

with a uniform velocity profile. The major problems in the contraction are the

maintenance of good exit flow uniformity and avoidance of flow separation.
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However, these problems may be solved with the criteria of a minimum nozzle

length and a minimum boundary layer thickness.

This study was done in 2-D space with implicit formulation and steady

time. The energy equation was also enabled during the computational run.

The turbulence model of this experiment was set as “realizable” k-s, which

is a modification of standard k—c. The “realizable” designation indicates that the

model satisfies certain mathematical constraints on fire Reynolds (normal)

stresses, which are not realizable with the standard k-e or the renormalization

group (RNG) models. In FLUENT, the equation for k is derived from the solution

of the approximated Reynolds-averaged Navier-Stokes equations, while the

equation for c is formulated from an exact dynamic equation for the transport of

the mean-square vorticity fluctuations.

The computations were performed on a UNIX-based workstation. In total,

there were 591 iterations before the solution converged. The convergence

criteria in FLUENT are 0.001.

The Finite Volume Method is used in FLUENT to convert the governing

equations to algebraic equations that man be solved numerically. Using the Finite

Volume Method instead of the Finite Difference Method allows the use of

unstructured mesh, since arbitrary volumes can be utilized to divide the physical

domain. This is very useful when solving a highly complicated and unstructured

physical domain that would be very difficult to construct with a structured mesh.

FLUENT 6.0 and 6.1 uses internal data structures to assign order to the

grid points, cells, and faces in the mesh. It also maintains the contact between
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adjacent cells. In this study, the velocity, temperature, laminar, and turbulence

fluctuations were predicted with the realizable k—e (rke), which is part of the two

equations model. A phase change model was developed to perform the mass

transfer calculations. The surface phase model was implemented, resulting in

water vapor condensation and evaporation.

2.3 FINITE VOLUME METHOD

The finite volume method is a numerical method for solving partial

differential equations that calculates the values of the conserved variables

averaged across the volume. One advantage of the finite volume method over

finite difference methods is that it does not require a structured mesh (although a

structured mesh can also be used). Furthermore, the finite volume method is

preferable to other methods as a result of the fact that boundary conditions can

be applied non-invasively. This is true because the values of the conserved

variables are located within the volume element, and not at nodes or surfaces.

Finite volume methods are especially powerful on coarse non-uniform grids and

in calculations where the mesh moves to track interfaces or shocks.

2. 3. 1 FINITE VOLUME METHOD FOR TWO-DIMENSIONAL PROBLEM

The technique for the two-dimensional steady state diffusion equation is

given by:
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__a_[ 91)+3— 15 +3: 0 (2.25)
ax ax 6y 6y

A portion of the two-dimensional grid used for the discretization is shown in

Figure 2.4.
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Figure 2.4. Two-Dimensional Finite Volume Method Grid

The general grid node P has east (E), west (W), north (N), and south (S)

neighbors. When the above equation (2.25) is formally integrated over the

control volume we obtain

Ayaaxi “xi—[a3y—]rtxdy+lwj S¢aIV 0 (2.26)

Noting that A. = Aw = Ay and An = A. = Ax, we obtain:

[124“) —r A (9.] ]+ r"An[”] -TA[‘31) +§AV=0 (2.27)
6x 8 W w ax W 6y n 6y S
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This equation represents the balance of the generation of (D in a control volume

and the fluxes through its cell faces. The distribution of the property (D in a given

two—dimensional situation is obtained by writing discretised equations of the form:

aP¢P=aW¢W+aE¢E+aS¢S+aN¢N+Su (2.28)

Equation (2.28) is applied at each grid node of the subdivided domain. At

the boundaries where the temperatures or fluxes are known the discretised

equations are modified to incorporate boundary conditions in the manner of the

problem.

In problems where fluid flow plays a significant role we must account for

the effect of convection. Formal integration over a control volume for the steady

convection-diffusion equation gives:

In.(p¢u)dA == In.(FgTad¢)ct4+ j S¢dV (2.29)

A A CV

This equation represents the flux balance in a control volume. The left hand side

gives the net convective flux and the right hand side contains the net diffusive

flux and the generation or destruction of the property ¢ within the control volume.

2. 3.2 THE CENTRAL AND UPWIND DIFFERENCING SCHEME

The central differencing approximation has been used to represent the

diffusion terms. For a uniform grid, we can write the cell face values of property (D

as

¢e =(¢P +¢E)/2

¢W =(¢W +¢P)/2 (2'30)

The integrated convection-diffusion equation can be written as
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Fe¢e *Fwt’w = Dew, —¢p>—Dw<¢,, —¢W) (2.31)

Where,

p = and D = ... 2.32(314 ax ( )

One of the major inadequacies of the central differencing scheme is its

inability to identify flow direction. The value of property (D at a west cell face is

always influenced by both (hp and 6D,, in central differencing. In a strongly

convective flow from west to east, the above treatment is unsuitable because the

west cell face should receive much stronger influencing from node W than from

node P. The upwind differencing (also known as “donor cell’) differencing scheme

takes into account the flow directions when determining the value at a cell face.

The convected value of (D at a cell face is taken to be equal to the value at the

upstream node. In upwind, when the flow is in the positive direction, uW > 0, U. >

0 (FW > 0, F,, > 0), the scheme sets

,1 =¢W and II =11], (2.33)
W

The discretized equation then becomes

_ _ _ _ ._ 2.34

The upwind differencing scheme utilizes consistent expressions to

calculate fluxes through cell face; therefore it can be easily shown that the

formulation is conservative.
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2.4 MESH GENERATION

Gambit is the software used to generate the mesh. Gambit allows us to

decompose geometries for structured hex meshing or perform automated hex

meshing with control over clustering. It has single interface for meshing geometry

that bring together all FLUENT preprocessing in one environment. Later, the

mesh was exported to FLUENT 2D version 6.0 and 6.1.

In terms of the equations, realizable k-s is (r-ke) similar to standard k-e (s-

ke), where

k2

I1, = ,, _;
(2.35)

Unlike the standard k—s where the C], is a constant, in r-ke the Cu is

C, = 1 U'k (2.36)

A +A ——
0 3

8

 

Where A0 is 4.04, As is J3Cos¢ , and

 

u‘ = \[SUSU + (290,! (2.37)

O), is the mean rate of rotation tensor Viewed in the rotating reference frame with

the angular velocity (0k. Previous works Show that r-ke gives better accuracy in

predicting a variety of turbulent flows result than s-ke.
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CHAPTER 3

STEADY STATE AND TRANSIENT SIMULATION

3.1 STEADY-STATE INITIAL CONDITIONS

In order to run the iterations in Fluent, the following initial conditions were

inputted for the steady-state simulation:

1. Solver selected: Segregated (governing equations are solved sequentially)

0 Space: 2D

0 Velocity formulation: Absolute

0 Time: Steady

o Gradient option: Cell-based

o Viscous: realizable k-e

0 Near wall treatment: Enhanced wall treatment

2. Material selected: Water vapor (H20) mixture with all default density, cp,

thermal conductivity, Viscosity, and molecular weight

3. Heated Plate: Temperature is set to 278.15 K (adjustable)

4. Inlet pressure:

0 Gauge total pressure: 0 Pa or constant velocity 1.6896 m/s

0 Temperature: 298.15 K (room temperature)

. Direction specification method: Normal to boundary

0 Turbulence specification method: Intensity and hydraulic diameter

- Turbulence intensity: 2.5% (measured in experiment)
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- Hydraulic diameter: 0.284 m (calculated from real

geometry)

5. Outlet Pressure:

0 Gauge pressure: -60 Pa

0 Backflow total temperature: 298.15 K

o Backflow direction specification method: Normal to boundary

0 Turbulence direction specification method: Intensity and hydraulic

diameter

- Backflow turbulence intensity: 30%

- Backflow hydraulic diameter: 0.42 m

6. Wall: Temperature is set to 278.15 K

For the operating condition, the pressure is set to be 1 atrn (101325 Pa).

This operating pressure, Pop, is important for incompressible ideal gas flow since

it directly determines the density. The reference pressure location can also be

specified, however when pressure boundaries are involved, the reference

pressure location is ignored since it is no longer needed [10]. Fluent uses gauge

pressure in calculation. When absolute pressure is needed, it can be obtained

with:

P =P +P
(3.1)

abs op

The iteration was performed with energy equation selected. The

simulation was done with second order upwind discretization to minimize

numerical rounding error. The second order upwind proved to achieve better

results when they are compared to the experimental data.

27



In order to investigate the mass transfer and condensation, a phase

change UDF is also implemented as the initial condition before running the

iteration.

3.2 STEADY-STATE RESULTS AND DISCUSSION

The default boundary condition in FLUENT is the adiabatic wall, where the

heat flux equals zero. Therefore, apart from the symmetry planes, the other

parameters needed for this study are:

Table 3.1. Initial Condition Inputted for Inlet and Outlet of the Model

 

 

 

 

Port Total Press. Temp. Turbulent Intensity Hydraulic Dia. (m)

1P8) K) (‘D

Inlet 0 298.15 2.5 0.284

Outlet -60 298.15 30 0.42    
 

Temperature of the wall is set initially at 278.15 K, and temperature of the

heated plate is also set at 278.15 K (adjustable). Results of these studies are

represented through velocity, temperature, condensation, and evaporation fields

Figures 3.1.1 to 3.10.
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Figure 3.1.1. Flow Field (mls) of Air Region

 

Figure 3.1.2. Zoom VIew of Flow Field (mls) of Air Region



Figure 3.1.1 shows the contours of velocity after the simulation converged.

The exact range of this velocity is from 0 mls to 15.658 mls. The more detail View

of velocity contour along the thermally active plate is in Figure 3.1.2. As observed

in the flow field of air region, the highest velocity occurs near the thermally active

plate before decreasing along the bottom symmetry plane. The velocity

distribution at the jet nozzle is nearly uniform. We see that the momentum of the

jet is diffusing away from the thermally active wall as it flows through the

chamber towards the outlet at the bottom. These results also show a small

recirculation of the flow occurring on the left hand side of the Chamber.

The principle of velocity measurements is based on convective heat

transfer from a heated element to the surrounding flow. By passing an electric

current through a thin metal wire, the wire temperature is higher than the ambient

temperature.

The velocity distribution of the flow field is of great interest in the wall jet

study. For the study of the defogger flow, more attention needs to be paid in the

developing region, since on the interior windshield surface of a vehicle it is in the

developing region that the defogging effects need to be applied.

Previous study shows that standard k—s model gives better predictions

than realizable k-s model. However, the realizable k—e model is better in

simulating the effect of the upstream contraction. As mentioned in Chapter 2, the

design purpose of contraction is to provide an evenly distributed velocity profile at

the jet nozzle.
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Figure 3.2. Comparison of Velocity Magnitude with Previous Study

Figure 3.2 shows the comparison of velocity magnitude at x/w = 7.62 with

previous works by Wang [9] and AbdulNour [4]. As observed, the present work’s

result is consistent with the previous numerical work. The velocity, as expected,

is highest near the wall and decreases as we move away from the wall. The

present’s work shows a velocity magnitude far from the wall to be higher

compared to the previous studies. This may be due to a different

laminar/turbulent transition point for each of the studies or over prediction of

turbulent diffusion.
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Figure 3.3. Temperature vs. Position at Different xlw Location

In Figure 3.3, the air temperature is shown against positions at various xlw

locations. When xlw = 0, the respective location is at the jet nozzle. Since the

inlet temperature is at 298.15 K, and temperature at the thermally active plate is

at 278.15 K, this has lowest temperature. However, this rises faster with respect

to the position compared to other xlw locations. As xlw gets higher, the trend is

Vice versa.

As we move along the plate we see significant similarity in the

temperature profile, indicating that one could imply a seIf-similarity approach to

the problem.
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Figures 3.4.1 and 3.4.2 shows the concentration field in the air region.

Similar to flow field of the air region, the peak concentration decreases as the

flow moves downstream along the thermally active plate. This is due to the

removal of water vapor due to condensation. As expected most of the variation in

concentration occurs in the air region close to the thermally active plate. Around

the middle of the Chamber, there is a recirculation flow field with diminished

concentration potential.
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Figure 3.5.1. Comparison of Condensation Rate with Experimental Data
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Figure 3.5.2. Comparison of Condensation Rate with Previous Computational

Results

The comparison of experimental results with 95% confidential intervals

and the present work is presented in Figure 3.5.1. Figure 3.5.2 shows the

comparison of previous computational work with the present study. Results are

presented as the condensation rate versus the concentration potential. The

experimental results were provided by Hoke [1], while the numerical steady-state

condensation was provided by AbdulNour et al. [5]. The numerical steady-state

condensation results were calculated using FLUENT 5.0 with a User Defined

Function (UDF). All the results Show similar trend and range. Agreement

between the computations and the experimental data (Figure 3.5.1) are fairly

good, although the computation results of the present study show a somewhat

smaller condensation rate. Comparisons of the results of the present study with

the previous computations by AbdulNour [4] are quite good.
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Figure 3.6. Comparison of Condensation and Evaporation at Liquid Layer

Interface

Results for evaporation have also been generated. A comparison between

condensation and evaporation rates can be seen in Fig. 3.6, where the

evaporation rate is slightly higher rate than the condensation rate. To obtain

condensation results, the inlet temperature is set higher than the thermally active

plate, while for evaporation rate the setup is reversed. One might assume that

the mass transfer rate should be the same for the same concentration potential

whether there is condensation or evaporation. However that is not the case

based on Figure 3.6.
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Figure 3.7. Condensation Rates Due to Diffusion and Convection

Since the condensation rate includes both diffusive and convective

components, it is of interest to see how both modes contribute to the total

condensation rate. This is shown in Figure 3.7. It appears that each modes

contributes nearly equally to the total condensation rate, with the convective

mode having a slightly greater contribution. It is clear that only including the

diffusive components, as it normally done, would lead to a significant under

prediction in the mass transfer.
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Figure 3.8 shows the plot of local Shenrvood Number against local

Reynolds Number for both condensation and evaporation. They have been

 

defined as

Re, = ”/e'x (3.2)
V

Sh, = E (3.3)
D

As observed, for evaporation results, the Sherwood Number versus local

Reynolds Number is higher than for the condensation results. This phenomenon

could be the result of that the evaporation rate for current model is slightly higher

than the condensation rate. The local Reynolds Number of a flow strongly
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influences the velocity boundary layer characteristics and hence is of great

importance in determining transfer coefficients. Reynolds Number is also the key

parameter for determining whether flow is laminar or turbulent. The Sherwood

Number can be used for future study to determine species transfer by means of

correlations with windshield defogging or defrosting.

With the evidence provided above that demonstrates the ability of the

computational model to predict experimental results, the steady state results can

be used to develop a prediction of window defogging. A mass balance on the

liquid layer gives

KA
:17? - _ pv (3.4)

pr

 

The initial water layer thickness of 60 is not a constant mass transfer

coefficient, and the liquid layer temperature is Changing by finite difference

approximation. We find that

 

5(r)=5(r-xn_K:Pv At (3.5)

I

In order to use these results for predictive modeling, it will be useful to

know the average mass transfer coefficient in terms of the jet velocity, or in

dimensionless form the average Sherwood number

 

Sh 2 avg (3.6)

In terms of jet Reynolds Number

 

Re = ujetw
(3'7)

jet v
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These results from the computational model are shown in Figure 3.9
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Figure 3.9. Sherwood Number vs. Reynolds Number

Figure 3.10 shows the plot of the liquid layer thickness versus time at

different jet Reynolds Number for evaporation. Initially, the boundary layer

thickness is set at 5x106. For steady state time, it takes between 24 to 43

seconds before the liquid layer thickness reduces to zero. We ran the test at

different Reynolds Number by varying the velocity, as higher velocity means

higher Reynolds Number. As expected, the plot shows linear lines and all the

results have similar trend for different Reynolds Number.
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Figure 3.10. Liquid Layer Thickness vs. Time at Different Reynolds

Number

The assumption of a constant mass transfer coefficient can be

investigated by conducting a transient analysis with FLUENT as is done in the

next section.

3.3 UNSTEADY-STATE INITIAL CONDITION

Since defogging in real automotive world is not as simple as the steady

state computational, one must cany out the experimental and computational

testing of defogging or defrosting. Previous study provides experimental data that

could be used for extensive modeling and prediction of condensation and

evaporation for the transient study.
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For unsteady-state simulation, the initial condition is similar to what the

steady—state simulation are, except that the time is set to unsteady time. The

unsteady formulation used is the second-order implicit to obtain more accurate

results. The segregated solver makes it possible to solve the governing

equations separately. Since the physical properties are assumed to be constant,

for the unsteady—state simulation, few different steps were taken to obtain the

simulation results.

The initial step taken is selecting flow and turbulent equations, while

deselecting the energy equation and the user-defined scalar, in performing the

velocity simulation. This step was done until the velocity become converged.

During this study, this step becomes converged after 475 iterations.

Once the velocity converged, the second step is to select the energy

equation and the user-defined scalar, while deselecting the flow equation in

performing the temperature simulation.

These two steps were also taken to save some simulation time. For the

steady-state simulation, these steps were not used since the running time is not

as long, and the equations were not as complicated as the unsteady-state

simulation.

In unsteady-state simulation, there exist a temperature dependent of air at

a given pressure, which is the maximum amount of moisture the air can hold. At

this point, the air is saturated, and the relative humidity is considered 100%. Any

further drop in temperature or addition of moisture results in condensation of

water vapor into liquid water in order to keep the thermodynamic equilibrium. The
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dew point temperature is defined as the temperature at which condensation

begins if the air is cooled at constant pressure. As mixture colds at this constant

pressure, the partial pressure of vapor remains constant until the temperature

drops below the dew point.

For the unsteady-state simulation, User Defined Function (UDF) [9] was

modified in a C program, compiled, and implemented in FLUENT to get the

information needed for the mass flux. This UDF also contain the source term

needed for the unsteady-state simulation. All operations for the UDF were done

Via the “deflne_adjust” function in the UDF. All the “define_adjust” functions were

used at the beginning of every iteration.

Appendix A and Appendix B shows the UDF used for current transient

study. The UDF in Appendix B is similar to that in Appendix A, however it does

not contain the mass source of the model. The use of this UDF is to run a simple

transient run, hence it will not take as long time to run the computational as UDF

with the mass source. However, the accuracy of the result is also less than by

using the UDF with mass source.

In both UDF, adjustment of vapor mass fraction is made in the

Define_Ad/'ust function named as spec_grad. For comparison, local saturation

mass fraction of water vapor is stored in user—defined scalar (UDS) in FLUENT.

The purpose of storing the flow variables into a user-defined scalar is to get the

relative derivatives of the variables that cannot be returned directly by the solver

to the UDF but are necessary to specify the source terms needed in the

governing equations.
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The formula needed to calculate such Reynolds Number, Sherwood

Number, condensation rate, evaporation rate, etc should be inputted manually

under “Define” pull down menu in FLUENT followed by the Custom Field

Function selection. All this extra formula is used for the purpose of post—

processing results.

3.4 UNSTEADY-STATE RESULTS AND DISCUSSION

For the mass transfer simulation, an ideal gas mixture of vapor and air is

set in FLUENT. The mass diffusivity, D, of the vapor in the mixture is assumed to

be a constant at 2.28x10‘5 mzls. The inlet mainstream mass fraction (1)...

corresponding to the relative humidity It)... can be calculated through the absolute

humidity, (0. The relationship between absolute humidity and relative humidity is

O.622¢P

(0 =#L (3.3)

sat

The inlet mass fraction can be calculated from

(t)

 

°° ° (3.4)
00 Ha)

w

The local mass transfer coefficient of vapor along the thermally active

plate is of interest of mass transfer, which is defined as

J

h ——-—W—— (3.5)

m pw #200

where JW is the mass flux at the wall, pW is the mass concentration at the wall,

and p... is the mass concentration along the main stream.
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The mass flux itself can be obtained with the following formula

Jw=_ DP?) (3.6)

6y yzo

Where D is the mass diffusivity, p is the mixture density of the wall, and <1) is the

mass fraction of the vapor.

For unsteady-state simulation, the result of the flow field, as expected, is

similar to the steady-state simulation. The maximum velocity is slightly lower

compared to the steady state velocity. However, the results of transient run are

still within 95% confidence interval of previous experimental data. Hence this

slight difference could be neglected. This difference could also be a cause of

hysteresis. Velocity contour for the unsteady-state simulation is presented in

Figure 3.11.1, with the zoom View presented in Figure 3.11.2.
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Comparing Figures 3.11.1, 3.11.2 with steady state flow field of air region,

Figures 3.1.1, and 3.1.2, the flow field is very similar. Notice that the maximum

flow field of air region for the steady-state simulation is slightly higher, but not by

much. This higher phenomenon could be caused that in unsteady—simulation, the

simulation was done in two steps, by doing the velocity and turbulence first until it

reaches steady state, followed by doing the energy flow.

In the volumetric transient model, the same thin film is adopted similar to

the 2—D steady state model. The liquid film on the wall has little influence on the

velocity field and heat transfer. The impermeable surface model is still assumed

valid at the interface between the liquid film and the gaseous air—vapor mixture.

The computation starts from the interface where the mass fraction is saturated.

The main difference of transient model with the steady-state model is the

possible formation of liquid droplets in the volume of the flow that is now

considered. Before, the thermodynamic equilibrium is only maintained on the wall

surface. In transient, the water will condense into liquid droplets to keep local

thermodynamic equilibrium in the volume of the flow. When the condensation or

evaporation occurs, there will be latent heat released, which will affect the

temperature distribution. Also, there will be a loss of mass in the gaseous phase

as the water vapor condenses out into the liquid phase.
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Figure 3.12.1, and 3.12.2 shows the results of condensation thickness

versus time from present and previous study respectively. The result of the

previous study is obtained from AbdulNour [11]. The present study result shows

agreement with the previous study result. Although the numbers of condensation

thickness are not exactly the same, the results of the present study are still within

95% confidence bar of the previous study. As expected, condensation thickness

for this study should increase linearly, if not almost linearly as time increases

during transient mn. Though for each xlw the condensation thickness is varying,

the plot should show similar trend as seen in Figure 3.12.2.
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Figure 3.13.1. Mass Flow Rate vs. Time at xlw = 1.59
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Figure 3.13.1 above shows the plot mass flow rate against time step at

xlw = 1.59. For the transient experiment, each time step is set at 0.25 second for

the first four time steps and at increment of one second after that. The maximum

iteration per-time step is set at 20. The condensation flow rate after 1 second

looks like a straight line, however in the actual data, the flow rate is still

increasing in slower rate compared to the first 4 time steps. The flow rate after

five seconds become steady state, hence it will just show a straight line. Each

xlw location shows similar trend as Figure 3.13.1. However, each xlw has

different mass flow rate. The combination plot for the mass flow rate in each xlw

is shown in Figure 3.13.2.
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The plot of mass flow rate is obtained from the transient condensation

experiment instead of the evaporation run.

The plot of each xlw in Figure 3.132 after 1 second looks like straight line,

however each line actually shows an increasing trend similar to Figure 3.13.1. As

observed, as xlw increases, the mass flow rate is also higher with the exception

of xlw = 0 where the mass flow rate is higher than the mass flow rate at xlw =

7.62. This could be a result that at xlw = 0, it is located at the jet nozzle of the

model, where the area is smaller than the inlet velocity that causes pressure rise,

hence resulting in a high flow rate.
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Figure 3.14.1 presents the Local Reynolds Number versus time at xlw =

3.18. The plot shows that local Sherwood Number is decreasing as time

increases. The Sherwood Number will keep decreases as time continues to

increase, although the decreasing rate will get slower after certain amount of

time. For this transient study, the Shenrvood Number is only obtained for some

period of time.

The importance of Sherwood Number for this study is to predict the

window condensation or evaporation for the automotive industry. If the Sherwood

Number of this computational study is in agreement with the experimental study

done previously, then in the future the experimental test could be minimized, if
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not scrapped, means that minimize the cost of the study by just doing computer

simulation.

For all local Shenrvood Number versus time for different xlw is presented

in Figure 3.14.2. Sherwood Number for each xlw is actually decreasing similar to

Figure 3.14.1. The plot in Figure 3.14.2 looks like straight line just because the

dimensioning in Microsoft Excel when all local Sherwood Number is plotted in

one graph. Results of Sherwood Number versus time in Figure 3.14.2 are

internally consistent and in agreement to the experiment results of [1].
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Figure 3.15. Reynolds Number vs. Time

Figure 3.15 presents the plot of Reynolds Number versus time step during

a transient run. As mentioned before, each time step is set at one seconds, and
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the maximum iteration per-time step is set at 20. As expected, the Reynolds

Number is showing a decreasing trend as time step increases, however the

decreasing rate will slow down after certain amount of time. The trend of Figure

3.15 is in agreement with the experimental results [1].

Transient computational provides more complex calculation compared to

the steady state experiment. in running the iteration it is more complicated since

one need to reach steady state first with the velocity and turbulence equation

(475 iterations) before running the energy equation to obtained the results

expected. With the unsteady time, accurate source term by using UDF is needed

in order to mn the iteration and not receiving error messages in FLUENT during

the iteration run. With the help of FLUENT Support during this study, acceptable

results are obtained for the importance of future studies.

From the standpoint of formulation, source terms used are considered to

be highly non-linear with respect to the flow variables solved in the governing

equations, which make the equations more difficult to solve. The current

algorithm of FLUENT is not exactly open to the users, makes it more difficult for

user to find out the compatibility of the non-linearity source terms.
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

4.1 CONCLUSIONS

. This study shows that a computational simulation can be applied

successfully in order to investigate condensation and evaporation

phenomena with excellent comparison to results from previous studies.

0 Results of this computational study establish a tool appropriate for the

development of defogging analysis.

o It is believed that the volumetric phase change model is in ready stage

with theoretical analysis of the model and the source terms to handle the

transient problem.

. The transient results are also in agreement with previous studies results.

Thus a computational study could be done instead of an experimental

study, significantly reducing costs.

. Implementation of the UDF into the CFD software package FLUENT is

critical in running the transient case, although it is not simple, and could be

improved with technical support from FLUENT, Inc.
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4.2 FUTURE WORK

During the development of the study, the author developed several

suggestions for future possible improvement. They are summarized below

One of the shortcomings in the transient study is that the phase change

only assumed to be occurred on the wall surface. If further study is done in

this part, the author believes more accurate results could be obtained by

incorporating moving boundary for the liquid layer.

Numerically, the limits on velocity, temperature, and vapor concentration

conditions in order for the key assumption of the model to hold needs to

be further investigated to improve the accuracy of the results.

Further investigation of compatibility between the algorithm of the code

and the highly nonlinear source terms would also be of interest.

More parameters could be investigated for the transient run, e.g. varying

the velocity, temperature, concentration potential, and other basic initial

conditions to capture all possible condition of window defogging or

defrosting in the real world.

Impact of flow transition from laminar to turbulent flow might be an interest

for future study subject, since it will have some effect in the calculation

accuracy of the model.

With the development of FLUENT software, there is always room for

improvement for the transient study in predicting window defogging or

defrosting with or without UDF.
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The liquid layer set for current study is adiabatic. More sophisticated

model for liquid layer with the effect of the outside part of the windshield

could be an interest for future study.

Further experimental test could be done with different Reynolds Number

by using the valid Sherwood Number obtained in current study. Though

this may change the geometry of the model.
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APPENDIX A

USER DEFINED FUNCTION FOR THE VOLUMETRIC PHASE CHANGE

MODEL

#include "udf.h"

#include "sg.h"

#deflne L 2400.0e3 I" latent heat of water [J/kg] */

#define b L*18 / 8314.4

#define a b I (273.15 + 100.)

DEFlNE_ADJUST(spec_grad, domain)

{

Thread *t;

ce|l_t c;

face_t f;

float MLFS; l* saturation mole fraction */

float MSFS; /* saturation mass fraction */

float UVPR; I‘ x velocity of vapor *l

float WPR; l“ y velocity of vapor *l

thread_loop_c (t,domain)

begin_c_loop_all (c,t)

MLFS = exp(a - b / C_T(c,t));

f” equation (4.23) */

MSFS = (MLFS * 18129.) I (1. - MLFS *

(1. - 18./29.));

/* equation (4.24) */

if (C_Yl(c,t,0) > MSFS) C_Yl(c,t,0) = MSFS;

if (C_Yl(c,t,0) <= 0.0)

C_Yl(c,t,0) = 1.0e-12;

/* adjust the mass fraction of vapor if its is

higher than the saturation value. */

if (NULL != THREAD_STORAGE(t,SV_UDS_I(3)) &&

NULL != THREAD_STORAGE(t,SV_UDS_I(0)))

{
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C_UDSl(c,t,3) = MSFS;

C_UDSl(c,t,0) = C_Yl(c,t,0);

}

end_c_loop_all (c,t)

thread_loop_f (t,domain)

if (NULL r= THREAD_STORAGE(t,SV_UDS_l(3)) &&
NULL 1: THREAD_STORAGE(t,SV_UDS_I(O)))

{

begin_f_loop (f,t)

{

float FMLFS = exp(a - b / F_T(f,t));

float FMSFS = (FMLFS * 18./29.)/

(1. - FMLFS * (1. - 18./29.));

F_UDSl(f,t,3) = FMSFS;

F_UDSl(f,t,O) = F_Yl(f,t,0);

}

end_f_loop (f,t)

}

thread_loop_c (t,domain)

if (NULL != THREAD_STORAGE(t,SV_UDS_|(0)) &&

NULL != T_STORAGE_R_NV(t,SV_UDS|_G(0)))

{

begin_c_loop_all (c,t)

float diff_eff = 2.88e-5 +

(C_MU_T(c,t)l0.7);

UVPR = C_U(c,t) - diff_eff *

C_UDSl_G(c,t,0)[0]/C_UDS|(c,t,0);

WPR = C_V(c,t) - diff_eff *

C_UDSI_G(c,t,O)[1]/C_UDSl(c,t,0);

C_UDSl(c,t,1) = C_R(c,t) * C_UDSl(c,t,0)

*UVPR;

C_UDSl(c,t,2) = C_R(c,t) * C_UDSl(c,t,O)

* WPR;

I

end_c_loop_all (c,t)
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}

}

thread_loop_f (t,domain)

/* assign face value with way (1) *l

{

if (NULL l= THREAD_STORAGE(t,SV_UDS_|(0)) &&

NULL != THREAD_STORAGE(t,SV_UDS_I(1)) &&

NULL l= THREAD_STORAGE(t,SV_UDS_l(2)))

{

begin_f_loop (f,t)

{

cell_t cell = F_CO(f,t);

Thread *c_thread = THREAD_T0(t);

if (NULL l=

T_STORAGE_R_NV(c_thread,SV_UDSI_G(O)))

{

F_UDSl(f,t,1) =

C_UDSl(cell,c_thread,1);

F_UDSl(f,t,2) =

C_UDSl(cell,c_thread,2);

I

I

end_f_loop (f,t)

}

}

DEFINE_PROFILE(plate_mf, t, position)

/* specify saturation mass fraction at the boundary */

face_t f;

begin_f_loop (f,t)

{

float FMLFS = exp(a - b I F_T(f,t));

F_PROFILE(f,t,position) = (FMLFS * 18.]29.)/

(1. - FMLFS * (1. - 18129));

}

end_f_loop (f,t)

}

DEFINE_SOURCE(mass_src, c, t, dS, eqn) . *

/* source term of continuity and concentration equation /

{

float source;
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if (NULL r= T_STORAGE_R_NV(t,SV_UDSI_G(1)) &&
NULL != T_STORAGE_R_NV(t,SV_UDSI_G(2)) &&
NULL 1: THREAD_STORAGE(t,SV_UDS_l(0)) &&
NULL r= THREAD_STORAGE(t,SV_UDS_l(3)))

if (C_UDSl(c,t,O) < C_UDSl(c,t,3))

source = 0.;

else

source = C_UDSl_G(c,t,1)[0] +

C_UDSl_G(c,t,2)[1];

/* equation (4.34) */

dSleqnl=0;

return source;

}

DEFINE_SOURCE(energy_src, c, t, dS, eqn)

/* source term for energy equation */

{

float source;

if (NULL != T_STORAGE_R_NV(t,SV_UDSI_G(1))
&&

NULL != T_STORAGE_R_NV(t,SV_UDS|_G(2))
&&

NULL l= THREAD_STORAGE(t,SV_UDS_I(0))
&&

NULL != THREAD_STORAGE(t,SV_UDS_I(3)))

{

if (C_UDSl(c,t,O) < C_UDSl(c,t,3))

source = 0.;

else

source = -L * (C_UDSl_G(c,t,1)[0] +

C_UDSl_G(c,t,2)[1j);

}

dS[eqn]=0;

return source;

}
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APPENDIX B

USER DEFINED FUNCTION FOR THE VOLUMETRIC PHASE CHANGE

MODEL (WITHOUT MASS SOURCE)

#include "udf.h"

#include "sg.h"

#deflne L 2400.0e3 I* latent heat of water [JIkg] *I

#define b L*18 I 8314.4

#deflne a b I (273.15 + 100.)

DEFINE_ADJUST(spec_grad, domain)

{

Thread *t;

face_t f;

float MLFS; I“ saturation mole fraction */

float MSFS; I* saturation mass fraction */

float UVPR; I’ x velocity of vapor */

float WPR; I’ y velocity of vapor */

thread_loop_c (t,domain)

begin_c_loop_all (c,t)

MLFS = exp(a - b I C_T(c,t));

I* equation (4.23) */

MSFS = (MLFS * 18.I29.) I (1. - MLFS *

(1. - 18.I29.));

/* equation (4.24) *I

if (C_Yl(c,t,0) > MSFS) C_Yl(c,t,O) = MSFS;

if (C_Yl(c,t,O) <= 0.0)

C_Yl(c,t,0) = 1.0e-12;

/* adjust the mass fraction of vapor if its is

higher than the saturation value. *I

if (NULL != THREAD_STORAGE(t,SV_UDS_I(3)) &&

NULL I= THREAD_STORAGE(t,SV_UDS_I(0)))

{
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C_UDSl(c,t,3) = MSFS;

C_UDSl(c,t,O) = C_Yl(c,t,0);

}

}

end_c_loop_all (c,t)

thread_loop_f (t,domain)

if (NULL l= THREAD_STORAGE(t,SV_UDS_l(3)) &&
NULL r= THREAD_STORAGE(t,SV_UDS_l(0)))

{

begin_f_loop (f,t)

{

float FMLFS = exp(a - b I F_T(f,t));

float FMSFS = (FMLFS * 18.I29.)l

(1. - FMLFS *(1.-18./29.));

F_UDSl(f,t,3) = FMSFS;

F_UDSl(f,t,0) = F_Yl(f,t,0);

}

end_f_loop (f,t)

}

thread_loop_c (t,domain)

'rf (NULL != THREAD_STORAGE(t,SV_UDS_I(0)) &&

NULL != T_STORAGE_R_NV(t,SV_UDSI_G(0)))

{

begin_c_loop_all (c,t)

float diff_eff = 2.88e-5 +

(C_MU_T(c,t)I0.7);

UVPR = C_U(c,t) - diff_eff *

C_UDSl_G(c,t,0)[0]/C_UDSI(c,t,0);

WPR = C_V(c,t) - diff_eff *

C_UDSl_G(c,t,0)[1]IC_UDSl(c,t,0);

C_UDSl(c,t,1) = C_R(c,t) * C_UDSl(c,t,O)

* UVPR;

C_UDSl(c,t,2) = C_R(c,t) * C_UDSl(c,t,O)

* WPR;

}

end_c_loop_all (c,t)
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}

}

thread_loop_f (t,domain)

I‘ assign face value with way (1) *l

{

if (NULL l= THREAD_STORAGE(t,SV_UDS_l(0)) &&

NULL l= THREAD_STORAGE(t,SV_UDS_I(1)) &&

NULL l= THREAD_STORAGE(t,SV_UDS_l(2)))

{

begin_f_loop (f,t)

{

cell_t cell = F_CO(f,t);

Thread *c_thread = THREAD_T0(t);

if (NULL r=

T_STORAGE_R_NV(c_thread,SV_UDSl_G(0)))

F_UDSl(f,t,1) =

C_UDSl(cell,c_thread,1);

F_UDSl(f,t,2) =

C_UDSl(cell,c_thread,2);

}

}

end_f_loop (f,t)

}

}

}

DEFINE_PROFlLE(plate_mf, t, position)

I“ specify saturation mass fraction at the boundary *I

face_t f;

begin_f_loop (f,t)

{

float FMLFS = exp(a - b I F_T(f,t));

F_PROFILE(f,t,position) = (FMLFS * 18.I29.) I

(1. - FMLFS * (1. - 18.I29.));

I

end_f_loop (f,t)

}

DEFINE_SOURCE(energy_src, c, t, dS, eqn)

I* source term for energy equation *I

{

float source;
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if (NULL r= T_STORAGE_R_NV(t,SV_UDSl_G(1)) 88

NULL r= T_STORAGE_R_NV(t,SV_UDSl__G(2)) 88

NULL != THREAD_STORAGE(t,SV_UDS_I(0)) 88

NULL r= THREAD_STORAGE(t,SV_UDS_I(3)))

if (C_UDSl(c,t,O) < C_UDSl(c,t,3))

source = 0.;

else

source = -L * (C_UDSl_G(c,t,1)[0] +

C_UDSl_G(c,t,2)[11);

I

dSleqnl=0;

return source;

}
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APPENDIX C
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APPENDIX D

COMPUTATIONAL RESULTS

Table D1. Condensation Rate with Onl Diffusion
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     
 

 

 

 

 

  
 

 

 

 

 

 

 

 

 

    
 

 

 

Aconcentration M Imin ,

0.0044192 0.279067

0.00476326 0.286247

0.00514243 0.295807

0.00560799 0.307826

0.00615095 0.322712

0.00675215 0.341049

0.00744845 0.362481

0.0082635 0.39361

0.00921561 0.436279

0.0103052 0.488144

0.0115558 0.552178

0.0130065 0.628601

0.0146356 0.730184

0.0164875 0.864014

0.0185547 1.01902

Table 0.2. Condensation Rate with Only Convection

Aconcentration M (glmirg

0.0044192 0.096576

0.00476326 0.104663

0.00514243 0.114017

0.00560799 0.125301

0.00615095 0.1376

0.00675215 0.158679

0.00744845 0.191277

0.0082635 0.225842

0.00921561 0.264279

0.0103052 0.309194

0.01 15558 0.373768

0.0130065 0.466739

0.0146356 0.561326

0.0164875 0.657306

0.0185547 0.76371

Table 0.3. Condensation Rate with Convection and Diffusion

Aconcentration M (gImin)

0.0044192 0.479285   
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0.00476326 0.491614

0.00514243 0.508035

0.00560799 0.528677

0.00615095 0.554242

0.00675215 0.585735

000744845 0.622543

0.0082635 0.676006

0.00921561 0.749288

0.0103052 0.838363

0.0115558 0.948339

0.0130065 1.07959

0.0146356 1 .25405

0.0164875 1.4839

0.0185547 1.75012

 

 

 

 

 

 

 

 

 

 

 

 

    
 

Table D.4. Reynolds and Sherwood Number for Condensation

Reynolds Sherwoo

920.4194 3950.16

1490.928 3981.3

2120.237 2650.97

2760.184 1304.03

4250.244 592.781

5440.826 469.35

 

 

 

 

 

 

 

   
 

Table 0.5. Reynolds and Sherwood Number for Evaporation

Reynolds herwood

1323.24 4973.98

2451.94 4896.83

3775.22 3017.72

4663.9 1469.95

5578.74 646.939

6710.73 466.2579

 

 

 

 

 

 

 

   
 

Table D.6. Reynolds Number for Transient

Time (3) Re #

2557.474

2555.223

2553.944

2552.483

2551.953

2551.858
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Table DJ. Liquid Layer Thickness vs. Time for Different Reynolds Number

Re=1323.24

0 0.000 5.00E-06
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5 4.337 4.34E-06

10 3.344 3.34E-06

15 2.197 2.20E—06

20 9.657 9.66E-07

25 4.765 4.77E-07

30 2.566 2.57E-07

35 9.654 9.65E—08

40 5.674 5.67E-08

45 2.902 2.90E-08

50 1.241 1 .24E-08

55 0.936 9.36E-09

60 0.750 7.50E-09

64 0.000 0.00E+00

Re=2451 .94

0 0.000 5.00E-06

5 3.686 3.69E-06

10 2.842 2.84E-06

15 1.867 1.87506

20 8.208 8.21 E-07

25 4.051 4.05E-07

30 2.181 2.18E-07

35 8.206 8.21E-08

40 4.823 4.82E-08

45 2.466 2.47E-08

50 1 .055 1 .05E—08

55 0.795 7.95E-09

60 0.000 0.00E+00

Re=3775.22

0 0.000 5.00E-06

5 3.252 3.25E-06

10 2.508 2.51E-06

15 1 .648 1 .65E—06

20 7.243 7.24E-07

25 3.574 3.57E-07

30 1 .924 1 .92E-O7

35 7.241 7.24E-08

40 4.256 4.26E-08

45 2.176 2.18E-08

50 0.931 9.31 E-09   
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55 0.702 7.02509

56 0.000 0.00E+00

Re=4663.90

0 0.000 5.00E-06

5 2.819 2.82E-06

10 2.173 2.17E-06

15 1 .428 1 .43E-06

20 6.277 6.28E-07

25 3.098 3.10E-07

30 1 .668 1 .67E-07

35 6.275 6.28E—08

40 3.688 3.69E-08

45 1.886 1.89E—08

50 0.807 8.07E-09

52 0.000 0.00E+00

Re=5578.74

0 0.000 5.00E-06

5 2.385 2.39E—06

10 1 .839 1 .84E-06

15 1.208 1.21 E-06

20 5.311 5.31E-07

25 2.621 2.62E-07

30 1.411 1.41 E-07

35 5.310 5.31E-08

40 3.121 3.12E-09

45 1 .596 1 .60E-09

46 0.000 0.00E+00

Re=6710.73

0 0.000 5.00E-06

5 1 .951 1 .95E-06

10 1.505 1.50E-06

15 7.243 7.24E-07

20 2.144 2.14E-07

25 1.155 1.15E-07

30 4.344 4.34E-08

35 2.553 2.55E—08

40 1.306 1.31E-08

42 0.000 0.00E+00   
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