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ABSTRACT

DEVELOPMENT OF HIGH-BRIGHTNESS ULTRAFAST ELECTRON
MICROSCOPE FOR STUDYING NANOSCALE DYNAMICS ASSOCIATED

WITH STRONGLY CORRELATED MATERIALS

By

Zhensheng Tao

Strongly correlated-electron materials are a class of materials that exhibit numerous

intriguing emergent phenomena, including metal-to-insulator transition, colossal mag-

netoresistance, high-temperature superconductivity, etc. These phenomena are beyond

the reach of the conventional solid state physics, which is based on the band theory.

Instead, strong electron-electron correlations are found to play important roles, which

leads to complicated interplay between different degrees of freedoms (charge, lattice,

spins ...). In this thesis, ultrafast electron diffraction (UED) is used to investigate the

photo-induced ultrafast structural dynamics of strongly correlated materials, among

which VO2 is taken as an exemplar system, one that reveals the fundamental physic-

s behind photo-induced phase transitions, electron-electron correlation on nanometer

scales, and the electron-phonon coupling in this exotic class of materials. The phenom-

ena presented here are expected to have more general significance as they may reflect

the physics to which other strongly correlated materials also conform.

In polycrystalline VO2 thin films, the structural changes resulting from photoexci-

tation with femtosecond laser pulses with different wavelengths are observed to lead

to non-thermal phase transitions, which require less energy compared to the phase

transitions induced by thermal excitation. The details of the structural change are

extracted from the UED results revealing stepwise atomic movements after photoex-

citation, which suggests the phase transition starts with a dilation of the correlated d

electrons. On the other hand, the structural phase transition is found to be decoupled

from the metal-to-insulator transition when the sample dimension is reduced to the



sub-micrometer scale, which is attributed to the interface charge doping effects from

different substrates. A new phase (M3, monoclinic metallic phase) is distinguished,

which has not been discussed by the existing theoretical investigations. The reduction

of the optical spectral weight and the anisotropic phononic response is revealed by the

UED measurements in the noncooperative phase-transition region, suggesting intrigu-

ing interplay between the Mott-Hubbard correlated electrons and the Peierls lattice

distortion.

The first-generation UED system is found to be limited by its brightness when

high spatiotemporal resolution is required for the studies on nanometer-scale materials.

The major constrain on the brightness is the space charge effect, which affects the

phase space of the electron pulses. Using the projection-shadow-image technique, the

space charge effects in the near-cathode-surface region are investigated. The results

suggest a strong space-charge-led perturbation on the electrons’ spatial and momentum

distributions in the early stage of the short-pulse generation, and the performance with

possible corrections in the drift region is discussed under the framework of a mean-field

theory.

In laboratory, a radio-frequency (RF) cavity is implemented as a longitudinal fo-

cusing lens in the ultrafast electron microscope (UEM). The RF compression together

with several magnetic lenses in the beam path, reshapes the electrons’ phase space to

achieve high brightness and high temporal resolution at the same time. High precision

phase-lock between the electron pulses and the RF electric field timing is achieved by

implementing a low-level RF phase-locked loop (PLL), an RF-amplifier station and

a cavity PLL. The details of these RF systems are introduced, with characterization

results presented. The RF-compression UEM is preliminarily characterized, which

demonstrates the feasibility of using RF compression to generate high-brightness elec-

tron pulses. Future improvements and prospects for the system are also discussed.
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Chapter 1

Introduction and Methodology

To have a camera with the ability to record the atoms in motion is a scientist’s wildest

dream. This ‘dream camera’ will enable us to resolve the fundamental physics be-

hind many fascinating phenomena across different disciplines.[1] In condensed matter

physics, resolving the atomic motions throughout a phase transition leads to the un-

derstanding of the phase-transition mechanism; in chemistry, the ability to directly

observe the process of making and breaking chemical bonds in a reaction is the key

to finding out the reaction pathway, and thus, to ultimately control the products of

chemical reactions; in structural biology, knowing the structural dynamics of the pro-

tein is very important to figure out its functionality in a biological process, etc. To fully

describe these processes, a ‘camera’ which can follow a sequence of steps in real-time

and characterize the given process is required. More technically, such a ‘camera’ needs

to satisfy two major requirements:

1. sensitivity to the atomic structure, (sub-Angström resolution)

2. temporal resolution of tens to hundreds of femtoseconds. (1 fs = 10−15 s).

Electron diffraction and microscopy has a long history as powerful techniques to

study the static structures of materials. Because the de Broglie wavelength of high-

energy electrons reaches the picometre scale, sub-Angström resolution can be achieved
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in real-space images using an electron microscope. In addition, electron diffraction,

which utilizes the interference effects from elastically scattered electrons, also provides

important characterization of material structures. So, equipping the ‘camera’ with

electrons as the probe allows it to satisfy the first requirement on the spatial resolution.

In solids, the speed of sound is usually 300 - 1000 m/s. This determines the timescale

with which the atoms move from one structural phase to another by a displacement

ranging from Angströms to microns. So, the time-scale of atomic motions in solids

ranges from femtoseconds (fs) to nanoseconds(ns) [2]. To clearly resolve such move-

ments, a temporal resolution of tens to hundreds of femtoseconds is a necessity. Un-

fortunately, this is beyond the speed of any mechanical or electronic camera shutters.

To resolve the dynamics on fs time scales, the pump-probe method based on ultra-

fast lasers has been routinely used [3]. Temporal resolution as short as 10 fs can

be achieved, which is only limited by the laser pulse duration. The details of the

pump-probe method are included in Section 1.1. So, by combining electron diffraction

(microscopy) and the pump-probe method, the ‘dream camera’ can be realized, which

enables us to ‘see’ the atomic motions in real-time throughout a phase transition, a

chemical reaction or a biological process. This ‘camera’ is the technique of ultrafast

electron diffraction/microscopy, which is one of the main topics of this thesis.

This chapter introduces the technique of ultrafast electron diffraction (UED) and

the fundamental diffraction theories, which is necessary for understanding the discus-

sions in the following chapters. The description of the pump-probe method and the

instrumental setup of the UED system is first given in Section 1.1. The theories for

diffraction have been well established, but they are very important for understanding

the various results to be discussed in the following chapters. An attempt has been

made in Section 1.2 to provide an introduction to diffraction and the interpretation

of the diffraction patterns. The next generation of ultrafast electron diffraction and

microscopy systems are being actively developed throughout the world. In Section 1.3,
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the current status of these systems is reviewed and the advantages and disadvantages

of these techniques are also discussed. In Section 1.4, the RF-compression ultrafast

electron microscope currently under development at Michigan State University is in-

troduced.

1.1 Ultrafast Electron Diffraction

Ultrafast electron diffraction (UED) is a pump-probe experimental method that uses

a fs pump laser pulse to excite the sample, while its consequent structural dynamics

are probed by a short electron probe pulse through electron diffraction.

The pump-probe experimental method was first applied in time-resolved optical

experiments. In these experiments, an ultrashort laser pulse is split into two portions:

a strong pump pulse and a weak probe pulse, both of which are focused and overlapped

at the same position on the sample (spatial overlap). The relative time delay between

the pump and probe pulses can be adjusted in fine steps by changing the optical path

length difference. The purpose of the pump pulse is to prepare an excited state of

the sample. Its optical constants (optical reflectivity, transmittance, spectrum, etc.)

at a certain delay time are probed through the weak probe pulse, which arrives at a

precise temporal delay. Clearly, when the probe pulse arrives earlier than the pump

pulse, it sees the sample before excitation, which we call the ground state. When the

optical path difference between pump and probe is adjusted so that the probe pulse

arrives later than the pump, some changes induced by the pump pulse are ‘seen’ by

the probe pulse as the change of the values of the optical constants compared to the

ground state. The changes of optical constants can be stamped precisely in time, by

knowing the zero-of-time (ZOT). Technically, ZOT is defined as the temporal overlap of

pump and probe at the sample. The temporal resolution of a pump-probe experiment

is usually limited by the pulse duration of either pump pulse or probe pulse. The
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Figure 1.1: Ultrafast electron diffraction setup. An amplified laser pulse (red) is split
into two parts. One part goes through a delay stage and into the UHV chamber as
pump to excite the sample. The other part is frequency-tripled to 266 nm (blue) and
sent into the chamber to excite the photocathode. The photo-generated electron beam
(pink) is accelerated to 30 keV and diffracted from the sample. An intensified CCD is
used to record the diffraction pattern at different time delays.

temporal resolution in an optical pump-probe experiment can be as short as 10 fs.

Even though they provide necessary temporal resolution, optical techniques mostly

reflect the dynamics of the electronic degrees of freedom, rather than the structural

motion, because optical probes do not couple to the lattice directly.

The difference in an UED experiment is that short, high-energy electron pulses,

instead of fs laser pulses, are used as the prob. Because the wavelength of high-

energy electrons is comparable to the lattice spacing in solids, they are sensitive to

structure through diffraction effects. The schematic setup of UED experiments is

depicted in Fig. 1.1. Similar to the optical pump-probe technique, the fs laser pulse is

split into two portions and the first portion is used as the pump to excite the sample

in the ultrahigh-vacuum (UHV) chamber. The second portion is frequency-tripled

and focused onto the photocathode to generate ultrashort electron pulses through the

photoelectric effect. The frequency tripling is realized through the third-harmonic-

generation of the originally 800 nm (1.55 eV) laser pulses and is necessary to overcome
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the work function of the photocathode material (silver, work function ∼4.26 eV [4]).

The relative time delay between the pump laser pulse and the electron probe pulse is

adjusted by an optical delay stage as shown in Fig. 1.1. The structural change induced

by the pump laser is hence probed by high-energy electron pulses through electron

diffraction. The diffraction patterns are recorded by an intensified CCD camera [5].

In the first-generation UED system, the electron pulses are accelerated to 30 keV

in the electron gun through a DC diode geometry [6], and the number of electrons per

pulse is typically 800 - 1000. In the newly developed RF-compression ultrafast electron

microscope (UEM), pulses with 105 - 107 electrons are available and accelerated to

100 keV through the Pierce-gun geometry, which facilitates high-current generation.

Usually a solenoid magnetic lens sits behind the anode to focus the electron beam

in the transverse direction. Because the electrons cannot travel in the air for a long

distance, the sample holder, high-voltage electron gun and the imaging system are

sealed inside a vacuum chamber, whose pressure is maintained at ∼ 10−7 - 10−9 torr.

More details about the electron-gun geometry, vacuum and imaging systems of UED

are available in Ref. [5]. The temporal resolution of the UED system is limited by

the pulse duration of probe electron pulses. Due to strong Coulomb repulsion between

electrons (space charge effects), the pulse duration of probe electron pulses broadens as

they travel in free space. There are several ways to quantitatively measure the electron

pulse duration. More details about the space charge effects in short electron pulses

and the methods of measuring electron pulse-width are introduced in Chapter 5.

1.2 Diffraction Theory

To interpret electron diffraction phenomena, it is best to think of electrons as waves.

In an optical double-slit or multi-slit experiment, the interference pattern of light can

be observed in the far field when the slit size is comparable to the wavelength of light.
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According to the Huygens-Fresnel principle, the center of each slit acts as a new source

of a wave of the same wavelength. The sum of these secondary waves determines the

form of the wave at the subsequent time and gives the interference effects. Similar to

light, the propagating electron waves should also exhibit constructive and destructive

interference, but only if slits can be found with size comparable to its wavelength. In

nature, the lattice spacing in solids is typically ∼5 Å, which serves as the ideal slit for

electron waves.

Momentum conservation is a manifestation of translational symmetry. In the case

of a periodic lattice, the translational invariance is discrete. So, the momentum of

the electron waves and the atoms in the lattice must be conditional conserved. The

discrete translational invariance is captured by the reciprocal lattice as the set of points

that indicate the directions and spatial period of the translational invariance. When

electron waves are scattered from the periodic lattice, the momentum conservation

yields the result that the change of the electrons’ momentum �s = �kf − �ki should equal

any discrete reciprocal lattice vector �G, which is also called the crystal momentum.

This momentum conservation is mathematized in several different ways: Bragg’s law,

Laue diffraction conditions and Ewald sphere construction.

1.2.1 Bragg’s Law

When the electron wave is scattered from a set of periodic lattice planes, the construc-

tive interference condition is quantitatively described with Bragg’s law,

2d sin(
θ

2
) = nλ, (1.2.1)

where d is the interplanar distance, θ the scattering angle, n the index of diffraction

order and λ the wavelength of electrons. The illustration of Bragg’s law is depicted
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Figure 1.2: Bragg diffraction. Two rays of electrons approach the lattice with same
wavelength, same phase and same incident angle. They are scattered by two different
atoms in the same set of crystal planes. The lower beam travels an extra distance
2d sin(θ/2). Constructive interference occurs when this distance equals to an integer
multiple of the wavelength.

in Fig. 1.2. The idea of Bragg’s law is that the scattered electron waves interfere

constructively, when the path difference between two waves equals an integer multiple

of the wavelength.

1.2.2 Laue Diffraction Condition

Bragg’s law is a very concise description of the diffraction condition and is widely

used in the diffraction community. However, its idea of reflected electrons is phys-

ically wrong. More rigorously, Von Laue derived the diffraction conditions in three

dimensions using the well-known light-optics approach,

a(cos θ1 − cos θ2) = hλ, (1.2.2)

where a is the projected atomic distance in one direction, θ1 the incident angle, θ2

the exit angle and h an integer number. The cross-section view of the scattering

condition in one dimension is plotted in Fig. 1.3(a). Similar to Bragg’s law, the idea of

Laue’s equations is that the path difference between the electron waves scattered from
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Figure 1.3: Laue diffraction conditions. Two rays of electrons with the same phase
and wavevector approach the crystal with incident angle θ1. They are scattered by two
atoms separated by distance a. The angle after scattering is θ2. The path difference of
the two rays is a(cos θ1−cos θ2), which equals to an integer multiple of the wavelength,
when the constructive interference occurs.
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neighboring atoms is an integer multiple of the electron wavelength when a constructive

interference is formed. Eqn. 1.2.2 can be generalized to three dimensions with two more

distances, b and c, and appropriate angles θn,

b(cos θ3 − cos θ4) = kλ,

c(cos θ5 − cos θ6) = lλ.

(1.2.3)

Eqn. 1.2.2 and 1.2.3 are called Laue diffraction conditions. More usefully, the Laue

conditions can be rewritten in a vector form:

�a · �s = 2πh,

�b · �s = 2πk,

�c · �s = 2πl,

(1.2.4)

where �a, �b, �c are the primitive vectors of the lattice, �s the vectorial change of wavevec-

tors of the incident beam (�ki) and the scattered beam (�kf), as shown in Fig. 1.3(b).

We also call �s the momentum transfer under some circumstances.

For a periodic lattice in real space, the primitive vectors in the reciprocal space are

given by

�a∗ = 2π
�b× �c

�a · (�b× �c)
,

�b∗ = 2π
�c× �a

�b · (�c× �a)
,

�c∗ = 2π
�a×�b

�c · (�a×�b) .

(1.2.5)

So, we have

�a · (h�a∗) = 2πh,

�b · (k�b∗) = 2πk,

�c · (l�c∗) = 2πl.

(1.2.6)
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Comparing Eqn. 1.2.4 and 1.2.6, we can get

�s = h�a∗ + k�b∗ + l�c∗ = �G, (1.2.7)

where �G is the linear combination of the primitive vectors of a reciprocal lattice and

is called the ‘reciprocal lattice vector ’. Here, diffraction-order indices h, k and l are

equivalent to the Miller indices of the reciprocal lattice vector. Eqn. 1.2.7 is a direct

depiction of the momentum conservation of the electron waves and the lattice atoms

and it directly connects the diffraction pattern to the reciprocal lattice of a solid. In

practice, the momentum transfer �s is not available for direct measurement. However,

its value can be measured through the scattering angle θ, as shown in Fig. 1.3(b).

With the knowledge of θ, �s is given by

|�s| = 2k sin(
θ

2
)

= (
4π

λ
) sin(

θ

2
).

(1.2.8)

Here we used the fact that electron diffraction is an elastic scattering effect of electrons,

thus, |�kf | = |�ki| = k = 2π/λ. Mathematically, it can be proven that the Laue diffraction

conditions are equivalent to the Bragg’s law, which is a trivial extension and will not

be discussed here.

1.2.3 Ewald Sphere Construction

With Bragg’s law (Eqn. 1.2.1) and Laue diffraction conditions (Eqn. 1.2.7), it is clear

that a diffraction pattern is a projection of three-dimensional reciprocal lattice onto

the direction normal to the incident electron beam. Thus, it can be used to derive

the lattice structure in real space. It seems redundant to introduce a third equivalent

formulation of diffraction. However, the concept of Ewald sphere construction is very

powerful in many situations, especially for the solids with complex structures.
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Figure 1.4: The Ewald sphere is shown intersecting the reciprocal lattice points. The
reciprocal lattice vectors are �a∗ and �b∗. �ki is the wavevector of incident electrons,
pointing to the origin of the reciprocal lattice O. The wavevector of scattered electrons
is �kf . The vector of momentum transfer is �s.

The Ewald sphere is constructed as follows:

1. Draw the incident wavevector in the reciprocal space, ending at the origin.

2. Construct a circle with radius 2π/λ, which passes through the origin.

3. Whenever a reciprocal lattice point is located on the circle, it leaves a bright spot

as the Bragg reflection.

In Fig. 1.4, the illustration of the Ewald sphere is depicted. �ki and �kf are the

wavevectors of incident and diffracted wavevectors, respectively. For the reason of

elastic scattering, |�ki| = |�kf | = k. Angle θB is the Bragg angle of diffraction, which

holds the relation 2θB = θ. Obviously, any reciprocal lattice vector sitting on the
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Ewald sphere satisfies the Laue diffraction conditions in Eqn. 1.2.7. So, the Ewald

sphere construction is equivalent to the Laue conditions and Bragg’s law. Note that

Fig. 1.4 is only a two-dimensional representation of the Ewald sphere. In practice,

the Ewald sphere is a three-dimensional sphere, with its center on the origin of the

incident wavevector and with a radius of 2π/λ. From Fig. 1.4, it is also shown that

the origin of the reciprocal lattice sits on the image of incident electron beam, which

we call ‘direct beam’ under some circumstances.

1.2.4 Scattering from Isolated Atoms

From the formulations of Bragg’s law, Laue diffraction conditions and Ewald sphere

construction, the meaning of the diffraction pattern is clear and directly connected to

the lattice structure in real space. In fact, the intensities of Bragg reflections in the

diffraction pattern also carry important information regarding the atomic structure

within the lattice unit cell, which is conventionally termed the basis.

To start with, let us first take a look at the case when electrons are scattered

from isolated atoms. Because the wave-nature of electrons is important for considering

interference effects, we use Huygens-Fresnel principle which takes the scattering atom as

the source of the scattered spherical wave, as shown in Fig. 1.5. For simplicity, we first

formulate the situation in one dimension where the scattered wave propagates along the

same direction as the incident wave. The incident wave has the form Ψi = ψ0 sin(kr).

Since the scattering is elastic, we would expect that after scattering the amplitude of

wave ψ0 does not change, while a phase shift φ is induced. Hence, the scattered wave

is given by

ΨTot = ψ0 sin(kr + φ)

= ψ0[sin(kr) cos(φ) + cos(kr) sin(φ)],

(1.2.9)
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Figure 1.5: Scattering of the electron wave with an isolated atom. The incident elec-
tron wavevector is �ki and after scattering the wavevector becomes �kf . k is the scalar
wavevector of the scattered spherical wave. The circles represent the wave-front of
scattered spherical waves.
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where k is the wavevector, r the atomic cooridinate. If φ is small, then

ΨTot ≈ ψ0 sin(kr) + φψ0 sin(kr +
π

2
). (1.2.10)

From Eqn. 1.2.10, we can find the physical meaning of ΨTot. The first term on the

right side of the Eqn. 1.2.10 is identical to the incident wave, while the second term

has a reduced amplitude and a phase shift of π/2. In the weak-scattering limit, it can

be expected that the majority of the incident wave continues to propagate along the

original direction, while the remaining part contributes to the scattered wave. ΨTot is

simply the sum of the two. Therefore, the scattered wave is

ΨSc = φψ0 sin(kr +
π

2
). (1.2.11)

The π/2 phase shift would arise if the imaginary identity i is multiplied to the expo-

nential form. In addition, Eqn. 1.2.10 can be extended into a 3D spherical wave by

considering scattered waves along different directions. When the scattering wave is not

along the original propagating direction, Eqn. 1.2.11 still holds for the weak scattering

limit. However, two notes need to be taken:

1. Momentum needs be conserved, so a momentum change of the atom can be

expected;

2. The phase shift φ is expected to be dependent on the scattering angle θ, so the

amplitude of scattered wave is also θ dependent.

For the first note, because of the huge mass difference between electrons and atom-

s, we would not expect significant movement of the atoms. For the second note, an

atomic-scattering factor, or the form factor, f(θ), is defined to represent the angularly

dependent ratio between the scattered-wave amplitude and the incident-wave ampli-

14



Figure 1.6: Change of form factor f(θ) as a function of scattering angle θ for several
different metals. The strength of f(θ) decays with the increase of θ and increases with
the atomic number Z. Figure from Ref. [7].
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Figure 1.7: Illustration of crystal unit cell with two atoms in the basis, at1 and ati.
The unit cell vectors are �a, �b and �c. The origin is placed at at1 and the coordinates of
ati are defined by the fractional coordinates xi, yi and zi.

tude. Thus, the scattered wave is given by

ΨSc = f(θ)ψ0

eikr

r
, (1.2.12)

and the total wave after scattering is

ΨTot = Ψi + iΨSc. (1.2.13)

According to Rutherford scattering, the amplitude of a scattered wave decays with

increase of the scattering angle. Fig. 1.6 shows a typical decaying trend of f(θ), which

is calculated using the Rutherford model [7]. For other atoms, the form factor can be

found in Ref. [8] with a clear definition.
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1.2.5 Structure Factor F (θ) and Intensity of Bragg Reflections

When the electrons are scattered from a lattice with a basis, the interference of electron

waves scattered from different atoms in the basis becomes very important. For the

discussion, we define a lattice with a simple basis of two atoms, at1 and ati, as shown

in Fig. 1.7. The origin of the unit cell is placed at at1, and the unit cell vectors

are defined as vectors �a, �b and �c. The location of the second atom ati is defined by

�ri = xi�a + yi�b + zi�c, where xi, yi and zi are the fractional coordinates for ati. Using

the Laue diffraction conditions, the phase difference Δφi between the electron waves

scattered on ati and those scattered on at1 can be calculated as

Δφi = �ri · �s

= (xi�a+ yi�b+ zi�c) · �s

= 2π(hxi + lyi + kzi),

(1.2.14)

where h, k, l are the Miller indices for a specific Bragg reflection. Thus, the contribution

of ati to the amplitude of the total scattered wave is

ψi(θhkl) = fi(θhkl)e
iΔφi = fi(θhkl)e

2πi(hxi+lyi+kzi). (1.2.15)

Here, fi(θhkl) is the form factor of ati, which was defined in the previous section. Eqn.

1.2.15 can be extended to the situation for a lattice with a basis of an arbitrary number

of atoms by simply summing the contributions from all the atoms, giving the definition

of the structure factor F (θ)

F (θhkl) =
∑

i

ψi(θhkl)

=
∑

i

fi(θhkl)e
2πi(hxi+lyi+kzi).

(1.2.16)
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The intensity of the Bragg reflection with Miller indices [hkl] is given by

Ihkl = |F (θhkl)|2. (1.2.17)

We need to note that the calculation of intensity ignores the dynamical scattering

effects, so it is also called the ‘kinematic theory of diffraction.’ Because electrons

strongly interact with materials, the dynamical scattering effects can be very important.

An illustration of dynamical scattering effects is depicted in Fig. 1.8. The diffracted

electron beam from crystal plane [hkl] can be re-diffracted by a second set of planes

[h′k′l′] in the same specimen, which causes redistribution of intensities among Bragg

reflections with different Miller indices. So, using the kinematic diffraction theory,

only qualitative agreement with experimental data can be expected. The dynamical

scattering effect is a very complicated problem in electron diffraction. More rigorous

mathematical treatments can be found in Refs. [7, 9–12].

1.3 Current Status of Ultrafast Electron Diffrac-

tion and Microscopy Techniques

With the recent commissioning of the first hard X-ray free electron laser (X-FEL) at

LCLS single-shot, femtosecond X-ray diffraction experiments are now in principle pos-

sible [13]. Compared to X-ray techniques, electron techniques own unique advantages:

1. Electrons interact with materials ∼1000 times stronger than X-ray photons;

2. UED (or UEM) instruments are of table-top scale;

3. Electron beam optics are easier to implement and more flexible compared to

X-ray;
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Figure 1.8: Illustration of dynamic scattering of electrons. The electron beam originally
scattered from planes [hkl] is scattered for the second time from planes [h′k′l′], which
causes redistribution of intensities of Bragg reflections.
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4. Penetration depth of high-energy electrons better matches with that of optical

pumps.

For these reasons, ultrafast electron diffraction and microscopy is fast growing in

recent years. Technology is no longer limited to the first-generation UED systems.

Systems with better temporal resolution and higher brightness are preferred. The

fundamental limit of the temporal resolution of the UED or UEM with high-brightness

sources is caused by the strong Coulomb repulsion between electrons (space charge

effects) inside the high-density pulses. To circumvent the space charge effects, several

approaches have been attempted at different places of the world, which are going to

be introduced in this section.

1.3.1 Compact Geometry of Electron Gun

The first approach to avoid space-charge broadening is to design a compact electron-

gun geometry and reduce the distance from sample to photocathode. By reducing the

sample-to-cathode distance, the space-charge effects on temporal resolution at sample

location can be significantly reduced [14]. The sample-to-cathode distance in a typical

UED system is usually limited by the size of magnetic lens mounted behind the electron-

gun anode. M. Harb, et al. from Dwayne Miller’s group at University of Toronto

designed the electron-gun geometry with cathode-anode assembly enclosed within the

magnetic lens iron shielding, which reduces the sample-to-cathode distance ∼3 cm [15].

An optimized temporal resolution ∼300 fs with 104 electrons per pulse is achieved

[15, 16]. In parallel, C. Gerbig et al. at University of Oldenburg designed the UED

system with a magnetic lens located behind the sample to focus the diffracted electron

beams [17]. By doing so, the sample-to-cathode distance is further reduced to 8.5 mm

and a temporal resolution ∼150 fs with an available 5000 electrons-per-pulse.

By applying the compact electron-gun geometry, a very good temporal resolution

can be achieved with a moderately high amount of electrons in individual pulses. The
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advantage of this approach is that it is easy to implement. However, it also suffers

from the limited space between the electron gun and the sample. First, the strength

of the magnetic lens, if it is in between the anode and the sample, is quite limited,

which makes the electron beam size not less than 100 μm on sample. Its application

to nanometer-scale materials is not possible. Secondly, the sample surface, where

the electron probe is incident, becomes inaccessible to the optical pump, due to the

short distance between the sample surface and the anode. Usually a back-illumination

geometry of the pump laser has to be implemented, which can cause problems in the

penetration depth and the velocity mismatch between the pump laser and the probe

electron pulses.

1.3.2 UEM with Single Electron Per Pulse

The second approach to avoid the space-charge expansion is to reduce the number

of electrons in a pulse to approximately one electron, while increasing the repetition

frequency to tens of MHz [18]. Based on this idea, Zewail’s group at Caltech first

built an ultrafast electron microscope (UEM) with single electron per pulse [19, 20].

In their system, the temporal resolution is fundamentally limited by the timing jitter

of the photoelectric effect. It is shown that the temporal resolution can be as short as

∼70 fs, by optimizing the excitation photon energies [21]. Simulations also show that

by incorporating an RF-gun for single electron photoemission, the individual electrons

can arrive at the sample plane within a time-window less than a fs [22].

There are several advantages to this approach. First, with a single electron per

pulse, the conventional electron optics for electron microscopes can be directly used.

The UEM system of Caltech is based on a conventional transmission electron mi-

croscope (120-kV G2 12 TWIN Tecnai TEM) [19], which is modified for the optical

accesses of the optical pump laser and the UV laser. Minor efforts on electron beam

alignment are required to achieve diffraction and image functions with original TEM
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electron optics. Thus, a spatial resolution of Angström scale can be achieved. The

second advantage, which is equally important, is the very small energy spread of single

electron pulses. In a conventional TEM, the energy spread of the electron beam is

typically in the range 0.3 - 3 eV (at 100 keV total energy), which is very important for

the application of electron energy spectroscopy, for example the electron energy-loss

spectroscopy (EELS). With multiple electrons per pulse, the space charge effects not

only broaden the pulse width, but also increase the energy spread of the electron puls-

es. The energy spread ΔE ∼ 90 eV is expected for 104 electrons per pulse [14]. In the

single electron UEM, the energy spread reaches the fundamental limit of photoelectric

effect and the energy-bandwidth of optical excitation. The energy spread of 0.87 eV

has been reported, with which the ultrafast energy-loss spectroscopy becomes possible

[23, 24]. However, this technique requires that the sample can be reproducibly pumped

and probed for ∼106 times to obtain diffraction patterns with sufficient quality, which

limits the material systems available for studies.

1.3.3 Dynamic TEM

Another development is focused on obtaining electron diffraction or image patterns

using a single shot of electron pulse. According to the Rose criteria [25], at least

100 electrons per pixel on the camera are required to achieve a sufficient signal-to-

noise ratio (SNR) for an image or a diffraction pattern. For a typical 1000 × 1000

pixel camera, it means at least 108 electrons in a single pulse for a full image and

∼106 electrons for a diffraction pattern. With so many electrons in a single pulse, the

pulse duration is broadened to 30 - 100 ns after traveling through a conventional TEM

column, which is the temporal resolution for its application. The single-shot approach

was pioneered by Dömer and Bostanjoglo [26]. They demonstrated a spatial resolution

of ∼200 nm and a temporal resolution of ∼10 ns with ∼108 electrons per pulse. The

spatial resolution was further improved by the research group from Lawrence Livermore
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National Laboratory to ∼1 nm with 107 - 108 electrons per pulse and the temporal

resolution of ∼10 ns [27–29]. More recently, a ‘movie mode’ has been implemented in

their dynamic TEM (DTEM). In the movie mode, a single pump excitation is followed

by a sequence of electron probes with well-defined time delay. After being scattered

from the sample, the electrons are deflected and project images with sequential time

delays on the CCD camera at the same time [30]. Movie-mode DTEM enables research

on irreversible processes, which is not available with UED techniques, because it does

not require repeating pump-probe cycles to get structural dynamics at different time

delays. However, its time resolution is limited to 10 ns. Thus, the initial structural

dynamics in ps or even fs time scale are not able to be studied, which is especially

important for the materials whose electronic degrees of freedom play important roles

in structural dynamics [31, 32].

1.3.4 UEM with MeV Energy

In traditional accelerator physics, it is known that the space charge effects are sig-

nificantly reduced, when charged particles are accelerated to relativistic velocity. So,

another way to circumvent the space-charge broadening is to increase electron energy

to MeV scale [33]. In a MeV UED system, a photocathode RF gun is equipped as

the source, which is able to provide an extraction field up to 100 MV/m. The pho-

toelectrons are hence accelerated to 1 - 3 MeV energy in a short acceleration gap.

Currently, several groups in the world are making experimental efforts to demonstrate

and improve the MeV UED systems, including SLAC [34], Pohang Accelerator Lab

at POSTECH [35], Pegasus Lab at UCLA [36, 37], Brookhaven National Laboratory

[38], Tsinghua University of China [39], and Osaka University [40]. A typical temporal

resolution of ∼200 fs can be achieved with 107 to 108 electrons per pulse.

Space charge effects can be significantly reduced with relativistic electron pulses.

The pulse duration can be preserved at the sub-ps scale, even when there are 108
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electrons in the single pulse. At the same time, the shorter-wavelength electrons can,

in principle, lead to better spatial resolution. All these are the advantages of MeV UED

or UEM systems. However, the very high energy of electrons causes several problems

when they are used for material science research, the most serious of which is the

knock-on damage to the sample [7]. The energy that high energy electrons transfer to

atoms increases with the increase of incident electron energy. For most light elements,

like C, N, O, etc., the transferred energy to the atoms can be as high as 100 eV, when

the incident electron energy is higher than 400 keV. This value is higher than the

displacement energy Ed of the atoms, which is typically 25 eV only. In other words,

the atoms can be knocked out of the lattice by the high-energy electrons. That is also

the reason that material scientists prefer typical 100 - 200 keV electrons for an electron

microscope. The second limitation is the electron optics. When the electron energy is

very high, the electron optics have to provide much higher focusing power, which leads

to bulky optical components with less flexibility.

1.4 RF-Compression Ultrafast Electron Microscope

at Michigan State University

At Michigan State University, the second-generation of the ultrafast electron diffraction

and microscopy system is under construction and characterization. The approach we

implemented is to re-compress the electron pulses, which already suffer from the space-

charge broadening, back to short pulses at the sample plane using an RF cavity as the

compressor. The technique of RF compression is widely applied in accelerator physics

[41], and was previously applied to UED systems as well [42, 43]. In our system, there

is an additional strong magnetic lens after the RF cavity, which focuses the electron

beam after temporal compression, to achieve the spatial and temporal focusing at the

same time. Another set of projection lenses are going to be equipped after the sample
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in the future, for the purpose of image formation.

The mechanism of RF compression is to decelerate the fast moving electrons, while

accelerating the slow moving electrons, by applying an oscillating longitudinal electric

field on the propagating electron pulse and reversing its momentum-space correlation in

the phase space. More details about the mechanism of RF compression are introduced

in Chapter 6. In this thesis, the major problems of RF synchronization and RF signal

amplification will be introduced, while the details for the vacuum systems, the high-

voltage electron gun and the electrons optics can be found in Ref. [44].
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Chapter 2

Correlated-Electron Materials

Materials with correlated electrons exhibit some most intriguing phenomena in con-

densed matter physics. In this chapter, a general introduction on the strongly corre-

lated materials is given in both theoretical and experimental aspects. In Section 2.1,

we start with the fundamental theory of condensed matter physics, band theory, which

is based on the single-electron approximation. The band theory fails, when electron

correlation is too strong to take as a perturbation. In Section 2.2, we explain the notion

of strongly correlated electrons and why the band theory fails. A simple, but profound,

model, the one-band Hubbard model, is introduced as well. Many numerical method-

s based on the Hubbard model have been developed to treat the strongly correlated

electrons. Two methods, DFT LDA+U and DMFT are briefly introduced in Section

2.3, which helps in understanding some of the discussions in the following chapters.

Strongly correlated materials are not only interesting due to the fundamental physical

questions they pose to condensed matter physicists, but also many exotic emergent

phenomena they exhibit. In Section 2.4, some of these phenomena are introduced,

including metal-to-insulator transition, colossal magnetoresistance, high-temperature

superconductivity.
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2.1 Band Theory of Solids

Band theory is one of the most successful theories of condensed matter physics because

of its breadth and subtlety of the phenomena it explains. The fundamental assumption

of band theory is the independent electron (quasiparticle) approximation, in which the

electron wavefunction obeys the single-electron Schrödinger equation,

Hψ = (− �
2

2m
∇2 + V (�r))ψ = Eψ, (2.1.1)

where V is the potential energy, which carries the same periodicity as the underlying

Bravais lattice.

2.1.1 Bloch’s Theorem

Bloch’s Theorem tells us that when V is a periodic potential of an ideal lattice, the

eigenstate ψ has the form of a plane wave with a periodic amplitude modulation, and

its periodicity is the same as that of the Bravais lattice

ψn�k(�r) = ei
�k·�run�k(�r). (2.1.2)

The periodic amplitude modulation un�k(�r) is given by

un�k(�r + �R) = un�k(�r), (2.1.3)

where �R is the Bravais lattice vector, n and �k stand for band index and wave vector,

respectively. Eqn. 2.1.2 and 2.1.3 imply that

ψn�k(�r + �R) = ei
�k·�Rψn�k(�r). (2.1.4)
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So, the wave vector �k in Bloch’s theorem can always be confined to the first Brillouin

zone (BZ) in reciprocal space, because for any �k′ not in the first Brillouin zone,

�k′ = �k + �G, (2.1.5)

where �G is the reciprocal lattice vector and �k lies in the 1st BZ. Since ei
�G·�R = 1, the

Bloch wave of �k′ has the same form as that of �k.

The potential V in Eqn. 2.1.1 is attributed to the electron-ion interaction. De-

pending on the strength of V , Eqn. 2.1.1 can be solved with two different methods.

2.1.2 Nearly-Free Electron Model and Tight-Binding Approx-

imation

Here, general features and important conclusions from these two methods are going to

be introduced. More detailed derivations can be found in Ref. [45–47].

When the electron-ion interaction is very weak, the eigenstate ψ of Eqn. 2.1.1 can

be expanded with plane waves, which are the solutions to Schrödinger equation of free

electrons. Since Bloch’s theorem tells us that the Bloch state at crystal momentum

�k + �G is a replica of Bloch state at �k, where �k lies in the 1st BZ, we would expect

the parabolic energy-momentum dependence to repeat in the reciprocal space at every

�G point. The second-order perturbation theory opens band gaps at the boundaries of

BZs, because of the degeneracies. In Fig. 2.1, the free electron E vs. k parabola in one

dimension is plotted in a repeated-zone scheme. The distortions of the parabola can

be observed in the neighborhood of the BZ boundaries, which break the degeneracies.

We call the energy continuum between gaps the energy bands. 2n|VG| is the size of the
band gap between nth and (n+ 1)th bands, where

VG = 〈�k|H|�k − �G〉. (2.1.6)

28



Figure 2.1: Free electron levels in a periodic potential depicted in a repeated-zone
scheme.

For three-dimensional crystals, the electronic structure is more complicated, but

the general features are captured by Fig. 2.1. In each band, the number of available

electron states is 2N , where N is the number of atoms in the solid, and the factor 2

counts for the two spin states of electrons. Due to the Pauli exclusion principle, elec-

trons cannot exist in identical energy states. As the result, at absolute zero, when they

are packed into the lowest available energy states, the energy of the highest occupied

states is finite and is defined as the Fermi surface. We can imagine this process as

filling balls (electrons) into drawers (states), and every drawer can contain two balls.

When the Fermi surface lies in the middle of a band, which means this band is half-

filled, the electrons at the Fermi surface can be driven to other empty states in the

neighboring sites by applying an electric field, so the material appears to be a metal.

On the other hand, when the Fermi surface lies in a gap, the bands are either fully

filled or completely empty, and electrons do not have empty sites to move to, so the
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material is an insulator or semiconductor. The semimetal happens when the Fermi

surface lies where the density of states is zero, but there is no energy gap. A good

example is at the crossing point of the Dirac-cone in graphene.

The properties of metals are well described by the nearly free electron model, includ-

ing elements in groups I, II, III and IV of the periodic table [45]. Part of the reason is

that the electron-ion interaction is screened by redundant conduction electrons, which

legitimizes the condition of a weak ionic potential V . For describing the electronic

structure of insulators, V can no longer be taken as a perturbation, so that anoth-

er approach, the tight-binding approximation is applied. In contrast to the nearly-free

electron model, the tight-binding approximation starts with localized atomic wavefunc-

tions, ϕn(�r), where the ionic potential is fully considered in the Hamiltonian, namely

ϕn(�r) is the eigenstate of the atomic Hamiltonian Hat

Hatϕn(�r) = Enϕn(�r). (2.1.7)

Considering the interaction of neighboring atoms, corrections need to be made on Hat

to give the correct crystal Hamiltonian

Hcryst = Hat +ΔV, (2.1.8)

where ΔV is the correction term. Thus, the crystal Schrödinger equation becomes

Hcrystψ�k(�r) = E�kψ�k(�r). (2.1.9)

Different from the nearly-free electron model, the eigenstates are expanded using

localized atomic wavefunctions in the tight-binding approximation. Because of this,

the tight-binding approximation is also called ‘Linear combination of atomic orbitals ’
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Figure 2.2: a) Schematic representation of non-degenerate electronic levels in an atomic
potential; b) Energy levels of N such atoms in a periodic array, plotted as a function
of mean inverse interatomic spacing. When the atoms are far apart (small overlap
integrals), the levels are nearly degenerate, but when the atoms are closer together
(larger overlap integrals), the levels broaden into bands. Figure from Ref. [45].

(LCAO) theory.

ψ�k(�r) =
∑
�R

ei
�k·�Rφ(�r − �R), (2.1.10)

where φ(�r− �R) is calledWannier function. It can be proven that the eigenstates of Eqn.

2.1.10 satisfy the Bloch’s theorem. The Wannier function can be further expanded with

the localized atomic wavefunctions ϕn(�r),

φ(�r) =
∑
n

bnϕn(�r). (2.1.11)

In a diatomic molecule, like H2 molecules, due to the linear combination of the

atomic orbitals, the original atomic orbitals are split into bonding and antibonding

orbitals. This picture can be generalized for the case of a crystal with N atoms. When
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the N atoms are far apart, the electrons simply reside on any one of the N isolated

atoms. We would expect the energies of electrons to be N -fold degenerate, if the atoms

are identical. When the atoms are brought closer, interactions from the neighboring

atoms start to split the electronic energy levels and break the degeneracy, which is

similar to what happens in a diatomic molecule. Here, the total number of states

are conserved, but their energies spread into broad bands as shown in Fig. 2.2. This

is a very crude description, but it catches the essential features of the tight-binding

energy bands. Obviously, the width of energy bands depends on the extent of overlap

between atoms. For the case where only the s orbitals of atoms are considered, the

energy-momentum relation can be quantitatively given by [45]

E�k = Es − β +
∑
γ(�R)ei

�k·�R

1 +
∑
α(�R)ei�k·�R

, (2.1.12)

where Es is the original energy of atomic s orbital, and factors β, α(�R) and γ(�R) are

defined as follows

β = −
∫
ϕ∗s(�r)ΔV (�r)ϕs(�r)d�r, (2.1.13)

α(�R) =

∫
ϕ∗s(�r)ϕs(�r − �R)d�r, (2.1.14)

and

γ(�R) =

∫
ϕ∗s(�r)ΔV (�r)ϕs(�r − �R)d�r. (2.1.15)

Because α is usually much less than 1, Eqn. 2.1.12 can be further simplified to

E�k = Es − (β +
∑

γ(�R)ei
�k·�R). (2.1.16)

Eqn. 2.1.16 reveals that the single atomic energy level Es is expanded into a band, when

the periodic ionic potential strongly affects the electronic states. The bandwidth - i.e.
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the spread between the minimum and maximum energies in the band - is proportional

to the overlap integral γ, which we call the ‘hopping integral ’. Since only the s orbitals

are considered, there is only a single s band in the derivation above. We would expect

similar situations happen to other atomic orbitals, when the hopping integral γ(�R) is

nonzero. Thus, multiple bands in the electronic structure can be obtained with the

tight-binding approximation, which is similar to the picture provided by the nearly-free

electron model.

The Fermi surface and electron filling picture discussed for the nearly-free electron

model is also valid for the tight-binding theory. Furthermore, the tight-binding ap-

proximation provides us with clearer understanding of the origin of each energy band.

A simple argument about whether the material is a conductor or an insulator can be

made based on the number of valence electrons per unit cell. If this number is even,

every orbital, if it is filled by electrons, is going to be fully filled. The same is true

for the energy bands. Therefore, the material is expected to be an insulator if the

bands do not overlap. On the other hand, if this number is odd, there will always be

a half-filled band and the material is always a metal.

2.1.3 Hartree-Fock Theory and Fermi Liquid Theory

In both the nearly-free electron model and the tight-binding approximation, the elec-

trons are treated as independent particles and only the ionic potential is considered in

the Hamiltonians. Obviously, it is a very crude approximation, because the electron-

electron interaction is completely ignored. Beyond the independent electron approxi-

mation, many efforts have been made to include the electron-electron interaction into

the model, among which the Hartree-Fock approximation is a very important theory.

33



The Hartree-Fock equation is given by

HHFψi(�r) =

− �
2

2m
∇2ψi(�r) + V ion(�r)ψi(�r) + V el(�r)ψi(�r)

−
∑
j

∫
d�r′

e2

|�r − �r′|ψ
∗
j (�r

′)ψi(�r′)ψj(�r)δsisj = Eiψi(�r),

(2.1.17)

where HHF is the Hartree-Fock Hamiltonian, V ion the ionic potential

V ion(�r) = −Ze2
∑
R

1

|�r − �R| , (2.1.18)

and V el represents the potential that electrons experience from all the other electrons.

Here, the rest of electrons are treated as a smooth distribution of negative charges with

density ρ, so the potential energy is given by

V el = −e
∫

d�r′ρ(�r′)
1

|�r − �r′| , (2.1.19)

where ρ(�r) = −e∑
i
|ψi(�r)|2. In addition, the third term in Eqn. 2.1.17 is the ex-

change energy, which directly takes into account the antisymmetry of the electron

wavefunction. In the Hartree-Fock approximation, instead of dealing with the inter-

actions between single electrons, the interaction potential is treated in a mean-field

manner, as if the electron of interest travels in the averaged field from other electrons

with a smooth density ρ(�r). Thus, the Hartree-Fock equation is fundamentally a single-

electron Schrödinger equation. In practice, Eqn. 2.1.17 can be solved in an iterative

way to find the self-consistent solution of the wavefunciton ψi(�r).

The single-electron approximation is further generalized by Landau through Fermi

Liquid Theory [48]. Fermi Liquid Theory is a phenomenological model about the qual-

itative effects of electron-electron interaction on the electronic structure. In Landau’s

theory, even though the electron-electron interaction is strong and the independent
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electron approximation is, in principle, far from a good approximation for the prob-

lem, the electrons can still be considered as Fermions dressed with the electron-electron

interaction field, which are termed ‘quasiparticles ’. If the quasiparticles are Fermions

and obey the Pauli exclusion principle, the arguments used in discussing the inde-

pendent electron approximations still work on them. Landau’s theory implies that

the excitation spectrum (electronic band structure) for the interacting system, though

numerically different from the non-interacting system, nevertheless has a structure of

free-electron type.

2.1.4 Density Functional Theory

Density Functional Theory (DFT) is one of the most widely used methods to calculate

band structures of solids [49]. Compared to the Hartree-Fock method, it is able to

treat many problems in high accuracy, while it requires less-expensive calculations. In

the Hartree-Fock theory, the total averaged energy of the state is determined by its

wavefunction

E(Ψ) = 〈Ψ|HHF|Ψ〉, (2.1.20)

where Ψ = Ψ(�r1, �r2, �r3 . . . �rN) is the N -electron wavefunction. Here, Eqn. 2.1.20 implies

that the energy E is a functional of the wavefunction Ψ. According to the variational

theorem, the energy is higher than ground state energy E0,

E(Ψ) ≥ E0, (2.1.21)

unless the wavefunction corresponds to the ground state wavefunction Ψ = Ψ0. In

principle, the ground-state wavefunction can be found by starting with a set of trial

bases and iteratively searching for the possible combinations that minimizes the total

energy. However, to describe the spatial variation of the wavefunction, a large set of

bases is usually required, which makes its computational cost formidably high, even
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for a moderately complex problem.

Hohenberg and Kohn first put forward and proved two theorems (Hohenberg-Kohn

Theorem) [50], which makes it possible to solve this difficult problem. The Hohenberg-

Kohn Theorems are stated as follows:

1. Theorem I: For any system of interacting particles in an external potential

Vext(�r), the density is uniquely determined (in other words, the external potential

is a unique functional of the density);

2. Theorem II: A universal functional for the energy E(n) can be defined in terms

of the density. The exact ground state is the global minimum value of this

functional.

Theorem I states that the energy is a functional of the charge density - E[ρ].

Here, notation ‘[ ]’ means the relation of being a functional. Theorem II establishes

the variational principle: E[ρ] ≥ E0. Utilizing the Hohenberg-Kohn Theorem, the

ground state energy can be found through minimizing the total energy by changing

the spatially dependent electron density, instead of changing a complex N -electron

wavefunction. This method saves dramatically on its computational cost. The starting

point for DFT is the Kohn-Sham equations [51]

(− �
2

2m
∇2 + VKS)ψi(�r) = Eiψi(�r), (2.1.22)

which has the form of the one-particle Schrödinger equations. VKS is the Kohn-Sham

potential, which is a functional of the electron density ρ(�r)

VKS[ρ(�r)] = Vion + Vee[ρ(�r)] + VEx[ρ(�r)]

= Vion +

∫
ρ(�r′)

|�r − �r′|d�r +
δEEx[ρ(�r)]

δ[ρ(�r)]
.

(2.1.23)
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The density of electrons is determined by the wavefunction ψi(�r),

ρ(�r) =
∑

i

|ψi(�r)|2. (2.1.24)

Compared to the Hartree-Fock equation (Eqn. 2.1.17), the Kohn-Sham equations

have exactly the same structure. Vee stands for the electron-electron Coulomb in-

teraction, while VEx is the exchange-correlation energy. For Vee, a similar mean-field

approximation as in the Hartree-Fock equation is applied, assuming that the electron

of interest travels in the averaged field generated by a smoothly distributed charge

density. The functional-relation of the exchange-correlation energy VEx is not explic-

itly clear, but approximations can be made to get the functional relation, based on

Thomas-Fermi’s early studies on homogeneous electron gases, which are called the

local density approximations (LDA).

Using DFT, the electronic structure is calculated iteratively to achieve self-consistent

convergence on the electron density and the total energy. It starts from a test elec-

tron density ρt(�r) and the corresponding Kohn-Sham potential is calculated using the

functionals in Eqn. 2.1.23. The Kohn-Sham equation is then diagonalized to get the

electron wavefunction ψi(�r). The electron density distribution ρ(�r) is recalculated using

Eqn. 2.1.24. The calculation will continue using the new density ρ(�r), until conver-

gence is achieved for the electron density. Fig. 2.3 shows the flow chart of a typical

DFT algorithm.

2.2 Strongly Correlated Electrons

In the Hartree-Fock approximation and DFT, the electron-electron interactions are

included in a mean-field and perturbative manner to calculate the band structure of

solids. These two theories have achieved quantitative agreement with experiments on

many materials, especially using DFT, which has been the most favored calculation

37



Figure 2.3: Flow chart of a typical DFT algorithm.
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method by condensed matter physicists. As we have introduced, these methods are

still based on the independent-electron approximations, which is legitimized by Lan-

dau’s Fermi Liquid Theory. In his theory, the strong electron-electron interaction only

modifies the properties of quasiparticles, including their energy, effective mass, etc.,

but the fundamental free-electron-like band structure is not changed.

However, the independent-electron approximation and DFT method are not accu-

rate enough, when they are applied to strongly correlated materials. The failure of the

band theory was first noticed in insulators, such as nickel oxide. These materials have

an odd number of electrons per unit cell, which are always metals in band theory (see

the discussion in Section 2.1.2) [52]. Mott and Peierls first pointed out the importance

of the electron-electron correlation in these materials: strong Coulomb repulsion be-

tween electrons could be the origin of the insulating behavior [53]. In the discussion,

Peierls noted the following:

‘It is quite possible that the electrostatic interaction between the

electrons prevents them from moving at all. At low temperatures

the majority of the electrons are in their proper places in the ions.

The minority which have happened to cross the potential barrier

find therefore all the other atoms occupied, and in order to get

through the lattice have to spend a long time in ions already

occupied by other electrons. This needs a considerable addition

of energy and so is extremely improbable at low temperatures.’

His argument explained essentially the mechanism of strong electron correlation

and how this correlation affects the transport properties of materials. The difficulty

for band theory here is that the electron-electron interaction can no longer be taken

as a perturbation to the system, but a non-perturbative many-body theory has to be

applied. A prototype of theoretical understanding for the strong electron correlation

is given by the Hubbard model [54, 55]. The single-band Hubbard model Hamiltonian
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is given by

HHub = −
∑
i,j,σ

tij ĉ
†
iσĉjσ + U

∑
i

n̂i↑n̂i↓, (2.2.1)

where i and j label the Wannier states on the lattice sites, tij is the amplitude of

hopping integral, ĉ†iσ (ĉjσ) is the creation (annihilation) operator of electrons with spin

σ, U is the celebrated Hubbard U, which represents the energy of on-site Coulomb

repulsion, n̂iσ = ĉ†iσĉiσ is the number operator for spin σ on site i.

In the Hubbard model, the first term, Ht = −∑
i,j,σ

tij ĉ
†
iσĉjσ, is usually called the

hopping Hamiltonian. tij is the hopping integral, which was described in the tight-

binding approximation as well (see Section 2.1.2). In fact, the hopping term is respon-

sible for the band structure and can be diagonalized with Bloch waves. So, this part of

the Hamiltonian is completely uncorrelated, and what it describes is simply the Fermi

liquid.

Now let us take a look at the second term, HU = U
∑

i
n̂i↑n̂i↓, which is called the

interaction Hamiltonian. From its form, only the on-site Coulomb interaction is con-

sidered, while the long-range interaction is ignored. This approximation is legitimized

by two facts: 1) the Coulomb interaction decays with the distance between sites; 2)

the Coulomb potential is effectively screened by electrons between sites. If the system

has one electron per site (half-filled case), the ground state must be that every site is

occupied by one electron. Doubly occupied sites are excluded, because they lead to

higher energy. So, the electrons are localized on the atomic sites in the interaction

Hamiltonian.

Since the half-filled Hubbard-model Hamiltonian, HHub, is the sum of the ‘hopping

Hamiltonian’, whose ground state is an itinerant ground state, and the ‘interaction

Hamiltonian’, whose ground state is a localized ground state, competition between

these two states can be expected.

The competition can be illustrated by comparing the energy of two ground states.

In the itinerant ground state, the hopping energy is approximately −t, which is propor-
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Figure 2.4: Comparison of the energies of the itinerant ground state and the local-
ized ground state of the half-filled system. A phase transition happens at the critical
Hubbard Uc, which separates the metallic and Mott-insulating states.
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tional to the band width, according to the tight-binding approximation. To estimate

the interaction energy in the itinerant state, we assume the probability of finding a

spin-up electron is independent of the probability of finding a spin-down electron on

a site. Since the number of electrons with spin-up is half of the number of sites, the

probability of finding a spin-up electron on site i is 1

2
. The same argument is also

applied to the spin-down electrons. So, the probability to find a site with both spin-up

and spin-down electrons is simply pdouble = 1

2
× 1

2
= 1

4
. Because only the doubly oc-

cupied sites contribute to the interaction energy, the interaction energy is 1

4
U . Thus,

the energy of the itinerant state is Eiti = −t + 1

4
U , which is plotted in Fig. 2.4. The

energy of the localized ground state can be calculated in a very straightforward way.

The hopping energy is completely killed in the localized ground state, because any

movement of electrons will cause doubly occupied sites. The interaction energy is also

simply zero, because every site is half-filled and either ni↑ or ni↓ equals zero. Thus, the

ground state of the system alternates with the relative strength of t and U , as shown in

Fig. 2.4. When the itinerant ground state is changed to the localized ground state, s-

ince electrons are forbidden to hop between sites, a metal-to-insulator transition (MIT)

happens at the critical Hubbard Uc. This transition is also called a Mott transition.

In a band insulator, there must be an energy band gap between the lowest empty

band and the highest filled band, and the Fermi surface sits inside the band gap. A

similar situation can be expected for the Mott-insulating state. Fig. 2.5 shows the

difference between a band insulator and a Mott insulator in the electron distribution

in real space and the electronic energy spectrum. In a Mott insulator, even when the

energy band is half-filled, moving an electron from one site to a neighboring site requires

additional energy ∼ U , due to the on-site Coulomb repulsion between two electrons

after their movement. In the electronic band structure, the originally half-filled energy

band in the semiconductor band structure is split into two narrow bands. The band

gap equals U − t, as shown in Fig. 2.5(b). The higher energy band is called the upper
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Figure 2.5: Band structures comparison between a band insulator and a Mott insulator.
In a band insulator, as illustrated in a), the valence band is half-filled. For N sites on
the lattice, there are totally 2N electrons filled in the valence band. The factor of 2
accounts for electron spins. The 2N empty states are located in the conduction band.
b) in a Mott insulator, there are N sites on the lattice and only N electrons are filled.
The half-filled band (in band-theory sense), is separated into two narrow bands: the
lower Hubband band and the upper Hubbard band. The two bands are separated by
an energy U − t. Each Hubbard band contains N states and the lower Hubbard band
is fully filled. When an electron moves from one site to the neighboring site, additional
energy due to the on-site Coulomb interaction needs to be paid, which lifts its energy
level, as illustrated by the real-space atomic energy levels [56].

Hubbard band, while the one with a lower energy is called the lower Hubbard band.

From the Hubbard model, can we predict in what kinds of materials, electron

correlation effects will be important? As shown in Fig. 2.4, the system stays in a

localized ground state, when the Hubbard U is larger than the band width (hopping

integral amplitude) t. In experiments, the electron correlation effects are often observed

in materials containing transition metal elements (V, Cu, Ni, etc.), because the open

valence bands in these atoms consist of the d and f orbitals, which are usually very

narrow. Vanadium dioxide (VO2), which will be introduced in the next chapters,

serves as a very good example. The d electronic states of vanadium contribute to a

very narrow half-filled d band at the Fermi surface at its high-temperature metallic

state. And this d band is split by a band gap into an upper Hubbard band and a lower
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Figure 2.6: A schematic band structure of VO2 in a) the metallic-rutile phase and b)
the insulating-monoclinic phase, according to Ref. [57] and [58].

Hubbard band, when the system is cooled down to its low-temperature insulating state

through a metal-to-insulator transition, as shown in Fig. 2.6. However, the situation

of VO2 is more complicated, due to a spontaneous lattice distortion, which will be

introduced in more detail in Chapter 3.

2.3 Theoretical Treatment

The Hubbard model contains rich physics in its simple form. However, even the single-

band Hubbard model cannot be affordably used to calculate a three-dimensional lattice,

not to mention the extension to a multi-band model. Some perturbative treatments

have been applied to reduce the computational cost, but these treatments fail in the

most interesting region, where U and t are comparable.
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2.3.1 DFT LDA+U

As has been introduced in previous sections, Density Functional Theory (DFT) is

the most favorable tool to calculate the electronic structure for systems of realistic

complexity. Its simplicity and efficiency stems from the possibility of expressing all

the ground-state properties as functionals of the charge density and the existence of a

variational principle for the total energy functional. Because of its low computational

cost, it would be favorable, if the electron correlation energy can also be functionalized

and included into the Kohn-Sham equations (Eqn. 2.1.22 - 2.1.24). In recent years,

DFT LDA+U method is extensively developed for this purpose. Here, the general

formulation and its advantages and disadvantages will be introduced. More detailed

information is available in review articles (e.g. Ref. [59] and the references therein).

In the standard DFT, the functional of exchange-correlation energy is unknown.

The forms of the exchange-correlation functionals are approximately calculated assum-

ing a homogeneous free-electron gas, which is the local-density approximation (LDA).

Since LDA is based on a free-electron model, it is not hard to understand its intrinsic

difficulty in capturing the properties of strongly correlated materials, whose ground s-

tate is characterized by the localized electrons. The idea of LDA+U is quite simple. It

describes the correlated electrons of a system (typically, the localized d and f orbitals)

using the Hubbard model (Eqn. 2.2.1), while the remaining uncorrelated electrons are

treated using the standard approximation of DFT functionals. The total energy within

LDA+U framework is given by

HLDA+U [ρ(�r)] = HLDA[ρ(�r)] +HHub[{nmm′
iσ }]−Hdc[{niσ}], (2.3.1)

HHub[{nmm′
iσ }] =

∑
i

Ui

2

∑
m,σ �=m′σ′

nm
iσn

m′
iσ′ , (2.3.2)
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Hdc[{niσ}] = Ui

2
ni(ni − 1). (2.3.3)

In Eqn. 2.3.1, HLDA represents the standard DFT Hamiltonian with LDA approxi-

mation. The second term on the right side, HHub, is the same as in the Hubbard-model

Hamiltonian, which is defined in Eqn. 2.3.2. Compared with the Hubbard model,

Eqn. 2.3.2 has a very similar form. Only the Coulomb interaction on a single site i

is included and Ui represents the strength of interaction. The difference here is the

summation over m, which is the index of atomic states. So, a multi-band Hubbard

model is incorporated in the LDA+U method. In the standard LDA approximation,

part of the electron-correlation energy is already included in HLDA. So, it is necessary

to eliminate it. This task is accomplished by subtracting the third term, Hdc. Here, ‘dc’

stands for ‘double counting’. Unfortunately, the functional of the double counting term

is unknown, and different formulations have been implemented. The two most popular

formulations lead to the ‘around mean-field’ (AMF) and ‘fully localized limit’ (FLL)

implementations of LDA+U . As the name suggests, the AMF LDA+U is a better

treatment for ‘weakly correlated electrons’, while the FLL is more appropriate for ma-

terials, whose electrons are strongly localized. In Eqn. 2.3.3, the FLL implementation

is used.

Taking VO2 in the insulating M1 phase as an example, the electronic band structure

calculated using the standard LDA is plotted in Fig. 2.7(a) [60]. The density of

states at the Fermi level (E = 0) is nonzero, which means the standard DFT LDA

calculation yields a metallic band structure for the low-temperature monoclinic VO2.

In Fig. 2.7(b), the same calculation is repeated using the DFT LDA+U method [61].

From the results, we find that the local density of states exhibit a gap of about 0.7 eV,

which is in agreement with the optical measurements [62]. A Hubbard U of ≈ 4.2 eV

is applied in the calculation. So, it is essential to consider electron-correlation energy

to predict the correct ground state for VO2. Unfortunately, using the same Hubbard
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U , LDA+U also yields an insulating ground state for VO2’s high-temperature rutile

phase [63]. This dilemma reveals the limitation of the LDA+U method in treating the

problems of strongly correlated materials.

2.3.2 Dynamical Mean Field Theory

Dynamical mean field theory (DMFT) is a state-of-art technique to calculate the prop-

erties of strongly correlated materials. In DMFT, the Hubbard model is mapped onto a

self-consistent quantum impurity model, i.e. a set of local quantum mechanical degrees

of freedom that interacts with a bath consisting of a continuum of noninteracting exci-

tations. This approximation is referred as local impurity self-consistent approximation

(LISA) [64–66].

In the Hubbard model (Eqn. 2.2.1), the hopping integral tij describes the hopping

of electrons between sites i and j. Inspired by Weiss mean-field theory [67], the DMFT

separates a single lattice site’s atomic degrees of freedom, treated as Hatom, from the

remaining degrees of freedom, treated as a bath of electrons with energy Ebath
ν . Thus,

the many-body problem is effectively mapped to the Anderson impurity model [68].

The Hamiltonian is given by [66]

HAIM = Hatom +
∑
ν,σ

Ebath
ν nbath

ν,σ +
∑
ν,σ

(Vνc
†
0,σa

bath
ν,σ + h.c.). (2.3.4)

The subscript ‘AIM’ denotes the Anderson impurity model, ν is the index of site in

the bath, Vν represents the hybridization between impurity and bath electrons, c†0,σ

is the creation operator for an electron with spin σ on the impurity and abathν,σ is the

annihilation operator of the bath. Fig. 2.8 shows the physical picture of the Eqn.

2.3.4. Vν and Ebath
ν are the parameters to be defined. The conduction bath density of

states is given by

Δ(ω) =
∑
ν

|Vν|2
ω − Ebath

ν

. (2.3.5)
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Figure 2.7: Band structure of insulating monoclinic M1 phase of VO2 calculated a)
using DFT LDA method. Figure from Ref. [60]. b)using DFT LDA+U method.
Figure from Ref. [61]
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Figure 2.8: DMFT replaces the full lattice and electrons with a dimer cluster (yellow
spheres) and a bath of non-interacting electrons. The model captures snapshots of the
electronic state fluctuation on the dimer cluster. The population of the dimer cluster is
determined by the quantum mechanical probability for hopping of electrons from bath
to the cluster, which is quantified by parameter Vν.

Because the bath describes the same electrons as those on the local site, Δ(ω) can be

resolved in a self-consistent way using the local Green function

G[Δ(ω)] =
∑
�k

{ω − Σ[Δ(ω)]− t�k}−1, (2.3.6)

where the self-energy term Σ[Δ(ω)] ≡ Δ(ω)− 1/G[Δ(ω)] +ω takes the meaning of the

frequency-dependent potential, and t�k is the Fourier transform of the hopping integral

tij. Detailed derivations are available in Ref. [64, 65].

The major advantage of DMFT is that it takes into account the dynamical (frequency-

dependent) effects of electronic correlations, which the LDA+U method cannot do. Un-
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fortunately, DMFT is significantly more computationally demanding than DFT and

requires a significant effort to be implemented in or to be interfaced with existing DFT

codes. Again, for the two different phases of VO2, the standard DMFT yields incor-

rect metallic solutions for VO2 M1 insulating phase [61]. With cluster extension of

DMFT (c-DMFT), which takes V-V dimer as the key unit of calculation, a very good

agreement with the experimental results has been achieved [58, 69, 70]. These results

underscore the importance of the intradimer correlation, which cannot be correctly

captured by the LDA+U method and the standard DMFT.

2.4 Emergent Phenomena of Strongly Correlated

Materials

The effects of electron correlation are profound and impact the material properties

significantly. Because the interaction among electrons is so strong, the perturbative

understanding based on the band theory fails on these strongly correlated materials

and many phenomena occurring become unpredictable for us. Here, several emergent

phenomena of strongly correlated materials are going to be briefly introduced.

2.4.1 Metal-to-insulator Transition

According to the Hubbard model, metal-to-insulator transition (MIT) is a natural

consequence of the two competing mechanisms in strongly correlated materials: the

itinerant electrons and the localized electrons. In experiments, a conductivity or re-

sistivity change by several orders of magnitude can be observed when the sample’s

temperature crosses the critical temperature (Tc). The phase transition is usually first

order, which requires latent heat throughout the phase transition and defines a sharp

temperature boundary between insulating and metallic phase. More intriguingly, the

phase boundary (Tc) is very susceptible to the internal and external parameters, includ-
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ing doping, pressure, field, etc. A detailed summary of the MIT properties of strongly

correlated materials can be found in Ref. [52]. VO2 serves as a prototypical material

presenting all these properties and we will discuss its phase diagram in more detail in

Chapter 3.

In addition to the MIT itself, a more challenging subject is to describe and un-

derstand the metallic phase near Tc. In this regime, fluctuations of spin, charge and

orbitals are strongly enhanced. The metallic phases of strongly correlated materials

are usually not well conducting like the normal metals, so these phases are also called

‘bad metals’. A typical anomalous fluctuation is the electron mass enhancement in the

metallic phase near the critical temperature, which has been observed in VO2 through

the infrared micro-spectroscopy [71]. At the same time, the metallic and insulating

domains form around the critical temperature [71], which is found to be susceptible to

the local strain in the sample [72]. Around the critical temperature, lattice distortions

happen accompanied by an electronic spectra-weight transfer [58]. The orbital switch

happens either to facilitate the MIT or as a consequence of it, which is still an impor-

tant question related to the electronic correlation effects. In recent years, the interest

in VO2’s MIT problem was refueled, because the phase transition was found to be op-

tically induced on an ultrafast timescale [73, 74]. Many other experiments have been

done afterwards using various techniques. On the ultrafast timescale, VO2 is driven

into a strongly nonequilibrium state, which reveals important information relating to

electronic correlations.

2.4.2 Colossal Magnetoresistance

Colossal magnetoresistance (CMR) is a property of some materials, mostly manganese-

based perovskite oxides that enables a change in the electrical resistance by several

orders of magnitude in the presence of a magnetic field. These materials are also called

‘manganites ’. The general chemical formula for manganites is Re1−xAxMnO3, which is
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described by the seminal paper of Jonker and Van Santen [75]. Re is a trivalent rare

earth or Bi3+ cation, and A is a divalent alkaline or Pb2+ cation. Oxygen is in the O2−

state, and the relative fraction of Mn3+ and Mn4+ is regulated by ‘x’ in the formula.

Even though large magnetoresistance (MR) effects had been discovered in 1989 [76],

manganites were mainly considered as an interesting physics problem, instead of being

used for real applications, because of their requirements on low Curie temperature and

high critical-field strength [77]. The big boost of the field was later produced by the

discovery of the ‘colossal magnetoresistance’ (CMR) effect. The MR measurements on

the thin films of manganites exhibited more than 1000-fold change in resistivity [78, 79],

which is much higher than what observed in the giant magnetoresistance (GMR) effect

[80]. Especially in the intermediate doping region 0.2 ≤ x ≤ 0.5, the metal-to-insulator

transition happens from a low-temperature ferromagnetic metal to a high-temperature

paramagnetic semiconductor. The critical temperature (Tc)of CMR is very close to

room temperature. CMR effect is observed mainly in the region very close to Tc [78].

Accompanied by the change in magnetoresistance, a Jahn-Teller type lattice distortion

also occurs, which suggests a complicated mechanism of the CMR effect.

The double-exchange (DE) mechanism was proposed many years ago to account for

the formation of ferromagnetic metallic state in manganites [81, 82]. However, Millis

pointed out that the DE mechanism alone is not sufficient to explain the very large

resistivity of the T > Tc phase [83]. It was later proposed that the strong electron-

phonon coupling due to the Jahn-Teller distortion localizes the conduction electrons

as polarons at high temperature, and the polaron effect regulates the competition

between electronic itineracy and self-trapping throughout the phase transition [84].

This theoretical description suggests that the interplay between correlated electrons

and other degrees of freedom (spins, orbital ordering, ...) is the key to understand the

CMR problems. More recently, studies also suggest that the ground state of manganite

tends to be intrinsically inhomogeneous due to a phase separation. Calculations of
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the resistivity versus temperature using mixed states lead to a good agreement with

experiments. A quantitative understanding is still elusive, which is an active subject

for many theorists and experimentalists.

2.4.3 High-temperature Superconductivity

High-temperature superconductivity (high-Tc) probably is the most significant and

famous emergent phenomenon which strongly correlated materials bring us. When

Bardeen, Cooper and Schrieffer proposed their celebrated BCS theory [85–87] and

were awarded 1972 Nobel Prize in Physics, most people probably believed that the

problem of superconductivity is well understood and resolved, until the materials with

abnormally high critical temperature for superconductivity, which we know as the

high-Tc materials, were for the first time discovered in 1986 by G. Bednorz and K.

Alex Müller [88], who were also awarded the Nobel Prize in Physics one year later.

The first high-Tc materials found are the layered copper oxides, which are called

cuprate superconductors. At room temperature, these materials are mostly ceramics,

which are insulating. However, when the temperature is cooled down below the critical

temperature Tc, the resistivity disappears in these materials as the superconductivi-

ty is formed, and Tc of these materials are usually much higher than conventional

(s-wave) superconductors. The superconductivity in cuprates is very robust against

disorders, which is another difference compared to the conventional superconductors.

Structurally, very similar to the CMR materials and many other strongly correlated

materials, high-Tc cuprate superconductors are related to the perovskite structure, but

with distortion and oxygen deficiency. Various phases with different charge-, spin-, and

orbital orderings have been observed in high-Tc materials, which are strongly affect-

ed by charge density (doping), external pressure and other factors. In addition to a

very complicated phase diagram, coexistence of phases is also observed, similar to the

observations in the MIT and CMR effects of other strongly correlated materials.
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Because the pairing electrons are believed to be d-orbital electrons (d-wave super-

conductor), which is confirmed by various experiments, the strong electronic correla-

tion is considered central to the problem of the high-temperature superconductivity

in cuprates [89–91]. Numerous theories have been proposed to explain the physics

of high-Tc materials. Nice references to the experimental and theoretical approaches

can be found in Refs. [92] and [93]. The pairing mechanism of the Cooper pairs in

high-temperature superconductors is so far still under debate, mainly because of the

complexity of the materials and the indirect nature of experimental results.

The cuprate with the highest critical temperature is so far the mercury barium

calcium copper oxide (HgBa2Ca2Cu3O8) at ∼ 133 K [94]. In 2006, the field of high-

temperature superconductors was boosted by the discovery of another family of high-Tc

materials, iron-based superconductors [95]. Iron-based superconductors contain layers

of iron and a pnictogen, so they are also called iron-pnictide superconductors. The

highest critical temperature in this family is so far ∼ 55 K. There is still a long way to

go to realize the dream of the room-temperature superconductivity.
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Chapter 3

Photo-induced Phase Transitions in

VO2: an Investigation on Thin-film

Membrane VO2

In Chapter 2, the general concepts and properties of strongly correlated materials were

introduced and VO2 was taken as an example of this family of materials. By directly

measuring the conductance or resistivity, it is found that, when VO2 is cooled down

from high temperature and crosses its critical temperature Tc (∼67 oC), it undergoes

a first-order metal-to-insulator transition (MIT). Accompanied by the MIT, there is a

remarkable modification on the structure from the low-temperature monoclinic struc-

ture to its high-temperature rutile structure. Because its phase transition temperature

is in the vicinity of ambient temperature and also, because of its large change in elec-

trical conductivity and optical reflectance, VO2 is considered as a promising candidate

for several applications, including bolometers [96], memristors [97], tunable-frequency

metamaterials [98] and data storage [99]. Researches on further decreasing the critical

temperature down to room temperature are still going on, including using tungsten

doping [100–102] or applying external strain [103, 104].
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Besides its prosperity in applications, VO2 is also considered as an important sci-

entific problem in studies of strongly correlated materials for decades. Because of its

simple atomic composition and structure, VO2 provides a benchmark for testing differ-

ent theoretical models for strongly correlated materials, like density functional theory

(DFT) [105], dynamical mean field theory (DMFT) [69, 106], etc. In recent years, more

and more time-resolved experiments were applied on VO2 using various techniques,

including time-resolved optical spectroscopy [73, 74, 107, 108], time-resolved X-ray d-

iffraction and spectroscopy [109–113], time-resolved Teraherz spectroscopy [114–117],

and ultrafast electron diffraction [19, 20, 118, 119]. In these experiments, VO2 is first

excited by a pump laser pulse, and a highly non-equilibrium state between electrons

and lattice is thus generated. Its consequent dynamics are probed by the later arriving

optical or electron probes. With time-resolved techniques, the electronic and lattice

responses to the perturbation of strongly correlated electrons become more clear, which

helps in understanding the fundamental relationships of the electronic correlation and

the structural transition in VO2.

In this chapter, the experimental results on ultrafast electron diffraction (UED) on

VO2 thin-film membrane will be presented. Here, we want to address the following

two questions: 1) Is the photo-induced phase transition in VO2 a charge-driven or

thermally driven process? 2) How does the structural phase transition happen, after

photoexcitation? UED method is an ideal tool to investigate these two questions,

because it can capture the atomic dynamics, after fs laser excitation.

The chapter starts with an introduction of the VO2 metal-to-insulator transition

(MIT) and structural phase transition(SPT) in Section 3.1. The general characteriza-

tion of the VO2 thin-film membrane samples for the UED experiments is presented in

Section 3.2, which gives us a fundamental understanding of the sample properties. The

thresholds of pump fluence to induced the phase transitions with different pump wave-

lengths are first investigated using the UED method, which gives the direct evidence
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to resolve the first question, and the results are presented in Section 3.3. In Section

3.4, we will take a close look at the atomic dynamics of the photo-induced VO2 phase

transitions within the first several picoseconds timescale after photoexcitation. A brief

summary is given in Section 3.5.

3.1 General Properties of VO2 Metal-to-Insulator

Transition and Structural Phase Transition

In 1959, F. J. Morin first found VO2 undergoes a first-order metal-to-insulator phase

transition at the critical temperature Tc ∼340 K [120]. In his experiment, a con-

ductivity discontinuity of two orders of magnitude was observed, but subsequently, a

discontinuity of as much as five orders of magnitude has been observed [121], due to

the advancement in synthesis techniques, which leads to better sample quality.

Accompanied by the metal-to-insulator, a structural phase transition also occurs

in VO2 at the critical temperature. High-temperature VO2 is identified to have a

tetragonal (P42/mnm) rutile structure, while the structure of the low-temperature VO2

is a monoclinic (P21/c) structure. The unit cell structures of the insulating monoclinic

(M1) phase and the metallic rutile (R) phase are depicted in Fig. 3.1. A striking

feature of the monoclinic phase is that the V atoms alternatively move in the direction

normal to the aM(2cR) axis and dimerize with each other along the aM (cR) axis. This

pairing of V atoms breaks the symmetry in VO2 and doubles the unit-cell size along

the aM direction in its low-temperature monoclinic phase, as shown in Fig. 3.1. Both

the monoclinic and rutile structure have been investigated by X-ray crystallography

[122–124] and the atomic coordinates of V and O atoms can be derived from the X-ray

diffraction data. Table 3.1 and Table 3.2 list the orthogonal atomic coordinates in

a VO2 unit cell for the low-temperature monoclinic structure and high-temperature

rutile structure, respectively.
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Figure 3.1: The structures of VO2 rutile (R) and monoclinic (M1) phases.
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The structural dynamics throughout the photo-induced phase transition in VO2

were investigated in previous time-resolved X-ray [109] and electron crystallography

[118] studies and important information relating to the timescale and atomic move-

ments has been obtained with these techniques. However, in these experiments, only

the near-infrared 800 nm pump was used to induce the phase transitions and questions

relating to the nature of photo-induced phase transition in VO2 were not addressed.

3.2 General Characteristics of VO2 Thin-film Mem-

brane

In this set of experiments, VO2 samples in the form of polycrystalline thin-film mem-

branes are used. Here, the VO2 thin film is homogeneously deposited onto a TEM grid

with silicon windows, which have 9 nm thick silicon membrane as the supporting mem-

brane. The window is 100×100 μm2 in size, which is large enough to contain the whole

electron beam in our UED system (∼40 μm FWHM), which helps to efficiently use

available electrons for diffraction, thus improves the signal-to-noise ratio (SNR). This

is essential for resolving the detailed structural dynamics. The deposition is finished

using the pulsed laser deposition (PLD) method [125]. The VO2 thin-film membrane

samples are prepared by Dr. Sepulveda’s group from the Material Science and Engi-

neering department of Michigan State University. The thickness of the thin film is ∼50

nm. Under a scanning electron microscope (SEM), the nanogranular morphology of

the film is evident. The average grain size is ∼50 nm, as shown in Fig. 3.2.

The thin-film-membrane sample is transferred into the UHV chamber and first

probed with the 30 keV electron beam first without pump excitation. The ground-

state diffraction pattern is recorded. Because of the polycrystalline nature of the thin

film, the diffraction pattern consists of a group of Debye-Scherrer rings, as shown in

Fig. 3.3(a). The ring-shaped diffraction pattern is caused by the mixed orientation
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Atom x(Å) y(Å) z(Å)

V1 1.3174 4.4041 0.1132

V2 -0.1309 2.3714 2.3770

V3 2.9773 2.1456 2.1560

V4 1.5289 0.1129 4.4145

O1 -0.0050 0.9486 0.9053

O2 -1.4533 1.3099 3.1693

O3 -0.0485 3.6588 3.5768

O4 1.4465 1.4003 3.2147

O5 1.3998 3.1167 1.3130

O6 2.8949 0.8582 0.9508

O7 2.8513 3.5684 3.6222

O8 4.2997 3.2071 1.3583

Table 3.1: List of orthogonal atomic coordinates of VO2 monoclinic (M1) structure.
Crystal symmetry: P21/c; Unit cell definition: a=5.743 Å, b=4.517 Å, c=5.375 Å,
β=122.61 o [122]
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Atom x(Å) y(Å) z(Å)

V1 0.4530 0.4530 0.2869

V2 0.4530 0.4530 1.7214

V3 2.7180 2.7180 0.2869

V4 2.7180 2.7180 1.7214

O1 1.3363 1.3363 0.2869

O2 1.3363 4.0997 1.7214

O3 1.8347 1.8347 0.2869

O4 1.8347 3.6013 1.7214

O5 3.6013 1.8347 1.7214

O6 3.6013 3.6013 0.2869

O7 4.0997 1.3363 1.7214

O8 4.0997 4.0997 0.2869

Table 3.2: List of orthogonal atomic coordinates of VO2 rutile (R) structure. Crystal
symmetry: P42/mnm; Unit cell definition: a=4.530 Å, c=2.869 Å[123]
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Figure 3.2: SEM image of VO2 thin film. Nanogranular feature of the thin film is
observed with grain size ∼50 nm.

of the nano-grains, which scatter electrons homogeneously around the radial direction.

Because of the radial symmetry, the diffraction pattern can be radially averaged to

obtain the one-dimensional curve as shown in Fig. 3.3(b) (black symbols). The radius

of the rings are converted to the momentum transfer s, with the unit [Å−1], as shown

in Fig. 3.3(b). The vertical axis is the averaged intensity of the rings.

In powder diffraction, the Laue diffraction conditions are satisfied. Each Bragg peak

in Fig. 3.3(b) is contributed from electrons scattered from a set of crystal planes with

a specific Miller index. To correctly index the Bragg peaks, the momentum transfer

and intensity of Bragg reflections can be calculated using the kinematic diffraction

theory, which was described in detail in Chapter 1, using the atomic coordinates of

M1 phase listed in Table 3.1. The theoretical curve is plotted as the red line in Fig.

3.3(b). Compared with the experimental result, a good agreement is achieved on

peak positions, which are determined by the dimension of the real-space unit cell,

with a reasonable agreement on the peak intensities. The discrepancy in intensities

can be caused by the dynamical scattering effect (see Chapter 1), which redistributes
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Figure 3.3: a) Ground-state powder diffraction pattern from VO2 thin-film membrane.
b) 1D curve extracted from experimental diffraction pattern (black squares) with the
diffraction pattern calculated using the kinematic diffraction theory (red curve). Miller
indices are labeled for reference.

the scattered electrons among different Bragg reflections. However, we will find the

absolute intensity of Bragg peaks is not important in the following analysis, because

only the relative intensity change of each Bragg peak, which is subtracted from the

ground-state intensity, is of interest. Here, we assume that the photo-induced structural

change is not large enough to affect the conditions of the dynamical scattering of

electrons.

In the UED system, the sample temperature can be changed across the critical

temperature, Tc ∼340 K. The integrated intensity of the Bragg peak [302̄] decreases

to zero when the sample temperature is raised higher than Tc, which is shown in

Fig. 3.4. From the kinematic diffraction calculation, it can be confirmed that the

intensity of the peak [302̄] is exclusively contributed by the distortions of the V atoms.

As the V-V dimerization dissolved in the rutile structure, the peak intensity decays

to zero. Here, the peak intensity reduction induced by the Debye-Waller effect is

estimated to be < 5%, so the thermally induced fluctuations contribute much less

to the intensity reduction compared to the atomic movements throughout the phase

transition. The intensity of peak [302̄] can be taken as the signature of the monoclinic-
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Figure 3.4: Resistance change (red line) and integrated intensity change of the Bragg
peak [302̄] (black symbols) as a function of sample temperature. ΔI is the intensi-
ty change of the Bragg peak and I0 the intensity of the Bragg peak at the room-
temperature ground state.

to-rutile structural phase transition in VO2. On the other hand, the resistance of the

sample is also reduced by approximately one order of magnitude at the similar critical

temperature, as shown in Fig. 3.4. The resistance is measured by our collaborators

using the standard four-probe method on a reference thin film deposited on a silicon

chip with the same growth condition.

3.3 Photo-induced Nonthermal Phase Transition

In addition to thermal excitation, the application of femtosecond (fs) laser excitation

can also trigger the phase transitions in VO2 [74, 114, 118]. The non-equilibrium nature

of the photo-induced phase transition was discussed in previous works [114, 115], but it

is still an unsolved question whether the photo-induced phase transition is a thermally

driven process.
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3.3.1 Suppression of Threshold Energy Density with Long

Wavelength Pump

Here, we use the UED method to address this question. The UED experiment is

operated in the pump-probe manner. The experimental setup is introduced in detail

in Sec. 1.1. In addition, an optical parametric amplifier (OPA) is implemented in

the optical-pump path, which enables us to adjust the optical pump wavelength λp

from 300 nm to 2500 nm. The temperature of the sample, TB, is, on the other hand,

controlled and measured through a commercial PID temperature controller (Lakeshore

335 temperature controller).

A typical structural dynamics is shown in the inset of Fig. 3.5 pumped with 800

nm laser with fluence 7.8 mJ/cm2. The structural phase transition is marked by the

decrease of the integrated intensity of the Bragg peak [302̄], as we have seen in the

thermodynamic process. The structural change completes within 2 ps and reaches

equilibrium after ∼5 ps. The recovery of the structural change is very slow (>1 ms).

In the experiments, the laser repetition rate is reduced to 500 Hz to make sure the

sample is fully recovered to its ground state before the next pump-probe cycle. In

Fig. 3.5, the intensity of the peak [302̄] is plotted as a function of the absorbed energy

density E for three different wavelengths: 800 nm(1.55 eV), 1319 nm(0.94 eV) and

2000 nm (0.62 eV). The intensity is selected at the time delay of 150 ps after the

zero-of-time. Here, we make two observations:

1. For all different wavelengths, the intensity holds for small fluences, while it de-

creases rapidly above the threshold. The solid lines in Fig. 3.5 represent error-

function fittings of the experimental data. We define the center of fitting as the

critical energy density, Ec, and the width, σD.

2. With lower photon energy (longer wavelength) of the pump, Ec(λ) decreases.
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Figure 3.5: Absorbed-energy-density dependence of the integrated peak intensity of
[3 0 2̄] at 295 K excited by pump photons of different wavelengths. The integrated
intensity is selected at 150 ps after pump excitation. Solid lines are the error-function
fittings of the experimental data. Inset: Room-temperature transient change of the
integrated intensity of peak [3 0 2̄], after the excitation by a 50 fs laser pulse centered
at 800nm with absorbed fluence 7.8 mJ/cm2.
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Here, the absorbed energy density is defined as

E =
(1−R)F

δ
, (3.3.1)

where R is the reflectivity, F the applied laser fluence, and δ the penetration depth.

In the equation, (1−R)F gives the absorbed laser fluence.

3.3.2 Penetration Depth of VO2 Thin Film

Obviously, the results in Fig. 3.5 can be affected by the estimation of optical constants,

R and δ, of VO2 thin films. The optical constants are available in Ref. [126]. (See

Appendix B for detailed derivations.) The values of R and δ for three wavelengths

in the experiment are listed in Table 3.3. The reflectivity R is almost a constant for

different pump wavelengths, while the penetration depths differ by almost an order of

magnitude. This difference is confirmed by the transmittance measurements, as shown

in Fig. 3.6. In the measurement, the strength of optical pulses is measured by the

photodiodes (Thorlab DET10A for 800 nm, DET10D for 1319 and 2000 nm) and the

data are recorded by an oscilloscope (Tektronix TDS3054B). The silicon TEM grid

without VO2 coating is taken as the reference sample. The results, when the optical

pulses transmit through a single window of the reference sample, are shown as the

dashed lines in Fig. 3.6, while the solid lines are the pulse traces when the optical

pulses transmit through the single window with VO2 thin film. The difference between

solid and dashed lines is the contribution from the VO2 thin film solely. The different

time-domain shapes of the pulses in Fig. 3.6(a) and (b), (c) are caused by the different

response times of the photodiodes used in measurements.

In Fig. 3.6, it is obvious that a larger portion of incident photons are able to

penetrate through the VO2 thin film, when the wavelength increases from 800 nm to

2000 nm, which is consistent with the increases of penetration depth δ as a function
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of wavelength, as shown in Fig. B.2. It is difficult to quantitatively calculate R and δ

using the measurement results above, because the optical constants of silicon membrane

are unknown. However, we can do a rough estimation as the follows. In Ref. [127],

the penetration depth of amorphous silicon is reported to be larger than 1 μm in the

wavelength range of interest, which means the 9 nm thick silicon membrane makes

almost no contribution to the penetration depth. However, its reflectivity RSi counts,

because the laser is reflected directly from the silicon membrane when measuring the

reference sample. When the reference sample is measured, the transmitted laser pulse

intensity is given by

ISi = I0(1−RSi), (3.3.2)

where I0 is the incident intensity. With VO2 thin film coated, the reflectivity at the

interface RInter needs be taken into consideration, which is given by [128]

RInt = (
nVO2

− nSi

nVO2
+ nSi

)2, (3.3.3)

where nVO2
is the refractive index of VO2, which is ∼ 3.1 for the wavelengths of in-

terest (see Appendix B), nSi the refractive index of amorphous silicon, ∼3.7 [129]. So,

RInter ∼0.01, which is negligible. The transmitted pulse intensity through VO2 coated

membrane is then given by

IVO2
= I0(1−RVO2

)(1−RInter)e
−

dVO2
δ . (3.3.4)

Thus, using the reflectivity of VO2, R ≈0.24, and of amorphous Si, RSi ≈0.32 [127],

the penetration depth of the VO2 film is given by

dVO2

δ
= − ln[

1−RSi

(1−R)

IVO2

ISi
], (3.3.5)

where dVO2
is the thickness of VO2 film, IVO2

/ISi the ratio of pulse intensities for the
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Wavelength
(nm)

Photon energy
(eV)

Reflectivity ,
R

Penetration
depth, δ (nm)

800 1.55 0.24 156

1319 0.94 0.28 270

2000 0.62 0.28 1036

Table 3.3: List of optical constants of VO2 M1 phase at different wavelengths

samples with VO2 thin film and the reference samples, which is shown in Fig. 3.6.

The penetration depth is estimated as follows: δ(800nm) ≈ 71 nm, δ(1319nm) ≈ 125

nm and δ(2000nm) ≈ 603 nm. The values here are approximately a factor of two

less compared to the literature values listed in Table 3.3, that the filling factor of the

VO2 film can be the reason. It was found in similar VO2 films that the nanograins in

the film do not cover the whole substrate, but leave vacancies in the film [130, 131].

However, the rough estimation confirms that the penetration depth for 2000 nm photon

is approximately one order longer than 800 nm photon, which is robust against the

variations of optical constants of the silicon membrane. In addition, since the volume

optical energy density is used in the analysis, the filling factor of the thin film does not

affect the following analysis. For the purpose of consistency, in the following analysis,

the optical constants in Table 3.3 will be used.

3.3.3 Temperature Dependence of Critical Energy Density

The critical energy-density measurements are repeated at different sample base temper-

ature, TB, for 800 nm and 2000 nm pump wavelengths. Raising the sample temperature

close to Tc leads to a decrease of the critical energy density Ec for both wavelengths,

as shown in Fig. 3.7. On the other hand, the photo-induced phase transition is sup-

pressed, when the VO2 is cooled down to cryogenic temperature. Over a wide range of
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Figure 3.6: Transmittance measurement of 800 nm (a), 1319 nm (b) and 2000 nm (c)
on 1) reference sample with supporting silicon membrane (dashed lines); 2) VO2 thin-
film membrane (solid lines). (d) Illustration of the optical reflection and transmission
when the VO2 thin-film membrane is measured. nVO2

and nSi are the refractive indices
of VO2 and amorphous silicon, respectively. Reflectance on the interface is RInt.
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temperature, the critical energy density using 800 nm photoexcitation is always higher

than the value when using 2000 nm photoexcitation. The value of Ec we report in Fig.

3.7 for 800 nm is in good agreement with previous time-resolved electron diffraction

[118] and THz spectroscopy [114, 115, 130] measurements, if the optical constants in

Table 3.3 are used in conversion. Since Ec is the energy required to induce the phase

transition using photoexcitation, it is instructive to compare it with the thermodynam-

ic requirement, Eth. Eth can be calculated as the integral of the lattice heat capacity

between a given temperature and Tc plus the latent heat, HL

Eth(TB) =

∫ Tc

TB

cv(T )dT +HL, (3.3.6)

where cv(T ) is the heat capacity of VO2. Based on the 750 K Debye temperature

[132] and room temperature heat capacity 3.0× 106 J/m3 K [133], the heat capacity

cv(T ) of insulating VO2 can be calculated at all temperatures. The latent heat is

also known to be HL = 235×106 J/m3 [133]. Thus, the minimum required energy

density, in the unit of [eV/nm3], is calculated and plotted in Fig. 3.7 as the orange

line. The thickness of the line is determined by considering the finite temperature

window for the phase transition around Tc. Compared with the experimental results,

the thermodynamic requirement Eth approximately agrees with the room-temperature

and low-temperature Ec when 800 nm pump is applied. This result is also consistent

with previous studies [114, 115, 130]. However, this agreement deviates, when TB is

raised to close to Tc. Especially, the experimental measured Ec is even less than the

latent heat HL, when TB is very close to Tc. Moreover, when the 2000 nm pump is used

for excitation, the critical energy density Ec is always less than the thermodynamic

requirement Eth over the temperature range in our experiments.

The results in Fig. 3.7 indicate that the photo-induced phase transition is different

from the thermodynamic process, since it does not require as much as the thermody-
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Figure 3.7: Dependence of the critical energy density Ec on the sample temperature
TB. The triangle symbols represent the width of the energy-density window for the
phase transitions, which is extracted by the width from the error-function fittings in
Fig. 3.5. The orange line is the thermodynamic energy requirement for the phase
transition calculated according to Ref. [133].
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namic energy to induce the phase transitions. In Fig. 3.7, the critical energy density

Ec for 800 nm pump wavelength is, in general, ∼4 times larger compared to the values

for 2000 nm wavelength. Considering the photon energies of the two wavelengths, the

critical photon density Nc can be converted from Ec. We find that Nc is approximately

twice as high as the values with 2000 nm pump. So, from the experimental results,

it is not conclusive to claim that the photo-induced phase transition is driven by the

density of photo-excited charges. But we can make the following arguments. First, at

low temperature, where the thermal excitation of carriers is not significant, the critical

(photo-induced) carrier density asymptotically approaches 2.3 e−/nm3 and 1.2 e−/nm3

for 800 nm and 2000 nm pumps, respectively, assuming each incident photon yields

one electron. The critical carrier density here agrees well with the carrier density in

the high-temperature metallic phase of VO2 [131, 134], which implies the requirement

of photo-induced phase transition is to achieve the critical charge density equaling to

the metallic free carrier density in VO2. Secondly, we can assume only those itinerant

electrons in the π∗ band contribute to screening the strong electron correlations. With

800 nm pump excitation, the photon energy is so high that most of the electrons are

directly pumped to the upper d∗‖ band, and are required to be scattered to the π∗ band

with lower energy to contribute to the screening, as shown in Fig. 3.8. Even though

these two bands slightly overlap in energy scale, the scattering process might require

the involvement of lattice phonons due to different orientations of the two orbitals.

The difference of Nc between 800 nm pump and 2000 nm pump might be attributed

to the efficiency of this scattering process.
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Figure 3.8: Electronic band structure of VO2 M1 phase [57, 115]. With 2000 nm (0.62
eV) pump excitation, the excited electrons can efficiently fill in the π∗ band across
the band gap, while the photon energy of 800 nm (1.55 eV) pump is so high that
the electrons are directly excited to the high-energy d∗‖ band. An additional scattering
process (white line) is required to transfer these electrons to the π∗ band and contribute
to screening the strong electron correlation.
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Figure 3.9: Comparison of Bragg peak intensity dynamics of different Miller indices
for 800 nm pump and 2000 nm pump excitations.

3.4 Atomic Pathway of Photo-induced Structural

Phase Transition in VO2

3.4.1 Comparing Atomic Movements with Pumps of Different

Wavelengths

In Fig. 3.7, we found that the critical energy density Ec for 800 nm photons is close to

the thermodynamic requirement Eth, while it is much smaller for 2000 nm photoexcita-

tion. This result brings up a question whether the photo-induced VO2 phase transition

undergoes different pathways with these two wavelengths. UED provides us with a

useful tool to resolve this question. If the phase transition pathways are different, we

would expect the atoms in VO2 to move differently after pump excitation.

According to the Bragg’s law and the Laue diffraction conditions, every Bragg

reflection corresponds to a reciprocal lattice point, whose intensity represents the co-
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herence of a set of crystal planes along a specific direction, and this direction is specified

by the Miller indices. The atomic movements in the direction normal to the crystal

plane will break the coherence of the planes, hence, affect the intensity of the Bragg

reflections, while the intensity is less affected if the movements happen in the plane.

With the powder diffraction pattern as shown in Fig. 3.3(a), movements happening in

multiple sets of crystal planes can be recorded at the same time. It is like monitoring

the structural dynamics in various directions, which gives a very stringent confinement

on the problem. In Fig. 3.9, the changes of peak intensity of 6 Bragg reflections as

a function of the time delay are plotted for both 800 nm and 2000 nm pump excita-

tions. The pump fluences are chosen to be close to the critical energy density for both

wavelengths. If some atoms move in different directions for one of the wavelengths,

we would expect the intensity change of a specific Bragg peak to be different for this

pump wavelength compared to the other one. However, the results in Fig. 3.9 clearly

show that the polarities of the changes of Bragg peak intensity are all the same for all

6 Bragg peaks, even though the magnitudes of change are slightly different. From this

result, we can conclude that the phase-transition pathways for 800 nm excitation and

2000 nm excitation are very similar within the resolution of our experiments.

3.4.2 Atomic Pathways for VO2 Structural Phase Transition

According to the kinematic diffraction theory, which has been described in Sec. 1.2,

the intensities of Bragg peaks are determined by the (fractional) atomic coordinates in

the unit cell. Therefore, the sequence of atomic movements can be extracted from the

experimental data, by fitting the intensity changes of multiple Bragg reflections using

the kinematic diffraction theory.

First, the unit cells of VO2 M1 structure and rutile structure need to be defined.

Fig. 3.10 illustrates the difference in V atoms’ positions in VO2 monoclinic and rutile

structures. In a single unit cell of the rutile structure, two V and four O atoms are
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Figure 3.10: Structures of VO2 monoclinic and rutile structures. The red dashed lines
define the unit cell of rutile structure. The blue parallelogram defines the unit cell of
monoclinic structure. The blue dashed lines represent how the vanadium atoms are
distorted from rutile structure to monoclinic structure.
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contained. The unit cell is defined by the red dashed rectangular boxes in Fig. 3.10.

Because of the V-V dimerization, hence, the symmetry breaking, a M1 unit cell contains

two rutile unit cells, which are stacked along the cR (z) axis. Thus, four V atoms and

eight O atoms are contained. Its unit cell is defined by the blue parallelogram in the

figure. When the structures changes from M1 to R, there exists a rotation of lattice

vector, which is not very convenient to deal with in the simulation. So, we define

a supercell, which is constructed by stacking 2 rutile unit cells along both y and z

directions, as shown in Fig. 3.10. The supercell, thus, contains eight V atoms and

sixteen O atoms. The supercell vectors are defined as follows

�a = �aR,

�b = 2×�bR,

�c = 2× �cR.

(3.4.1)

The atomic coordinates inside the supercell are listed for both M1 and R structures in

Table A.7. With the supercell definition, the atoms are allowed to be moved within

the same cell structure continuously and convert the VO2 monoclinic structure to its

rutile structure.

In a supercell, there are in total 24 atoms allowed to move, which is a formidable

problem due to the huge amount of the degrees of freedom. So, additional confinements

have to be placed in the simulation by the following approximations:

1. The supercell size does not change throughout the structural phase transition.

2. Only the V atoms move, while the O atoms are fixed.

3. The movements of the equivalent V atoms in M1 unit cell are the same.

4. The V atoms move in pairs and their center-of-mass does not move.

It was reported in previous X-ray crystallography studies that there is a lattice
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strain through the VO2’s structural phase transition, and it leads to the consequence

that the unit-cell size along the cR axis of the M1 structure is not exactly twice the size of

the rutile structure (aM1/(2cR) =1.0070) [122]. The approximation 1. means the lattice

strain is neglected and this ratio is set to be unity. By doing so, we basically ignore the

shifts of the Bragg peaks’ positions in the simulation, and only their intensities are of

interest. Approximation 2. is validated, because 1) the O atoms are relatively lighter

electron scatterers compared to the V atoms, and contribute less to the diffraction

intensity; 2) the displacements of the O atoms are almost an order of magnitude less

compared to the displacements of the V atoms. Approximation 4. can be validated

by comparing the atomic coordinates of M1 and R structure in Table A.7. It can

be found that, if the the change of unit-cell size is ignored, the V atoms move in

pairs within the V-V dimers, and their center-of-mass position is approximately fixed.

Approximation 3. is a condition we imposed, by assuming the super-cell symmetry is

not changed throughout the structural phase transition. In principle, the atoms can

move along any arbitrary paths from the M1 structure to the rutile structure. But

when the atoms, which are equivalent in M1 unit cell, move differently, the unit cell of

the structure will have to be defined larger due to the symmetry breaking. Here, the

approximation 3. is applied to eliminate this situation. In Fig. 3.10, the atoms labeled

with numbers 1-8 are pairwise equivalent: ”1”-”5”, ”2”-”6”, ”3”-”7” and ”4”-”8”.

In addition to the four approximations, the observation that the Bragg peaks [302̄]

and [313̄] are solely contributed by the V-V dimers in the monoclinic structure also

helps us to simulate the atomic movements after photoexcitation. In the simulation,

the following strategy is applied. The V-V dimer pairs are moved along the predefined

paths and the Bragg peaks’ intensities are calculated after each step of movement. The

step size of movement is adjusted to fit the intensity change of the peaks [302̄] and [313̄]

recorded in experiments. Then, by comparing the simulation results with the dynamics

of other Bragg reflections, a judgement is made on whether the predefined path is a
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good fit to the experimental results.

Here, several possible paths of V-V dimers are investigated and compared with

experimental data:

1. Directly move from the positions in the M1 structure to the positions in the rutile

structure.

2. First tilt in the direction perpendicular to the cR axis, then stretch along the cR

axis.

3. First stretch along the direction of V-V dimers, then tilt to the positions in the

rutile structure.

The schematics of the first and second pathways are plotted in Fig. 3.11(a) and

(b), respectively. Half of the supercell is plotted, while the atoms in the other half

supercell shall move following their structurally equivalent atoms in the first half due

to Approximation 3. Fig. 3.11(a) and (b) shows the comparison of the simulation

results with the experimental data. The step size of each movement is adjusted to

get the best fit to the intensity changes of the peaks [302̄] and [313̄]. Clearly, neither

of the situations agrees with the experimental observations. In Fig. 3.11(a) and (b),

it is found that the movements in the direction normal to the cR axis quickly drive

the intensity increase of the peaks [220], [231̄] and [402̄], which does not agree with

the experimental results. Especially for peak [220], which contains little contributions

from the atomic movements in the cR direction, the intensity change stays very little

for the first ∼3 ps. This observation indicates that the movement direction right after

the pump excitation must deviate from the cR direction.

For the third possible path under consideration, a three-step scenario is proposed

to optimize the fitting to the experimental results. The three-step scenario is plotted

in Fig. 3.12(a), where the V atoms first move away from each other along the axis of

V-V dimers. At time delay ∼1 ps, the movement direction is switched to a direction
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Figure 3.11: Schematic diagram of the atomic movements in the case a) directly move
from the monoclinic positions to the rutile positions; b) first tilt perpendicular to
the cR axis, then stretch along it. Half of the supercell is plotted, and the V atoms
in the other half move following their structurally equivalent atoms. The blue arrows
represent the directions V atoms move. c) Comparison of the simulated intensities with
the experimental results in the case of direct movement. The experimental results are
obtained by pumping with 800 nm laser at the fluence 7.8 mJ/cm2. Dashed lines are the
simulation results. Symbols are the experimental results. The intensity changes of the
peaks [302̄] and [313̄] are scaled by 0.375 in the plot. d) Comparison of the calculated
intensities with the experimental results in the case of tilting prior to stretching scheme.
The change of the movement directions happens at 2 ps, which is marked by the vertical
dashed lines.
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Figure 3.12: a) Schematic diagram of a three-step movement scenario. The V atoms
first move away from each other along the dimerization direction. The second step
happens at ∼1 ps after pump excitation, in which the V atoms start turning into the
direction perpendicular to the dimerization. At ∼2.5 ps time delay, the movement
direction turns for the second time that the V atoms move towards the rutile structure
positions. b) Comparison of the calculated intensity changes (dashed lines) for the
scenario provided in a) with the experimental results (symbols).

approximately perpendicular to the original direction. And after another ∼1.5 ps, the

movement direction changes for the second time and ultimately drives the V atoms to

rutile structure positions. Again, the movement step size is optimized to fit the intensity

changes of the peaks [302̄] and [313̄]. With this three-step scenario, a reasonable

agreement between the experimental results and the simulation results can be achieved.
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3.5 Discussion and Summary

In this chapter, VO2 thin-film membrane has been investigated using the UED method.

By using optical pumps with different wavelengths, we try to address the question

whether photo-induced VO2 phase transitions are the same as the thermodynamic pro-

cess. From the results of fluence dependence, a threshold behavior is identified, where

a critical energy density Ec is required to induce the structural phase transitions in

VO2. In addition, the critical energy density is suppressed when the pump wavelength

gets longer. It is found that Ec for 2000 nm pump is always lower than the 800 nm over

a wide range of temperature. More importantly, it is lower than the thermodynamic

energy requirement, Eth. This result indicates that the photo-induced phase transitions

in VO2 are very different from the ones with thermal excitation. Previous studies al-

ready indicate that in a short period after pump excitation, the system is in a strongly

non-equilibrium state, where the electrons move regardless of the position of ions and

the Born-Oppenheimer approximation is no longer valid [114, 115]. In addition, the re-

sults obtained in the time-resolved optical and photoemission experiments also indicate

that the metal-to-insulator transition occurs in a period as short as 80 fs, after pump

excitation [74, 135]. However, the first step of the atomic movements does not finish in

∼1 ps, which is indicated by our UED measurements. The difference in timescales tells

us that the insulating band gap closes a way before the structural changes are finished.

So, what we observed here is a decoupling of the metal-to-insulator transition from the

structural phase transition in an ultrafast timescale. This result also indicates that the

photo-induced band-gap collapsing is more likely driven by the photo-excited electrons,

which screen the electronic correlations. Moreover, with the ultrafast collapsing of the

insulating band gap, there are a huge number of itinerant electrons traveling in the

space among atoms, which can be orders of magnitude higher compared to the number

in the insulating phase of VO2. The energy landscape of atoms in the structure can be
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strongly modified. The modification leads to a decreased energy requirements for the

phase transitions compared to the thermodynamic process. So, we propose that the

photo-induced phase transition in VO2 is a non-equilibrium charge-driven process.

Comparing the atomic dynamics induced by pumps of 2000 nm and 800 nm wave-

lengths, we found they go through similar processes. Attempts are made to fit the

experimental results with the simulation results using the kinematic diffraction theory,

by comparing several possible atomic pathways. It is found that the V atoms first

move along the their dimerization directions in the first 1 ps. The stepwise movements

were also addressed in pioneer UED measurements on VO2 single-crystal film [118].

However, there exist subtle difference in the atomic dynamics, which requires further

efforts to elucidate. One possible reason to the difference might be because of the sam-

ple differences, where single-crystal films grown on sapphire substrates were studied in

their experiments.

Here, one more note on our results. Even though a reasonable agreement has been

achieved with a three-step movement scenario, we cannot completely exclude other

possible pathways, if the structurally equivalent atoms are allowed to move in different

ways. UED experiments on single-crystal samples will be more preferable to extract

more information on the structural dynamics.
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Chapter 4

Decoupling of Electronic and

Structural Phase Transitions in

VO2: an Investigation on

Single-crystal Nanobeam VO2

In Chapter 3, the photo-induced phase transitions in VO2 thin-film membrane were

investigated using the UED. It is found that the photo-induced phase transitions are

different from those induced by thermodynamic process as a highly non-equilibrium

state is found to be excited by a pump laser, which reduces the energy barrier for

the VO2 phase transition. To study the relationship between electronic and lattice

degrees of freedom, the thin film sample with nanogranular morphology is found to be

a limitation, due to the complicated strain and composition environments of individual

nano-grains, which leads to convoluted observations in the experiments [71, 72, 104].

So, single-crystal samples with well-controlled properties are preferred to study the

fundamental mechanisms of phase transitions in VO2.

Only in recent years, the single-crystal nanobeams became available due to the
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advancement of synthesis techniques [72, 136, 137]. These VO2 nanobeams not only

have high-quality crystalline structure, but also provide a way to actively control the

VO2 phase transitions by applying external strain [104, 138], which have been a diffi-

cult problem on VO2 single-crystal or poly-crystalline thin-film samples. It has been

experimentally demonstrated that, by tuning the applied strain, VO2’s phase diagram

can be extended to a range that was unavailable to the film samples [104].

In this Chapter, VO2 single-crystal nanobeams are investigated using combined

experimental methods, including optical microscopy, electron microscopy and ultra-

fast electron diffraction (UED). We will start with an introduction to the questions

concerning the mechanisms of VO2’s phase transition in Section 4.1, which has been

a debate for decades in the history of research on strongly correlated materials. In

Section 4.2, we will present the experimental evidence of the decoupling of the metal-

to-insulator transition (MIT) and the structural phase transition (SPT) in VO2 single-

crystal nanobeams on different substrates. More recently, more and more experiments

have shown that the MIT and SPT can be decoupled at ultrafast timescales or mi-

croscopic scales. In Section 4.3, these experiments will be briefly discussed. Further

investigations of the nanobeams on different substrates using UED are presented in

Section 4.4, which provides us with some important understanding about the phase

transitions in VO2. A summary is given in Section 4.5.

4.1 VO2: Peierls Insulator or Mott Insulator?

It has been a long debate whether VO2 is a Peierls insulator or a Mott insulator. In

1971, Goodenough first proposed that the MIT of VO2 is induced by the antiferro-

electric distortion of vanadium ions [57]. The changes of the electronic band struc-

ture, based on the crystal-symmetry considerations, are plotted in Fig. 4.1. In the

high-temperature rutile phase, due to the crystal field from oxide ligands surrounding
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the vanadium ions, the d orbital of the vanadium ion is split into two sets: twofold-

degenerate states of eg symmetry and threefold-degenerate states of t2g symmetry.

Because the VO6 octahedral sites share common edges only along the cR axis, there is

an orthorhombic component of the crystal field that completely removes the d orbital

degeneracy. The consequence is that the eg orbital set is split into dz2 and dx2−y2 or-

bitals, which point to the oxide ligands and form strong σ bonding and antibonding

in the form of a Vd-Op molecular orbital. At the same time, the t2g set is split and

gives rise to a sideways π bonding between the oxide ligands and dxz, dyz orbitals,

whereas the dxy orbital is projected along the cR axis, connects adjacent vanadium

atoms at an equal distance 2.85 Åon either side, and gives rise to the d‖ band in the

band structure. In the metallic state, the d‖ level is non-bonding, and the electrons

occupying d‖ level are considered as itinerant electrons in metallic VO2. When VO2

is cooled through the critical temperature, subtle changes in lattice structure happen,

which leads to dramatic modifications of the VO2 band structure. First, the vanadium

ion in the oxide octahedral cage moves away from the center towards one edge. This

change helps the π bonding through overlaps between V t2g and O 2p orbitals and

raises the antibonding π∗ band. More importantly, the anti-parallel displacement of

the vanadium ions along the cR axis doubles the unit-cell size in that direction. The

broken translational symmetry splits the d‖ band into two sub-bands across the Fermi

level (Peierls instability). Thus, a band gap is open between the highest occupied

states, d‖, and the lowest unoccupied states, π∗, as shown in the band structure of the

low-temperature insulating VO2 in Fig. 4.1.

Goodenough’s elegant theory can qualitatively explain the mechanism of VO2’s

MIT, but it was soon challenged by new theoretical and experimental discoveries.

First, density functional theory (DFT) calculations in the local density approximation-

s (LDA) confirmed that monoclinic structure is the true ground state structure of VO2,

however, they failed to open a band gap for the insulating M1 phase without exagger-
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Figure 4.1: Molecular orbital diagram depicting the electronic structure of the mono-
clinic and rutile phases of VO2. The left MO diagram corresponds to the undistorted
metallic phase of VO2, whereas the diagram on the right shows the altered MO diagram
upon transition to the distorted insulating phase of VO2 [57, 139].
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ating the lattice distortions [140]. On the experimental side, the M2 phase was found

by J. P. Pouget, et al., in Cr-doped VO2 compounds (V1−xCrxO2) [141] and was further

stabilized in pure VO2 samples by applying an uniaxial strain [103]. The phase diagram

of VO2 is shown in Fig. 4.2(b). The M2 phase has a bizarre structure, in which the

V atoms are paired through alternate displacement along the rutile cR axis (no tilting

of the pairs) on one set of the vanadium chains,, while, on the other set the V atoms

are placed in a zig-zag fashion through alternate displacements perpendicular to the cR

axis (no pairing). The resulting structure is presented in Fig. 4.2(a). In the physical

picture provided by Goodenough, the M2 phase is supposed to be conducting, because

of the undimerized vanadium chains. However, in the M2 phase, VO2 is an insulator .

Moreover, DFT-LDA calculation on VO2’s M2 phase also fails to yield a band gap. As

has been discussed in Sec. 2.1.4, when dealing with materials with strong electronic

correlations, DFT usually fails in making precise predictions. All these observations

suggest that the absence of Peierls-type structural dimerization does not necessarily

predicate the induction of metallic transport in VO2. This situation inspired the in-

vocation of a Mott-Hubbard picture, in which the strong electron correlation plays an

important role in opening the insulating gap [142]. The Hubbard model was discussed

in detail in Sec. 2.2. Because every two V atoms contain one d valence electron in

VO2, if the Coulomb energy of the nearest neighbor is considered, the Hubbard mod-

el predicts a superstructure in the real-space electronic distribution to keep the total

energy low in which the electrons occupy every other V atom. This prediction has

two consequences: 1) the narrow d band is split into the upper Hubbard band and

the lower Hubbard band with a band gap of size ∼Hubbard U ; 2) the translational

symmetry is broken along that direction. And very interestingly, both of these have

been observed in VO2. Moreover, the competition between its iterative ground state

and localized ground state naturally gives rise to the MIT in VO2. In an DFT LDA+U

calculation, a typical Hubbard U of ∼4 eV is required to open an insulting band gap
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in VO2’s monoclinic phase [69].

In addition, the influence of the strong electronic correlations is underlined by sev-

eral experimental observations. First, the metallic phase of VO2 exhibits relatively low

conductivity and this characteristic ‘bad metal’ behavior suggests the heavier fermion

mass due to the electron-electron correlation [71]. Next, in the time-resolved THz or ul-

trafast diffraction experiments with near IR optical pump excitation, it has been shown

that a critical threshold flux is required to trigger the phase transitions [114, 118, 144],

which is consistent with the Mott-Hubbard picture, in which critical density of free

carriers are needed to screen the on-site electronic correlation for the phase transitions

to happen.

For decades, theorists spent most of their time developing a theoretical model that

can capture the nature of phase transitions in VO2: closure of the ∼0.6 eV insulating

gap and dissolving of V-V dimer clusters. As mentioned above, the attempts with DFT

were not very successful in that DFT LDA failed to explain the insulating gap of VO2

in its monoclinic structure. The failure was cured by the involvement of DFT LDA+U

but, ironically, it resulted in an insulating state for the rutile structural [63, 105] as

well. It is believed that its limited ability to treat the frequency-dependent electronic

interaction is the reason for the failures, when treating many strongly correlated ma-

terials using the DFT LDA+U method [59]. In this context, the cluster dynamical

mean field theory (c-DMFT) calculation by Biermann et al. makes a major advance

in that it explicitly takes into consideration the k-dependent self-energy correction due

to the Coulomb interaction of electrons on the V-V dimer sites [69]. His predictions

on the orbital occupancy in both metallic and insulating phases were further con-

firmed by studies using polarization-dependent X-ray aborption spectroscopy (XAS)

[70] and bulk-sensitive valence band photoemission spectroscopy (PES) [58]. In these

two experiments important features of VO2’s MIT were captured: 1) The band gap

was observed in the insulating state, while a strong quasiparticle peak exists around
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Figure 4.2: a) Monoclinic unit cell of VO2 M2 phase. The displacement of vanadium
atoms from equilibrium position of its rutile structure is presented. b) Phase diagram
of V1−xCrxO2 [143].
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Figure 4.3: Comparison of experimentally measured photoemission spectra with the
calculation results of c-DMFT. Top: Bulk-sensitive photoemission spectra of VO2 taken
at 300K (insulating phase) and 348 K (metallic phase) [58]. Bottom: c-DMFT results
of V 3d(t2g) spectral weights from Biermann et al [69].
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the Fermi surface in VO2’s metallic state; 2) the insulator peak’s binding energy is

lower than the 1.3 eV satellite peak in the metallic spectrum, as shown in Fig. 4.3; 3)

at the critical temperature, the orbital occupancy changes so that the VO2’s electronic

structure is effectively switched from a three-dimensional structure in its metallic state

to a one-dimensional structure in the insulating state. The quasiparticle peak in the

metallic state in feature 1) reinforces the importance of strong electronic correlation

in VO2’s metal-to-insulator transition [52, 145]. Nevertheless, feature 2) indicates that

VO2 cannot be simply classified as a single-band Mott-insulator, because the satel-

lite (the lower Hubbard band) in metallic state is usually at equal or slightly higher

energies. Feature 3) provides us with a feasible physical picture for VO2’s MIT, in

which the system becomes more susceptible to the Peierls instability after the orbital

distribution switches from three-dimensional to one-dimensional structure. Hence, the

insulating state of VO2 was classified as a ‘renormalized Peierls insulator’ and the

bonding-antibonding splitting is renormalized due to the strong electronic correlations

[69].

The contexts above introduced the theoretical and experimental efforts to resolve

the mechanisms of the metal-to-insulator transition in VO2. It has been pre-assumed

that MIT and SPT occur simultaneously in the theoretical investigations. Here, we

want to pose the question in another way: Is the SPT from M1 to rutile a pre-requisite

for VO2’s MIT?
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4.2 Decoupling of Metal-to-Insulator Transition and

Structural Phase Transition Observed in Steady-

state Measurements

Single-crystal VO2 nano-beam samples with very few defects are used in the experi-

ments. The nanobeams are grown using vapor transport deposition [104, 138]. The

samples are provided by Dr. Wu’s group from the University of California, Berkeley. In

the experiments, to minimize the strain effects, the nanobeams (∼100 to 500 nm later-

ally) are freely suspended on a silicon window or on transmission electron microscope

(TEM) grids of different metals. These sample geometries yield strongly first-order

phase transitions as revealed by optical microscopy, where the color contrast tracks

the optical reflectivity that varies drastically during the MIT [104, 138]. With the

reflectivity changing, the color of the nanobeams turns to a darker color, which can be

quantified by the intensity changes of the three primary colors (blue, green and red) of

the VO2 nanobeams in the images and extracted using the Image-J program. As shown

in Fig. 4.4(b), the first-order MIT at TMIT=339 K leads to a sharp transition in the

color contrast as the sample is heated through the MIT critical temperature. Very dif-

ferently from reported observations, where substrate strain exists on VO2 nanobeams

[72], no domains are observed during the MIT on these suspended nano-beams, which

indicates the suspended nanobeams are in a strain-free condition. As shown in Fig.

4.4(d), the change of substrates has little influence on the nanobeams’ MIT critical

temperature, TMIT.

Observation of the diffraction pattern of the microbeam under TEM (JEOL 2200FS)

as the sample is heated yields the results of Fig. 4.4(c), showing that the dimer reflec-

tions (S1), such as [101], [100], and [101̄], disappear beyond TSPT (344 K on a Ni TEM

grid), when monoclinic VO2 turns into the more symmetric rutile structure through un-
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Figure 4.4: (a) Optical image of a VO2 nano-beam suspended on a TEM window.
(b)The normalized color-contrast change in the optical image of VO2 associated with
a first-order insulator-to-metal transition at 339 K. The color contrast is quantified by
the intensities of the three primary colors (blue, green and red) of the VO2 nanobeams
in the optical images. (c) TEM diffraction patterns obtained from a VO2 nano-beam
suspended over a Ni TEM grid showing a monoclinic-to-rutile structural transition at
344 K. (d) Various metal-to-insulator transitions (MIT) and structural phase transi-
tions (SPT) characterized over different metal TEM grids (Ni, Au, Cu), on a Si window,
and in the as-grown condition where the nano-beam is anchored on a Si substrate.
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pairing of V atoms along the cR axis. Similar observations have also been made in the

powder diffraction patterns of VO2 polycrystalline thin-film membrane samples, which

were discussed in detail in Sec. 3.3.1. The experimental geometry determines which

sets of the dimer reflections appear in the diffraction pattern for the low-temperature

monoclinic phase. Very differently from the MIT observed under the optical micro-

scope, the TSPT can be significantly affected by the type of substrates. Measurements

of MIT and SPT for several systems are presented in Fig. 4.4(d), showing that TSPT

upshifts from TMIT by different amounts on different metallic grids, whereas, on sili-

con, the SPT and MIT critical temperatures are approximately equal. The results in

Fig. 4.4 were confirmed by repeating the measurements on 11 samples with different

substrates. The extended measurement results are presented in Appendix C.1.

Here, we define noncooperativity η as the upshift of the critical temperature of the

SPT (TSPT) from the MIT (TMIT). The observations in Fig. 4.4 allow us to define a

new phase diagram of VO2, which is shown in Fig. 4.5(a). In the phase diagram, there

exists a monoclinic metallic phase (M3) when VO2 single-crystal nanobeams are placed

on metallic TEM grids. We need to note that the new M3 phase is different from the

previously reported M2 phase, because the M3 phase is a metallic phase, while the

M2 phase is insulating [103, 141]. We can also mostly exclude stress as the reason for

stabilizing the M3 phase, since very abrupt single-domain first-order electronic phase

transitions have been observed on the suspended samples as illustrated by the optical

contrast change in Fig. 4.6, which is very different from the MIT on strained nanobeams

[72]. Here, we attribute the upshift of TSPT on metal substrates to a charge doping

effect mediated by charge injection through the metal contact into VO2. In a rigid band

picture, initially these charges will go to the π∗ band, making the interface metallic. To

screen the injected charges a Debye sheath will be introduced to prevent further charge

injection, so the charge doping effect will be limited in the interface region (∼10-100

nm) [146]. In the light of the current theoretical picture where both Mott and Peierls
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b

Figure 4.5: a) VO2 phase diagram as a function of the interface charge doping. The
vertical axis is the noncooperativity (η), which measures the upshift of the structural
critical temperature (TSPT ) from the electronic one (TMIT ). b) Band structures of VO2

in different phases. The left and middle panels are schematically drawn following Ref.
[57, 106]. The right panel describes the proposed band structure for the monoclinic
metal (M3).
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Figure 4.6: Optical images of VO2 nano-beam supported on a Cu TEM grid. A shift in
color depth as a result of increase in optical reflectivity occurs at ≈ 339.3 K, observed
under a color filter centered at RGB values: (185, 159, 179) to enhance the contrast.

physics are involved [105, 106], we suggest that these injected charges into the π∗ band

renormalize the spectral function [58, 70] through local shifts in the Hartree energy

(∼0.5 eV) such that the d-component of the spectral character of the upper valence

band increases to accommodate these extra electrons. In this process the bonding

d-character is increased, which leads to an enhanced splitting between the bonding-

antibonding Peierls gap, thus increases the Peierls-transition temperature (compared

to the M1 phase). The corresponding band structure is shown in Fig. 4.5(b). According

to this argument, it is obvious that the low-temperature phase when VO2 nanobeams

are placed on metallic surfaces is already different from the normal M1 phase due to

the interface charge doping effect, even though no discernable structural differences are

observed. We denote as the M∗
1 phase as shown in the phase diagram Fig. 4.5(a). The

observed decoupling of SPT and MIT of VO2 indicates that the existence of the M3

phase and the transition from M∗
1 to M3 is primarily driven by Mott physics.
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4.3 Decoupling of Metal-to-Insulator Transition and

Structural Phase Transition in VO2 in Other

Experiments

In fact, more and more experimental evidence points to the decoupling between VO2’s

MIT and SPT. First is that the laser-induced MIT occurs within <100 fs in VO2 [74],

while the observed monoclinic-to-rutile structural transition occurs in the timescale of

picoseconds [109, 118], which indicates that VO2 is transformed to the metallic state

before the structural phase transition is complete. In another set of time-resolved

experiments, C. Kübler et al. used a THz probe to investigate the ultrafast dynamics

induced by the near-IR pump laser. Because the broad-band THz probe they used

covers a wide range of frequency, which couples with both the optical conductivity and

coherent phonon modes, they could track the lattice dynamics at the same time as

the electronic dynamics. Remarkably, above the threshold pump fluence, a coherent

phonon mode is excited and persists for several periods of oscillation, whereas the

electronic conductivity settles at a maximum, suggesting a metallic phase, after only a

single oscillation cycle coherent with the phonon oscillations. This result implies that

the metallic state is established in VO2, well before the lattice gets a chance to settle

into a new structure [114].

In addition to the time-resolved pump-probe experiments, the decoupling of MIT

from SPT in VO2 was also observed in steady-state experiments. B. J. Kim et al.,

who induced VO2 MIT through applying dc electric field, directly observed that the

metallic phase formed in advance of the monoclinic-to-rutile structural phase transition

by simultaneously measuring the electrical conductivity and the micro-x-ray diffraction

patterns [147]. Very recently, M. K. Liu et al. also observed a metallic monoclinic

feature on the strained VO2 thin films. In this experiment, the authors used the
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scanning near-field infared nano-imaging spectroscopy to study the VO2 film grown

on a TiO2 substrate, which is known to induce a large uniaxial strain on the VO2

film. They found that the metallic phase appears on some domains, where the surface

feature with the monoclinic structure still persists [148]. Including our experimental

results, the decoupling of MIT and SPT in VO2 is found to happen at 1) the ultrafast

timescales and 2) the microscopic scales.

Whether VO2’s MIT is decoupled from SPT is an important question in the follow-

ing sense: 1) If the monoclinic-to-rutile SPT is not a pre-requisite for MIT, the Mott

nature of the insulating gap is confirmed without doubt and the theories about VO2

will have to be revised for the existence of the metallic monoclinic phase; the physics

of phase transitions under certain conditions (pressure, charge doping, etc.) has to be

taken into consideration. 2) It raises possibilities for high-speed electronic and photonic

applications of VO2, including high-speed switches, transistors and optical modulators,

because the speed-bottleneck and hysteresis imposed by repeating SPT will no longer

limit the switching speed; and, at the same time, the problems of damage and fatigue

of the devices due to repeated structural transitions can be overcome.

4.4 Ultrafast Electron Diffraction Studies of As-

grown VO2 Nanobeams and VO2 Nanobeams

on Gold Surfaces

Further information concerning the underlying physics of the MIT and SPT can be

revealed by ultrafast pump-probe studies, where the transient nonadiabatic insulator-

metal transition within the monoclinic structure can be stimulated. The application

of femtosecond (fs) laser pulses allows rapid excitation of electron-hole pairs from the

insulating ground state, effectively driving a transition to the metallic state while the
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Peierls pairing is still intact.

4.4.1 As-grown VO2 Nanobeams on SiO2 Substrate

We used UED experiments to investigate optically driven dynamics of single-crystal

VO2 nanobeam in different fluences and temperature regimes. We started with studies

of the as-grown VO2 nanobeams, where we applied a 50 fs near-infrared (800 nm)

pulse to illuminate the full nanobeam, followed by a sequence of probe electron pulses

focused near the tip of the beam to track the lattice transformations that are expected

to strongly couple to carrier excitations. The side view of as-grown VO2 nanobeams

on SiO2 substrate is shown in Fig. 4.7(a). A full scale M1-to-R transition can be

stimulated by fs laser pulses, as shown in the insets of Fig. 4.7(b). The SPT is tracked

from the disappearance of dimer reflections (S1): [512̄], [301̄], [11̄0], which occurs when

the applied fluence (F ) exceeds a critical value (Fc). Fig. 4.7(c) shows a laser-induced

first-order SPT occurring at Fc = 0.59 mJ cm−2 with VO2 held at a base temperature

TB=325 K. It should be noted that the photo-induced SPT is much sharper compared

to the transitions on VO2 thin-film membrane samples (See Fig.3.5). It is because each

unstrained nanobeam contains a single domain, while the observations on the thin-film

membranes suffered by the convolution from the properties of different nano-grains. We

also examine Fc at different base temperatures, starting from around Tc ∼339K where

SPT occurs spontaneously. We observe a linear increase of Fc as TB decreases from

Tc as shown in Fig. 4.7(b), suggesting that the laser-induced SPT can be described

by crossing of the free energies from M1 to R. To confirm this, we equate the absorbed

optical energy density

Eph = Fc/δ, (4.4.1)

where δ is the optical penetration depth, which can be calculated using the optical

constants in Appendix B. To match Eqn. 4.4.1 with the thermodynamic energy, we
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can get the following equation

Eph = −Cv(TB − Tc) +HL, (4.4.2)

where Cv and HL are the specific and latent heats, respectively. From our fit, as shown

by the solid line in Fig. 4.7(b), we find Cv = 3.2±0.2 J K−1 cm−3, consistent with the

previously established Cv = 3.1 J K−1 cm−3 [133] for M1-VO2 and HL ∼ 0. We find that

below Fc the lattice fluctuations as characterized by the atomic displacement variance

are reversible, whereas, above Fc, the R state did not revert to M1 within the pump-

probe cycle of 1 ms. This intriguing result may be explained based on a Mott-driven,

Peierls-limited structural phase transition consistent with a recent near-infrared optical

microscopy experiment, which indicates that the transition occurs via nucleation of the

nanoscale correlated metallic puddles within the microcrystalline insulating VO2 hosts

[71]. Observed here is a temporal hysteresis (supercooling) known to be associated with

the rutile metallic phase that at F > Fc grows from nanoscale puddles to produce a SPT

for the full nanobeam over many cycles, removing HL from the threshold requirement.

We also conducted UED on VO2 beams suspended over a Silicon TEM window and

found similar critical fluences, albeit the suspended VO2 occasionally reorients itself

after the SPT. Since enthalpy is dominated by the lattice component, these results

support the hypothesis that the cooperative (SPT and MIT at the same temperature)

phase transition has a strong Peierls character.

4.4.2 VO2 Nanobeams Suspended on Au Substrate

The Au-supported nanobeams, which show a decoupling of the MIT and SPT in steady-

state measurements, are also investigated using UED. The fs electron beam is directed

along the monoclinic b-axis (bM), as shown in Fig. 4.8(b). The optically stimulated re-

sponse of the M∗
1 phase is studied by setting TB = 337 K, which is just 2 K below TMIT.
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Figure 4.7: (a) SEM image of VO2 nano-beams grown on a SiO2 substrate. (b)The
critical fluence (Fc) for inducing the monoclinic-to-rutile transition as a function of
base temperature TB. The insets show the corresponding UED patterns of the two
phases. (c) The threshold behavior of laser-induced phase transition, as characterized
by the disappearance of the dimer reflections (S1), [512̄], [301̄] and [11̄0] in (b).
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In stark contrast to the observations made on the as-grown nanobeams, no SPT into

the R phase is observed with the fluence up to 7 mJ/cm 2, which has already exceeded

the critical fluence of ∼3 mJ/cm 2 reported in other experiments at room temperature

[111, 114]. Further increasing the laser fluence is limited by the damage-threshold of

gold TEM grids. This suppression of the monoclinic-to-rutile transition is consistent

with the upshift of the critical temperature of SPT, both of which indicate that the

Peierls distortion is more stable when the nanobeams are placed on the metallic surface.

From time-dependent Debye-Waller (DW) analysis, we deduce that the induced mean

atomic displacement variance (Δu2) is less than 0.0015 Å2 when F = 7 mJ/cm2, as

shown in Fig. 4.8(c). The Debye-Waller analysis is commonly used in the community

of crystallography to describe the attenuation of coherent X-ray, electron and neutron

scattering caused by thermal motion of atoms. Here, taking advantage of the com-

pleteness of sample’s momentum space obtained by single-crystal electron diffraction,

we extend the normal Debye-Waller analysis to the anisotropic Debye-Waller analy-

sis, which takes into account the anisotropic responses of lattice planes with different

orientations. The details of the analysis are described in Appendix C.3.

In comparison, our investigation of the M3 phase, conducted by setting TB = 341

K, shows a sizeable increase in the fluctuational response (also at F = 7 mJ/cm2). This

increase is reminiscent of the anomalously large DW factors identified in the metallic

rutile phase in the earlier X-ray experiments, suggesting a lattice softening in the

metallic state [149]. Using the DW metric deduced from X-ray experiments the Δu2

increase at M3 corresponds to a temperature rise (ΔT) of no more than 20 K, which is

significantly less than the theoretical predictions for M1 and R phases, which are made

using the optical and thermal constants of VO2, as shown by the dashed lines in Fig.

4.8(c). The strong reduction in the absorbed energy can be understood based on an

upshift in optical band gap, which, consistent with the increase of Peierls transition

temperature, leads to strong reduction in optically accessible spectral weight compared
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Figure 4.8: (a) UED pattern of a single suspended VO2 nano-beam, showing the re-
ciprocal lattice of the ac-plane of the monoclinic structure. (b) The corresponding
real-space arrangement of the V sub-lattice. The fs electron beam is directed along
bM . (c) Lattice fluctuational dynamics in M∗

1 and M3 states are measured by the pro-
jected atomic displacement variance: Δu2

out (along a
∗
M , out-of-bc-plane vibration), and

Δu2
in in (in-bc-plane vibration). The corresponding Δu2 and temperature increases

expected for the M1 and R phases are plotted for comparison.
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to that in the cooperative M1-R transition. The persistence of a large Peierls gap in

M3 is a clear evidence that insulator-metal transition involves only a small portion of

the spectral weight and the low energy spectra near the Fermi surface (Fig. 4.5(b)).

We also establish that the spectral function adjustment associated with the MIT may

be coupled to a soft phonon mode that favors the lattice distortion along aM shown

by the suppression of Δu2
in (in-bc-plane vibration) relative to Δu2

out (out-of-bc-plane

vibration) in Fig. 4.8(c).

4.5 Summary

We have shown clear evidence that the critical temperature associated with the Mott

instability is lower than the structural phase transition temperature in VO2 nano-

beams. We also observe a new monoclinic metallic phase (M3), which we show may

be stabilized by interface charge doping effects [58, 147]. Informed by the ultrafast

single-beam measurements, the metal-insulator transition in the undoped case can be

classified as Mott-driven, Peierls-limited, where the imposed cooperativity is mainly

governed by the large spectral weight and the high energy scale inherent to the Peierls

transition and that such stabilizing features are subject to the strong Coulomb inter-

action predominant only in the insulating state without doping [106]. We also uncover

the unique delocalized nature of the interface-mediated charge doping effect that can be

rationalized with an active spectral weight transfer from the unfilled band to the Peierls

band in the monoclinic structure, which enhances the Peierls interaction supported by

its selective effect on the structure phase transition temperature. While the results

presented here are very specific, they are generally compatible with the Peierls-Mott

scenario proposed by most recent theories [69, 106], and amazingly reconcilable with

an array of different experiments supportive of either Peierls or Mott scenarios. We

expect the findings presented here will have important ramifications in bringing forth
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a unified understanding of general MIT problems in strongly correlated materials.
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Chapter 5

RF-compression Ultrafast Electron

Microscope Development:

Photoemission and Space Charge

Effects.

In previous chapters, we presented a UED study on strongly correlated material VO2

with thin-film membrane and single-crystal nanobeam samples. To avoid convolu-

tion from the property variance of multiple nano-grains in thin-film membrane, single-

crystal nanobeam samples were studied, which provided us with the single-crystal

diffraction patterns mapping a large momentum space, as shown in Fig. 4.8(a). How-

ever, the signal-to-noise ratio (SNR) of the data is not high enough so that the detailed

structural dynamics cannot be extracted. The dynamics of Bragg peaks’ intensity

shown in Fig. 4.8 is obtained by averaging more than 30 peaks to improve the SNR.

(For details, see Appendix C.3.) The main reason for this problem is 1) the number of

electron is limited to 800 - 1000 electrons per pulse; 2) the electron beam’s footprint

on the sample is ∼40 μm in FWHM. So, on average, there is only ∼1 electron per
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μm2 per pulse available for diffraction. With such a low electron flux, the SNR is not

sufficient to study samples at the micrometer or nanometer scales, where the strongly

correlated materials are found to exhibit the most exotic phenomena. Driven by the

need to improve the brightness of the UED instruments, an RF-compression ultrafast

electron microscope (UEM) is being designed and developed at Michigan State Uni-

versity. The mechanism of RF compression is to compress the electron pulse, which

is already broadened by space charge effects, by reversing its longitudinal momentum-

space correlation in the phase space using an oscillating electric field. After the RF

cavity, a strong magnetic lens is implemented to focus the longitudinally compressed

electron pulse in its transverse direction to achieve high beam brightness. For clarity,

we define the ‘longitudinal ’ direction as the electron beam propagation direction, while

the ‘transverse’ directions as the directions perpendicular to the propagation direction.

In the physics of charged particle beams, the brightness (or the directional beam

intensity) of an electron beam at a given point in a given direction is defined as the

current per unit area normal to the given direction, per unit solid angle, which is given

by the reduced brightness Br [150, 151],

Br ≡ 1

Ee

∂2I

∂A∂Ω
=

Imc2

2π2εxεy
, (5.0.1)

where Ee is the beam energy, I the beam current, A the beam cross-section area, Ω the

beam solid angle, εx and εy are the beam transverse normalized emittances. Normalized

emittance is an important concept in particle beam physics, because it quantifies the

beam coherence. The normalized emittance in the transverse direction εi is defined as

[151]

εi =
1

mc

√
〈x2

i 〉〈p2i 〉 − 〈xipi〉2, (5.0.2)

where i = {x, y} denotes the transverse directions, xi and pi are the position and

momentum of electrons, the brackets 〈. . .〉 stands for an average over the ensemble of
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electrons in the bunch. Eqn. 5.0.2 can be reduced to εi = 1/(mc)σiσpi at the beam

waist, where σi is the rms bunch radius and σpi is the rms of the momentum distribu-

tion. The normalized emittance can also be understood as the area the electron pulse

occupies in its phase space. According to Liouville’s theorem, this area should be con-

served throughout the beam propagation. In other words, the ultimate beam brightness

on the sample is limited by the initial electron-beam emittance when it is generated

on the photocathode in an ideal situation. So, it is a necessity for us to understand

the photoemission process, especially the situation of short-pulse generation.

Research on photoemission can be traced back to 1887, when Hertz originally ob-

served the photoelectric effect [152]. Later, this effect was explained by Einstein as

the manifestation of the quantum nature of light [153]. When light is incident on a

material surface, an electron absorbs a photon and escapes out of the surface with

its maximum energy �ω − φ, where �ω is the incident photon energy and φ the work

function of the material. Within the single-electron limit, the photoemission process is

understood so well that photoemission spectroscopy is recognized as the best technique

to study the intrinsic electronic structure of materials with very high energy resolution

(< 2 meV) in the last twenty years [154]. With the emergence of high-power fs laser

systems and the demand for high-brightness electron beams as probes [32, 118, 155]

or synchrotron sources [156, 157], research on photoemission is extended to the region

of ultrashort, ultrahigh brightness electron pulses. In this region, the strong Coulomb

repulsion between electrons, which is known as the ‘space charge effect ’, has strong

effects on the pulse duration and the energy distribution.

In this chapter, I will introduce our recently developed technique, the ‘projection-

shadow-imaging (PSImg) technique’ [158, 159], and use it to measure the electron-pulse

duration and study the space charge effects in the near-cathode-surface region. We

will start with a brief introduction to the methods to characterize the electron-pulse

duration in Section 5.1. The experimental setup for the PSImg technique and the
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analytical description of the shadow images are described in Section 5.2. In Section 5.3

and 5.4, we present the experimental results on the gold photocathode investigated with

the PSImg method, which highlights the strong effects of electron-electron repulsion at

the beginning of the photoemission process. Based on the results in these two sections,

a useful mean-field model will be introduced in Section 5.5, which helps to simulate

and define the geometry of the RF-compression UEM system. The limitations on

its combined spatial and temporal resolution in different operational regimes will be

discussed as well. This chapter will conclude with an introduction to the structure of

the UEM system in Section 5.6.

5.1 Different Methods of Characterizing the Electron-

pulse Duration

Characterizing the temporal resolution of electron pulses is very important for ex-

periments like UED, free-electron lasers, and for accelerator physics in general. In

time-resolved optical experiments, the laser pulse duration can be characterized by the

optical cross-correlation or auto-correlation methods, in which the electric field of one

pulse becomes convolved with another pulse through the instantaneous polarization of

a nonlinear medium. Similar ideas can be applied in a UED experiment, where the

electron pulses are used as probes. When characterizing the UED temporal resolution

using the cross-correlation method, a near-infrared fs laser pulse are used to induce

the structural change in the sample, and the late-coming electron pulse, whose relative

delay is adjusted by an optical delay stage, probes the induced structural changes at

a specific time delay through the electron diffractions. If the structural change of the

sample is fast enough, the observed structural dynamics will be limited by the electron-

pulse duration, thus, its value can be deconvoluted from the experimental results. In

Fig. 5.1, we plot the characterization of the temporal resolution of our first-generation
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UED system [160]. The charge-density-wave (CDW) dynamics of 1T-TaS2 after 800

nm, 50 fs pump-laser excitation is used as the reference. It was found that the response

time of CDW in 1T-TaS2 can be as fast as 220 fs [32]. In the experiment, by attenuating

the pulse energy of the 266 nm fs laser, which is focused on the photocathode, hence,

reducing the number of electrons in individual pulses, the observed intensity decay of

the CDW satellite peaks appears faster, due to reduced electron-pulse duration with

less significant space charge effect. The pulse duration as a function of the 266 nm

laser pulse energy is plotted in the inset of Fig. 5.1. To the point where the response

time reaches the minimum, the response time is ultimately limited by the speed of

the structural dynamics of the material. The cross-correlation method is very useful

for in-situ characterization of the UED temporal resolution [6, 161], but it is limited

by the speed of materials’ structural response to the fs laser pulse, which is usually

hundreds of fs at least.

Another conventional way of measuring the electron-pulse duration is to use a

streak camera [14, 162, 163]. In a streak camera, the electron pulse is sent through a

pair of deflection plates with a ramped voltage applied. When the electron pulse passes

through the plates, the leading electrons and late-arriving electrons are deflected in the

opposite direction transversely. Thus, the electron distribution along the longitudinal

direction can be mapped transversely, which gives a measurement of the electron-pulse

duration. The sweeping voltage applied to the deflection plates is synchronized through

a pair of GaAs photoconductive switches, which are triggered by the laser pulses split

from the same laser source used to generate photo-electrons on the photocathode.

The temporal resolution of the streak camera is limited by the sweeping speed of

the applied high voltage and the sensitivity of the imaging system. In a single shot

measurement (>1000 electrons per pulse), the temporal resolution of a streak camera is

∼1.2 ps [161, 164], even if the highest sweeping speed available in current technology is

applied. In a multi-shot, low-flux measurement, the amplitude jitter in the switching
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Figure 5.1: Dynamics of charge-density-wave (CDW) satellite reflections as the function
of delay time, plotted for different 266 nm pulse energies focused on the photocathode
for photoelectron generation. The solid lines are the error-function fitting to extract
the pulse duration for each laser pulse energy. Inset: UED electron pulse duration as
a function of the 266 nm laser-pulse energy.
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process transfers into the timing jitter, which affects the temporal resolution of the

streak camera. Temporal resolution less than 1 ps has been reported [162, 165] with

deconvolution for low flux electron pulses, but the details of deconvolution are not

straightforward, as it requires enough electrons above the background in the pixellated

image and the knowledge of the pulse shape. Recently, the RF-cavity based streak

camera has been developed and employed to measure the electron pulse durations less

than 100 fs [36, 166]. The advantage of using an RF-cavity is its available electric

field strength and sweeping speed can be orders of magnitude higher compared to the

conventional dc-voltage deflection plates.

Recently, Siwick, et al. proposed a new method of characterizing the electron-pulse

duration in free space by using the electron-laser pulse direct cross-correlation [167].

In their work, they made use of the laser pulse ponderomotive potential, Up, to scatter

electron pulse and measure the transmitted electron-pulse intensity as a function of

the relative delay between the electron and laser pulses. The ponderomotive potential

is given by

Up(
−→r , t) = e2λ2

8π2mε0c3
I(−→r , t), (5.1.1)

where λ and I are the laser pulse wavelength and intensity, respectively. Fig. 5.2 shows

the geometry of the cross-correlation measurement and the electron beam cross-section

images before and after laser pulse scattering. The temporal resolution of this technique

can be less than 100 fs in an optimum condition [167]. In a recent characterization of

their pulse-compressed UED system, the authors got the temporal resolution ∼300 fs

for the electron pulse [43].

The methods introduced above are very useful in characterizing the electron-pulse

duration in free space. However, to study space charge effects in the near-cathode-

surface region (∼100 μm above the cathode surface), these methods are no longer

appropriate. Using the general setup of a UED experiment, we developed a method,

which can measure the electron-pulse duration and its dynamics in the region very
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Figure 5.2: a) Geometry of the all-optical electron-pulse duration measurement.
Electron-beam cross sections are shown at various positions after the interaction re-
gion for a 600-fs electron pulse; b) Electron-laser pulse cross-correlation. The reduction
in electron-beam intensity transmitted through aperture A2 is sensitive to τ and the
duration of the electron pulse at the interaction point (see the legend). The impulse
response of the measurement (inset) is ∼300 fs e−2 full width (FW) for the parameters
A1=30 μm, tl=200 fs (dashed curve), but only, 80 fs e−2 FW for A1=10 μm, tl=60 fs
(solid curve). Figure from Ref. [167].
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Figure 5.3: Schematic of the projection-shadow-imaging experiment. For illustration
purposes, the angular span of the shadow is significantly increased from typical values
≤1 mrad.

close to the cathode surface, thus providing us with information relating to the space

charge effects at the very beginning of the photoemission process.

5.2 Experimental Setup and Analytical Description

of Projection-Shadow-Imaging Technique

5.2.1 Experimental Setup

The general experimental setup for the PSImg experiment is shown in Fig. 5.3 [158,

159]. The experiment is conducted in a pump-probe arrangement, in which the fs laser

(266 nm or 800 nm, 50 fs) serves as the pump to generate the short-pulse photoemission

from the material surface. The photoemitted electron pulse is subsequently probed by

the delayed surface-scattered electrons. The incident pump beam is displaced from the

source of scattered electron by a distance of x0 (typically a few millimeters) to establish

a projection imaging geometry. The presence of the photoelectron pulse diminishes the

diffusive surface-scattered electrons generated at P , thus casts a shadow on the screen,

which is at a distance L = 165 mm away from P . The magnification of this projection
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imaging is M ≈ L/x. By adjusting the arriving time of the probing electrons relative

to that of the pump laser, the evolution of the shadow images can be recorded. Fig.

5.4(a) shows the images of photoelectron pulses emitted from a highly ordered pyrolytic

graphite (HOPG) surface as a function of time [158]. As shown in Fig. 5.4(b), the

cross-sectional line-scans obtained from these shadow images reveal an accumulation

peak near the shadow edge, caused by surface scattering, and this peak decays sharply

into the vacuum with a Gaussian depletion profile, which evolves in space and time.

To extract the spatiotemporal dynamics of the electron pulses, the line-scans of the

shadow images are fitted with the following analytical form, which takes into account

the geometry of the projection imaging.

F (d) =
BΣ

σz

exp[− (dx0−Lz0)
2

2(d2σ2
x+L2σ2

z)
]√

1

σ2
x
+ d2

L2σ2
z

, (5.2.1)

where d is the position on the camera screen, Σ is the charge-sheet density of the elec-

tron pulse, x0 is the source-to-beam distance, z0 is the electron pulse’s center-of-mass

(COM) position, σx and σz are the widths in transverse and longitudinal directions,

and L is the camera distance. The PSImg experimental geometry is plotted in Fig.

5.5, in which the dimensional parameters in Eqn. 5.2.1 are defined. The values of the

key parameters, such as Σ, z0, σz and σy can be determined by fitting the profiles of

the longitudinal and transverse shadow images.

5.2.2 Description of the Shadow Images

Assuming the intensity of the shadow image at the location d on camera is proportional

to the scattering events along the probing electron path, as shown in Fig. 5.5, we can

derive Eqn. 5.2.1 purely based on the ‘scattering model’. Here, the charge distribution

of the photoelectron pulse is taken to be a three-dimensional Gaussian function, which
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Figure 5.4: a) Snapshot shadow images of photoemitted electron bunch obtained with
x0=4.3 mm, which gives magnification M ∼38. The cross-sectional line profiles (black
curves) are extracted along the dashed line in the second panel. b) Fitting curves
(lines) of cross-sectional line-profile data (circles) using Eqn. 5.2.1. Figure from Ref.
[158].

Figure 5.5: Geometry of projection-shadow-imaging technique, where the photoelec-
tron pulse is fitted to a three-dimensional gaussian function, f(x, y, z). The profile of
the shadow image on the camera is described as an analytic function F (d), where d is
the position on the camera screen.
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is justified by the Gaussian distribution of the pump laser pulse:

f(x, y, z) =
Ne

(2π)3/2σxσyσz

exp[− x2

2σ2
x

] exp[− y2

2σ2
y

] exp[−(z − z0)
2

2σ2
z

], (5.2.2)

where the center of the electron pulse is located at (0, 0, z0) above the cathode surface.

In the linescan analysis, the first step is to select a region-of-interest (ROI) at the center

of electron pulse along the y direction. The 1D-linescan profile is thus the averaged

intensity in the ROI, which is given by

g(x, z) =

∫ l

−l
f(x, y, z) dy

2l

=
Ne

(2π)σxσz

exp[− x2

2σ2
x

] exp[−(z − z0)
2

2σ2
z

]
1√
2πσy

∫ l

−l

exp[− y2

2σ2
y

] dy

=
Ne

π
√
2πσxσyσz

ξ exp[− x2

2σ2
x

] exp[−(z − z0)
2

2σ2
z

],

(5.2.3)

where l is half width of the ROI along the y direction and ξ is defined as

ξ =
1

4l

∫ l

−l

exp[− y2

2σ2
y

] dy. (5.2.4)

When l � σy, ξ ≈ 1/2. In the ‘scattering model’, the intensity on the camera position d

is attenuated by the scattering events of probing electrons with the photoelectron pulse

of interest along the beam path: z = d/L, as shown in Fig. 5.5, where P is defined

as the origin of coordinates. Here, we can assume that the scattering probability is

proportional to the integrated number of photoelectrons along the path, which is given

by

F (d) = λ

∫ ∞

−∞
g(x,

d

L
x) dx

= λ
ξΣ

σz

exp[− (dx0−Lz0)
2

2(d2σ2
x+L2σ2

z)
]√

1

σ2
x
+ d2

L2σ2
z

,
(5.2.5)
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where λ represents the electron-electron scattering cross-section, Σ = Ne

πσxσy
is the

electron pulse transverse sheet density. λξΣ, as a whole, serves as the fitting parameter

BΣ in Eqn. 5.2.1. Eqn. 5.2.5 requires further normalization to the total number of

electrons, because its integration over space yields a varying value with some of the

experimental parameters, including x0, L and σx. To normalize F (d) to a conserved

total number of electrons, the pre-factor x0/(Lσx) is applied. Details for deriving the

pre-factor can be found in Appendix D.1. The normalized analytical function is thus

given by

M(d) =
x0

Lσx

F (d). (5.2.6)

The fundamental assumption of the analytical description in Eqn. 5.2.5 and 5.2.6

is that the intensity of shadow images is proportional to the number of scattering

events, which ignores the Coulomb force between the photoelectron pulse and the

probing electrons. Physically, this analytical description cannot be correct. However,

in practice, we will find that the transverse and longitudinal sizes (σx, σz) of the

electron pulse can be reliably extracted from experimental results using this analytical

description, when the charge volume density is not very high.

Except for those dimensional parameters, the electron density cannot be directly

extracted from the shadow images using the analytical description. To characterize

the PSImg method, a series of experiments have been carried out on HOPG, which

are described in Appendix D.2. Combining with the ‘ray-tracing simulation’ and ‘the

Bragg-beam deflection’ experiments, we can extract the charge-sheet density from the

shadow images in the experiments as well. (See Appendix D.2 for details.) In practice,

we take the strategy to first extract the pulse dimensions using the analytical fitting

which is less computational expensive. Then, the electron density can be calibrated and

extracted using the combined methods described in Appendix D.2. With the complete

understanding of the PSImg technique, we will study the photoelectron pulses from a

gold photocathode, which is of practical interest for our UEM designs.
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5.3 Measurement of Spatial and Temporal Evolu-

tion of Photo-electron Pulses from Gold Pho-

tocathode

Here, the PSImg technique is used to measure the spatial and temporal evolution of

photoelectron pulses from a gold cathode in the near-cathode region. The advantages

of using gold as the photocathode material include its high quantum efficiency, easy

preparation and inertness to environment. The gold photocathode is prepared via

vapor deposition on a quartz substrate with a homogeneous film thickness of 30 nm.

We investigate photoelectron pulse dynamics in a dc photo-gun arrangement, where a

positive electrode (anode) is separated by 5 mm from the grounded cathode surface,

providing an applied field Fa to facilitate photoemission. The schematic of the dc

photo-gun geometry is shown in Fig. 5.3. Instead of using the 800 nm fs laser as the

pump, the 266nm ultraviolet (UV) fs laser pulses (50 fs, �ω =4.66 eV) are used as

pump to trigger photoemission from the gold cathode. The fs UV laser pulses arrive at

the cathode surface at 45o incidence and define the zero-of-time (ZOT) of photoemis-

sion. The photon energy is slightly higher than the reported work function (Φw) of a

polycrystalline gold film that ranges from 4.0 - 4.6 eV [21, 168–170], allowing photoe-

mission with a small energy spread. High-intensity pulses (105-107 electrons per pulse)

are generated, which is relevant to the high-brightness implementations of ultrafast

electron diffraction [14, 163, 171] and imaging [19, 27]. As has been described in previ-

ous sections, the dynamics of the electron pulses can be extracted from the dynamics

of the shadow images cast on the metalized phosphor screen, which is connected to

an intensified CCD camera. The point source for PSImg is generated by focusing an

independent low-density, fs, 30 keV photoelectron beam, containing ∼800 electrons

per pulse with a beam waist of ∼40 μm [6]. The projection imaging is performed at
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a repetition rate of 1 kHz, and the snap-shot images at each delay Δt are averaged

over 105−106 repetitions of pump-probe cycles to obtain sufficient SNR and to average

out the pulse-to-pulse fluctuations of pump and probe pulses. The shadow patterns,

obtained by taking the difference between the positive frames (Δt>0) and the negative

frame (Δt<0), are normalized to the negative frame image to cancel out the angular

dependence of the illumination from the point source.

Fig. 5.6 shows the shadow profiles of photoelectron pulses generated from the gold

surface. Quantitative results are obtained through fitting the linescan profiles with

the analytical model describing the projection geometry in Eqn. 5.2.5 and Eqn. 5.2.6.

The key pulse parameters, such as Σ, z0, σz, and σy can be determined by fitting its

longitudinal and transverse shadow profiles, which evolve as a function of time. In this

specific experiment, x0 =5.0 mm and L =16.5 cm, giving a magnification of M ≈ 33

for the images. In the front illumination geometry, the excitation laser has an elliptical

footprint with σx=115 μm and σy=81 μm, determined in situ via examining surface

voltammetry characterization [158, 172]. Characterization of the laser footprint on the

photocathode yields an initial transverse profile of the photo-emitted electrons, which

is consistent with the transverse electron bunch characterization from shadow imaging.

The laser footprint characterization also yields quantitative measurements of the laser

fluence (F) and the number of emitted electrons (Ne), combined with Σ obtained from

imaging. Imaging experiments are performed using various excitation fluences F = 1

- 10 mJ/cm2 and extraction field Fa=0 - 0.4 MV/m, which together produce a wide

range of values of Ne up to 107 electrons per pulse.

To quantify the rate of Coulomb explosion, the time-dependent electron-pulse length

σz(t) in the COM frame is extracted from the shadow profile as a function of electron

density. Here, the longitudinal profile is observed to expand rapidly while the trans-

verse profile increases little (≤15%) over our tracked time window (0 - 120 ps). We

extract the dependence of the electron-pulse longitudinal width σz(t) on Σ from the
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Figure 5.6: The snap-shots of the normalized shadow images at selected times. The
magnification of the projection imaging is ≈33.

shadow imaging data. Fig. 5.7(a) shows a super-linear increase of σz(t) resulting from

the strong space charge effects at high electron sheet density Σ. On the other hand,

with low electron sheet density, σz(t) changes linearly with a slope approaching 0.1

μm/ps, which translates to a very small longitudinal photoelectron energy spread of

∼0.03 eV, supporting the over-the-barrier direct photo-ionization picture. As will be

discussed later, in the weak emission limit, the initial momentum spread of the photo-

electron pulse compares well with the theory of the three-step model, which is designed

to model the photoemission at the single-electron (space-charge-free) limit [173, 174].

5.4 Space Charge Effects and Modeling

To elucidate the space charge effects in the observed photoelectron dynamics, we em-

ploy N-particle dynamical simulations to model the experimental results. In particular,
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Figure 5.7: The results of electron point-projection imaging. (a) The COM-frame
expansion dynamics of electron pulses with longitudinal pulse length σz. The solid
lines through the experimental data (symbols) are from N-particle simulations. (b)
Dependence of pulse length on the electron sheet density at time 100 ps for various F
and Fa settings, showing a universal power-law increase with exponent roughly γ =0.5.
Predictions based on mean-field [14] and one-dimensional fluid [175] models are also
presented.

we investigate how pulse expanding depends on electron density and the photoemission

initial conditions.

5.4.1 Fractional Power-law Dependence in the Space-charge-

led Pulse Lengthening

First, we investigate the scaling of the pulse spreading with respect to the electron

density Σ. We extract the longitudinal pulse width σz at 100 ps from data sets using

different extraction fields Fa or fluences (F) and plot σz as a function of Σ. Interestingly,

we observe a power-law scaling of σz with Σ with an exponent that is significantly

smaller than one, irrespective of the applied extraction field (Fa) or fluence (F). The

results are presented in Fig. 5.7(b). Our results differ from the energy-dependent

space-charge-led pulse lengthening measurements based on streaking technique, which

determines σz at a fixed probe location [163]. Since ultrafast imaging tracks temporal
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development of σz in the COM frame, this explains why there is no explicit energy

(Fa) dependence in our data. Furthermore, since a high Σ can be achieved with either

high Fa or F, the observation of σz(t) being exclusively parameterized by Σ indicates

the origin of the power-law scaling is mainly due to the space charge effects. Here, to

a very good approximation, the power-law exponent γ is near 0.5. At earlier times, γ

is smaller, as depicted in the inset of Fig. 5.8(a). For example, at 40 ps, γ ≈ 0.37, and

at 60 ps, γ ≈ 0.43, while for later times, γ increases slowly with a terminal between 0.5

and 1. We expect that, at long times, the effect of internal space charge forces decreases

and the lateral expansion is important, leading γ to saturate between 0.5 and 1. To

understand the scaling law, envelope-based approaches for uniform charge distribution,

such as mean-field [14], fluid [175], or self-similar [176] space charge models, are first

applied to compare with the experimental data. When the charge distribution is non-

uniform, the pulse length can be estimated by the mean-field theory with a scaling

factor [14, 176], but the scale factor is different depending on the shape of the pulse

[176]. From shadow images, we show that the longitudinal pulse profile remains largely

near-Gaussian up to 120 ps, as shown in Fig. 5.8(b), which determines the scale

factor for the mean-field theory. Both the one-dimensional fluid model (uniform charge

distribution) and mean-field model (non-uniform distribution) predict the electron-

pulse longitudinal width evolves self-similarly with γ = 1, which does not agree with

the experimentally observed exponent γ ≈ 0.5. We conjecture that this observation

is a manifestation of a non-uniform electron pulse profile seeded with different initial

phase-space conditions.

5.4.2 Density-Dependent Broadening of Initial Electron Ve-

locity Distribution

The distinctive σz(t) from several different Σs, reported by σz(t) in Fig. 5.7(a), can

be used to investigate the initial phase space of photoelectron pulses by fitting them
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Figure 5.8: (a) The symbols represent the values of γ found at different delay times.
The solid line represents results from an analytical Gaussian model (AGM) simulation
using broadened initial longitudinal velocity spread due to near cathode space charge
effect extracted by fitting the early time σz trajectory, which is presented in Fig. 5.9(c)
and the text. (b) The symbols are the linescans of the shadow images recorded on the
phosphor/CCD screen produced by photoelectrons (Σ =7.12×1013 e/m2) at different
times. The linescans are fitted with a Gaussian profile (solid lines). A top-hat profile
(dashed line), convoluted with the projection geometry, is also drawn for comparison.
The magnification of the projection imaging is ≈33.

126



with N-particle simulations. To parameterize the shape of the phase space, we define a

chirp parameter a in the N-particle simulations. When a =0, the electron pulse is fully

thermal with no correlation between momentum and position, while, in the a =1 limit,

there is a perfect correlation between the position and momentum, as shown in Fig.

5.9(a). To compare with experimental results, the width of the momentum distribution

σpz and the chirp parameter a are varied to fit the trajectory σz(t). The best fitting

results are plotted as the solid lines in Fig. 5.7(a). The initial pulse length σz(t=0),

which is expected to be in the sub-micron range, has limited influence on the results

of the simulations at later times (t>10 ps), as the pulse length expands to μm scale

within a few ps. Simulations have been performed at σz(t=0)=30 nm, 1 μm, and 2 μm

to confirm this. Thus, σz(t=0) is set to the resolution limit (1 μm) of the experiment

to remove this as an adjustable parameter in comparing with the experimental data.

At a given σpz , we find that a =0 gives the minimum σz, while a =1 gives the highest

σz, as shown by the range of σz as a function of a in Fig. 5.9(b). This sensitivity to the

initial conditions allows us to parameterize the initial photoelectron phase space. The

fitting results based on this parameterized N-particle simulation show a strong growth

of the initial velocity spread obtained by Δvz(t=0)=σpz/me when the charge density

Σ increases, as depicted in Fig. 5.9(c). The observed significant increase of the initial

velocity spread of electron-pulse generation can be associated with a near-cathode space

charge effect at ultrashort timescales , which modifies the electron energy distribution

from the single-electron emission regime. In contrast, the low-density photoelectron

velocity spread at Σ ≈0 can be extrapolated from the results in Fig. 5.9(c), and

thus determined. Δvz(t=0)=0.084±0.019 μm/ps represents the intrinsic, unperturbed

initial velocity spread from photoemission. We note that the rapid increase of Δvz(t=0)

cannot have come from the reduced effective work function, due to the applied Fa (the

Schottky effect). In fact, for the lowest five Σs, the applied field is the same (Fa=0),

and for the highest Σ, the corresponding energy spread approaches 1 eV, which cannot
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Figure 5.9: (a) The normalized initial longitudinal phase space employed in the N-
particle simulations, which is parameterized by a thermal parameter a and scaled by
the initial length σzi and momentum spread σpz. (b) The percentage change in the
pulse length σz obtained at 100 ps as a function of a. (c) The initial longitudinal
velocity spread, Δvz(t=0), obtained by fitting N-particle trajectories to the imaging
data depicted in Fig. 5.7(a). The extraction field Fa applied is 0 at the five lowest Σs,
0.32 MV/m at 40×1012 e/m2 and at 70×1012 e/m2.

be explained by Fa. Moreover, for all simulations, the strong thermal parameter range

a =0.0-0.4 gives a better fit to the data than the correlated limit, a =1, indicating a

near-stochastic initial photoelectron distribution.

Here, we are able to reproduce the N-particle results presented in Fig. 5.7(a) using

the analytic Gaussian model (AGM) developed by Michalik and Sipe [177, 178] with

the initial conditions according to those refined by N-particle fitting in Fig. 5.9(c). This

is warranted as, within the observed timescale, the pulse profile resembles a Gaussian

function, as shown in Fig. 5.8(b). Thus, the associated pulse spreading due to the

nonlinear space-charge force can be properly modeled by AGM. In the following, we
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substitute the N-particle simulation with the less computationally expensive AGM to

investigate the cause of the scaling behavior identified in the space-charge-led pulse

expansion with various initial conditions. Figure 5.10 shows the comparison of AGM

simulation and the experimental results. The solid lines show the AGM simulations

with the initial conditions given by the N-particle refinement, which correctly predict

the trends of the experimental results. In particular, the increase of σz over Σ bears

a resemblance to the power-law, with an exponent γ increasing from 0 to near 0.5.

In contrast, with a constant initial velocity spread of 0.084 μm/ps (the single-electron

limit), while also showing incremental increase of slope, AGM* results severely under-

estimate σz(Σ), as shown in Fig. 5.10. The compliance of N-particle simulation and

AGM with our experimental results indicates that the initial electron velocity spread

is crucial for the transient power-law behavior observed experimentally. As to the

cause of the initial velocity spread, we attribute it to the near-cathode space charge

effect. Note that the space-charge-induced energy spread has previously been studied

for photoemission experiments [179–181]. These studies mainly investigated the long-

time limit of space charge effects, and they are different from the short-time behaviors,

which embody the near-cathode space charge effect. The robust trend of Δvz(t=0) as

a function of electron density in Fig. 5.9(c), obtained using a range of Fa and F, shows

that neither laser heating (F effect) nor Schottky effect (Fa effect) is the main cause of

photoelectrons gaining the initial velocity spread and indicates primarily space charge

effect in its origin.

5.4.3 Three-step Model of Photoemission

To further understand the near-cathode space charge effect in the generation of photo-

electrons, it is instructive to compare the observed photoelectron initial phase space at

Σ =0 limit with W. F. Krolikowski and W. E. Spicers three-step model (TSM) [182],

which has been further elucidated recently by K. L. Jensen, et al. [173, 174, 183] and
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Figure 5.10: The symbols represent the experimental longitudinal pulse length (σz) of
the photoelectron pulses with different densities tracked at different times. The solid
line represents the analytical Gaussian model (AGM) simulation using the different
initial longitudinal velocity spread specified by Fig. 5.9(c) and the initial thermal
(chirp) parameter, a, set to 0. The dotted line represents the analytical Gaussian
model simulation using a constant initial longitudinal velocity spread Δvz(t=0)=0.084
μm/ps.
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D. H. Dowell, et al. [184] to model experimental results primarily for the develop-

ment of free electron lasers. In TSM, which is designed to treat the photoemission at

the single-electron limit, photo-excitation gives a constant energy boost �ω to the elec-

trons, while maintaining a thermal energy distribution based on the initial Fermi-Dirac

(FD) distribution, as shown in Fig. 5.11(a) (note FD width is exaggerated here for

illustration purposes). To overcome the effective surface work function Φeff , particle

selection is made based on a cut in momentum space at p0z , which gives

θmax(E) = cos−1

√
(EF + Φeff)/(E + �ω), (5.4.1)

as depicted in Fig. 5.11(b). Here, E is the total energy of the electron before photon

absorption. The effective work function is given by Φeff = Φw + ΦSch, where ΦSch =

e
√

eFa/4πε0 is the Schottky value [184]. The electron velocity distribution following

photo-absorption can be modeled by

vinz =
√

2(E + �ω)/me · cos(θ), (5.4.2)

whose distribution is calculated using FD statistics and the momentum cut model. The

shaded area marks those electrons with sufficient energy to escape the cathode surface

in the absence of electronic thermalization. Here, θ is the internal emission angle

approaching the surface, which falls in the range [0, θmax], as depicted in Fig. 5.11(b).

The external velocity distribution can then be calculated from vinz by considering the

interface refraction:

voutz =
√
2× [me(vinz )2 − EF − Φeff ]/me. (5.4.3)

We want to note that TSM has been employed successfully to estimate the thermal

emittance for metallic photocathodes to within a factor of 2 agreement with the ex-
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Figure 5.11: Momentum cut model for selecting electrons for photoemission used in
the three step model. (a) The electron energy distribution before and after photo-
excitation. In this model, the electrons are assumed to escape the cathode surface
before thermalization and thus have the same Fermi-Dirac (FD) energy spread (ex-
aggerated for illustration purpose) defined at the temperature prior to photoemission.
The shaded area (E ≥ EF + Φeff) represents the electron population that is qualified
for photoemission. (b) The selection of electrons in the three-dimensional momentum
phase space that are qualified for photoemission. The electron must have an energy
larger than EF + Φeff , as described in (a); it must also have a minimum longitudi-
nal momentum (p0z) to overcome the work function in order to escape the surface, as
specified by the shaded area.

perimentally determined values [173, 184].

To provide a self-consistent, near-cathode space charge model, we first determine

the work function Φw of our gold cathode by comparing the measured initial velocity

spread Δvz(t=0) extrapolated to the single-electron limit (Σ =0) with the TSM pre-

diction. We use both N-particle simulation and the TSM analytical model (Eqn. (34)

in Ref. [184]) to establish the relationship between Δvz(t=0) and Φw, as shown in Fig.

5.12(a). The agreements are generally good, with small deviations mainly in the low

Φw regime, which are caused by sampling errors due to the limited number of electrons

(104) used in simulations. We find that convoluting the 0.03 eV bandwidth of the 50

fs laser pulse to model the initial phase space of photoelectrons does not significantly
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Figure 5.12: (a) The photoelectron velocity spread in the longitudinal (ΔvL) and trans-
verse (ΔvT ) directions. The solid symbols represent results obtained using N-particle
simulation, and the hollow symbols represent results obtained by integrating the an-
alytical equation reported in Ref. [184]. (b) The longitudinal velocity distribution of
photoelectrons generated by N-particle simulation based on the three step model.

alter the result. Based on Δvz(t=0)=0.084±0.019 μm/ps, we deduce work function

Φw =4.26±0.16 eV for the gold photocathode, which is consistent with literature val-

ues [21, 169]. We note that the initial velocity distribution predicted by the TSM is

anisotropic, as the longitudinal velocity spread is roughly a factor of two smaller than

the transverse velocity spread. This can be understood with the momentum cut model

in selecting the electrons for photoemission, as shown in Fig. 5.11, where the extent of

the eligible momentum phase space for photoemission along the transverse directions

(pxy) is larger than that along the longitudinal direction (pz). The simulations validat-

ed here is further employed to model the photoelectron dynamics near the surface of

photocathode to understand the near-cathode space charge effect on the photoemission

quantum yield.
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5.4.4 Space-Charge Limitation of Pulsed Photoemission Quan-

tum Yield

The quantum efficiency (QE) of photoemission is defined as QE=Σ/(F/�ω), where F

is the incident laser fluence. The experimental measured QE is plotted in Fig. 5.13(b)

as a function of the extraction fields Fa, which is found to be much smaller than the

single-electron TSM limit (red dashed line in Fig. 5.13(b)). The TSM QE is calculated

following Eqn. (3) in Ref. [184] using F and Fa employed in our experiment. The single-

electron QE thus obtained is ≈ 3.0×10−5 (based on F=5.0 mJ/cm2, the reflectivity

R= 0.36, the laser absorption depth λopt = 9.5nm [185], and the mean free path of the

photo-excited electrons λe−e=6.5 nm [182]). It is found to be strongly dependent on

Φw, but weakly on Fa.

In addition to the weak perturbation of Fa, the strong image charge potential Φdp

associated with the fs electron bunch, which is a thin disk during this period, modifies

the surface Schottky potential ΦSch for field-assisted emission, as illustrated in Fig.

5.13(a). To estimate the repulsive dipole potential Φdp, we use a multi-disk model

with an initial velocity distribution calculated based on the TSM, as shown in Fig.

5.12(b). The electron pulse is divided into 5000 slices, leading to a set of 5000 discs of

transverse radius σx,y=100 μm. Due to the pairwise repulsive forces between the slices,

some electron slices return to the photocathode, so we obtain Resp, which is defined

as the ratio of the forward moving electrons relative to the total electrons emitted. In

the inset to Fig. 5.13(b), we plot the results obtained for Φw=4.26 eV, showing that

Resp drops significantly in the first 20 fs, indicating a rapid return of electrons to the

surface. Multiplying the transient Resp, evaluated at 5 ps, by the TSM QE yields a

space-charge limited QE in semi-quantitative agreement with experiment.

While the QE can be improved by increasing the applied excitation photon flux

or reducing Φw and/or increasing �ω to expand the available phase space for photoe-
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Figure 5.13: (a) Schematic of an extended three step model for intense photoemission.
The net work function is the sum of the Schottky potential ΦSch, the surface dipole
potential Φdp, and the intrinsic work function Φw. (b) The quantum efficiency derived
based on modified TSM (dashed line) for Φw=4.26 eV and the experimental data with
a fit to a constant behavior at low field and a linear behavior at high field. (Inset)
The electron escape ratio, Resp, is calculated, including the dipole field of the virtual
cathode and its image for Φw =4.26 eV. (c) Electron pulse sheet density as a function
of fluence for high applied field and for zero applied field (inset).
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mission, nonetheless, a fundamental space charge limitation arises when the surface

dipole field associated with emitted electrons exceeds the extraction field, as has been

described by an analytical virtual cathode model [186]. The virtual cathode emission

threshold is determined by treating the emitted electrons as a sheet of charge density

Σ, which reduces the field at the surface of the cathode according to Fs = Fa − Σ/ε0.

Photoemission ceases when the applied field Fa is completely screened (Fs=0), leading

to a pulse-length independent emission threshold ΣC = ε0Fa, a threshold that depends

linearly on the extraction field. This simple model predicts a threshold ΣC=1.77×1013

e/m2 at Fa=0.32 MV/m. The analytical virtual cathode model is tested by our ex-

periment in the fs photoemission regime. We find a saturation of photoelectron flux

appears nominally at Σ=7×1013 e/m2 according to Fig. 5.13(c), which is nearly four

times larger than the predicted threshold. The discrepancy may be attributed to the

approximations inherent in the virtual cathode screening field and to the initial velocity

effects that yield photoemission even when Fa=0, as shown in the inset of Fig. 5.13(c).

Nevertheless discrepancies remain, and a more sophisticated N-particle photoemission

model is required to replace the analytical approach to fully account for the virtual

cathode effect in the fs regime.

5.4.5 The Effect of Multi-Photon Photoemission

It is prudent to examine whether or not the near-cathode energy spread might be af-

fected by the multi-photon photoemission expected from fs photo-excitation. From the

photoemission quantum efficiency study shown in Fig. 5.13(c), which is sub-linear with

respect to fluence, we might conclude that the multi-photon photoemission is not yet

prominent in the fluence regime investigated here. If the multi-photon photoemission

is important, the initial energy spread will significantly increase, due to the generally

much larger excess energy associated with multi-photon photoionization (ΔE=n�ω ≥
5 eV). From the data presented in Fig. 5.7(b) and Fig. 5.9(c), we have not seen an
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explicit fluence dependence, which seems to further confirm that the multi-photon ion-

ization is a much less effective channel. Nonetheless, we cannot completely rule out

its contribution, albeit being a minor channel, in increasing the initial energy spread

through thermalization with the low energy electrons from the single-photon channel.

Such an issue is best investigated in a multi-photon photo-gun configuration, where

the photoemission is driven using a laser pulse with energy less than the work function

of the cathode, where only multi-photon ionization contributes to the photoemission

in the future.

5.5 Spacial and Temporal Resolution of Ultrafast

Electron Diffraction and Imaging Systems: An-

alytical Gaussian Model Simulation

We have shown, from our ultrafast imaging of electron pulse generation, the important

role of the near-cathode space charge effect in modifying the initial phase space of the

photoelectron pulses. The energy spread associated with such an effect can easily ex-

ceed the intrinsic electron-energy spread predicted by the three-step model (TSM). This

energy spread is different from a Coulomb-explosion-led one, as the near-cathode space

charge effect increases the thermal emittance, whereas the energy spreading due to the

Coulomb explosion is largely manifested through momentum chirping, not necessarily

leading to the emittance growth [42, 187]. This recognition is important in addressing

the space charge effects in the development of a high-brightness electron-beam systems

for the next generation ultrafast electron diffraction (UED) and microscopy (UEM).

As we have discussed in previous sections, the pulse dynamics with space charge

effects can be simulated using the analytical Gaussian model (AGM) [177, 178], in
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Figure 5.14: A schematic depiction showing the AGM parameters in the representation
of the usual position-momentum phase-space plots:

√
σi and

√
ηi are the variances of

the i direction spatial and momentum distributions, respectively; and the slope, given
by γi/σi, is related to the (linear) momentum chirp of the pulse.
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which the electron pulse’s charge density is described as:

f(x, y, z, px, py, pz)

=
N

(2π)3δTηT
√
δzηz

exp[−(
x2

2δT
+

y2

2δT
+

z2

2δz

+
(px − γT x

δT
)2

2ηT
+
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δT
)2

2ηT
+
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δz
)2

2ηz
)],

(5.5.1)

where δi = σ2
i is the spatial variance, with σi the σ-width of the electron pulse, ηi is

the local momentum variance and γi the momentum chirp, i = {T, z} stands for the

transverse and longitudinal directions, respectively. The meaning of the parameters

in the electron pulse phase space is depicted in Fig. 5.14 [177, 178, 188]. Within the

employed self-similar Gaussian pulse propagation approximation, A. M. Michalik and

J. E. Sipe proved that the dynamics of these parameters can be determined by the

following differential equations [177, 178]:

dδi
dt

=
2

me

γi,

dγi
dt

=
1

me

(ηi +
γ2
i

δi
) +

1

4πε0

Ne2

6
√
δiπ

Li(χ),

dηi
dt

= −2γiηi
meδi

,

(5.5.2)

where N is the number of electrons, the parameter χ2 ≡ δz/δT (χ > 0) quantifies the

ellipticity of the pulse and the function L(χ) is given by

L(χ) =

⎧⎪⎨
⎪⎩

arcsin(
√

1−χ2)√
1−χ2

0 ≤ χ ≤ 1

ln(χ+
√

χ2−1)√
χ2−1

χ ≥ 1.

We note that the AGM employs a mean-field approximation in the electron pulse’s

internal space-charge field. As indicated by Liouville’s Theorem, Eqn. 5.5.2 can be re-

formulated to show that the product
√
δiηi is conserved in both transverse (i = T ) and

longitudinal directions (i = z); that is, the pulse emittance, which is proportional to the
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product of the position and momentum variances is conserved in the AGM formulism.

We first simulate the temporal resolution of UED and UEM without incorporating RF

compression. The initial electron velocity variance, which is measured by the PSImg

method and mainly contributed by the near-surface space charge effect, is considered

and serves as the initial condition in the simulation. Fig. 5.15 shows that the simu-

lations are consistent with the reported range of temporal resolution in current UED

[6, 163, 189, 190] and UEM [191, 192] systems. The difference in temporal resolutions

between UEM (solid squares) and UED (hollow diamonds) comes from the difference

in cathode-to-sample distance and different beam energy. For single-electron UEM sys-

tems, the space-charge induced temporal resolution deterioration is eliminated by very

low electron density in individual pulses, and the SNR is, on the other hand, compen-

sated by incorporating a high-repetition range (∼ 100 MHz) fs laser trigger; thereby,

fs temporal resolution and high coherence length can be achieved [191]. However, the

temporal resolution for single electron UED and UEM systems is fundamentally limited

by the shot-to-shot fluctuation of photoelectron’s velocity [21, 173].

To simulate the electron pulse dynamics in the pulse-compressed UED and UEM

apparatus, the ability to model the electron-optical elements, including photo-cathode,

magnetic lens, RF compressor, etc., is required. Here, we conduct the AGM simulation

for UEM system, which incorporates the external force extension developed by J. A.

Berger and W. A. Schroeder [188]. The external force from the magnetic lenses and

the RF cavity can be modeled as ‘perfect lenses’ with parabolic potential, which means

the external force is linear with respect to the distance to the center of electron pulses.

The external forces in the model is given by

−→
F ext = −MTrr̂−Mzzẑ, (5.5.3)

where MT and Mz are the parameters specifying the strength of a magnetic lens for
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Figure 5.15: (a) Space-charge-limited temporal resolutions in ultrafast electron d-
iffraction (UED) and microscopy (UEM) systems. Solid squares and hollow diamonds
show the Coulomb-explosion-led pulse lengthening calculated for 100 keV UEM sys-
tem (squares) with cathode-to-sample distance of 70 cm and 30 keV UED system
(diamonds) with cathode-to-sample distance of 5 cm. The rectangular shaded areas
depict experimental resolutions reported in current UED and UEM systems. In com-
parison, the solid stars and circles show the improvements in temporal resolution by
employing an RF recompression in the UEM beam column (see Fig. 5.16a) optimized
for nano-area diffractive imaging (stars) and for single-shot UED (circles).
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transverse focusing and RF cavity for longitudinal focusing, respectively. When MT

andMz are positive, focusing forces are considered. Including the external forces, Eqn.

5.5.2 can be reformulated as

dδi
dt

=
2

me

γi,

dγi
dt

=
1

me

(ηi +
γ2
i

δi
) +

1

4πε0

Ne2

6
√
δiπ

Li(χ) +Miδi,

dηi
dt

= −2γiηi
meδi

.

(5.5.4)

In addition to the external field extension, the effect of acceleration gap is also con-

sidered, which arises from the difference in the traveling time of the fast electrons and

slow electrons in a single pulse, which leads to an adjustment of momentum distribution

in the propagation direction of the pulse when it crosses the anode pin-hole:

δpz =
γcmec

2
(

√
1− (

1

γc +Δv2z/2c
2
)2 −

√
1− (

1

γc −Δv2z/2c
2
)2), (5.5.5)

where γc =
1√

1−v2e/c
2
, ve is the electron pulse COM velocity, and Δvz is the longitudinal

velocity variance when the pulse arrives at the anode. The differential equations above

are solved by the 4th-order Runge-Kutta method.

We consider an electron beam column consisting of a 100 keV dc gun, two pre-

compressor magnetic lenses (condenser lenses), an RF compressor, an aperture, and a

short-focal-distance (∼2 cm) objective lens, as shown in Fig. 5.16(a) and Table 5.1.

The optimization of the beam quality delivered to the sample plane depends large-

ly on overcoming the strong interplay between the longitudinal and transverse degrees

of freedom due to the space charge effect. The strong transverse defocusing induced

by the intense space charge force near the focal plane due to longitudinal focusing is

compensated by higher strength of the magnetic lens to reach simultaneous focusing

(longitudinal and transverse). Specifically here, we consider two regimes of operation.

First, for nano-area diffractive imaging [193], the corresponding beam parameter re-

142



Figure 5.16: (a) Photoelectron pulse evolution along an RF-enabled UEM column. The
shaded regions represent the locations of the electron optical elements. (b) A scale-
up view of the pulse profiles near the sample plane for nano-area diffractive imaging
containing 105 electrons/pulse. An aperture with radius of 15 μm is employed to
thin out the peripheral electrons to achieve a divergence angle a α ≤ 1.7 mrad. The
minimum transverse radius σT is 0.5 μm, and the minimum longitudinal pulse length
σL is 1.8 μm. (c) A scale-up view of the pulse profiles near the sample plane for an
ultrafast single-shot UED containing 108 electrons/pulse. The minimum transverse
radius σT is 51 μm, and the minimum longitudinal pulse length σL is 0.88 μm.
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Electron optical component Position (m)

Cathode 0.000

Anode 0.020

Magnetic lens #1 0.075

Magnetic lens #2 0.329

RF cavity 0.581

Aperture 0.789

Magnetic lens #3 1.000

Sample plane 1.020

Camera screen 1.351

Table 5.1: Location of electron optical components in the pulse-compressed UEM
column.

144



quirements are the transverse coherence length LT ≥ 1 nm and the electron probe

size σT ≤ 500 nm. Such beam characteristics will also be applied for UEM [189, 191].

Second, for single-shot ultrafast electron diffraction, we maintain the coherence length

requirement, LT ≥ 1 nm, where the requirement of σT ≤ 1 μm is relaxed, thereby

allowing higher electron flux (106 electrons per pulse). Such beam characteristics are

suitable for studying the irreversible process [27, 190]. An optimization to simultane-

ously achieve the high transverse coherence (LT ≥ 1 nm) and the high spatial resolution

(σT ≤ 1 μm) for UEM application is demonstrated in Fig. 5.16. Here, LT is calculated

by LT = λe/α, where λe = 0.0037 nm is the electron wavelength and α is the half

divergence angle at the sample plane. α is determined by α = ΔvT/ve, where ve = 1.64

× 108 m/s is the relativistic electron-pulse COM velocity at 100 keV. To achieve LT ≥
1 nm, the beam’s half divergence angle at the sample plane, α, must satisfy α ≤ 2

mrad. Under these tight simultaneous spatial and temporal focusing requirements, the

maximum number of available photoelectrons at the sample plane is reduced to ∼105

electrons per pulse to maintain a long coherent length, which is selected by a small

aperture in front of the objective lens. On the other hand, if the transverse confinement

requirement is not required, the number of electrons can be significantly increased to

∼108 electrons per pulse and, at the same time, the fs pulse length and high beam

coherence are also maintained. In this operation mode, the pulse-compressed UED

system can achieve single-shot, fs time-resolved diffraction, by removing the aperture

and adjusting the focusing strength of the magnetic lenses (mainly the objective lens).

5.6 Conclusion

In this chapter, we introduced the projection-shadow-imaging (PSImg) technique and

used it to investigate the space charge effects in the near-cathode-surface region. Three

essential space-charge-led features have been elucidated: the pulse lengthening follow-
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ing a power-law scaling, the broadening of the initial energy distribution, and the

virtual cathode threshold. The impacts of these space charge effects on the perfor-

mance of the ultrafast electron diffraction and microscopy have also been discussed.

We used the analytical Gaussian model (AGM) to simulate the beam dynamics in

the RF-compression ultrafast electron microscope (UEM). While the AGM model pro-

vides a rather promising outlook for the development of an RF-enabled high-brightness

UEM, the technical challenges to achieve the prescribed spatial and temporal resolu-

tions cannot be underestimated. The parameters for achieving the space-time focusing

will likely vary from the optimization provided by AGM, when considering the inho-

mogeneous electron bunch and the nonlinear effects in the electron optics. Clocking

the RF field with fs electron pulse to the precision demanded by the required temporal

resolution is also required. Fortunately, these technologies do exist in the mature fields

of electron microscopy [194] and precision RF-laser synchronization [195]. In Fig. 5.17,

we plot the structure of the RF-compression UEM, which is constructed following the

geometry reported in Fig. 5.16(a) and Table 5.1.

In particular, the ultrafast projection shadow imaging method introduced here can

also be applied to different cathode designs and be incorporated at different stages along

the column to characterize the transient beam dynamics. Different from other ultra-

short pulse characterization methods [16, 36], the imaging probe provides simultaneous

full-scale longitudinal and transverse pulse characterization, which is ideally suited to

directly compare with beam dynamics simulations, thus forming an experimentally

informed optimization scheme in designing electron optics for future high-brightness

UEM systems.
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Figure 5.17: Structure of RF-compression UEM constructed at Michigan State Uni-
versity, with important components labeled.
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Chapter 6

Low-level Radio-frequency

Synchronization System

In the ultrafast electron microscope (UEM), the radio-frequency (RF) cavity is the

‘heart’ of the system, which compresses the electron pulse in its longitudinal direction

and restores the temporal resolution. The general process which compresses the elec-

tron pulse with the RF field is depicted in Fig. 6.1. The idea is to apply a precisely

timed oscillating electric field, such that the faster particles at the front of the bunch

are decelerated, while the slower particles at the rear are accelerated, which leads to a

ballistic compression in the subsequent drift space and reaches the minimum longitu-

dinal size at the sample position. This oscillating electric field can be the TM010 mode

in a cylindrical RF cavity, which is applied along the longitudinal direction. An RF

cavity is a resonant component, which has its resonant frequency fR. The fR of our

cavity is ∼1 GHz. To compress the electron pulses, the switching time of the polarity

of the electric field (zero-crossing point) has to coincide with the arrivals of the elec-

tron pulses. Because the electron pulses in the UEM system are originally triggered by

femtosecond laser pulses generated by the laser systems, the synchronization between

the RF field and the electron pulses is achieved, if the phase of the RF field and the
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Figure 6.1: Concept of an electron beam injector column for ultrafast electron micro-
scope demonstrated using an N-particle simulation of electron pulse propagation in an
electron beam column with an RF cavity. (a) Phase space adjustment before and after
the RF cavity. (b) The corresponding real space pulse profile at each electron optical
components.

laser-pulse generation can be synchronized.

In this chapter, the low-level (low-power) synchronization system for the RF-compression

UEM will be introduced. The optical frequency comb and how to do the comb selection

will be first introduced in Section 6.1. It is followed by the introduction of phase-locked

loop (PLL) and its linear theory in Section 6.2. The purpose of the PLL is to tightly

lock the phase of fs laser pulse train with the RF electric field. Phase noise is a direct

measurement of how good this lock is. The concept will be introduced in Section 6.3

and the effects of phase noise and static phase shift will be discussed as well. The loop

filter design, which helps to minimize the timing jitter from phase noise and the shift of

static phase error, will be introduced in Section 6.4. Section 6.5 contains the detailed

setup of PLL, and the characterization of PLL is included in Section 6.6 and Section

6.7. At the end, a conclusion is given in Section 6.8.
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6.1 Optical Frequency Comb and Comb Selection

Laser-RF synchronization via optical frequency combs is a technique now frequently

used in optical frequency metrology and accelerator physics [196, 197]. The central

concept of the optical frequency comb is that the pulse train generated by a mode-

locked laser has a frequency spectrum that consists of a discrete, regularly spaced series

of sharp lines, known as a frequency comb. In other words, a regularly spaced train

of femtosecond laser pulses corresponds to a optical frequency comb in the frequency

domain. This technique was realized more than 40 years ago by Hänsch [198] and

Baklanov and Chebotayev [199]. In optical frequency metrology and synthesis, the

carrier-envelope phase is also well controlled. However, it is not important for our

applications.

For a single pulse, it has a spectrum that is its Fourier transform of its envelope

function and is centered at its carrier frequency. Generally, for any pulse shape, the

spectrum width is inversely proportional to its temporal duration of the envelope. If

there is a train of identical pulses, which are separated by a fixed interval, the spectrum

will be again the Fourier transform of the pulse train from the time domain to the

frequency domain, which yields a comb of regularly spaced frequencies and the comb

spacing is inversely proportional to the time between pulses, i.e. it is the repetition

rate of the laser that is producing the pulses. Fig. 6.2 summarizes the time-frequency

correspondence for a pulse train.

Physically, the optical frequency comb can be generated by simply collecting the

laser pulse train using a high-speed photodetector (Newport 818-BB-45). With the

Fourier transform from real-time to the frequency domain, the comb structure can be

directly observed. An example of optical frequency comb measured using the spectrum

analyzer (ROHDE&SCHWARZ FSP13) is plotted in Fig. 6.3(a). Because of its very

narrow line width, each comb in the spectrum is a nearly ‘perfect’ sin-wave in the
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Figure 6.2: Summary of the time-frequency correspondence for a pulse train [196].
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time domain, which can be selected by a narrow bandpass filter as shown in Fig.

6.3(b). In general, the harmonics of any order of the base repetition rate can be can

be extracted, and used as the reference source for synchronization. We chose to use

its 4th harmonic of frequency ∼338 MHz, because of the availability of reliable and

inexpensive components for constructing the phase-locked loop (PLL).

The major advantage of using a fs laser as the reference source is the very low phase

noise and exceptional spectral purity it exhibits. It was demonstrated experimentally

that the frequency stability of extracted microwave signal can reach single-sideband

phase noise L(f) =-104 dBc Hz−1 at 1 Hz offset from the carrier frequency, and decrease

to near the photon shot-noise-limited floor of -157 dBc Hz−1 at an offset of 1 MHz.

The integrated timing jitter over this bandwidth is only 760 as [200].

6.1.1 Timing Jitter and Temporal Resolution in UEM

Before introducing the phase-locked loop, we need to ask two questions:

1. How does the phase noise or the timing jitter affect the temporal resolution of

the UEM?

2. How much timing jitter can we tolerate?

In the RF-compression UEM system, the oscillating electric field in the RF cavity

works in a way that the fast moving electrons in the leading half are decelerated,

while the slow moving electrons in the tailing half are accelerated, and, hence, the

polarity of the phase space chirping is reversed, as shown in Fig. 6.1. The most

straightforward concern of the timing jitter would be that it might change the slope

of the compressing force in time domain, by mapping electron pulse to a higher phase

angle of the oscillating electric field, which reduces the compression strength of the RF

field. However, it is found that, unless the phase jitter is as large as tens of picoseconds,

this effect is not an important contribution to the RF compression. This is due to the
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Figure 6.3: a) Optical frequency comb measured using a high-speed photodetector and
a spectrum analyzer. Each equally spaced line represents a comb frequency. The spac-
ing between combs equals to the repetition rate of laser pulse train. b) Experimental
setup for single-harmonic extraction. The RF bandpass filter is used to select a single
harmonic from the comb structure.
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Figure 6.4: a) Perfect electron pulse timing matches with the RF cavity field. No COM
velocity change. b) and c) are the situations where the electron pulse timing is shifted
relatively to the RF-field phase to decelerate the COM in b) or accelerate the COM in
c), respectively.

fact the temporal extension of an electron pulse is on the order of ten ps when it arrives

in the cavity, while a half period of the RF field is ∼500 ps (1 GHz), which is much

larger than the pulse duration.

The temporal resolution can be degraded by the RF timing jitter in an indirect way

as it varies the arrival time of the electron pulses to the sample plane, which determines

the time delays in any time-resolved experiment.

In Fig. 6.4(a), we first plot the situation where the center-of-mass (COM) of the

electron pulse arrives at the center of the cavity, when the RF field crosses zero. In

this situation, the COM velocity stays the same, which is defined as a perfect phase

matching situation. We assume the arrival time of the electron pulse at the sample
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plane is t0 in this situation. Now, let us take phase jitter of the RF field into consid-

eration. In Fig. 6.4(b), the RF field is shifted in the time domain that the COM of

the electron pulse falls into the region with decelerating fields. In this situation, the

COM velocity will be decreased by the RF field, and its arrival time t1 is longer than t0

(t1 > t0). In the opposite situation, which is shown in Fig. 6.4(c), the COM velocity of

the pulse is increased, and its arrival time t2 is shorter than t0 (t2 < t0). As we will see

later, the phase jitter of the RF field is mostly random process. We can imagine that

the phase of the RF field jitters back and forth around the perfect matching condition.

The variation of the pulse arrival time at the sample plane will statistically broaden

the pulse width and ultimately limits the temporal resolution of the system. Using a

mean-field model simulation, it is found that the timing jitter for the RF-compression

UEM has to be less than 0.87 ps to achieve sub-ps temporal resolution [159, 201], which

corresponds to <0.3 Deg in the phase jitter for a frequency of ∼1 GHz.

6.2 An Introduction to Phase-Locked Loop

The purpose of the low-level RF development is to tightly lock the fs laser pulse train

with the RF electric signal feeding to the RF cavity. To achieve this, we designed and

built a Phase-locked Loop (PLL). A PLL, by definition, is an electrical module (circuit)

to lock the phase of the output to the input. This is a technology developed as early

as the 1950s [202], and has been widely used in applications including electronics,

communications, etc. It is also widely used in different fields of physical research,

including optical metrology [196, 197] and accelerator physics (to synchronize multiple

cavities and other RF components).

A PLL is constructed as a feedback control loop, as shown in Fig. 6.5, where the

phase detector φ compares the phases of the Variable signal with the Reference signal,

and a voltage Vd proportional to the phase difference is developed and serves as the
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Figure 6.5: Block diagram of a general phase-locked loop (PLL).

control voltage Vc of the voltage-controlled oscillator (VCO) in the ‘Generator’ section.

Through a negative feedback, the output frequency is locked to the reference frequency

with a fractional number ‘N ’, depending on the divider setup. The phase error between

the reference and the generator signal is hence kept to a fixed value.

6.2.1 Static Phase Error

The phase detector (PD) and the voltage-controlled oscillator (VCO) are the two most

critical components in a PLL. If θe represents the phase difference between the refer-

ence and the variable signals in Fig. 6.5, the voltage, Vd, generated by PD is usually

proportional to θe,

Vd = Kdθe + Vdo, (6.2.1)

where the linear coefficient Kd is the PD gain and Vdo the free-running detector offset

voltage.

On the other hand, for a typical VCO, its output frequency ωo is also linearly scaled

with its control voltage Vc. The slope of the VCO characteristic in the vicinity of the

lock-frequency is called the VCO gain Ko, where

Ko ≡ dωo

dVc

. (6.2.2)
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With Eqn. 6.2.1 and Eqn. 6.2.2, an important concept of the PLL can be derived,

which is called the static phase error. To simplify the discussion, we ignore the fre-

quency divider in the feedback path in Fig. 6.5, and the loop filter gain is also fixed to

be unity. The input signal and output signal are both assumed to be pure sinusoids,

which is given by

vi = sin(ωit+ θi),

vo = sin(ωot+ θo).

(6.2.3)

The phase error is given by θe = θo− θi. After the phase error propagates through PD,

PD generates a voltage Vd = Kdθe + Vdo, which is applied to VCO and changes VCO’s

output frequency. So, the output frequency of VCO is

ωo = KoVd

= Ko(Kdθe + Vdo).

(6.2.4)

If we assume, when PLL is in-lock, the VCO’s control voltage is Vco, then it is

obvious that ωi = ωo = KoVco. Thus, the frequency deviation of output frequency to

input reference is given by

Δωo = ωo − ωi

= Ko(Kdθe + Vdo)−KoVco

= Ko(Kdθe + Vdo − Vco).

(6.2.5)

Again, we use the condition of equilibrium that 〈Δωo〉 = 0, where 〈. . .〉 stands for

average over time. Thus, the phase error in equilibrium is θeo = 〈θe〉 = (Vco − Vdo)/Kd.

So, it is found that a static phase error is inevitable, if Vco 
= Vdo. In practice, if the static

error θeo is a fixed value over time, then it does not affect the phase stability between

reference and output, but it adds an additional static phase difference. However, we

will find that, when the reference frequency drifts over time, the static phase error
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varies with it and the variation has to be minimized in our system, which will be

discussed in Sec. 6.3.2 and Sec. 6.4.

6.2.2 Linear Model of the PLL

A system can be described by the linear model, if there are linear relations between the

system excitations and responses. The linear responses of the PD (Eqn. 6.2.1) and the

VCO (Eqn. 6.2.2) indicate that a PLL is a linear system, although this linearity holds

only for a limited range of operation. So, the linear model discussion here is limited to

small perturbations at the equilibrium state of a PLL, which do not push the system

to its nonlinear region. From Eqn. 6.2.1 and Eqn. 6.2.2, it is found that Vd of the PD

is in a linear relation with the phase error θe, while it is the frequency ωo of the VCO,

which is in a linear relation with Vc. So, to be consistent, a connection between the

frequency and phase needs to be formulated to model the VCO. As the PLL is in-lock,

it means that the output signal ωo oscillates with the same frequency as the reference

input ωi. If there is a phase fluctuation on the θo, the output frequency shall also vary

as the derivative of θo, which is given by

Δωo = dθo/dt (6.2.6)

or

θo =

∫
Δωodt, (6.2.7)

where Δωo is the deviation of the output frequency to the lock frequency. So, when

modeling VCO, the integration in Eqn. 6.2.7 has to be taken into account to convert its

frequency response to the phase response. In general, the linear response of a system

can be formulated through differential equations in the time domain. But a simpler

description based on Laplace transform is widely used in the engineer community, which

is called transfer functions. By applying the Laplace transform, the dc components
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Figure 6.6: Signal-flow graph of a PLL under linear model. Loop filter is assumed to
be unitary in this model.

of the PD and the VCO are basically ignored, and only the ac components, which

represent the transient responses, are of interest. In other words, the static phase error

is zero after the Laplace transform. Fig. 6.6 shows the signal-flow graph of this ac

model of the PLL [203]. For the PD and the VCO, their transfer functions are simply

their gains Kd and Ko, respectively. The block of 1/s is an integrator for the VCO,

which is in its form after Laplace transform. s is the complex frequency, which can be

replace by jω, when the details of the frequency responses are of interest.

6.2.3 PLL Transfer Function

With the linear model, several important concepts of PLL can be defined. First one

is the forward gain, which represents the gain of a signal propagates rightward in Fig.

6.6. It is defined as

G(s) = KdKo/s. (6.2.8)

The (open) loop gain is the gain, when the signal travels a full cycle in the PLL, but

with the negative feedback path not connected. Since the divider is ignored, the gain

on the negative feedback path is unity. So, the open loop gain in this situation equals

to the forward gain in Eqn. 6.2.8.

The transfer function of the PLL is defined as the ratio between the output phase

θo(s) and the input phase θi(s). It can be derived in a self-consistent way. Again, the

phase error is θe(s) = θo(s)− θi(s), which becomes G(s)θe(s), after the forward gain is
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Figure 6.7: Frequency response of PLL.

applied. Obviously, this phase should be equivalent to the output phase θo(s) in the

equilibrium state. So, we have the equation as follows

θo(s) = G(s)(θo − θi). (6.2.9)

Thus, θi(s) = [1+G(s)]θo(s)/G(s) and the transfer function of the PLL, H(s), is given

by

H(s) =
θo(s)

θi(s)

=
G(s)

1 +G(s)

=
K

s+K
,

(6.2.10)

where K = KdKo, which is sometimes called the gain of PLL. The PLL described by

Eqn. 6.2.10 is also called a first-order phase-locked loop, because its transfer function

has a first-order polynomial of s in the denominator.

From the transfer function of the PLL, its frequency-dependent performance can be

extracted. In Fig. 6.7, the transfer function in Eqn. 6.2.10 is plotted as a function of the

frequency ω (s = jω) in the log scale. At low frequency, when |G(jω)| � 1, θo(s)/θi(s)
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is about unity. At high frequency, when |G(jω)| � 1, θo(s)/θi(s) approximately equals

to |G(jω)|. The bandwidth of the PLL is defined as the frequency, when |G(jω)| = 1,

which gives 1 = KdKo/ω3dB, or

ω3dB = KdKo. (6.2.11)

Broad bandwidth of a PLL is not always good, since high-frequency noise can

infiltrate into the PLL if attenuation is not sufficient . From Eqn. 6.2.11, it is obvious

that the bandwidth can be reduced by reducing the PD gain Kd or the VCO gain Ko.

However, in this way, the key components, such as VCOs and PDs, need to be replaced

by new components with correct specifications, if there are any available in the market.

A simpler way is to place another block with the gain Kh in the signal-flow diagram,

as shown in Fig. 6.8(a). This block physically can be made by a voltage attenuator

consisting of resistors R0 and R2 in this specific case, as shown in Fig. 6.8(b), and Kh

thus equals to R2/(R0 +R2). Then, the new loop bandwidth is

ω3dB = KdKhKo. (6.2.12)

The block Kh in Fig. 6.8(a) is called a loop filter, and, more specifically, a passive

loop filter, because there are no active components involved in it. As shown in the

example above, the loop filter is a very powerful tool for engineers to control the PLL

characteristics, without replacing the key components.

6.3 Phase Noise and Static Phase Shift

After we understand the general concepts of the PLL and available tools to model and

control the performance of a PLL, let us take a close look at a PLL with undesirable

phase variation, which can be caused either by phase noise or by the shift of static

phase error.
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Figure 6.8: a) Signal flow diagram of a PLL with the loop filter, Kh. b) Simple voltage
attenuator design of the loop filter to reduce the PLL bandwidth.

6.3.1 Phase Noise

In the linear model, the performance of phase-locked loops with perfect signals has

been considered in the previous section. However, noise is always present in the real

world. The noise of an oscillator can be defined by the power spectral density. An

example of a random noise waveform n(t) is shown in Fig. 6.9(a). A measure of its

strength is the mean-square value n2, as shown in Fig. 6.9(b), also called its ‘power’.

n2 ≡ lim
T→∞

1

T

∫ T

0

n2(t)dt

=

∫ ∞

0

Φn(f)df,

(6.3.1)

where Φ(f) is the power spectral density in the frequency domain and the integral of

noise power is simply the area under the curve in Fig. 6.9(c). So, we can see that

the phase noise can be measured through measuring the spectrum of a signal. The

equivalence of the two areas in Fig. 6.9(b) and Fig. 6.9(c) is a convenient tool for

finding the rms time jitter from the measured spectrum, which will be described in

Sec. 6.6 in more detail. Here, a few of definitions are in order. For a typical spectrum
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Figure 6.9: a) Noise as a function of time; b) Mean-square noise in the time domain;
c) Power spectral density of the noise [203].
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Figure 6.10: a) Phase noise definition in the typical spectrum of a non-ideal oscillator
b) Single-sideband Phase noise spectrum plotted with offset frequency in log-scale

of a non-ideal oscillator, as shown in Fig. 6.10(a), the phase noise is defined as the ratio

of the noise in a 1-Hz bandwidth at a specified frequency offset, fm, to the oscillator

signal amplitude at carrier frequency, f0. It is usually customary to characterize the

phase noise of an oscillator in its single-sideband phase noise spectrum. In Fig. 6.10(b),

the phase noise (in the units of dBc/Hz) is plotted as a function of the offset frequency,

fm, with the axis on the log scale. A typical phase noise spectrum can be categorized by

several different regions, which have different slopes in log-log plot ( 1

fx , x = 0, 1, 2, 3),

as shown in Fig. 6.10(b). These regions represents different types of the phase noise,

which we will discuss in detail in Sec. 6.6.

Most sources of noise, such as shot noise and thermal noise, are white. They have

spectral density essentially flat for all frequencies. According to Eqn. 6.3.1, white noise

has infinite power. In practice, though, there is always some filtering function limiting

the bandwidth and therefore the power of noise. In practice, it is especially useful

to place a prefilter before the PLL to reduce the noise as much as possible without

affecting the signal level.

In a PLL, the phase noise is most significantly contributed by several processes: 1)

input noise from the reference; 2) phase noise of the voltage-controlled oscillator; 3)

noise generated by loop filters and phase comparators. In the PLL we developed here,
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the pulse train from the mode-locked laser serves as the reference. The noise of the

pulse train from a mode-locked laser is found to be less than a femtosecond [200], which

can be neglected in our discussion. However, more severe reference noise is found to

be caused by amplitude-to-phase conversion in the photodetection process [204], and

due to the fluctuation of laser pointing and optical power. The amplitude-to-phase

conversion factor was measured to be 1 ps/mW for a 12 GHz InGaAs detector (with

6 V reverse bias) [205]. Fig. 6.11(a) shows the RF power fluctuation of laser oscillator,

MaiTai (from Spectra Physics). We monitored the power fluctuation for more than 6

hours and found that the power fluctuation is ∼1.5%, which gives us 0.03 mW power

fluctuation over 2 mW total optical power, thus, ∼30 fs phase jitter. This value varies

with the environmental conditions, such as temperature, humidity, etc. To achieve

<10 fs phase jitter, all optical synchronization scheme will need to be implemented

[206, 207], which is out of the scale of our discussion here.

Other electrical components in the PLL can all cause additional noise, including

voltage-controlled oscillators, phase comparators, amplifiers, power supplies, etc. Thus,

carefully selecting the components with the right specifications and keeping them work-

ing in an optimum condition is a very important (but tedious) job. Unfortunately, most

of these have to rely on the experience on electrical engineering and are very difficult to

model and quantify. In addition, due to the vast amount of available RF components

on the market, it is definitely impossible for us to try all the possibilities. So, what

we can do here is to present the solution we have for the RF-compression UEM, while

further improvements will be possible, if a better performance is desired.

6.3.2 Shift of Static Phase Error

In Sec. 6.2.1, the concept of static phase error was introduced. The static phase error

is caused by the necessary phase difference between the VCO output and the reference

signals for the PD to supply a correct control voltage to the VCO and sustain its
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Figure 6.11: a) Power fluctuation of the 12th harmonic from the laser oscillator; b)
Shift of static-phase-error caused by the shift of input reference frequency. An RF
signal generator was used in this measurement to replace laser oscillator, which gives
more flexible control of reference frequency. Black symbols represent the results with
the passive loop filter and red symbols with the active filter. Design of active filter is
shown in Fig. 6.15. c) Two period monitoring of the reference frequency drift from
laser oscillator.
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output frequency identical to the reference frequency. In an ideal situation, the static

phase shift is a constant value determined by the zero-phase voltage of the PD Vdo,

in-lock control voltage of the VCO Vco and the PD gain Kd. However, we find that

the static phase error shifts, when the reference frequency from the laser oscillator

changes, which is a special situation in our application. Under the framework of the

linear model, where the signal flow is described in Fig. 6.8(a) and the loop filter is

taken into consideration, we have the following relation, when the PLL is in equilibrium

(ωo = ωi),

ωo = KoVco

= KoKh(Kdθeo + Vdo)

= ωi.

(6.3.2)

Eqn. 6.3.2 gives the static phase error by

θeo =
ωi −KoKhVdo

KoKhKd

. (6.3.3)

So, it is found that the static phase error θeo changes with the input reference frequency

ωi, and the sensitivity can be defined by the derivative:

dθeo
dωi

=
1

KoKhKd

. (6.3.4)

The result of a direct measurement of the static phase shift as a function of the input

reference frequency is plotted in Fig. 6.11. In this measurement, a low noise signal

generator was used to supply the reference signal, which gives us more flexibility in

controlling the reference frequency. The sensitivity of static phase error to the in-

put reference frequency can be determined by the slope in Fig. 6.11, which is ∼0.19

Deg/kHz, when a passive loop filter with unit dc gain is applied. Considering the

PD gain Kd =340 mV/π, VCO gain Ko = 4 MHz/V, which are determined by other

independent calibrations, we would expect the slope to be 0.13 Deg/kHz, which is in
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good agreement with the experimental results. In a long-term operation, the reference-

frequency drift is expected to be ∼2 kHz, as shown by the measurement in Fig. 6.11(c),

which can cause as much as ∼0.38 Deg phase shift and ∼ 6.2 ps timing jitter, if we

consider 338 MHz as the reference frequency of the PLL. Obviously, this value exceeds

the tolerance on the timing jitter for the RF compression, which needs to be reduced.

Fortunately, the solution to this problem is already implied by Eqn. 6.3.4. We can in-

crease the PD gain, the VCO gain or the loop filter dc gain to reduce the susceptibility

of the static phase error to the reference-frequency drift. Again, as we have discussed

above, to increase the loop filter dc gain is the easiest way among all of the solutions.

In practice, an operational-amplifier (op-amp) circuit can be implemented to push the

loop-filter dc gain to ∼100. This loop filter design is called an active loop filter.

6.4 Loop Filter Design

An op-amp circuit as shown in Fig. 6.12(a) serves as a voltage amplifier and can

provide enough dc gain to reduce the susceptibility of the static phase error to the

reference-frequency drift. The dc gain is determined by R3

R1+R2
≈100. Before and after

the op-amp, the resistor and capacitor network, R1 and C1, provides the pre- and

post-low-pass filtering of the signal to remove the undesired high-frequency noise. The

overall bandwidth of the loop filter is determined by the values of R1, C1, R4 and C2.

The frequency response of the loop filter, which is simulated by QUCS, is plotted in

Fig. 6.12(b). With dc input (0 Hz), the loop filter gain is ∼100 (20 dB). With higher

frequency input, the loop filter gain rolls down very fast and 3 dB bandwidth is about

25 Hz. At ∼ 1400 Hz, the loop filter gain decays to unit (0 dB). However, because the

control voltage of VCO is very low frequency (almost dc) when the PLL is in-lock, the

gain of interest here is only its dc gain.

Everything seems simple and straightforward to this point. However, if you place
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Figure 6.12: a) Active loop filter design with ∼100 dc gain for the RF-compression
UEM. b) Frequency response of the loop filter simulated using QUCS.
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Figure 6.13: Experimental setup to measure the bode plots of the PLL

this loop filter into the PLL, you will find, depending on the specifications of other

components in the loop, you might or might not be able to acquire the phase-lock.

It is due to the (in)stability of the feedback loop system. According to the control

theory, the criterion for stability against oscillation of a feedback amplifier is that its

open-loop phase shift must be less than 180o at the frequency where the (open) loop

gain is unity. When the open-loop phase shift reaches or exceeds 180o, the fed-back

output signal is in phase with the input signal at the frequency. If the fed-back signal is

not properly attenuated, the fed-back output signal will enhance the input signal and

generate oscillation [208]. Quantitatively, this can be described by the bode plots for

amplitude and phase of the open-loop PLL, which is usually measured using a network

analyzer. A different setup for measuring the bode plots using a function generator

and an oscilloscope is shown in Fig. 6.13(a). Using the function generator, a sinusoidal

perturbation with varying frequency is injected to the control pin of the VCO at the

point A. The voltage level of perturbation is limited to avoid pulling the PLL out of

lock. The open-loop response is picked up at the point B and the relative amplitude
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and phase difference between the open-loop response and input perturbation is then

measured using the oscilloscope. The measured bode plots are plotted in Fig. 6.14(b).

The results for the PLL with the original passive loop filter design are shown as the

black curves. With increase of the modulation frequency, the open-loop gain rolls

down and reaches unity at ∼10 MHz. At the same time, the phase at the point B

shifts relatively to the phase of modulation at the point A, as shown in the phase plot.

Intuitively, if the phase is shifted more than -180o, before the gain rolls down below

unity (0 dB), the signal fed back will enhance itself and ultimately cause oscillation

[208]. Thus, two important crossing points can be defined in the bode plots. The gain

crossing point ωg is the frequency, where the gain crosses 0 dB, and the phase crossing

point, ωph, is the frequency, where the phase crosses -180o phase difference. Then, the

stability of a PLL can be quantified by the following two quantities:

1. Gain margin: Gain difference between the gain at phase crossing point to 0 dB.

2. Phase margin: Phase difference between the phase at gain crossing point to -180o

For a negative feedback control system, the system is expected to be stable, if these

two margins are large. Extracted from Fig. 6.14(b), the phase margin Φ1 with the o-

riginal passive loop filter design is found to be ∼52o, which is enough for a stable PLL.

However, the gain margin is no more than 15 dB, which is probably not sufficient. To

improve the stability of the PLL, a lag-compensator, as shown in Fig. 6.14(a), is imple-

mented and the bode plots of compensated system are shown as the red curves in Fig.

6.14(b). After compensation, the phase margin Φ2 is increased to 92o, and, more signif-

icantly, the gain margin G2 is also increased to more than 30 dB. (The phase crossing

point does not appear in the measurement frequency range.) So, the lag-compensator

successfully improve the stability of the PLL, which makes the implementation of a

high-gain active loop filter possible. The overall loop filter design with op-amp circuit

and the phase-lag compensator is plotted in Fig. 6.15. The susceptibility of the static
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phase error to the reference frequency is measured again, after the active loop filter

is implemented. As shown in Fig. 6.11(b), the sensitivity of static phase error to the

reference frequency shift becomes very weak after the active loop filter is used in the

PLL.

6.5 Realization of PLL

The PLL is constructed using RF components. In practice, it is important to first

select the narrow-band-width components, because they give more restrictions on the

design. Taking the design of this PLL as an example, the reason we select the 4th

harmonic signal from laser oscillator for the phase-locked loop is mainly because the

center frequency of the bandpass filter ‘BPF-A332+’, which is commercially available

with an inexpensive price, is very close to it. The bandwidth of ‘BPF-A332+’ is very

narrow (3 dB BW: 6MHz; 20dB BW: 60MHz), which is very important for rejecting

other harmonics. On the other hand, if the narrow bandpass filter is custom-made, it

will be much more expensive and take a very long lead time. (An example is the narrow

bandpass filter to select 12th harmonics, ‘308-1013.61M-1.5P-A’ from TTE.) Except

for the bandpass filter, usually other components, including low-noise amplifiers, phase

detectors, power splitters, voltage-controlled oscillators, etc., allow a broad bandwidth.

Fig. 6.16(a) shows the signal-flow diagram in more detail, which shows different

RF components. The part number and important specifications of these components

are listed in Table 6.1. In the diagram, the reference RF signal is sent into the PLL

from the right side. After the power splitter, its 4th harmonic is selected by BPF #2

and amplified by a low-noise amplifier, LNA. Then, another BPF #2 is applied to

further clean up the signal and filter out some of the additional noise generated by

the LNA. This signal is sent to the ‘LO’ port of the Mixer #2. Here, the Mixer #2

works as the phase detector in the PLL setup. This half of the PLL setup is called the
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Figure 6.14: a) Design of the phase-lag compensator b) Bode plots for the PLL with
the original loop filter design and a loop filter with a phase-lag compensator
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Figure 6.15: Overall loop filter design with ∼ 100 dc gain and lag-compensator to
improve its stability

Reference Arm. In the left half of the PLL setup, the RF signal from a RF synthesizer

(Agilent E8247C) is sent to the Mixer #1 and the sum-frequency signal is generated

with the VCO signal. The 1 GHz narrow bandpass filter, BPF #1, is used to select

the sum-frequency signal and filter out other harmonics. The RF synthesizer in the

setup is used to compensate the frequency difference between the VCO and the 12th

harmonic of laser. After the BPF #1, the signal is split by a power splitter, in which

half of the signal is sent out of the PLL as the PLL output. The other half goes through

a low noise divider, whose ratio is set to be 3. Thus, the frequency after the divider

is very close to the 4th harmonic of the laser oscillator. Because the divider contains

an integrated amplifier, a proper attenuation on the RF signal after the divider is

required, which is not shown in the diagram. Another BPF-LNA-BPF set is placed

after the divider, which is identical to the one in the Reference Arm. With this setup,

the thermal drift of BPFs and LNAs in two arms can cancel each other and improve

the stability of the PLL. This half of the PLL is called the Oscillator Arm. The signal

in the Oscillator Arm is ultimately fed into the ‘RF’ port of the Mixer #2. The phase

error between signals is measured and fed back to the VCO through a low-pass filter
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(LPF) and the loop filter. The bandwidth of the LPF is ∼1.9 MHz and the schematic

of the loop filter is already shown in Fig. 6.15. In Fig. 6.16(b), we show a picture of

the real PLL setup with different components marked, which directly corresponds to

the parts in Fig. 6.16(a).

6.6 Characterization of PLL

To characterize the performance of the PLL, the phase noise or the timing jitter needs

to be measured. There is a vast amount of literature introducing how to do that. A

good reference is Ref. [209]. In our experiments, two methods are used to characterize

the phase noise:

1. Spectrum Analysis

2. Phase-locked loop method

6.6.1 Spectrum Analysis

In the spectrum analysis, the phase noise spectrum is directly measured using a spec-

trum analyzer. It is indicated by Eqn. 6.3.1 that the integrated area of the power

spectra density is equivalent to the time-integral of the mean-square noise voltage,

which is directly connected to the timing jitter in the time domain. The rms timing

jitter can be derived using the following equation [210, 211]:

Δtrms =

√
2
∫∞
0

10
Lc(f)
10 df

2πf0
, (6.6.1)

where Lc(f) is the phase noise in the unit of [dBc/Hz], f0 the center frequency. From

Eqn. 6.6.1, the noise spectrum needs to be integrated in log-scale to calculate the

timing jitter. As shown in Fig. 6.10(b), a noise process can usually be categorized into

one of the power-law process with different exponents(1/fx, x = 0, 1, 2, 3) [209]:
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Figure 6.16: a) Signal flow diagram with detailed setup of RF components b) Picture
of the hardware setup of the PLL
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Label From
Model
Number

Center
Frequen-
cy(MHz)

Bandwidth
(MHz)

Gain(dB)
Phase
noise
(dBc/Hz)

RF Syn-
thesizer

Agilent E8247C 773.2 – – -163

Mixer #1 MiniCircuits
ZFM-4H-
S+

– 5∼1200 – –

BPF #1 TTE
308-
1013.61M-
1.5P-A

1013.61 12 – –

BPF #2 MiniCircuits
BPF-
A332+

332 6 – –

Power S-
plitter

MiniCircuits
ZFSC-2-11-
S+

– 10 - 2000 – –

Divider
Valon Tech-
nology

3008 U-
niversal
Divider

– 5∼1600 – -161

LNA MiniCircuits
ZX60-
P162LN+

– 700 - 1600 22.50 +0.5

Mixer #2 Holzworth HX3100 – 8∼1000 – -171

LPF MiniCircuits BLP-1.9+ – DC∼1.9 – –

VCO MiniCircuits ZX95-258+ 258 25 – -160

Table 6.1: List of RF components in the PLL with critical specifications. Some of
the specifications, which are not available from manufacturers, are filled with ‘–’. For
LNA, usually only the noise figure (NF) is available. ‘+0.5 dBc/Hz’ means additional
0.5 dBc/Hz phase noise is added to the signal after amplification.
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1. Random-walk frequency modulation (FM), phase noise Lc(f) goes down with 1

f4 ;

2. Flicker FM, Lc(f) goes down with 1

f3 ;

3. White FM, Lc(f) goes down with 1

f2 ;

4. Flicker phase modulation (PM), Lc(f) goes down with 1

f
;

5. White PM, Lc(f) plot is flat.

The phase noise spectrum can thus be integrated in these regions separately. The

phase noise spectra of the PLL output and the reference signal from the laser oscillator

are plotted in Fig. 6.17. The dashed lines are the fittings of the noise spectrum with

different power-law exponents. The integrated phase noise is calculated and converted

to the timing jitter using Eqn. 6.6.1 in every region. The range of integration is limited

to 25 kHz in a single sideband, since the bandwidth of the cavity is ∼50 kHz. The

total timing jitter is given by the sum of the jitters in all the regions, which is ∼470 fs.

In Fig. 6.17, almost identical spectra are observed for both the PLL output and

the reference signal, which tells us that the spectrum analysis is limited by several

factors in this case. First, at high offset frequency, the measured phase noise is limited

at ∼-110 dBc/Hz, which the phase-noise floor of the spectrum analyzer. Secondly,

when the offset frequency is very small, the model of power-law dependence fails. It is

due to the limited frequency resolution (∼100 Hz) of the spectrum analyzer. So, the

measured timing jitter serves a upper limit to the actual value. To measure the timing

jitter more precisely, a spectrum analyzer with better frequency resolution and lower

phase-noise floor is required.

6.6.2 Phase-locked Loop Method

In addition to the spectrum analysis, the timing jitter can also be characterized using

the phase-locked loop (PLL) method [209]. In the PLL method, the oscillator of
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Figure 6.17: Phase noise spectra of the PLL output and reference input measured using
spectrum analyzer(FSP13). Dashed lines are the fittings of the noise spectrum using
power-law relations with different exponents.
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interest is first phase-locked to a low-noise reference oscillator. And the phase (timing)

jitter is directly measured by comparing the relative phase between them using a phase

detector. It is very convenient for us to implement this method, since we already have

a PLL set up. Fig. 6.18(a) presents the schematic diagram of the measurement setup,

in which the phase difference is measured outside the loop between the reference and

the PLL output. The phase detector we use is AD8302 from Analog Devices. The

advantage of AD8302 is its high sensitivity and accurate voltage scaling (10 mV/Deg).

The voltage output from the phase detector is then recorded by a multimeter, which

represents the phase fluctuations between the two signals. Here, we can see that, using

the spectrum analysis, the high-frequency (>100 Hz) phase noise can be characterized,

while the PLL method is convenient for characterizing the long-term stability (from

seconds to hours), which a single spectrum cannot tell. In principle, the high-frequency

phase noise can also be measured using the PLL method, if the voltage sampling

rate can be increased to kHz, or even MHz, by implementing a high-speed analog-to-

digital convertor (ADC). The measurement bandwidth will eventually be limited by

the speed of phase detector and ADC. Additional cares also need be taken in isolating

the measurement noise at high frequency. The high-speed measurement using ADC

is out of the scope of the discussion here. Here, we will use the PLL method only to

investigate the long-term stability of the PLL output.

Fig. 6.18(b) shows a 10-hour monitoring of PLL timing jitter, together with the

measurement of the room temperature in Fig. 6.18(c). Even though the spectrum

analysis told us that the PLL timing jitter is less than 470 fs at high frequency, there

exist ∼10 ps timing drift over a 10-hour period. Comparing the features in Fig. 6.18(b)

and Fig. 6.18(c), it is found that together with the temperature drop at ∼ 16 hour and

20 hour, the PLL timing also has a major drift, which indicates a direct correlation

between timing accuracy and the temperature of RF components.
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Figure 6.18: a)Experimental setup of timing jitter measurement using the phase-locked
loop method. b) Timing jitter of the PLL for ∼10 hours’ period. c) Room-temperature
measured in the same period of time as b).
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6.7 Temperature-Stabilized PLL

It is not surprising that timing accuracy of the PLL is correlated to the room-temperature

drift, since the properties of the most analog components drift with their temperature.

For example, the resistance of a simple 1 MΩ resistor can be changed by ∼50 Ω, when

its temperature is changed by ∼ 1oC. The question is whether this temperature-induced

change is significant to the PLL timing accuracy or not. With calibrations, it is found

that different components have different temperature sensitivities, in which the VCO is

the most sensitive component to the phase drift of the PLL output. The contributions

from LNAs, BPFs and PDs are relatively small, and the contributions from power

splitters are negligible. Due to the complication of this problem, in practice, we choose

to seal the PLL electronics into a metal box and stabilize the temperature of the whole

box.

A PID thermoelectric control scheme is implemented to stabilize the temperature

of the PLL box. The bottom plate of the box is made with cast aluminum, which has

better thermal conductivity compared to normal aluminum. The RF components are

mounted on the top surface of the plate with thermal grease in the gap to improve the

thermal contact. To actively stabilize the temperature, four thermoelectric modules

are mounted on the back of bottom plate, as shown in Fig. 6.19(a). The temperature

fluctuation is measured by an RTD temperature sensor mounted very close to the

VCO. The sensor’s resistance value, which varies with its temperature, is fed back to

a PID controller (Thorlab ITC4005), which drives a bipolar current power supply and

actively controls the thermoelectric modules to cancel the temperature fluctuations.

The schematic diagram of the temperature feedback control setup is shown in Fig.

6.19(a).

In Fig. 6.19(b), we plot the timing jitter measurements for temperature-stabilized

and unstabilized PLL. An optimum temperature stability of 10mK has been achieved,
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Figure 6.19: a)Schematic diagram of temperature feedback control of PLL electronic
box. b) Timing jitter measurements of temperature stabilized (black) and unstablized
(red) PLL with similar room temperature fluctuations.
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with the temperature feedback control. A significant improvement of the long-term

stability can be observed by comparing the results under two different situations. We

need to note that, in this measurement, a stable RF synthesizer is used as the reference,

instead of directly locking the PLL to the laser oscillator, because only the effect of

temperature drift to PLL timing drift is of interest here. Statistically, a rms timing

jitter of ∼50 fs is obtained with the temperature stabilization. However, when the PLL

is directly locked to laser oscillator, the residual timing drift is observed, due to the

long-term power and pointing drift of the laser oscillator, which converts to the phase

drift by the PLL electronics.

6.8 Conclusion

In this chapter, the low-level phase-locked loop (PLL) for the RF-compression UEM is

introduced. The purpose of the PLL is to synchronize the photoelectron pulses with

the RF field, which is later delivered to the RF-amplifier station and RF cavity. The

overall performance of the PLL electronics is characterized by phase noise and timing

jitter measurements. Two different methods are implemented to measure the timing

jitter, including the spectrum analysis and the PLL method. The spectrum analysis

is used to characterize the high-frequency phase noise, which is found to be less than

470 fs in the bandwidth from 100 Hz to 25 kHz. The PLL method, on the other hand,

is used to characterize the long-term stability. The timing of the PLL is found to drift

when the environment temperature changes. This slow drift is further corrected by

stabilizing the temperature of PLL electronics with a temperature feedback control

scheme, and an optimum rms timing jitter of ∼50 fs has been demonstrated. The

ultimate timing jitter is found to be limited by the long-term power and pointing drift

of the laser oscillator.
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Chapter 7

RF Power Amplification and

RF-cavity Phase-lock

In Chapter 6, the synchronization between the phase of the RF field and the electron-

pulse generation in the RF-compression UEM by implementing a phase-locked loop

has been introduced. The design and performance of the low-power phase-locked loop

(PLL) were also described. The PLL electronics can generate an RF power at the level

∼-10 dBm, which is too low to generate any observable changes of the phase space of

the electron pulses. To successfully compress the electron pulses, an electric field with

strength of several MV/m is required [212]. Thus, a strong amplification of the RF

signal after the PLL is necessary.

In this chapter, we are going to deal with the RF signal with high strength. At

first, the structure of the RF cavity, which resonantly confines the RF field and executes

the pulse compression, will be introduced in Section 7.1 and the requirement on the

RF power will be estimated as well. In Section 7.2, the structure of the RF-amplifier

station will be described, together with the characterization results of the station. The

problems of the phase (timing) jitter and the solutions to it in the low-level PLL have

already been extensively discussed in Chapter 6. Here, we are going to face the phase
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jitter problem again at the high-power level. To discuss the phase jitter of the cavity

field, the resonant condition of the RF cavity and the source of the cavity-field phase

jitter will be introduced in Section 7.3. An active compensation scheme for the phase

jitter is designed in Section 7.4, and its performance will also be characterized. This

chapter will conclude with a description of the overall setup of the RF system for the

UEM.

7.1 RF Cavity Design

An RF cavity is a hollow structure that confines the electromagnetic fields in the

microwave frequency region. It has extremely low loss at its resonant frequency, due to

its very high quality-factor (Q-factor). To construct the RF cavity, copper is usually

the preferred material for room temperature application, due to its high electrical

and thermal conductivity. The cavity is implemented in the RF-compression UEM

to compress the electron pulses in the longitudinal direction, using its TM010 mode

electric field.

The RF cavity is designed using the Superfish code [213]. The most important

parameter to consider is its resonant frequency, which determines the volume of the

cavity. For the UEM system, the PLL generates the RF signal, which is phase-locked

to the 12th harmonic of the repetition rate of the laser oscillator pulse train. The

frequency of the RF field is ∼1013.4 MHz, which varies a little bit with the environ-

mental fluctuations, as shown in Chapter 6. Fig. 7.1(a) shows the shape and electric

field distribution in the 1 GHz RF cavity, which is calculated using the Superfish code.

We choose to use the ‘donut’ shaped cavity, because it gives us ∼90 % reduction on

the power dissipation compared to a ‘pillbox’ cavity, which has simpler structure. The

inset shows the electric field distribution of the TM010 mode along the cavity axis,

which is the electron-beam propagation direction. In Fig. 7.1(b), we show the picture
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of the copper cavity, after its machining is finished.

The Superfish code not only calculates the resonant frequency of the cavity with

given dimensions, but also provides us with other important parameters, which are

briefly summarized as follows:

1) Quality factor, Q

Quality factor, Q, is the ratio of the energy stored in the cavity to the energy

dissipated in the wall per RF cycle. At the same time, the Q factor is also related to

the center frequency and bandwidth with the following equation:

Q =
fc
Δf

, (7.1.1)

where fc and Δf represent the center frequency and bandwidth of the RF cavity,

respectively. A high Q is usually desirable, because it means low power dissipation and

narrower noise bandwidth. For a cavity with a fixed geometry, the Q value is fixed.

The Q-factor given by Superfish simulation is ∼23200. However, the experimentally

measured Q-factor of our RF cavity is ∼10000. It is because there is loss on the

RF coupler, which is not considered in the Superfish calculation. The structure and

position of the coupler can directly affect the energy loss in the cavity.

2) Average compressing field, E0

The average compressing field, E0, is defined as the integral of the z component of

the field along the pulse longitudinal direction:

E0 =
1

d

∫ d/2

−d/2

Ez(R = 0)dz, (7.1.2)

where d is the length of RF cell, which is 2.25 cm in this case. The field, E0, executes

the pulse compression, and its strength is related to the RF power stored in the cavity.

The field strength inside the cavity can be directly measured by measuring the energy

change of the high-energy electrons, after they pass through the cavity. This measure-
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Figure 7.1: a) Simulation result of the RF cavity field distribution with Superfish code,
plotted in cylindrical coordinates. Shaded area is the cavity chamber. Solid lines are
the equipotential lines. Inset: Zoom-in view of the electric-field distribution of the
TM010 mode on the axis, along which the electron pulses propagate. b) Picture of the
copper RF cavity for the RF-compression UEM.
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ment will be introduced in Sec. 8.1.2.

3) Power dissipation, Ploss

Ploss is the power dissipated in the cavity walls. Since the power dissipation causes

cavity heating, this parameter can be used to estimate the power-rating of the chillers

required in practice. Using the Superfish code, either the field strength, E0, or the

power dissipation, Ploss, can be used as the input parameter to calculate the other.

The relation of Ploss to E0 is fixed for a cavity with a fixed geometry. However, note

needs to be taken that enough safety margin needs to be left in practice when designing

the cavity cooling system, because the Superfish code usually underestimates the power

loss to the cavity walls. The safety margin sometimes can be as much as 50% of the

maximum power.

4) Shunt impedance, Z

Shunt impedance Z has dimensions of Ω/m and serves as a figure of merit for the

compressing efficiency. The larger the compressing field for a given power loss per unit

length, the more efficient the cavity compression is. For a total power, PT , the shunt

impedance is given by

Z =
E2

0d

PT

. (7.1.3)

For a cavity with a fixed geometry, the shunt impedance is a fixed value as well. Our

cavity has a shunt impedance ∼ 134 MΩ/m.

7.2 RF-amplifier Station

7.2.1 Power Requirement

Before designing the RF amplifier station, we need to first estimate how much power

is required for the pulse compression. An analytic model can be developed to make

this estimation. The first step is to calculate how much the momentum changes for
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a single electron with a given compressing field strength, E0. Here, we assume all

the electrons initially have the same velocity vc, before the RF cavity, and that the

subsequent velocity changes are so small that the resulting changes in the transit time

through the RF cavity are negligible. If the electron enters the cavity at time t1, its

field-induced momentum change is given by the temporal integral of the electric field

in the period it travels inside the RF cell

Δp1 = −
∫ t1+d/vc

t1

eE(t)dt, (7.2.1)

where d is the cavity RF cell length. The electric field is an oscillating field with

frequency ω, and is given by

E(t) = E0 sin(ωt− (ωd/2vc) + φ0), (7.2.2)

where E0 is the amplitude, φ0 the phase offset and vc the center of mass (COM) velocity

of the pulse. As we have discussed in Chapter 6, perfect phase matching happens when

the electron at the pulse center experiences zero integrated field, after it crosses the

RF cell. This means when it arrives at the cavity center, the electric field strength

E(t) = 0. If we assume t = 0 is the time when the center of the electron pulse starts

entering the cavity RF cell, then the time the pulse center arrives at the center of the

cavity is simply t = d

2vc
. By substituting this expression into Eqn. 7.2.2 and equating

the field strength to zero, we find that the perfect phase matching condition is simply

φ0 = 0. Now we assume the electron pulse longitudinal width is L (half width) and

its change is negligible throughout the period the electron pulse passes through the

cavity. Thus, for an electron in the front of the bunch, the time it enters the cavity

is t1 = −L/vc, whereas for an electron at the back, t2 = L/vc. The momentum

changes of these two electrons can be calculated separately, using Eqn. 7.2.1. With

the assumptions ωL/vc � 1 and ωd/2vc � 1, subtraction of these momenta is leading

190



to a momentum difference between an electron at the front and an electron at the back

of the bunch, which is introduced by cavity field, and it is given by

Δp =
eE0ωτd

vc
cos(φ0). (7.2.3)

Thus,

E0 =
vcΔp

eωτd
, (7.2.4)

where φ0 = 0 and τ = 2L/vc is the pulse duration. Eqn. 7.2.4 can be used to

calculate the required electric field strength, when the momentum change within the

electron pulse is known. Now, the question is how much momentum change is needed

to longitudinally focus the electron pulse to the sample plane? This value is very

difficult to estimate, because it requires the knowledge of space charge effects on the

pulse width and momentum spread. Using the AGM simulation, it can be estimated

that the longitudinal momentum spread before the cavity is δpz ≈ 12.7×10−24 kg m/s.

Roughly speaking, the required momentum change is double this value, Δp ≈ 2δpz

[212]. Taking account of the pulse width L ≈ 1 mm for 106 electrons per pulse, the

required field strength can thus be estimated to be ∼2.8 MV/m, which corresponds to

∼500 W RF power according to the Superfish calculation.

We need to note that the estimation above is rough, because the electron optics are

simply ignored, such as magnetic lenses, apertures. At the same time, it also ignores

the space charge effect after the cavity. To overcome the additional pulse broadening

in the free-drift region after the cavity, a stronger compressing field might be required.

At the same time, the required RF power also varies with the number of electrons in

the pulse. With larger number of electrons, obviously, more momentum change in the

phase space will be needed from the cavity field, but, fortunately, the elongated pulse

duration, τ , cancels some of this effect and the estimated electric field is found to be

similar to the estimation above. At last, as have mentioned, the RF power is usually
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underestimated from the Superfish code. For these reasons, enough margin for the RF

power has to be made, when we are designing the RF-amplifier station. For a more

precise estimation, multi-particle simulations, which take the electron optics and space

charge effects into account, are needed.

7.2.2 RF Amplifiers

In the laboratory, an RF amplifier station with up to 2500 W (64 dBm) power delivery

capability is built. From the low-level PLL, the RF power we can get is ∼ -14 dBm, so

the overall gain of the RF-amplifier station is∼+80 dB, which is 108 times amplification

in power!

In accelerator physics, the RF amplifiers employ either vacuum-tube or solid-state

technology. The vacuum-tube-based amplifiers are still widely used in modern accel-

erators, including tetrodes, klystrons and magnetrons, to generate RF power up to

1 MW continuous wave (c.w.) and 150 MW pulsed mode [41]. In a vacuum tube,

electrons are boiled off from a heated cathode, then pass through vacuum and many

grids. Ultimately, they are absorbed by the anode plate and convert a small AC signal

to a larger AC voltage. On the other hand, the solid-state amplifiers are based on the

solid-state RF power transistors operating at voltages from tens to hundreds of volts.

Since the electron mobility is much less in semiconductors than in vacuum, the device

sizes are much smaller. Usually, a single solid-state transistor can generate power on

the order of hundreds of watts continuous wave and up to 1 kW pulsed mode. Because

of the relatively low power capability, a large number of solid-state transistors need

to be operated in parallel to reach a power at the kilowatts level, where appreciable

power is dissipated in the combining and provision circuits. However, compared to

the vacuum-tube amplifiers, the solid-state amplifiers are claimed to be more reliable

and stable by many groups [41]. They require less maintenance, less warm-up time

and lower operation voltage. The supply voltage is usually tens of volts, which is low
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enough to avoid the high-voltage and X-ray safety issues arising with the vacuum-tube

amplifiers.

For the UEM system, because the power level perfectly fits into the range of the

solid-state amplifiers, the RF-amplifier station is built with the solid-state technology.

Our solid state RF amplifier system is resulted from a collaborator with Dr. Ti Ruan

at SOLEIL. Fig. 7.2(a) shows the circuit layout of a solid-state amplifier. The key

components are the two power transistors (Part NO. MRF8S9260H) and one drop-in

circulator. The power transistors amplify the input RF signal. The drop-in circulator

deflects the reflected RF power to a power resistor and protects the transistors from

possible damage caused by the reflected power. Fig. 7.2(b) shows a typical gain

measurement of a single solid-state amplifier. The blue solid line is the line for +16.2

dB gain, which fits the data at low input level. The red dashed line measures the 1

dB compression point of this amplifier. The 1 dB compression point is a measure of

the output power level, at which the gain drops by 1 dB from its small signal value. It

is an important specification of an amplifier, which indicates the limit of its capability

for power amplification. From the results, 1 dB compression point is found to be ∼ 55

dBm (∼ 320 W) for a single solid-state amplifier.

7.2.3 Structure of the RF-amplifier Station

Since one solid-state amplifier can only supply power up to ∼320 W, eight amplifiers

in parallel will be needed to deliver power up to 2500 W. In Fig. 7.3, the schematic

diagram for RF amplifier station is depicted. The gain of 8 amplifiers in parallel is the

same of the single amplifier, +16 dB, which means the rest of gain, +64 dB, needs to be

provided by a pre-amplifier set. As shown in Fig. 7.3, the power level before the 8-way

splitter is only ∼60 W, however, it provides most of the gain in the amplifier station

(+66 dB). In the 8-way power splitter, the RF power is equally split into 8 paths, with

the power of each path ∼ 16 W (39 dBm). Then the 8 ways of RF power is amplified
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Figure 7.2: a) Circuit layout of a solid-state amplifier b) Typical gain measurement for
the solid-state amplifier. Blue solid line is the fitting with 16.2 dB gain. Red dashed
line shows the 1 dB compression power.
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Figure 7.3: Schematic diagram of RF amplifier station. The power level is marked for
the situation, when the amplifier station is running at its maximum power output.

by the single solid-state amplifier with +16 dB gain in each path. After amplification,

∼ 320 W (55 dBm) power is supplied in each path before the 8-way power combiner.

In the 8-way combiner, the high-power RF signal is combined and delivered to the

RF cavity, through a directional coupler. The purpose of the directional coupler is to

help monitoring the transmitted and the reflected RF power in the transmission line.

We need to note that the power level shown in Fig. 7.3 is when the amplifier station

is running at its maximum power output. To vary the field strength in the cavity,

the power level of the input needs to be adjusted, while the RF-amplifier station only

provides a constant gain. To achieve that, a voltage-controlled attenuator (VCA) needs

to be installed before the amplifier station to attenuate the input power to a proper

level.

Because the drain efficiency of the power transistors in the solid-state amplifier is

∼40%, each solid-state amplifier requires a dc power supply, which supplies more than

double of its output RF power. At the same time, the low efficiency also means there

is a large amount of power (as much as the output power) dissipated in the transistors

as heat. With so much heat deposited in the amplifiers, the power transistors will be
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burned, unless enough cooling is supplied. In practice, all the solid-state amplifiers are

mounted on cold plates with thermal grease to improve the thermal conductivity. A

chiller with a cooling capacity over 5 kW, and a flow rate ∼ 5 GPM is used to carry

away the heat generated by the RF amplifiers. In normal operation, the temperature

of the power transistors is found to be ∼50 oC.

7.2.4 Characterization of RF-amplifier Station

Fig. 7.4 shows a direct measurement of the output power from the amplifier sta-

tion as a function of the input power. The output power is measured through the

forward-coupling port of the directional coupler, which was well calibrated before the

measurements. The first measurement (on 04Aug2012, black squares) was operated in

a continuous mode. The amplified RF signal was terminated by a high-power 50-ohm

terminator. The power test was operated up to ∼1250 W (61 dBm), which was limited

by the heating of the terminator. According to the linear fitting of data, the gain of the

RF-amplifier station is 82.6 dB, which is consistent with the specifications of the am-

plifiers and our estimation. In the second measurement (on 03Jan2013, red triangles),

the RF power was directly delivered to the RF cavity in a pulsed mode to prevent the

cavity coupler from overheating. The test runs all the way to 3100 W (peak power) and

the 1 dB compression point is ∼1300 W (61.4 dBm). We note that the result indicates

the 1 dB compression for each solid-state amplifier happens at ∼162.5 W, which is

much lower compared to the previous measured power-limit of the single amplifiers,

the reason for which is still not clear. One possibility is that the 1 dB compression at

61.4 dBm is not caused by the 8 amplifiers in each path, but caused by the power limit

of the pre-amplifier set. Another reason might be because of the power loss throughout

the power splitting and combining processes, which can also limit the maximum power

output from the station. In addition, in the pulsed mode, the gain of the amplifier

station approaches more than 84 dB, which is higher than expected. We believe that
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Figure 7.4: Output power measurement for RF amplifier station in 1) Pulsed mode
(black square) and 2) Continuous mode (red triangle). The solid line is a linear fit on
the low-power data.

it might be caused by the enhanced efficiency of the power transistors, when they are

working at a lower temperature due to the pulsed-mode operation. From the results in

Fig. 7.4, it is found that output power up to 3 kW (pulsed mode, peak power) can be

available. However, special cares need to be taken when operating the amplifier station

above its 1 dB compression point, because it means running one or more amplifiers to

their design limits, which might cause damage in the long term.

Except for the directional coupler, the RF power inside the cavity can also be

directly measured through the pick-up coil. A pick-up coil is usually a circuit loop,

which senses the magnetic component of the RF field inside the cavity and converts

it to a voltage signal. So, through the pick-up coil, not only the RF power, but also

the phase of the RF field inside the cavity can be directly monitored,, which will be
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very useful in the following sections. The pick-up coil was pre-calibrated when the RF

cavity was assembled in the factory. The measured power on the pick-up coil is 0.1%

of the absorbed power in the cavity.

7.3 Cavity Phase for the Resonant Condition

7.3.1 Equivalent Circuit Model

An RF cavity is a high-Q RF component, which means it has a very restrictive resonant

condition. The cavity oscillation mode is usually very conveniently described in an

equivalent RLC circuit [214], as shown in Fig. 7.5. The electric field of the TM010

mode is contained in between the two metal plates of the cavity, which is identical to

the capacitor C in the equivalent circuit. The inductor L represents the magnetic field

generated by the surface current that travels around outside the cavity. Finally, in

a normal cavity (not superconducting), the surface current flows in a skin depth and

causes ohmic heating, which is represented by the resistor R in the circuit. Note that

the cavity voltage is applied across the resistor, so the definition of R is different from

the surface resistor, Rsurf . It plays a role as the shunt resistor. In the equivalent circuit

model, the driving current I(t), which is supplied by a current generator, produces a

voltage V (t) across the circuit. This voltage is identified as the axial voltage in the

cavity. Both I(t) and V (t) have the same frequency, ω. The total current in the circuit

is simply the sum of the current passing through each component

I(t) = CV̇ +

∫
V dt

L
+
V

R
, (7.3.1)

and by differentiation, we have

İ

C
=
ω0Rİ

Q
= V̈ +

ω0V̇

Q
+ ω2

0V, (7.3.2)
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Figure 7.5: Equivalent circuit model of RF cavity

where ω0 = 1√
LC

is the cavity resonant frequency (CRF) and Q = ω0RC is the Q-

factor. The stored energy in the cavity is U = CV 2
0

2
, while the average dissipated power

is P = V 2
0

2R
, where V0 is the peak voltage across the circuit. So, the Q-factor can be

expressed in another form, Q = ω0
U

P
, which is exactly the same as the definition of the

Q-factor in Section 7.1.

From Eqn. 7.3.2, a particular steady-state solution of V (t) is V (t) = V0e
j(ωt+φ), if

we assume I(t) = I0e
jωt, where V0 and I0 are the amplitudes and φ is the phase of

the resonator voltage relative to the driving current. By substituting this solution into

Eqn. 7.3.2 and matching the real and imaginary parts on both sides of the equation,

we can get the following steady-state solution

V (t) =
RI0e

j(ωt+φ)

√
1 + y2

, (7.3.3)

where

φ = − tan−1 y. (7.3.4)
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y is called the detuning factor, which is defined by

y ≡ Q(
ω

ω0

− ω0

ω
). (7.3.5)

7.3.2 Effects of Frequency Detuning

For the cavity in the experiment, the resonant frequency f0 is ∼1013 MHz (f0 =

ω0/(2π)) and the Q-factor is ∼10130. Substituting the parameters in Eqn. 7.3.3,

we plot the power response and phase response as a function of the cavity-frequency

detuning Δf , as shown in Fig. 7.6. The detuning frequency Δf is defined as the

difference between the input frequency and the CRF, Δf = f − f0. In the figure, the

power is defined as P = V 2/R and normalized to the power on resonance. With driving

source frequency detuned from the CRF f0, two effects can be observed on the electric

field inside the cavity. First, the power of the field rolls down quickly from the peak

power on resonance, as shown in Fig. 7.6(a), which means a decrease of the available

field strength for pulse compression. The change of the field strength can directly shift

the focal point of the RF compressor, which degrades the quality of pulse compression.

The FWHM (3 dB bandwidth) ΔfBW is ∼100 kHz, which is simply given by f0/Q. The

second effect is a shift of the relative phase between cavity electric field and the driving

source, as shown in Fig. 7.6(b). Because the input RF signal is tightly phase-locked

to the laser pulse train through the low-level PLL, the change of phase Δφ indicates

the relative shift of the cavity electric field phase to the arrivals of the electron pulses.

This effect can cause energy gain or loss in the electron pulse, and hence an arriving

time jitter of the electron pulses, which has been extensively discussed in Chapter 6.

The frequency detuning effects of the RF cavity can also be directly measured using

the setup shown in Fig. 7.7(a). The frequency detuning is generated by changing the

input frequency of the RF synthesizer (Agilent E8247C), f , relative to the CRF f0.

The power response is measured using 1) a spectrum analyzer (ROHDE&SCHWARZ
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Figure 7.6: Power (a) and relative phase (b) response, when the frequency is detuned
from CRF by Δf .

FSP13) through the pick-up coil; 2) an RF power detector measuring the reflected pow-

er through the reflection-coupling port of the directional coupler. The relative phase,

on the other hand, is measured between the input signal phase (measured through

the forward-coupling port of the directional coupler) and the cavity field (measured

through the pick-up coil) using the phase detector (AD8302). Fig. 7.7(b) plots a typ-

ical result of the power and phase responses to Δf . Note that the vertical axis for

power is in the unit of dB, which causes a slightly different line-shape compared to the

theoretical calculation in Fig. 7.6(a).

In Fig. 7.7(b), the 3 dB bandwidth of the power measured on the picked-up coil is

∼100 kHz, which agrees very well with the Q-factor of the cavity. The power inside the

cavity (a picked-up coil measurement) increases to the maximum, when the frequency

of the input signal is on resonance with the CRF, while the reflected power reduced

to its minimum on resonance. The 3 dB bandwidth of reflection power is found to be

≈4 times narrower compared to power in the cavity, reason of which is still a puzzle.

One possible explanation can be the nonlinear response of the reflection-coupling port

of the directional coupler. In practice, both power measurements can be can be used

as the reference for searching for the resonance, but the reflection-power measurement

has better sensitivity. The phase shift induced by the input-frequency detuning is also
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observed in the experiment, as shown by the blue symbols in Fig. 7.7(b). The phase’s

sensitivity to the offset frequency, dφ/df is ∼-1.25 Deg/kHz, when the input frequency

is very close to the resonance. Under the framework of the equivalent circuit model,

the sensitivity can be calculated by taking derivatives of Eqn. 7.3.4 at the frequency

f = f0 and the result is given by

dφ

df
=

2Q

f0
. (7.3.6)

The predicted phase sensitivity is ∼-1.15 Deg/kHz, which is in good agreement with

the experimentally measured value.

In the RF-compression experiments, the frequency detuning can happen either due

to the shift of the reference frequency (fRef) from the laser oscillator or due to the shift

of CRF. The shift of fRef is usually on the order of several kHz (see Chapter 6), but

the shift of the CRF can be as much as hundreds of kHz, if the cavity temperature is

not well regulated. The change of the cavity temperature mechanically deforms the RF

cavity, which increases or decreases the cavity chamber volume, and hence, changes the

CRF. So, a chiller with sufficient cooling capacity is necessary to carry away the heat

generated by the RF power from the cavity and keeps the cavity at a stable working

temperature. However, residual temperature fluctuations can still persist and affect

the relative phase φ.

On the other hand, the CRF of the cavity can also be tuned by a mechanical tuner,

which deforms the RF cavity by applying a stretching force along the cavity axis. Inset

of Fig. 7.8(a) shows the design of an external tuning plate. The results of the CRF

measurement shown in Fig. 7.8(a) confirm the shift of the CRF with different tuner

angles. The change of CRF as a function of the external tuner angle is plotted in the

inset of Fig. 7.8(b). At the same time, the relative phase φ is measured using the setup

shown in Fig. 7.7(b). Very interestingly, it is found that when the power detuning is

plotted as a function of the phase difference φ, the results overlap with each other,

regardless of the values of the CRF, which is shown in Fig. 7.8(b). The results in Fig.
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Figure 7.7: a) Experimental setup for measuring the cavity frequency detuning effects
b) A typical power and phase response to the frequency detuning, Δf . Cavity power
(black) reaches the maximum at the resonant frequency (Δf = 0), while the reflected
power (red) drops to a minimum. The relative phase (blue) shifts with the frequency
detuning Δf .
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Figure 7.8: a) Cavity resonant frequency measurements with different angles of the
external tuner; Inset: setup of the cavity external tuner b) Reflection power as a
function of relative phase with different external tuner angles, φ; Inset: the shift of
cavity resonant frequency (CRF) as a function of external tuner angle. CRF at 0o

tuner angle is taken as the reference.
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7.8(b) carry important information, that is, when the input frequency is on resonance

with the cavity CRF, the relative phase between the driving source and the RF field

inside the cavity is a fixed value, which does not depend on the cavity CRF. In the

framework of the equivalent circuit model (Eqn. 7.3.4) and in the resonant condition

(ω = ω0), the phase difference φ is always zero, regardless of the value of ω0, which

is consistent with the results shown in Fig. 7.8(b). Eqn. 7.3.6 indicates that the

sensitivity of phase to frequency offset can be affected by the value of the CRF (f0).

However, in practice, the shift of the CRF is so small compared to f0 that the change

of the sensitivity is also negligible. The consequence is that the resonance curves are

almost identical with different f0 values, as shown in Fig. 7.8(b).

7.4 RF Cavity Phase-locked Loop

In the previous section, we show that frequency detuning will cause 1) an amplitude

change of the compressing electric field and 2) a relative phase shift between the input

RF signal and the cavity electric field, both of which degrades the quality of the pulse

compression. The frequency detuning can be caused by 1) the shift of the reference

frequency from the PLL, which is directly phase-locked to the laser oscillator; 2) the

shift of CRF, which is usually caused by the cavity-temperature instability. Due to the

complexity of the problem, we will find that stabilizing either frequency, the shift of

the other frequency will cause the cavity detuning. So, we have to take the strategy of

actively adjusting one of the frequencies to track the other. Fortunately, the solution

is already implied by Fig. 7.8(b), that if the relative phase φ is stabilized at the right

position, the resonance condition of the cavity power can be satisfied at the same time,

regardless of the shift of two frequencies. So, a cavity phase-locked loop (PLL) is

designed to execute this job.

The block diagram of the cavity PLL is shown in Fig. 7.9. The input RF signal
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Figure 7.9: Block diagram of the setup for cavity phase-lock

is first picked up through the directional coupler. The RF field inside the cavity

is extracted from the picked-up coil. Their phases are thus compared with a phase

detector (AD8302) and the phase error is output as a voltage from the phase detector.

To control the cavity resonance, four thermoelectric modules are mounted on the cavity

serving as the temperature actuators. The voltage signal from phase detector is fed

back to a PID controller (Thorlab ITC4005), which drives the thermoelectric modules

to actively adjust the CRF by changing the cavity temperature. By doing so, the CRF

can actively track the change of the input frequency from the low-level PLL and keep

the cavity always on resonance.

To calibrate the performance of cavity PLL, a stable RF synthesizer (Agilent

E8247C) is used to provide the low-level RF signal as the input, which provides more

flexibility for quantifying the contributions from both the shifts of the CRF and of the

reference frequency fRef . The phase error is measured by the voltage output from the

phase detector. In Fig. 7.10, the calibration results with fixed fRef are first presented.

As shown in Fig. 7.10(c), obvious phase fluctuations can be observed due to the cavity-

temperature fluctuations, when the cavity PLL is not working. Throughout the period

of measurement, the standard deviation of the phase fluctuations for a free-running

cavity is ∼340 fs and ∼535 fs, for low RF power and high RF power, respectively. The

results depend on the environmental conditions of the cavity. When the cavity PLL
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Figure 7.10: Cavity-level phase jitter measurement with a) input RF power ∼460
W and cavity phase-lock working; b) input RF power ∼40 W and cavity phase-lock
working; c) input RF power ∼40 W and ∼460 W, but cavity phase-lock not working
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is turned on, we can see that the low-frequency fluctuation is completely suppressed,

which tells us that the cavity PLL successfully tracks the change of phase error and

actively adjusts the cavity temperature to compensate it. The standard deviation of

phase error for a phase-locked cavity is ∼94 fs and ∼74 fs for low RF power and high

RF power, respectively, which is an obvious improvement compared to the free-running

cavity.

Now let us take a look at the responses of the phase-locked cavity to the frequency

detuning of fRef . Here, the frequency change of fRef is simply achieved by changing

the frequency of Agilent E8247C. The calibration results are shown in Fig. 7.11. fRef

is shifted right before each measurement with the amount specified in each figure.

The experiment is continuous without any adjustments on the control parameters. As

shown in Fig. 7.11, the CRF can track the change of fRef very well and the phase

between the input RF signal to the cavity field is well locked, when fRef is changed by

±4 kHz. This frequency detuning of fRef is already twice as much as the frequency

shifts observed on the laser oscillator (see Chapter 6).

However, it is also observed that the overall phase fluctuations are worse in Fig.

7.11 compared to the results in Fig. 7.10. This might be caused by two processes:

1) the PID control parameters were not well optimized; 2) there were more environ-

mental fluctuations in the second experiment. Especially, we need to take note of the

second problem. The RF cavity is built with copper, which has very high thermal

conductivity and large thermal mass. To completely compensate a temperature dif-

ference of 1 K between the cavity temperature and the environmental temperature,

hundreds of watts of power might be needed, which is larger than the capacity of the

thermoelectric modules we use here. Ultimately, the cavity phase-lock will be pulled

out of lock, if the environmental temperature changes too much. At the edge of insta-

bility, additional phase noise appears in the signal. For example, the phase is shifted

by ∼250 fs at the moment ∼0.3 hours after the measurement starts, as shown in Fig.
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Figure 7.11: Cavity-level phase jitter measurement with a) input RF power ∼50 W
and detuning frequency, Δf = +3 kHz; b) input RF power ∼50 W and Δf = −4 kHz;
c)input RF power ∼460 W and Δf = +3.2 kHz. (positive Δf means increase of input
signal frequency; negative Δf means decrease)

7.11(c), which is caused by a change of room temperature. Further isolating the RF

cavity to the environment using thermal insulating materials is expected to improve

the performance.

7.5 Conclusion

In this chapter, the systems of the RF amplifiers and the RF cavity are introduced.

An RF cavity is a hollow metal structure, which can resonantly store the oscillating

electric field. In the RF-compression UEM, a strong oscillating electric field along

the pulse longitudinal direction is used to execute the pulse compression, which is

provided by the cavity’s TM010 mode. A high-Q cavity is designed and built with
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‘donut’ structure, which reduces the energy loss significantly. The power requirement

for pulse compression is first estimated to be ∼500 W. To supply enough RF power for

compression, an amplifier-station, which can deliver up to 2500 W and +80 dB gain,

is built using the solid-state amplifiers in parallel. Because of the very high Q-factor

of the cavity, the phase and power of the cavity field is found to be sensitive to the

frequency detuning. To compensate the detuning between the CRF and the low-level

reference frequency, a cavity PLL is designed and characterized. With the cavity PLL,

the CRF can be actively adjusted by changing the cavity temperature to track the

change of the input RF frequency from the low-level PLL. In optimum, the timing

jitter between the low-level reference signal and the cavity field can be as little as 100

fs.

Utilizing the results of Chapter 6 and Chapter 7, an overall setup of the RF system

for the RF-compression UEM can be depicted, as shown in Fig. 7.12. The RF system is

separated into two independent systems: the low-level RF system and the cavity PLL.

In the low-level RF system, the combined output of the VCO and the RF synthesizer

(Agilent E8247C) is synchronized with the laser oscillator pulse train through a phase-

locked loop. Additional timing drift is corrected with a feedback temperature control by

stabilizing the temperature of the RF components. So, the output of the low-level RF

system is phase-locked to the laser oscillator pulse train, and hence the arrivals of the

electron pulses. Its output power is ∼ -11 dBm, which is then sent into the amplifier-

station with +80 dB gain. The power of the signal is adjusted by the voltage-control

attenuator before the amplifier-station. At the cavity, the timing jitter due to the

fluctuations of the CRF and the laser oscillator reference frequency is further corrected

by the cavity PLL, which actively tunes the cavity temperature and forces the CRF

to follow the changes of fRef . So, the cavity PLL guarantees a phase-lock between the

PLL output and the electric field inside the cavity. By combining these two feedback

loops, the ultimate phase-lock between the cavity field and the electron pulse arrivals
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Figure 7.12: Schematic diagram for overall RF system setup.

is achieved.
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Chapter 8

Preliminary Characterizations of

the RF-compression UEM and

Conclusions

In previous chapters, the principles of the RF-compression UEM have been introduced,

and its RF-systems, including the low-level RF PLL and the cavity PLL, have been

described in detail. The purpose of the RF-compression UEM is to tightly focus the

electron pulse in both the transverse and the longitudinal directions, thus, to achieve

high brightness and high temporal resolution at the same time. In this chapter, some

of the preliminary characterizations for the RF-compression UEM will be presented in

Section 8.1. The conclusion for the whole thesis will be given in Section 8.2.

8.1 Preliminary Characterizations for RF-compression

UEM

The structure of the UEM is shown in Fig. 5.17. In the UEM, the photoelectron

pulses are first focused by the 1st and the 2nd condenser lenses, before they arrive in
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the cavity. The transverse focusing before the cavity is to make the electron beam

transverse size small enough to pass through the RF cavity. In the cavity, the chirping

of the electron pulses’ longitudinal phase space is reversed by the oscillating electric

field, as shown in Fig. 6.1, which leads to a self-compression along the longitudinal

direction in the following free-drift region. Before the objective lens, an aperture is

applied to select the electrons in a smaller phase space, hence to improve the beam

quality in the transverse direction. A strong objective lens is used to focus the electron

pulse to achieve small electron beam footprint on the sample plane. With sufficient 266

nm laser excitation, up to 5×106 electrons per pulse are available, when the aperture

is not placed in the beam path. After being cut by a 170 μm (in diameter) aperture,

more than 105 electrons per pulse are available for diffraction. The measurements

of the number of electrons per pulse and the electron beam’s transverse emittance

can be found in Ref. [44]. The improvement of electron beam brightness is directly

proven by the improvement of the diffraction patterns. In Fig. 8.1, the diffraction

pattern from polycrystalline thin-film membrane sample of VO2 is revisited using the

RF-compression UEM. The sample geometry has been described in Chapter 3. The

diffraction pattern shown in Fig. 8.1(b) is taken with 20 electron pulses accumulation,

while ∼200 pulses are required to obtain a pattern with similar SNR in the first-

generation UED system. The quality of the diffraction pattern in Fig. 8.1(b) and its

1D reduction in Fig. 8.1(c) confirms that the brightness of the electron beam in the

UEM system is approximately one order higher compared to the first-generation UED

system [44].

8.1.1 Sensitivity of Temporal Resolution to the Timing Jitter

As has been discussed in previous chapters, the temporal resolution is related not

only to the electron pulse duration, but also to the arriving-time jitter of the electron

pulses to the sample plane, which can be caused by the timing jitter of the RF field.
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Figure 8.1: a) Optical microscope image of VO2 thin-film membrane sample. The VO2

is directly deposited on the silicon membrane in the square opening windows. The
window size is 100×100 μm2; b) Powder diffraction pattern from thin-film membrane
VO2; c) 1D curve reduced from the diffraction pattern shown in b), which shows the
intensity distribution of Bragg peaks as a function of momentum transfer [44].
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The mechanism is presented in Fig. 6.4. According to Bragg’s law (Eqn. 1.2.1),

the scattering angle is directly related to the electron wavelength, hence the electron

energy. In other words, the diffraction patterns can be used as a probe to investigate

the energy variation of the electron pulses and to characterize the arriving-time jitter

induced by the timing jitter of the RF field. The schematic of the experimental setup

is shown in Fig. 8.2. The relative phase is adjusted by moving the delay stage in

the 266 nm laser path, which triggers the photoemission on the cathode. Because

the RF field is phase-locked to the laser oscillator, by delaying the 266 nm pulse for

different delay times Δt, the relative phase between the electron pulse and the RF

field inside the cavity can be adjusted to a high precision. As shown in Fig. 6.4, at

different phases, the electron pulse is accelerated or decelerated with different amount

of energy, which serves as a probe for the strength of the cavity electric field. The delay

for zero-crossing phase can be determined by matching the scattering angles with the

measurements without the RF field.

The experimental results are plotted in Fig. 8.3 with 418 W RF power delivered

to the cavity [215]. The energy of the electrons varies with the delay of the 266 nm

laser pulse. The physical process is already described in Eqn. 7.2.1. Fitting the

experimental data using Eqn. 7.2.1 yields the field strength E0 =2.43 MV/m, while

the Superfish simulation gives us a field strength ∼3.12 MV/m for the same power.

The additional power loss can be attributed to the coupler, which is not considered in

the Superfish calculation. The optimum condition of the pulse compression is at time

delay zero, where the electrons’ energy is not affected by the cavity field. What we

care about is the effects of the timing jitter to the electrons’ velocity, which presents a

linear relationship at the vicinity of phase zero, as shown in the inset of Fig. 8.3. The

slope is dve/dtjitter = 0.0021 × 108 m/(s·ps). With the knowledge that the cavity-to-

sample distance lc−s is 0.44 m, the sensitivity of the electron pulse arriving time te to
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Figure 8.2: Experimental setup for measuring the cavity electric field strength using
electron pulses. The optical delay line is installed in the path of 266 nm laser, which
adjusts the relative timing difference between the electron pulses and the RF field. The
electron energy is probed using the diffraction patterns from the sample collected with
an intensified CCD camera.
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the timing jitter tjitter is given by

η =
dte

dtjitter
=

dte
dve

· dve
dtjitter

= − lc−s

v2e0

dve
dtjitter

,

(8.1.1)

where ve0 is the velocity of 100 keV electrons. The sensitivity is ∼3.43, which means

every 100 fs timing jitter (tjitter) produces ∼343 fs jitter on the arriving-time of the

electron pulses. So, without considering the electron pulse duration, to have sub-ps

overall temporal resolution, the accumulated timing jitter (low-level RF PLL + cavity

PLL) must be less than 300 fs. More rigidly, the temporal resolution is determined by

the convolution of both the pulse duration and the arriving-time jitter. At the same

time, η can be changed by the cavity field strength, and it increases with the input RF

power increment.

8.1.2 Characterizing the Pulse Compression

The temporal resolution is directly characterized on the VO2 thin-film membrane sam-

ple using the cross-correlation method, which was described in Sec. 5.1. The diffraction

pattern and reduced 1D curve are shown in Fig. 8.1. Here, the ultrafast dynamics of

the Bragg reflection [302̄] are taken as the reference for the VO2 phase transitions,

which have been discussed in detail in Chapter 3. According to the results present-

ed in Chapter 3, the dynamics of the peak [302̄] can be as fast as ∼1 ps, which sets

the limit on the best temporal resolution we can characterize here. As shown in Fig.

8.4(a), with more RF power input into cavity, the VO2 dynamics appear to be faster.

A minimum temporal resolution of ∼5 ps is extracted through error function fitting,

when a 300 W RF power is input into the cavity. In Fig. 8.4(b), we plot the temporal

resolution as a function of the RF power in the cavity.

The preliminary characterizations demonstrated that the method of RF compres-
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Figure 8.3: Experimental results for the electron energy as a function of the delay
of the 266 nm laser pulses. The electron energy is extracted from the diffraction
pattern using the Bragg’s law (Eqn. 1.2.1). The red curve is the theoretical fitting
of the experimental data using Eqn. 7.2.1, and the relativistic effects are considered.
According to the fitting, the electric field strength E0 is 2.43 MV/m and the RF field
frequency is 1.0125 GHz. Inset: electron velocity as a function of timing jitter.
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sion reduces the electron-pulse duration at the sample plane. However, the preliminary

test suffers from the following issues:

1) Electron pulses’ transverse expansion

The measurements are all started with ∼106 e−/pulse, before the RF cavity. How-

ever, with RF compression in the longitudinal direction, the expansion of the electron

pulses in the transverse direction can be observed, which significantly dilutes the elec-

tron density at the aperture level. So, after being cut by the aperture, ∼105 e−/pulse

is obtained for 0 W and 210 W RF power, but only ∼104 e−/pulse is available for 300

W RF power. A direct consequence of this is the reduced SNR of the results with

high-power compression, as shown in Fig. 8.4(a).

2) Distortion of diffraction pattern

Distortion of the diffraction patterns is found with the high RF power input (not

shown here). The precise reason for this distortion is still not clearly known. There

are two suspects. First, the distortion might be caused by the abberation of the

objective lens, which increases significantly, when the RF compression leads to more

energy spread in the electron pulses. Second, the non-linearity of the RF field in

space and time may strongly disturb the phase-space distribution of the electrons. The

appearance of these effects is likely amplified given the fact that the electron beam

column is not yet fully aligned.

3) Temperature instability with the high-RF power

With the RF power increased to 300 - 400 W, more than 1 kW power is expected

to be deposited from the RF amplifier-station and the chillers to the environment,

which can cause the room temperature to increase by ∼1 oC (depending on the specific

conditions of the building air conditioners) and air flows due to the imbalance of the

temperature in the lab. Many instruments, which have high sensitivity to the envi-

ronmental temperature, can become less stable, including the laser oscillator, the RF

cavity and the low-level RF PLL. A better water cooling system and a control of air
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circulation could help reduce the temperature fluctuations at the experiment station.

8.2 Conclusions

The results presented in this thesis demonstrated the application of ultrafast electron

diffraction (UED) to investigate the fundamental physical principles of many-body

correlations in solids, in which VO2 serves as an exemplary system. The observations

highlight the important interplay between the strongly correlated electrons and the

lattice degrees of freedom in the strongly correlated systems.

The photoinduced phase transitions in VO2 polycrystalline thin film was first inves-

tigated using the UED method with different pump wavelengths. The phase transition

process was identified to be a charge-driven non-equilibrium process, which requires

less energy compared to its thermodynamic counterpart. The details of the atomic

movements were extracted from the UED results, which illustrates the step-wise atom-

ic motions after photo-excitation. The initial dilation of V-V bonding strongly suggests

the excitation of d bonding electrons initiated by fs laser pulses, which have strong cor-

relation features in VO2’s electronic structure [142]. It is also consistent with recent

theoretical investigations, which indicate the important contribution of the electron

correlations on V-V dimers [69]. The phase transitions of VO2 were then studied at

the sub-micrometer scale using VO2 single-crystal nanobeams. The structural phase

transition was found to be decoupled from the metal-to-insulator transition investi-

gated with the optical microscope and electron diffraction, which clearly distinguish

the Mott-Hubbard nature of the insulating band gap in VO2 [119]. The decoupling

effect was attributed to the interface charge doping from different types of substrates.

The results here suggest a new phase of VO2 (monoclinic but metallic), which has not

been covered by theoretical investigations. At the same time, it also highlights the

sensitivity of the strongly correlated material to its environmental parameters, when
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Figure 8.4: a) Intensity dynamics of the Bragg reflection [302̄] with different RF powers
in the cavity. The solid lines are the fitting of the dynamics with error functions, whose
width yields the temporal resolution of the RF-compression UEM. The total number
of electrons are all ∼106 e−/pulse before the RF cavity. Due to the aperture cutting,
∼105 e−/pulse for 0 W and 210 W RF power and ∼104 e−/pulse for 300 W power are
used for diffraction. b) Temporal resolution, which is extracted from the error-function
fitting in (a), as a function of RF power.
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its dimension is reduced to microscopic scale. In the UED measurements, anisotropic

phonon response and strong reduction of the optically accessible spectral weight in the

new M3 phase have been identified, indicating a spectral weight transfer throughout

the metal-to-insulator transition, which has been confirmed by other experimental [58]

and theoretical [69] studies.

The success of these studies is based on the direct access of short electron probes

to the ultrafast temporal evolution of the lattice structures in solids after optical ex-

citation. From the studies, we found we reached the limit of the first-generation UED

system on both the beam brightness and the temporal resolution, which is limited

by the space charge effects. Using the projection-shadow-imaging technique, the s-

pace charge effect is investigated at the near-cathode-surface region, where the strong

Coulomb repulsion plays an important role, because of the high electron density in this

region. The following space-charge-led features have been identified [159]:

1. Power-law scaling between pulse width to the number of electrons in the pulse;

2. Broadening of initial phase space of electron pulses during the photoemission

process;

3. Virtual cathode effect, which limits the electron brightness.

To increase the electron pulse brightness and reduce its duration, an RF-compression

scheme is proposed and its performance is discussed under the framework of the ana-

lytical Gaussian model (AGM) [177, 178, 188], serving as the fundamental model for

the RF-compression ultrafast electron microscope (UEM), which is under development

at Michigan State University.

In the RF-compression UEM, an RF cavity is implemented to compress the space-

charge-broadened electron pulse in its longitudinal direction by applying an oscillat-

ing electric field to reverse the momentum-space correlation of the electron pulse in

its phase space [159, 212]. The optimum pulse-compression condition relies on the
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high timing accuracy between the electron pulse arrivals to the RF electric field in-

side the cavity, which can be achieved through phase-lock loops (PLLs). The phase-

locking problems at the low-power level and cavity level have been introduced and

discussed in detail. At the low-power level, ∼50 fs phase jitter has been demonstrated

by temperature-stabilizing RF components of the low-level RF PLL. The fundamental

limit is found to be the amplitude and pointing fluctuations of the laser oscillator. At

the cavity level, the temperature of the cavity is actively adjusted by the cavity PLL

to track the frequency shift of the laser oscillator. An optimum timing jitter of ∼100

fs is demonstrated at the high-power level. The performance of the RF-compression

UEM is, then, characterized and the pulse compression is demonstrated on the VO2

thin-film sample, which shows fast response of the lattice structure after optical excita-

tion. The best temporal response determined from the experiments is ∼5 ps, which is

largely limited by instabilities in the setup at the current stage. At the time of writing

this thesis, a new system parameters are set up and under calibration, which is able to

achieve a better temporal resolution with both the beam and the temperature stability.

Ongoing efforts to improve the performance of the UEM include:

1) Reduce the temperature fluctuations induced by the high-power amplifiers

Currently, the RF-amplifier station is overrated and generates huge amount of heat,

which affects the room temperature, hence causes fluctuations to other temperature-

sensitive instruments, including the laser oscillator, the low-level PLL and the RF

cavity. With better knowledge of the compression power requirement, a simpler am-

plifier structure can be implemented to improve the stability of the overall system.

2) Actively stabilize the laser oscillator amplitude and pointing for low-level PLL

The timing jitter of the low-level PLL is still limited to several hundred fs for a

long-term operation, which is caused by the amplitude and pointing fluctuation of the

laser oscillator. Different approaches have been proposed to reduce its contribution to

the timing jitter [204, 206, 207] and sub-10 fs timing jitter for long-term operation has
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been demonstrated to be achievable [207].

3) Tune the electron optics for high-density electron pulses

The electron optics in conventional electron microscopes is designed for single (or

low-density) electron operations, where the strong electron-electron repulsion is usually

ignored. However, in the RF-compression UEM, the performance of the electron optics

depends highly on the electron beam density. At different beam densities, the electron

optical arrangement needs to be re-optimized. Experimental protocol must account for

this effect. A better defined optical tuning procedure informed by the efficient multi-

particle simulations [216], taking the space charge effect into account, needs to be put

in place.

With these improvements, manifold perspectives arise for investigations in the

strongly correlated materials with micrometer, even nanometer, dimensions, such as

electron and lattice interplay in high-Tc superconductors, charge-density wave materi-

als, etc. Especially, with the improvements of electron optics for high-density electron

pulses, atomic resolution images can be taken with high temporal resolution, which will

be useful to illustrate interesting science in many disciplines, such as protein folding

in biological molecules, making and breaking bonds in chemical reactions, transient

states in solid-state phase transitions, to name just a few exciting possibilities.
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Appendix A

VO2 Structures and Diffraction

Simulation

A.1 Rutile Structure

The rutile structure of metallic VO2 is based on a tetragonal lattice with space group:

P42/mnm. The metal atoms are located at Wyckoff position (2a): (0, 0, 0) and ( 1
2
, 1

2
, 1

2
).

The oxygen atoms are located at position (4f): (u, u, 0), (−u,−u, 0), ( 1
2
+ u, 1

2
− u, 1

2
),

( 1
2
−u, 1

2
+u, 1

2
), where u is called the internal parameter. McWhan et al. reported the

lattice constants and the value of u of the rutile structure [149]: aR = 4.5546 Å, cR =

2.8514 Åand u = 0.3001. According to the symmetry of space group P42/mnm, the

unit cell of the rutile structure contains two formula units and the atomic coordinates

can be derived, as shown in Table A.1. In Table A.1, the unit cell vectors are defined

in a way that the aR axis is aligned with the Cartesian x axis, bR with the y axis and

cR with the z axis.

226



Orthogonal Coordinates Fractional Coordinates

Atom x (Å) y (Å) z (Å) xfrac yfrac zfrac

V1 0.0000 0.0000 0.0000 0.0 0.0 0.0

V2 2.2773 2.2773 1.4257 0.5 0.5 0.5

O1 1.3664 1.3664 0.0000 0.3 0.3 0.0

O2 -1.3664 -1.3664 0.0000 -0.3 -0.3 0.0

O3 3.6437 0.9109 1.4257 0.8 0.2 0.5

O4 0.9109 3.6437 1.4257 0.2 0.8 0.5

Table A.1: List of orthogonal atomic coordinates and internal fractional coordinates
of VO2 Rutile (R) structure.

A.2 M1 Structure

The M1 phase of VO2 is characterized by the monoclinic structure with the space

group P21/c. Anderson first reported the lattice constants of the M1 structure [122]:

aM1 = 5.743 Å, bM1 = 4.517 Å, cM1 = 5.375 Åand βM1 = 122.61o. Later on, Longo

and Kierkegaard refined lattice constants [124]: aM1 = 5.7517 Å, bM1 = 4.5378 Å,

cM1 = 5.3825 Åand βM1 = 122.646o. In the subsequent calculation, the lattice constants

from Anderson will be used. The unit cell of the M1 structure contains four formula

units. The metal atoms, as well as the two different types of oxygen atoms, occupy the

Wyckoff positions (4e): (u, v, w), (−u,−v,−w), (u, 1

2
−v, 1

2
+w) and (−u, 1

2
+v, 1

2
−w),

where u, v and w are the internal structural parameters shown in Table A.2.

With the structure parameters in Table A.2 and lattice constants, the orthogonal

atomic coordinates and internal fractional coordinates can be derived, which are listed

in Table A.3.
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Atom u v w

V 2.424 0.975 0.025

O1 0.10 0.21 0.20

O2 0.39 0.69 0.29

Table A.2: Crystal structure parameters of M1-VO2 as given by Anderson [122]

Orthogonal Coordinates Fractional Coordinates

Atom x (Å) y (Å) z (Å) xfrac yfrac zfrac

V1 -4.4041 0.1132 -1.3174 0.242 0.975 0.025

V2 4.4041 -0.1132 1.3174 -0.242 -0.975 -0.025

V3 2.1456 2.3770 0.1310 0.242 -0.475 0.525

V4 -6.6626 2.1507 2.7657 -0.242 1.475 0.475

O1 -0.9486 0.9055 0.0050 0.1 0.21 0.2

O2 -3.1167 1.3130 -1.3997 0.39 0.69 0.29

O3 0.9486 -0.9055 -0.0050 -0.1 -0.21 -0.2

O4 3.1167 -1.3130 1.3997 -0.39 -0.69 -0.29

O5 -1.3099 3.1694 1.4534 0.1 0.29 0.7

O6 0.8582 3.5769 0.0486 0.39 -0.19 0.79

O7 -3.2071 1.3583 1.4433 -0.1 0.71 0.3

O8 -5.3752 0.9508 2.8481 -0.39 1.19 0.21

Table A.3: List of the orthogonal atomic coordinates and the internal fractional coor-
dinates of M1-VO2 structure.
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There are several details worth noting in Table A.3:

1. In the M1 structure, the V-V dimer forms along the aM1 axis, which is equivalent

to the cR axis in the rutile structure. In Table A.3, the cR axis is defined to be

along the Cartesian z-axis. So, to be consistent, in the M1-VO2, aM1 is along

the z-axis, bM1 along the x-axis, and cM1 is located in y-z plane with an angle

βM1 = 122.61o to the x-axis (aM1). For convenience, we can define the M1 lattice

axis in the Cartesian coordinates: aM1 = (0, 0,−5.743), bM1 = (−4.517, 0, 0) and

cM1 = (0, 4.5277, 2.8967).

2. In the definition of the internal fraction coordinates, xfrac is the fractional atomic

coordinate along the aM1 axis, yfrac along the bM1 axis and zfrac along cM1 axis.

So, zfrac is not orthogonal to xfrac.

The structure of M1-VO2 is closely related to the high-temperature rutile structure.

The most significant difference is the V-V atom dimerization along the cR (aM1) axis,

which breaks the high-temperature tetragonal symmetry and doubles the unit cell size

along the cR (aM1) axis. Comparing the lattice constants of the rutile and M1 structures,

we find that the M1’s translational symmetry can be approximately written as:

aM1 ≈

⎛
⎜⎜⎜⎜⎝

0

0

−2cR

⎞
⎟⎟⎟⎟⎠ , bM1 ≈

⎛
⎜⎜⎜⎜⎝
−aR
0

0

⎞
⎟⎟⎟⎟⎠ , cM1 ≈

⎛
⎜⎜⎜⎜⎝

0

aR

cR

⎞
⎟⎟⎟⎟⎠ . (A.2.1)

This representation emphasizes that the unit-cell size of the monoclinic structure is

approximately double of the rutile unit-cell size along the cR axis. There is a lattice

strain, which causes deviations of the ratios: cM1 sin(βM1)

cR
=1.0159, −cM1 cos(βM1)

aR
=0.9941

and aM1

2cR
=1.0070, from unity. To simplify the problem, we are going to ignore the lattice

strain and assume the ratios above are unity, then the M1 structure can be directly

derived by distort V-V bonding in the rutile structure within a supercell containing
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Orthogonal Coordinates Unit cell shift

Atom x (Å) y (Å) z (Å)

V1 0.1129 0.1132 -1.3174 (0,b-1,0)

V2 -0.1129 -0.1132 1.3174 (0, b+1,0)

V3 2.1456 2.3770 0.1310 (0, 0, 0)

V4 2.3714 2.1507 2.7657 (0, b-2,0)

V5 0.1129 4.6409 1.5793 (0, b-1,c+1)

V6 -0.1129 4.4145 -1.5289 (a+1, b+1,c+1)

V7 2.1456 6.9047 3.0277 (a+1, b+1, c+1)

V8 2.3714 6.6784 -0.0806 (a+1, b-2,c+1)

Table A.4: List of the orthogonal atomic coordinates of the M1-VO2 with the supercell
definition. The ‘Unit cell shift’ shows the movements of the atom from its original
atomic coordinates in Table A.3 to the new coordinate. For example, ‘(a+ 1, b− 1, 0)’
means the new atomic coordinates are derived by moving the atom along +aM1 axis
by one unit cell and along the −bM1 axis by one unit cell from its original coordinates.

eight formula units: a = (aR, 0, 0), b = (0, 2aR, 0) and c = (0, 0, 2cR), as shown in Fig.

A.1. To confine the atoms of the M1 structure into a supercell, the V atoms’ orthogonal

coordinates have the following confinements:

x ∈ [0, aR], y ∈ [0, 2aR], z ∈ [0, 2cR]. (A.2.2)

To agree with the above confinements, the V atoms listed in Table A.3 can be moved

by one unit cell along the aM1, bM1 and cM1 axes or any combinations of these to find

the coordinates of their equivalent atoms in the supercell. Table A.4 shows the new V

atoms coordinates after the movements.
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A.3 Atomic Movements from Rutile Structure to

M1 structure

In order to figure out how the V-V bonds are distorted from the rutile structure to

the M1 structure, we need to find out the correspondence of the atoms in Table A.4

to the atoms in Table A.5. The list of the V atoms in Table A.5 is sorted that a

direct correspondence between Table A.5 and Table A.4 can be found. By comparing

the atomic coordinates, it is not difficult to derive the distortions within the V-V

bonds, as shown in Table A.6. We find that the supercell contains two long bonds

(V5-V6 and V7-V8) and two short bonds (V1-V2 and V3-V4). None of the four V-V

bonds are equivalent. In addition, the bond V3-V4 is offset from the bond V1-V2 by

( 1
2
aR,

1

2
aR,

1

2
cR), the bond V5-V6 is offset by (0, aR, 0) and the bond V7-V8 is offset by

( 1
2
aR,

3

2
aR,

1

2
cR). Fig. A.1 represents the V atom movement from the rutile (dashed red

circles) to the monoclinic (solid blue circles) structures.

We can shift all the atoms’ coordinates in Table A.4 by 1.4357 Å in the z direction

and rearrange the oxygen atoms’ coordinates. Thus, a direct correspondence between

the atomic coordinates in the two structures can be seen. Table A.7 lists the orthogonal

coordinates of V atoms and O atoms in the rutile structure and the monoclinic structure

with the supercell definition.
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Orthogonal Coordinates Unit cell shift

Atom x (Å) y (Å) z (Å)

V1 0.0000 0.0000 0.0000 (0,0,0)

V2 0.0000 0.0000 2.8514 (0,0,c+1)

V3 2.2773 2.2773 1.4257 (0,0,0)

V4 2.2773 2.2773 4.2771 (0,0,c+1)

V5 0.0000 4.5546 2.8514 (0,b+1,c+1)

V6 0.0000 4.5546 0.0000 (0,b+1,0)

V7 2.2773 6.8319 4.2771 (0,b+1,c+1)

V8 2.2773 6.8319 1.4257 (0,b+1,0)

Table A.5: List of the orthogonal atomic coordinates of R-VO2 with the supercell
definition. The ‘Unit cell shift’ shows the movements of the atom from its original
atomic coordinates in Table A.1 to the new coordinates. The list is ordered in a
one-to-one correspondence with the M1 structure atomic coordinates in Table A.4

V-V bonds Δx (Å) Δy (Å) Δz (Å) Bond Distance (Å)

V1-V2 -0.2258 -0.2264 2.6348 2.6541

V3-V4 0.2258 -0.2264 2.6348 2.6541

V5-V6 -0.2258 -0.2264 -3.1082 3.2146

V7-V8 0.2258 -0.2264 -3.1082 3.2146

Table A.6: Four pairs of the V-V bonds in the supercell. Δxi=xi(m)-xi(n) for the bond
Vn-Vm, where i = {x,y,z}
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Figure A.1: V-V bond distortion illustrated under supercell definition. The dashed red
circles represent the rutile structure, in which the V atoms are equally spacing along
rutile cR axis. The blue solid circles represent the M1 structure. The blue dashed lines
show the atomic distortion from rutile position to monoclinic position in y-z plane.
The cross means atom moves along -x direction, while the dot +x direction. The
displacements of V atoms are exaggerated for the purpose of illustration. Blue solid
line encircles the unit cell of M1-VO2.
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Rutile M1

Atom x (Å) y (Å) z (Å) x (Å) y (Å) z (Å)

V1 0.0000 0.0000 0.0000 0.1129 0.1132 0.1183

V2 0.0000 0.0000 2.8514 -0.1129 -0.1132 2.7531

V3 2.2773 2.2773 1.4257 2.1456 2.3770 1.5667

V4 2.2773 2.2773 4.2771 2.3714 2.1507 4.2014

V5 0.0000 4.5546 2.8514 0.1129 4.6409 3.0150

V6 0.0000 4.5546 0.0000 -0.1129 4.4145 -0.0932

V7 2.2773 6.8319 4.2771 2.1456 6.9047 4.4634

V8 2.2773 6.8319 1.4257 2.3714 6.6783 1.3551

O1 1.3664 1.3664 0.0000 1.4003 1.3130 0.0360

O2 -1.3664 -1.3664 0.0000 -1.3099 -1.3583 -0.0076

O3 3.6437 0.9109 1.4257 3.5684 0.9055 1.4407

O4 0.9109 3.6437 1.4257 0.8582 3.5769 1.4843

O5 1.3664 1.3664 2.8514 1.3099 1.3583 2.8790

O6 -1.3664 -1.3664 2.8514 -1.4003 -1.3130 2.8354

O7 3.6437 0.9109 4.2771 3.6588 0.9508 4.2838

O8 0.9109 3.6437 4.2771 0.9486 3.6222 4.3274

O9 1.3664 5.9210 0.0000 1.3099 5.8860 0.0327

O10 -1.3664 3.1882 0.0000 -1.4003 3.2147 -0.0109

O11 3.6437 5.4655 1.4257 3.6588 5.4785 1.4375

O12 0.9109 8.1983 1.4257 0.9486 8.1499 1.4811

O13 1.3664 5.9210 2.8514 1.4003 5.8407 2.9327

O14 -1.3664 3.1882 2.8514 -1.3099 3.1694 2.8891

O15 3.6437 5.4655 4.2771 3.5684 5.4332 4.3374

O16 0.9109 8.1983 4.2771 0.8582 8.1046 4.3810

Table A.7: List of the orthogonal atomic coordinates of the rutile and the M1 structures
in the supercell coordinates. The atoms are moved that one-to-one correspondence on
the atomic coordinates is formed between two structures.
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Appendix B

Optical Constants of VO2 M1 Phase

The real part ε1 and imaginary part ε2 of the dielectric constants can be extrapolated

from Ref. [126]. The refractive index n is given by

n =

√√
ε21 + ε22 + ε1

2
, (B.0.1)

and the extinction coefficient k is given by

k =

√√
ε21 + ε22 − ε1

2
. (B.0.2)

Using the results from Ref. [126], n and k can be calculated and are plotted as a

function of the photon energy in Fig. B.1. In Ref. [74], n and k for 790 nm photons

(1.57 eV) are reported to be 2.9 and 0.5, respectively, which is in fair agreement with

Fig. B.1.

The optical reflectivity R can be calculated using n and k by

R =
(1− n)2 + k2

(1 + n)2 + k2
, (B.0.3)
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Figure B.1: Refractive index n and extinction coefficient k as a function of the photon
energy, derived using the data from Ref. [126].
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Figure B.2: Reflectivity R and optical penetration depth δ as the function of the
wavelength λ.

and the penetration depth δ is given by

δ =
λ

4πk
. (B.0.4)

R and δ as a function of the wavelength λ is plotted in Fig. B.2.
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Appendix C

Supplementary Materials for VO2

Nanobeam Experiments

C.1 Extended Steady-state Experiments of VO2 Nano-

beams Supported by Different Substrates

To investigate the reproducibility of the separation of MIT and SPT of VO2 nanobeams

on different substrates, a total of 11 different samples were prepared and measured (4

on the Au grids, 3 on the Si window, 2 on the Cu grid, and 2 on the Ni grids). The

TEM windows and grids used are listed below:

1. Gold: Gilder Extra Fine Bar Grids, Ted Pella, Prod NO. G1500HSG

2. Silicon: Silicon Aperture Frame (no support film), Ted Pella, Prod NO. 21542-10

3. Copper: Gilder Extra Fine Bar Grids, Ted Pella, Prod NO. G1500HS

4. Nickel: Gilder Extra Fine Bar Grids, Ted Pella, Prod NO. G1500HSN

These TEM grids/windows were used without additional surface cleaning treatment.
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The different results of the MIT and SPT measurements are tabulated in Table

C.1. Generally, there are distinct differences in the SPT critical temperature during

heating (TH
c ) on different substrates. The Cu grid produces the highest TH

c (higher

than 363 K - the temperature limit of the TEM stage), followed by the Au grid (361

K) and the Ni grid (342 K). In contrast, all the MIT experiments show similar critical

temperature TH
c =339±2 K, independent of the substrates. On the silicon substrate

the TH
c of MIT and SPT are indistinguishable within the precision of our temperature

calibration at two different stages. The critical temperatures determined during cooling

are less reproducible and highly depend on the history of heating and cooling, resulting

in a broad range of ΔT from 4 to 30K.

Similar measurements were also carried out on as-grown VO2 nanobeams on a SiO2

surface. Under an optical microscope, periodic insulating and metallic domains can

be clearly observed with sample temperature is raised across the critical temperature,

which indicates the strain effects induced from the substrate. The structural phase

transition is studied using our ultrafast electron diffraction (UED) system, where the

sample temperature can be increased across the phase transition critical temperature.

The diffraction pattern is shown in Fig. C.1(b), where the dimer peaks, (5 1 2̄), (3 0

1̄) and (1 1̄ 0), are the signatures of the V-V dimerization in the monoclinic structure.

C.2 Estimation of Temperature Rise after Pump

Laser Excitation

To estimate the absorbed pump energy and understand the ultrafast pump-probe dy-

namics, it is very important to apply the correct optical constants in the calculation.

We determine the optical absorbance and penetration depth of VO2 at wavelength λ =

800 nm using the real (n) and imaginary (k) parts of the reflection index. For mono-
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Sample Substrate MIT SPT

TH
c (K) TC

c (K) ΔT (K) TH
c (K) TC

c (K) ΔT (K)

Au-001 Gold 340.7 326.7 12.0 358.9 330.5 28.4

Au-002 Gold 338.0 327.3 12.0 362.8 336.5 26.3

Au-003 Gold 339.3 332.2 7.1 360.3 346.1 14.2

Au-004 Gold 340.4 335.2 5.2 >356 – –

Si-001 Silicon 336.8 332.3 4.8 338.1 333.2 4.9

Si-002 Silicon 338.4 333.2 5.2 337.1 331.0 6.1

Si-003 Silicon 338.6 334.8 3.8 339.6 333.8 5.8

Cu-001 Copper 337.0 331.9 5.1 >363.0 – –

Cu-002 Copper 339.3 333.2 6.1 >363.0 – –

Ni-001 Nickel 338.9 324.7 14.2 343.6 329.8 13.8

Ni-002 Nickel 335.7 326.6 9.1 339.0 327.7 11.3

Table C.1: Various critical temperatures obtained during heating (TH
c ) and cooling

periods (TC
c ) in the metal-insulator transition (MIT) and the structural phase transition

(SPT) characterizations of VO2 nano-beams supported on different substrates. The
supercooling effect can be gauged by the downshift of the critical temperature obtained
during cooling compared to that during heating period (ΔT).
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Figure C.1: a. The SEM image of VO2 nano-beams grown on a SiO2 substrate. The
electron beam cross-section is presented in the circular area. b. Diffraction pattern of
VO2 nano-beam as-grown on SiO2 substrate at room temperature

clinic M1 phase, n=2.9, k=0.5; and for rutile phase n=2.3, k=0.79 [74]. The reflectivity

R can be calculated by

R =
(1− n)2 + k2

(1 + n)2 + k2
. (C.2.1)

We obtain, for monoclinic M1 phase R=0.25, and for rutile phase R=0.19. The ab-

sorbed optical energy density Eph can be calculated by

Eph = F (1−R)/d, (C.2.2)

where F is the pump laser fluence, and d = λ/4πk is the penetration depth, which is

127.3 nm for the monoclinic M1 phase and 88.4 nm for the rutile phase, respectively.

The laser-induced temperature rise (ΔT) can be determined by

ΔT = Eph/Cv, (C.2.3)

where Cv is the heat capacity. With F=7 mJ cm−2 and Cv=3.1 J K−1cm−3 near the

room temperature [133], we can get a temperature rise of 133 K for M1 phase (assuming

no phase transition) and 207 K for rutile phase, which is shown as dashed lines in Fig.
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4.8(c).

C.3 Anisotropic Debye-Waller Analysis of Pump-

probe Measurements on Au-supported VO2 Nano-

beams

In addition to the temperature estimation using the optical and thermal constants, the

Debye-Waller analysis also allows us to extract the lattice temperature directly from

the UED results.

The analysis starts from fitting the diffraction patterns. We used the program

‘Crystal-maker’ to simulate the VO2 diffraction pattern and compare it with the ex-

perimental data. The VO2 nanobeam’s orientation can be resolved through the com-

parison, and the diffraction pattern can be correctly indexed, as shown in Fig. C.2.

According to the Debye-Waller (DW) theory, the intensity of the Bragg peaks are

related to the amplitude of atomic displacement variances for a reciprocal lattice vector

q∗, which is given by

σ2
q∗ = −

ln(
Iq∗(t)

Iq∗(t < 0)
)

q∗2
,

(C.3.1)

where Iq∗(t) is the intensity of the Bragg peak with the reciprocal lattice vector q∗,

Iq∗(t < 0) is the ground-state peak intensity before the pump pulse arrives. In the

single-crystal diffraction, each Bragg peak carries the information of a crystal momen-

tum q∗, which represents a set of crystal planes with a certain orientation in real space.

The anisotropic structural dynamics can be distinguished from the difference in the

intensity dynamics of different Bragg peaks. However, because the signal-to-noise ra-

tio (SNR) of a single Bragg peak is not high enough to extract the dynamics of the

corresponding atomic planes, averages among different Bragg peaks need to be taken
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Figure C.2: a) Electron diffraction pattern with Miller indices of VO2 single crystal
nanobeam measured using UED. Inset: Crystal-maker simulation of the diffraction
pattern.
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Figure C.3: Principle of projection of atomic variance with arbitrary vector q∗ and q∗⊥
onto q∗[100]

to improve the (SNR). In VO2, the V-V dimerization is along the aM (cR) axis with

Miller index [100], and its electronic structure is also strongly anisotropic [58, 70]. To

capture the anisotropic nature of the atomic variances, we can project the atomic vari-

ances of other directions onto the [100] direction and the direction perpendicular to

[100] (⊥[100]).

In Eqn. C.3.1, the atomic displacement variances along the vector q can be quan-

tified by the intensity change of the Bragg peak of q∗, where q∗ is the reciprocal lattice

vector of the real-space vector q. Similarly, the atomic fluctuations perpendicular to

q is related to the Bragg peak intensity of q∗⊥, where q
∗
⊥ is also perpendicular to q∗ in

the reciprocal space. The two atomic variances σq and σq⊥ can be projected onto the

directions of [100] and ⊥[100] by considering the angles α and β, as shown in Fig. C.3.

In the analysis, we include all the available pairs of q∗ and q∗⊥ in the diffraction pattern

and average their intensity variations to get the averaged atomic variances Δu2
out (out-

of-bc-plane) along the [100] direction and Δu2
in (in-bc-plane) along the ⊥[100] direction.

The following is the mathematical derivations of Δu2
out and Δu2

in from the intensity

variations of the Bragg peaks. The averaged atomic variances along the [100] direction
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can be calculated by

Δu2
out =

∑Npair

i
(σ2

qi
cos2 βi + σ2

qi,⊥ cos
2 αi)

Npair

=

∑Npair

i
[−

ln(Iqi(t)/Iqi(t < 0))

qi2
cos2 βi −

ln(Iqi,⊥(t)/Iqi,⊥(t < 0))

qi,⊥2
cos2 αi]

Npair

,

(C.3.2)

where Npair is the number of the pairs of the Bragg reflections. Similarly, in the

direction perpendicular to [1 0 0] direction, we have

Δu2
in =

∑Npair

i
(σ2

qi
sin2 βi + σ2

qi,⊥ sin
2 αi)

Npair

=

∑Npair

i
[−

ln(Iqi(t)/Iqi(t < 0))

qi2
sin2 βi −

ln(Iqi,⊥(t)/Iqi,⊥(t < 0))

qi,⊥2
sin2 αi]

Npair

.

(C.3.3)

The anisotropic atomic displacement variances after pump-laser excitation is shown

in Fig. 4.8(c). We found that there is a difference between Δu2
out and Δu2

in in the

M∗
1 phase, while this difference disappears when VO2 is in the M3 phase. This result

indicates that there might be soft-phonon mode excited along the aM axis during the

M∗
1-to-M3 MIT, which was also indicated by previous X-ray diffraction experiments

[149].

The relationship between the mean square of the atomic variances and the crystal

temperature has been characterized by early X-ray experiments [143, 149, 217], which

showed an anomalously large DW factor in the metallic rutile structure suggesting a

lattice softening. Fig. C.4(a) shows the data of the atomic variances projected along

the rutile aR and cR axes, reconstructed using the results from earlier X-ray diffraction

[143, 149] and X-ray near-edge absorption spectroscopy [217] experiments. A sharp

jump is clearly visible (up to a factor of 4) following the insulator-metal transitions. A

linear correlation between the temperature rise and the change of atomic variances can
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Figure C.4: (a) The projected atomic displacement variance u2, compiled based on data
extracted from X-ray diffraction experiments (see Marezio et al. [143] and McWhan
et al. [149]), and X-ray near-edge absorption spectroscopy experiment (see Yao et al.
[217]). Generally, u2 is larger along the rutile c-axis (cR) than along the rutile a-axis
(aR) and b-axis (bR, not shown, but similar to aR values). A significant rise of u2

following insulator-metal transition is clearly visible. (b) The correlations between the
temperature rise (ΔT) and the increase in atomic displacement variance (Δu2) in the
transition region are shown.

be established in the transition region, as shown in Fig. C.4(b). Using this correlation,

we can estimate the temperature increase following photo-excitation in the M3 state.

Note that, in Fig. C.4, u2 stands for the absolute value of the atomic variances, while

Δu2 is the relative change of the atomic variances from the ground state. Because, in

the UED measurements, the ground-state Bragg peak intensities are always taken as

the reference, only the changes of the atomic variances induced by the pump laser are

measured. Based on the maximum change in Δu2 ∼0.0035Å2 along cR, we determine

ΔT to be no more than 20 K at F=7 mJ cm −2.
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Appendix D

Supplementary Materials for

Projection-shadow-imaging

Technique

D.1 Normalization Factor for Analytical Descrip-

tion

The integrated intensity of the shadow image in Eqn. 5.2.5 should only depend on the

electron sheet density, if we assume the electron-electron scattering cross-section λ does

not change. However, if we plot the function in Eqn. 5.2.5 with a fixed electron sheet

density, Σ, but with a varying point-projection distance (PPD), x0, we will find that

the integrated intensity under the shadow image profile is not a constant, as shown in

Fig. D.1(a). To normalize Eqn. 5.2.5, we can integrate the function over the range on
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where d is the position on the screen. The definitions of other parameters can be find

in Chapter 5. To cancel the effects of the dimensional parameters (x0, L and σx) on

the integrated intensity, a normalization factor x0/(Lσx) needs to be applied. The

normalized form of Eqn. 5.2.5 is
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In Fig. D.1(b), we can see that the integrated intensity of the normalized analytical

function, M(d), is a constant for a fixed electron sheet density.

D.2 Calibration of Projection Shadow Imaging Tech-

nique

D.2.1 Image the Photoemitted Electron Pulses from HOPG

with Different x0

To understand and calibrate the projection shadow image technique, a series of ex-

periments are carried out on the HOPG surface, following R. K. Raman’s early work
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Figure D.1: a) Analytical description of the shadow images (Eqn. 5.2.5) on the camera,
with λξΣ = 1.0, σz = 10 μm, L = 165 mm, z0 = 20 μm and varying PPD (x0 =
5(black), 4(red), 2(green), 1(blue) mm). The curves have the same intensity, but
different integrated intensities. (b) Analytical function after normalization,M(d) (Eqn.
D.1.2), with the same set of parameters used in (a). The integrated intensity is a
constant with varying x0.

[158]. The experiments are operated with different point-projection distances (PPDs),

x0, with the same pump laser configuration, and hence, the same photoemission con-

ditions. x0 is changed by bending the electron beam using a front-deflector, thus,

adjusting the location of point P on the sample surface, as shown in Fig. D.2(a).

The exact x0 values are confirmed by the spatial cross-correlation measurements using

laser pumps and electron probes. The obtained shadow images are analyzed using the

analytical model in Eqn. 5.2.6. The center of mass (COM) locations and the pulse

longitudinal widths as a function of delay time are plotted in Fig. D.2(b) and (c) for

different values of x0. Ideally, because of the identical photoemission conditions, the

extracted dynamics of the COMs and pulse widths should be the same with different

values of x0, if Eqn. 5.2.6 be reliable to deconvolute the projection-imaging geometry.

From the results shown in Fig. D.2(b) and (c), we can conclude that fitting the ex-

perimental image profile using Eqn. 5.2.6 can give us a good estimation on the pulse

COM locations and longitudinal widths. We do find that when x0 is too small, the
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Figure D.2: a) Side-view of the experimental setup. Pump laser is aimed at a fixed
position on HOPG surface with fluence 54 mJ/cm2, to ensure the reproducible pho-
toemission conditions, when x0 is changing. b) Center of mass (COM) location above
HOPG surface as the function time, which is obtained from analytical-model analysis
(Eqn. 5.2.6). c) Electron pulse longitudinal width, σz, evolves as the function of time.

results deviate from the others, like x0 =1.71 mm in Fig. D.2(c), so short x0 should

be avoided in experimental setups, in which the shallow angle of the incident electron

beam elongates the footprint of probing electron pulse and P can no longer be treated

as a point source.

On the other hand, the fitting using Eqn. 5.2.6 cannot yield a consistent result for

the electron density. The fitting results of λξΣ are not a constant for different values of

x0, even though the electron pulses should have the same electron density. This result

indicates that Eqn. 5.2.6 is physically not correct, because it completely ignores the
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Coulomb field of the photoelectron pulses.

D.2.2 Ray-Tracing Imaging Simulation

To further understand the projection shadow imaging technique, we need to measure

the number of electrons and find the relationship between the electron sheet density

and fitting parameter λξΣ in Eqn. 5.2.5 and 5.2.6. If we assume every pulse contains

106 electrons, with 1 kHz repetition rate, the total current we will have is only ∼ 100

pA, which is very difficult to be measured accurately. In addition, the experimental

setup also limits the space available for mounting the current sensor. So, we choose

to use the ray-tracing simulations of the projection shadow imaging process to predict

the density of electrons.

The ray-tracing program calculates the probing electrons’ trajectory and numeri-

cally rebuilds the shadow images. To avoid the expensive multi-particle simulations,

the program uses disk mean-field model of the target electron pulse to calculate the

probing electrons’ trajectory. The errors from the disk mean-field model is first cor-

rected by comparing its electric field distribution with that of the real electron pulse

with a three-dimensional Gaussian distribution. The ray-tracing simulation program

is constituted by two parts:

1. Field Program is to correct the errors of the electric field distribution caused by

the disk mean-field approximation.

2. Imaging Program is to calculate the probing electrons’ trajectories and the nor-

malized shadow images on the ‘screen’

In the Field Program, the mean-field of the slices of the electron pulse is calculated

and compared with a multi-particle calculation with high precision. Then, the ‘near

field’ and the ‘far field’ corrections are derived and to be used in the Imaging Program.
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In the Imaging Program, the imaging process is simulated. For convenience of the

calculation, the probing electron-source is assumed to be a single point at the same

height as the target electron pulse, as shown in Fig. D.3(a). This approximation is

justified by the fact that the imaging projection angles in the experiments are usually

very small (z0/x0 < 0.02 rad). To get enough signal-to-noise ratio (SNR), 107 electrons

are ‘emitted’ from the source point, P . The trajectories of the electrons are calculated

considering the electric field of the target electron pulse and the electron counts are

recorded and pixelated by the ‘CCD screen’, which is 16.5 cm away from P . The

pixel size is 44.95 μm, which is the same as the pixel size of the real CCD camera

in the experiments. Following the data analysis procedure in real experiments, the

simulated electron distribution on the ‘screen’ is subtracted and normalized by the

reference distribution, which is taken, when the target electron pulse is not in space.

The dimensional parameters (σx, σy, σz) of the target electron pulse are directly set

in the program, while the simulated shadow images are fitted using Eqn. 5.2.6. The

results confirm that the analytical description (Eqn. 5.2.6) can be used to reliably

extract the dimensions of photoelectron pulses, when the electron density is not very

high (ρ <100 e−/μm3). The Imaging Program, on the other hand, can be used to fit

the experimental shadow-image profile to extract the electron density, which cannot be

accurately obtained by the analytical fittings. Fig. D.3(b) and (c) show the simulated

shadow images compared with the experimental results with x0 = 5.48 mm and 1.71

mm, respectively. The fitting gives electron sheet density to be Σ =8.7 × 1012 m−2 for

x0 = 5.48 mm and Σ =8.5 × 1012 m−2 for x0 = 1.71 mm, which is consistent with each

other.
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Figure D.3: a) Geometry of shadow image simulation. The source point P is at the
same height as the target electron pulse. b) Comparison of simulated shadow image
(red open triangle) with the experimental results (black solid square) with x0 = 5.48
mm. The data is taken with delay time Δt = 100 ps after photoemission. The pa-
rameters in the shadow-imaging simulation are σx =370 μm, σy=260 μm, σz=40 μm
and Σ =8.7 × 1012 m−2. c) Comparison of simulated shadow image (red open triangle)
with the experimental results (black solid square) with x0 = 1.71 mm. The dimensional
parameters are the same as b), while Σ =8.5 × 1012 m−2.
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D.2.3 Experimentally Measuring Electron Sheet Density with

Bragg-beam Deflecting Effects

The electron sheet density, Σ, can also be experimentally measured from the dynamics

of the Bragg peaks’ movements. In HOPG diffraction patterns, there are three Bragg

peaks available at the center of the electron pulse image, which are indexed as (0,0,6),

(0,0,8) and (0,0,10), as shown in Fig. D.4(a) [158]. Due to the Coulomb repulsion of

the photoelectron pulses, the Bragg beams are deflected, which presents as movements

of the Bragg peaks on the CCD camera. The dynamics of the Bragg-peak movements

are plotted in Fig. D.4(b). The movements is initially upwards (away from the sample

surface), since the photoelectron pulse is lower than Bragg peaks, while the movement

direction is switched to downwards, after the electron pulse crosses the Bragg beams.

The solid lines in Fig. D.4(b) are the simulation results for the Bragg-beam deflecting.

The dimensional parameters of the photoelectron pulses are extracted from the exper-

imental data using Eqn. 5.2.6. The electron sheet density Σ is 8.0 × 1012 m−2 in the

Bragg-beam deflection simulation. Here, we can see that the Bragg-beam deflection

simulation successfully captures the process of the Bragg-peak movements, and it also

helps to confirm the charge density.
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Figure D.4: a) Schematics of the PSImg technique [158]. Bragg peaks from HOPG
sample cross the photoelectron pulse above the HOPG surface, as shown in the inset.
The dashed arrows illustrate the effects of the photoelectron pulse applying on the
Bragg beams. b) Bragg beams’ movements as a function of time delays. The symbols
are the experimental results. The solid lines are the results of the Bragg-beam deflection
simulation with the electron sheet density Σ =8.0 × 1012 m−2.
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