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ABSTRACT

MEASUREMENT AND MODELING OF LARGE SCALE

NETWORKS

By

Muhammad Zubair Shafiq

The goal of this thesis is to identify measurement, modeling, and optimization opportu-

nities for large scale networks – with specific focus on cellular networks and online social

networks. These networks are facing unprecedented operational challenges due to their very

large scale.

Cellular networks are experiencing an explosive increase in the volume of traffic for the

last few years. This unprecedented increase in the volume of mobile traffic is attributed to

the increase in the subscriber base, improving network connection speeds, and improving

hardware and software capabilities of modern smartphones. In contrast to the traditional

fixed IP networks, mobile network operators are faced with the constraint of limited radio

frequency spectrum at their disposal. As the communication technologies evolve beyond 3G

to Long Term Evolution (LTE), the competition for the limited radio frequency spectrum

is becoming even more intense. Therefore, mobile network operators increasingly focus on

optimizing different aspects of the network by customized design and management to improve

key performance indicators (KPIs).

Online social networks are increasing at a very rapid pace, while trying to provide more

content-rich and interactive services to their users. For instance, Facebook currently has

more than 1.2 billion monthly active users and offers news feed, graph search, groups, photo

sharing, and messaging services. The information for such a large user base cannot be

efficiently and securely managed by traditional database systems. Social network service

providers are deploying novel large scale infrastructure to cope with these scaling challenges.

In this thesis, I present novel approaches to tackle these challenges by revisiting the cur-



rent practices for the design, deployment, and management of large scale network systems

using a combination of theoretical and empirical methods. I take a data-driven approach in

which the theoretical and empirical analyses are intertwined. First, I measure and analyze

the trends in data and then model the identified trends using suitable parametric models.

Finally, I rigorously evaluate the developed models and the resulting system design proto-

types using extensive simulations, realistic testbed environments, or real-world deployment.

This methodology is to used to address several problems related to cellular networks and

online social networks.
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1 Introduction

1.1 Background

Big data has become the cornerstone of the revolution in computing systems that is trans-

forming how network infrastructure, services, and applications are designed, deployed, and

managed. Many conventional wisdoms on which we have based the designs of existing net-

work systems are either not well understood or they are simply outdated due to the rapidly

changing nature of workloads, performance metrics, and user requirements. Therefore, ex-

isting systems face unprecedented challenges in terms of efficiency, performance, reliability,

adaptability, and scalability due to their inferior and outdated designs.

This thesis aims to tackle these challenges by revisiting the current practices for the de-

sign, deployment, and management of network systems using a combination of theoretical

and empirical methods. To model dynamic workload behaviors, my work takes a data-driven

approach in which the theoretical and empirical analyses are intertwined. First, I measure

and analyze the trends in data and then model the identified trends using suitable parametric

models. Finally, I rigorously evaluate the developed models and the resulting system design

prototypes using extensive simulations, realistic testbed environments, or real-world deploy-

ment. I have successfully applied this methodology to address several problems related to

mobile and cellular networks and online social networks – especially for the issues that arise

from dynamic workload behaviors.
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1.2 Contributions

This thesis takes an in-depth look at the following research problems.

1.2.1 Quality-of-Experience for Mobile Video

Mobile network operators have a significant interest in the performance of streaming video on

their networks because network factors directly influence the quality-of-experience. However,

unlike video service providers, network operators are not privy to the client- or server-

side logs typically used to measure user engagement. To address this limitation, I analyze

the impact of cellular network performance on mobile video abandonment (a measure of

user engagement) from the perspective of a network operator. I develop predictive models

to enable mobile network operators to monitor mobile video user engagement using only

standard radio network statistics and/or TCP/IP flow records, a necessity for continuous

monitoring at scale [88].

1.2.2 Mobile Network Performance during Crowded Events

Cellular network usage is at an all-time high even under normal operating conditions and

projections show that traffic volume will further increase 26x by 2015 as compared to 2010.

During crowded events, cellular networks face voice and data traffic volumes that are often

orders of magnitude higher than what they face during routine days. I conduct a large

scale investigation of cellular network performance during crowded events to identify the

root cause of performance degradation. I design and evaluate practical mitigation schemes,

such as radio resource allocation tuning and opportunistic connection sharing, which do not

require making significant changes to the current cellular network infrastructure [90].
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1.2.3 Breaching Privacy in Encrypted IM Networks

The proliferation of online social networks has attracted the interest of computer scientists to

mine the available social network data for developing behavior profiles of people. IM services

– such as Yahoo! Messenger, Skype, IRC, and ICQ – are popular tools to privately com-

municate with friends and family over the Internet. I demonstrate how to de-anonymizing

friendship links in encrypted instant messaging (IM) networks using timing analysis on the

collected network traffic logs [48]. This work is also relevant to related problems such as mix

network de-anonymization.

1.2.4 Information Hub Identification in Social Networks

Identifying top-k information hubs is crucial for many applications such as advertising in

social networks where advertisers are interested in identifying hubs to whom free samples

can be given. Centralized computation of top-k information hubs is mostly unrealistic for

parties such as advertisers because online social networking companies are reluctant to share

their interaction or friendship graphs due to privacy concerns and regulations. I develop

distributed and privacy-preserving algorithms for computing top-k information hubs in online

social networks [46, 47].

1.3 Published Material

The chapters of this dissertation are based in part on the following publications.

• M. Zubair Shafiq, Jeffrey Erman, Lusheng Ji, Alex X. Liu, Jeffrey Pang, Jia Wang.

Understanding the Impact of Network Dynamics on Mobile Video User Engagement.

ACM SIGMETRICS, 2014.

• M. Zubair Shafiq, Alex X. Liu, Amir Khakpour. Revisiting Caching in Content De-

livery Networks: Measurement, Design, and Evaluation (Extended Abstract). ACM
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SIGMETRICS, 2014.

• M. Zubair Shafiq, Lusheng Ji, Alex X. Liu, Jeffrey Pang, Shobha Venkataraman, Jia

Wang. A First Look at Cellular Network Performance during Crowded Events. ACM

SIGMETRICS, 2013.

• M. Zubair Shafiq, Lusheng Ji, Alex X. Liu, Jeffrey Pang, Jia Wang. A First Look at

Cellular Machine-to-Machine Traffic - Large Scale Measurement and Characterization.

ACM SIGMETRICS, 2012.

• M. Zubair Shafiq, Lusheng Ji, Alex X. Liu, Jia Wang. Characterizing and Modeling

Internet Traffic Dynamics of Cellular Devices. ACM SIGMETRICS, 2011.

• Muhammad U. Ilyas, M. Zubair Shafiq, Alex X. Liu, Hayder Radha. Who are You

Talking to? Breaching Privacy in Encrypted IM Networks. IEEE ICNP, 2013.

• Yipeng Wang, Xiaochun Yun, M. Zubair Shafiq, Liyan Wang, Alex X. Liu, Zhibin

Zhang, Danfeng(Daphne) Yao, Yongzheng Zhang, Li Guo. A Semantics Aware Ap-

proach to Automated Reverse Engineering Unknown Protocols. IEEE ICNP, 2012.

• M. Zubair Shafiq, Muhammad U. Ilyas, Alex X. Liu, Hayder Radha. Identifying Lead-

ers and Followers in Online Social Networks. IEEE Journal on Selected Areas in

Communications (JSAC), 2013.

• Muhammad U. Ilyas, M. Zubair Shafiq, Alex X. Liu, Hayder Radha. A Distributed

Algorithm for Identifying Information Hubs in Social Networks. IEEE Journal on

Selected Areas in Communications (JSAC), 2013.

• M. Zubair Shafiq, Lusheng Ji, Alex X. Liu, Jeffrey Pang, Jia Wang. Characterizing
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2 Quality of Experience for Mobile

Video

2.1 Introduction

Online video services such as YouTube, Netflix, and Hulu are very popular on mobile net-

works. It has been estimated that video currently makes up more than half of all mobile

data traffic and will grow by a factor of 16 by 2017 [13]. Therefore, it is crucial for mobile

network operators to monitor the user experience, or Quality of Experience (QoE), of video

streaming and understand how network characteristics and performance influence it.

Unfortunately, prior approaches for monitoring and understanding the user experi-

ence of video streaming are insufficient for mobile network operators. Recent seminal

work [15, 16, 31, 55] investigated how video streaming quality influences important user en-

gagement metrics, such as video abandonment rate. However, these studies rely on client-side

instrumentation to measure video quality metrics such as buffering, startup delay, and bi-

trate. This instrumentation is not available to network operators, so the ability to measure

user engagement using only network-side measurements is crucial from their perspective.

Other work used network traffic analysis to study video streaming volume and abandonment

rates in wired [36,39] and wireless networks [33]. However, these techniques use deep-packet-

inspection to extract information beyond TCP/IP headers, which requires significant compu-

tational resources to employ at the scale of network carriers and can pose privacy problems
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in practice. Moreover, these studies did not provide insight into how network characteristics

and performance influence abandonment rates.

To redress these limitations, this work presents the first large-scale study to characterize

video streaming performance in cellular networks and its impact on user engagement. Our

study is based on month-long anonymized data sets collected from the core network and radio

access network of a tier-1 cellular network in the United States. We analyze 27 terabytes of

video streaming traffic from nearly half a million users in this data set. Our analysis makes

two main contributions.

First, to the best of our knowledge, our analysis is the first to quantify the impact that

network characteristics have on mobile video user engagement in the wild. We quantify the

effect that 31 different cellular network factors have on video abandonment rate and video

skip (e.g., fast forward) rate. In particular, we quantify user engagement by labeling video

streaming sessions in our data set as completed/abandoned and skipped/non-skipped,

and then evaluate the extent to which core network and radio network factors correlate with

abandonment rate and skip rate. These factors include TCP flow throughput, flow duration,

handover rate, signal strength, and the physical location’s land cover type. Our results

provide network operators insights and direct guidance on how to improve user engagement.

For example, improving mean signal-to-interference ratio by 1 dB reduces the likelihood

of video abandonment by 2%. Moreover, reducing the load in a cell sector by 10 active

users reduces the likelihood of video abandonment by 7%. Through these insights, network

operators can identify and prioritize network factors that have the most impact on user

engagement.

Second, we are the first to show how a network operator can monitor mobile video user

engagement using only standard radio network statistics and/or TCP/IP flow records, a ne-

cessity for continuous monitoring at scale and for mitigating privacy concerns. Moreover, we

show that our approach can predict video abandonment very early in a video session, which

can help future networks decide which users to optimize performance for (e.g., using LTE
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self-organizing networks [1]). Specifically, we model the complex relationships between net-

work factors and video abandonment. We find that the C4.5/M5P algorithm with bootstrap

aggregation can build decision/regression tree models that accurately predict video abandon-

ment. Our results show that it can predict whether a video streaming session is abandoned

or skipped with more than 87% accuracy by observing only the initial 10 seconds. Our

model achieves significantly better accuracy than prior models that require video service

provider logs [15, 16], while only using standard radio network statistics and/or TCP/IP

headers readily available to network operators.

The rest of this chapter is organized as follows. In Section 2.2, we present a brief back-

ground and details of the data collection process. Section 2.3 presents the characterization of

video mobile video streaming performance and its impact on user engagement. We develop a

machine learning model for user engagement and present the results in Section 2.4. Section

3.6 reviews related work and the chapter is concluded in Section 4.7.

2.2 Data

To study mobile video streaming performance, we collected anonymized flow-level logs from

a tier-1 cellular network in the United States. Next, we first provide a brief background of

video streaming in cellular networks, description of our data collection methodology, and

some high-level statistics of the collected data set.

2.2.1 Cellular Network Background

A typical UMTS cellular network, shown in Figure 2.1, can be visualized as consisting of two

major components: Radio Access Network (RAN) and Core Network (CN). RAN consists of

NodeBs and Radio Network Controllers (RNCs). Each NodeB has multiple antennas, where

each antenna corresponds to a different cell sector. A user via user equipment (UE) connects

to an active set of one or more cell sectors in the RAN. The UE periodically selects a primary
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Figure 2.1. Cellular network architecture. For interpretation of the references to color in

this and all other figures, the reader is referred to the electronic version of this dissertation.

or serving cell among the active set based on their signal strength information. From the

active set, only the primary cell actually transmits downlink data to the UE. The traffic

generated by a UE is sent to the corresponding NodeB by cell sectors. Each RNC controls

and exchanges traffic with multiple NodeBs, each of which serves many users in its coverage

area. RNCs manage control signaling such as Radio Access Bearer (RAB) assignments,

transmission scheduling, and handovers. Each UE negotiates allocation of radio resources

with the RAN based on a wide range of factors, such as available radio resources and signal

strength [14].

CN consists of Serving GPRS Support Nodes (SGSNs) facing the user and Gateway GPRS

Support Nodes (GGSNs) facing the Internet and other external networks. RNCs send traffic

from NodeBs to SGSNs, which then send it to GGSNs. GGSNs eventually send traffic to

external networks, such as the Internet. For data connections, the IP layer of a UE is peered

with the IP layer of GGSNs in the form of tunnels known as Packet Data Protocol (PDP)

contexts. These tunnels, implemented as GPRS Tunneling Protocol (GTP) tunnels, carry

IP packets between the UEs and their peering GGSNs. From the perspective of an external

network such as the Internet, a GGSN connecting CN to the Internet appears just like an IP

router and the UEs that connect through the GGSN appear as IP hosts behind the router.
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2.2.2 Data Collection and Pre-processing

For our study, we simultaneously collected two anonymized data sets from the RAN and

CN of a tier-1 cellular network in the United States. Our data collection covers a major

metropolitan area in the Western United States over the duration of one month in 2012.

The RAN data set is collected at the RNCs and contains event-driven signaling information

such as current active set, RAB state, handovers, bitrate, signal strength, and RRC requests

from users and corresponding responses from the network. The CN data set is collected from

the Gn interfaces between SGSNs and GGSNs, and contains flow-level information of video

streaming traffic such as server IP and port, client IP and port, flow duration, TCP flags,

anonymized user identifier (IMSI), and anonymized device identifier (IMEI). These fields

require only TCP/IP or GTP level information, which is efficiently collected.

In order to determine the ground-truth of video abandonment, we also collected the fol-

lowing HTTP-level information: URL, host, user agent, content type, content length, and

byte-range request from clients and response from servers. Large scale monitoring tools often

do not collect HTTP information because it requires processing hundreds of bytes of text

beyond the 40-byte TCP/IP header. Thus, it is important that day-to-day monitoring does

not require its collection at scale. All device and user identifiers (e.g., IMSI, IMEI) in our

data sets are anonymized to protect privacy without affecting the usefulness of our analysis.

The data sets do not permit the reversal of the anonymization or re-identification of users.

To minimize the confounding factors that different content providers (live vs. video-on-

demand), connectivity (cellular vs. cable), and device type (mobile vs. desktop) could have

on our network-centric analysis, we chose to focus on the most popular video service provider

in our cellular network data set. This provider (anonymized for business confidentiality)

serves user generated content on demand, and according to a recent study [33], it serves

over 37% of all video objects. This provider streams videos using progressive download with

byte-range requests, which is the most common protocol currently in use. We believe the

conclusions we draw in this work apply to 9 of the 14 most popular mobile video content
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providers as they use the same protocol [33]. Previous work found the top providers that

use this protocol behave similarly in wired networks [83].

Since our collected data contains traffic records for all types of content, we first need to

separate video streaming traffic from the rest. Towards this end, we use the HTTP host and

content-type headers to separate the video streaming traffic from other TCP/IP traffic. We

can also separate video traffic based only on the server IP and port, since all video streaming

traffic is served by a known block of CDN cache servers.

A video is progressively downloaded in one or multiple HTTP byte-range requests, which

represent different portions of the video [33]. Figure 2.2 illustrates a video streaming session

that involves multiple HTTP byte-range server response flows. The x-axis represents time,

which starts with the first HTTP byte-range server response flow. The y-axis represents byte-

range of the video file with maximum value same as the video file size, which is highlighted

by the horizontal broken line. Consequently, each gray rectangle represents a distinct HTTP

byte-range server response flow. Note that flows may have different byte-range lengths and

durations, they may be overlapping, and there may be time gaps between consecutive flows.

For the purpose of our analysis, we group HTTP flows into video sessions based on a

unique ID that is the same in the URLs of each video session. In practice, we found that we

can group flows into sessions without any HTTP information. In particular, by looking for

a change in the server IP to determine when a new video session for a user starts, we can

detect session starts correctly with 98% accuracy. This is because videos are served from a

CDN and different videos are likely served from different cache servers. Even if all videos

were served from a single server, we found that we can still detect session starts with 97%

accuracy using a simple decision tree classifier trained on the size of and inter-arrival time

gap between HTTP flows. (We omit details due to space constraints.) Thus, we conclude

that TCP/IP information would be sufficient to detect and group HTTP flows into video

sessions.
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2.2.3 Video Traffic Statistics

Next we present some details of our collected data set such as aggregate statistics, container

types, encoding bitrates, and video player types. Overall, our data set consists of more than

27 terabytes worth of video streaming traffic, from more than 37 million flows, from almost

half a million users over the course of one month.

Our data set mostly contains standard definition video streaming streaming traffic. Figure

2.3(a) shows the distribution of video streaming traffic with respect to container types. The

most common container types [5] are: (1) 3GP (3GPP file format), (2) MPEG-4, (3) FLV

(Flash), (4) WebM, and (5) MP2T (MPEG transport stream). We observe that a vast

majority, almost 70%, of video streaming traffic uses the 3GPP container type – followed

by MPEG-4 and Flash container types as distant 2nd and 3rd most popular, respectively.

Only a small fraction, less than 2%, of the video streaming traffic belongs to containers

types used for live content. We exclude these from our analysis since our focus is on video-

on-demand streaming. Further analysis of video encoding bitrate showed that a majority

of video streaming traffic belongs to lower bitrates, which correspond to 144/240p video

resolution. 240p is the most commonly used video resolution. Only a small fraction of

video streaming traffic belongs to higher video resolutions. For example, less than 5% video

streaming traffic belongs to high definition (HD) 720p content.

Short duration videos account for most of the streaming traffic in our data set. In Figure

2.3(b), we plot the cumulative distribution function (CDF) of video duration. We observe

that more than 70% videos are less than 5 minutes long and only 10% videos are longer than

15 minutes. This type of skewed distribution is expected for content providers that serve

user generated content [33].

2.2.4 Quantifying User Engagement

As a first step towards analyzing user engagement, we discuss two ways to quantify it:

discrete and continuous.
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Figure 2.3. Distributions of container type, video duration, and video player type

For discrete quantification, we first use a nominal variable that represents the following

classes: completed and abandoned. The completed class represents video streaming ses-

sions in which the download process reaches the end-point. The abandoned class represents

video streaming sessions in which the download process is abandoned before reaching the

end-point. In our data set, 21.2% sessions belong to the completed class and 78.8% sessions

belong to the abandoned class. Since users tend to skip videos when streaming gets stuck, we

also use a nominal variable that represents the following classes: skipped and non-skipped.
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Figure 2.4. Examples of video streaming session classes. Y-axis limits are set to the video

sizes.

The skipped class represents video streaming sessions in which the download process in-

cludes at least one seek-forward between the start-point and the last byte downloaded. The

non-skipped class represents video streaming sessions in which the download process does

not include seek-forward between the start-point and the last byte downloaded. In our data

set, 33.9% sessions belong to the skipped class and 66.1% sessions belong to the non-skipped

class. Combining the aforementioned user engagement classification schemes, we can define

the following four non-overlapping classes: (1) completed, non-skipped, (2) abandoned,

non-skipped, (3) completed, skipped, and (4) abandoned, skipped. In our data set,
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17.6% sessions belong to the completed, non-skipped class, 48.5% sessions belong to the

abandoned, non-skipped class, 3.6% sessions belong to the completed, skipped class,

and 30.3% sessions belong to the abandoned, skipped class. Figure 2.4 illustrates exam-

ples of video streaming sessions for the four user engagement classes. As mentioned earlier

and observable in Figure 2.4, sessions generally consist of more than one flow. On average,

a video streaming session in our data set consists of 11 flows, where earlier flows tend to

be larger than the following flows. This trend is because video players tend to aggressively

download larger chunks to fill up the available buffer during the initial buffering phase of

a video streaming session [83]. The download rate in this initial phase is limited by the

end-to-end available bandwidth. Afterwards in the steady state phase, the remaining video

is generally downloaded in multiple smaller flows. The download rate in this phase depends

on the video encoding rate and the playback progress.

For continuous quantification, we use a continuous variable (∈ [0,1]) representing the frac-

tion of video download completion. Figure 2.5 shows the CDF of video download comple-

tion. Comparing videos of different durations, we observe that shorter videos achieve higher

download completion than longer videos. For aggregate distribution, almost 15% of video

streaming sessions are abandoned with less than 5% download completion. However, after
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Table 2.1. Core network features. i denotes the flow index of a session with N flows.
Feature Description

Flow volume (Bi) The number of bytes transferred during the ith flow. (Summary stats)

Flow duration (ti) The duration (in seconds) from the SYN packet to the last packet in the ith flow.

(Summary stats)

Flow TCP throughput (Ti) The ratio of flow volume to flow duration in the ith flow, in KB/s. (Summary stats)

Flow inter-arrival time (Ii) Time (in seconds) between the end of the ith flow and the start of the i+ 1th flow.

(Summary stats)

Flow flags FINi and RSTi respectively denote the number of packets with TCP-Finish (no more

data from sender indicating completion) and TCP-Reset (reset the connection indicating

some unexpected error) flags set in the ith flow. Based on the direction of packet transfer,

we distinguish between client-to-server (c→s) and server-to-client (s→c) flags. (Summary

stats)

Largest flow volume (Bj) The largest flow volume among all flow volumes, where j denotes the index of this

flow.

Largest flow duration (tj) The duration of the jth flow.

Largest flow TCP throughput (Tj) The throughput of the jth flow.

Largest flow flags FINj and RSTj respectively denote the number of packets with TCP-Finish and TCP-

Reset flags set in the jth flow. We distinguish between c→s and s→c flags.

Number of flows (N) The total number of flows in a session.

Session volume (B) The sum of all flow volumes in a session.

Session duration (t) The sum of all flow durations in a session. t =
∑N

i=1
ti.

Session TCP throughput (T) The average throughput of a session. T =
∑N

i=1
Bi /

∑N
i=1

ti.

Session inter-arrival time (I) The sum of all flow inter-arrival times (in seconds) in a session

Session flags (FIN and RST) respectively denote the number of packets with TCP-Finish and TCP-

Reset flags set in a session. We distinguish between c→s and s→c flags.

the 5% completion mark, the distribution is fairly uniform until the 80% completion mark.

The initial modality in the distribution indicates abandonment that is likely either because

users tend to sample videos [15] or due to longer join times [31]. The later modality in

the distribution (excluding the 100% completion mark) indicates abandonment that is likely

either because users lose interest in the content (e.g., due to video closing credits) or because

shorter videos achieve higher download completion due to aggressive initial buffering.

We note that our definitions of user engagement detect abandonment and skips only during

the download phase of a video. We cannot detect a video abandonment or skip if these events

occur after a video has downloaded completely (e.g., due to lack of user interest). However,

network operators are typically not interested in those events because they are unlikely to

be influenced by network factors.

15



Table 2.2. Radio access network features.
Feature Description

# soft handovers (HS) This handover occurs when a cell is added or removed from the active set [105].

(Session- and cell-level)

# inter-frequency handovers (HIF ) This type of handover occurs when a UE switches to cell sector of the same or

different NodeB with different operating frequency [105]. (Session- and cell-level)

# IRAT handovers (HRAT ) This type of handover occurs when a UE switches between different radio access

technologies (e.g., UMTS and GPRS) [105]. (Session- and cell-level)

# RRC failure events A RRC failure event is logged when a request by a user to allocate more radio resources

is denied by the respective RNC due to network overload or other issues [90]. (Session-

and cell-level)

# admission control failures These events occur when a user cannot finish the admission control procedure often due

to lack of available capacity. (Session- and cell-level)

Received signal code power RSCP is the RF energy of the downlink signal obtained after the correlation and de-

scrambling process [105]. It is usually measured in dBm. (Summary stats)

Signal energy to interference This ratio (Ec/Io) denotes the ratio of the received energy to the interference level of the

downlink common pilot channel [105]. It is usually measured in dB. (Summary stats)

Received signal strength RSSI takes into account both RSCP and Ec/Io [105]. It is usually measured in dBm. It

is defined as: RSSI = RSCP - Ec/Io. (Summary stats)

Size of active set (SAS) The number of unique cell sectors in the active set. (Summary stats)

Uplink RLC throughput (TU ) The uplink data rate for UE in the DCH state (in kbps). (Session- and cell-level

summary stats)

Downlink RLC throughput (TD) The downlink data rate for UE in the DCH state (in kbps). (Session- and cell-level

summary stats)

# Users in DCH state (UDCH) Users served by the representative cell over a window of 1 hour.

Landcover A nominal variable that defines the geographical terrain of a cell. 2006 National Land

Cover Database contains the 16-class geographical terrain categorization of the United

States at a spatial resolution of 30 meters [3,37]. The categories include developed-open

space, developed-high intensity, perennial ice/snow, deciduous forest, open water, etc.

We extract the top-3 most common landcover categories in terms of spatial area within

1 km of the representative cell.

Elevation Elevation of a cell is extracted from the National Elevation Dataset (NED) at a spatial

resolution of 30 meters [6]. We use average elevation of the representative cell as a

feature.

2.3 Analysis of Network Factors

Our main goal is to understand the influence of network factors on user engagement. Towards

this end, this section presents an in-depth analysis of the relationships between network

factors and video abandonment.

We first itemize a wide range of factors that can potentially impact or be influenced

by mobile video user engagement. We compile a comprehensive list of features from the

information available in both CN and RAN data sets. It is noteworthy that while features
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extracted from the RAN data set are only applicable for cellular networks, features extracted

from the CN data set are applicable for other kinds of wired and wireless networks as well.

For each video streaming session, we can extract CN features for individual flows and

the whole session (labeled as Flow and Session features in Table 2.1, respectively). Since

sessions may have different number of flows, we compute the following statistical measures to

summarize the flow-level features for whole sessions: mean, standard deviation, minimum,

maximum, 25th percentile, median (50th percentile), and 75th percentile. Hence each flow-

level feature listed in Table 2.1 (labeled with “Summary stats”) represents 7 summary values.

We also extract these features for the largest flow (in terms of byte volume) of a video

streaming session, as a single flow typically dominates each video session.

For each video streaming session, we also extract RAN features for the user and the cell

sectors that service the user during the session. The RAN features are described in Table 2.2.

For session-level features, the RAN data set records belonging to a user can be identified

using the combination of IMSI and session start and end timestamp information. For cell-

level features, however, the selection criterion of the representative cell for a session is not

obvious because the active set and the primary cell may change between the start and end

of a session. Towards this end, we select the most common cell sector (in terms of number

of records) to be the representative cell for a session. For each session, cell-level features are

computed for all users served by the representative cell in the time window at the session

start. Features in Table 2.2 labeled with “Session- and cell-level” indicate features that we

compute both a session-level value and cell-level value, as defined above. For example, for #

soft handovers, we compute one feature as the number of soft handovers for the user during

the session, and another as the number of soft handovers for all users in the representative cell

of that session. For features that can hold multiple values during a session (e.g., RSSI), we

compute the same 7 summary statistic values listed above for flow features. These features

are labeled with “Summary stats” in Table 2.2.

To better understand the relationship between features and user engagement, we plot the
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(g) Cell RLC uplink throughput
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(k) Cell soft handover count
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Figure 2.6. Abandonment rate distributions. Shaded areas represent confidence intervals.

abandonment rate distributions of prominent features in Figure 2.6. The abandonment rate

is defined as the fraction of sessions in the data set that are abandoned. The shaded areas
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Figure 2.7. Skip rate distributions. Shaded areas represent the 95% confidence interval.

represent the 95% confidence interval [112]. The horizontal line in each plot denotes the

average abandonment rate. Figure 2.6 suggests the following implications:

Abandoned sessions are shorter. Although this result is expected, we find that each measure

of session length provides unique information. Figure 2.6(a) shows sessions shorter than

15 seconds are significantly more likely to be abandoned. The sharp inflection point may

be due to automated failure of sessions that do not complete the initial buffering phase.

Similarly, Figure 2.6(b) shows a sharp drop in abandonment rate for sessions with average

flow duration longer than 1-3 seconds. Figures 2.6(c) and 2.6(d), both measures of flow

count, show that sessions with more flows are less likely to be abandoned. Thus, each of

these features provides information useful for detecting abandonment.

Network load increases the abandonment rate. Despite the low bitrate of video streams rel-

ative to the capacity of a cell (∼500 kbps vs. 3-14 Mbps), we find there is a nearly linear

relationship between various measures of RAN load and abandonment rate. For example,

Figure 2.6(e) shows that the abandonment rate goes up by roughly 7% for each 10 active

users in a sector, even though these resources are scheduled in a proportional fair manner
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every 2 ms [14]. This load relationship can also be seen in Figure 2.6(f), which shows that

abandonment rate is highest during the peak load hours of the day and much lower during the

off-peak hours. This effect can be explained by Figure 2.6(g), which shows that the abandon-

ment rate begins to grow when aggregate cell uplink throughput is just 50 kbps, significantly

less than the cell capacity. This is likely because even small amounts of uplink traffic can

cause interference, and Figure 2.6(h) shows that abandonment rate decreases by 2% for each

dB increase in the signal-to-interference ratio (Ec/Io). Furthermore, Figures 2.6(i) and 2.6(j)

show that the abandonment rate increases as RSSI and RSCP increase, contrary to the gen-

eral belief that higher received power means a better user experience. These Ec/Io, RSSI,

and RSCP results strongly suggest that users with higher received power also experience

more interference. Hence, user engagement in our data set is more limited by interference

rather than poor coverage. In summary, these results suggest that measures a cellular op-

erator takes to reduce per-sector load and interference will improve user engagement in a

roughly linear manner.

Handovers increase the abandonment rate. Another important question for operators is

whether cell handovers disrupt the user experience. Our results suggest that all handover

types are correlated with a decrease in user engagement. Figure 2.6(k) shows that cells with

soft handovers, which are “make-before-break” handovers, have significantly higher abandon-

ment rates. This result is supported by Figure 2.6(l), which shows increase abandonment

rates for non-integral mean active set values (i.e., sessions that incurred active set additions

or deletions during soft handovers). These effects may be partially due to the RRC sig-

nalling required for handover. Figure 2.6(m) shows that when RRC signalling errors occur,

abandonment rate increases as well.

Higher throughput does not always mean lower abandonment. Although measured through-

put is often used as a proxy for network quality (e.g., [39]), our results suggest higher average

throughput does not always indicate lower abandonment. Figures 2.6(n) and 2.6(o) show

that abandonment rate decreases as average TCP and RLC throughput increases up to a
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point. However, the abandonment rate is lowest at TCP throughput equal to the steady

state streaming rate, and it grows for higher throughput values. This pattern is because

early abandonment, while the video is still in the non-rate-limited buffering phase, actually

results in higher average throughput than watching a video through the rate-limited steady

state phase.

In Figure 2.7, we plot the skip rate distributions of prominent features. The skip rate is

defined as the fraction of sessions in the data set that are skipped. Due to space constraints,

we only plot the skip rate curves for features that have different trends than the respective

abandonment rate curves. The shaded areas represent the 95% confidence interval [112].

The horizontal line in these plots denotes the average skip rate.

We note that skip rate has a direct relationship with maximum flow inter-arrival time

(Figure 2.7(a)) and number of flows (Figure 2.7(b)). This is likely because skips result in

more flows and larger gaps between them. Skip rate peaks at session and flow durations

of just a few seconds (Figures 2.7(c) and 2.7(d)), suggesting that users chose to skip early

in a session, either due to network issues or lack of interest. Figure 2.7(e) shows larger

RST flag count correlated with higher skip rate likely because skips cause connection resets.

These contrasting patterns imply that it is more challenging to measure both skips and

abandonment than a single engagement metric.

2.4 Modeling User Engagement

In this section, we develop models to accurately predict user engagement using only standard

radio network statistics and/or TCP/IP header information.

2.4.1 Background and Problem Statement

Network operators would like to predict user engagement for three main applications. First,

directly estimating these metrics from network traffic requires cost-prohibitive collection of
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sensitive data (requiring deep-packet-inspection) beyond TCP/IP headers. Thus, cost and

privacy concerns would be alleviated with a model that accurately predicts these engagement

metrics using only standard radio network statistics and/or TCP/IP header information

that is already collected. A simple and efficient model would be able to monitor video

engagement metrics over an entire network in real-time to facilitate trending and alarming

applications. Second, self-organizing networks [1] (SON) enable mobile networks to adapt

resource allocation dynamically. Thus, the ability to accurately predict video abandonment

early in a video session can help guide SONs to provide more resources to the most vulnerable

sessions. Third, an interpretable model that relates network factors to user engagement

metrics can help network operators in prioritizing infrastructure upgrades by identifying the

combination of factors that need to be adjusted for improving engagement.

Our goal is to jointly use the available features to accurately model both nominal and

continuous measures of user engagement (defined in Section 2.2). Moreover, we want our

models to make the prediction decisions as early as possible in a video session. Therefore,

we define the modeling problem as follows: given the feature set computed over the initial τ

seconds (τ ≤ t) of a video session, predict the user engagement metric.

2.4.2 Proposed Approach

As we observed in Section 2.3, many network features are not independent of each other and

the relationships among them can be non-linear. Therefore, modeling user engagement given

all available features is a non-trivial prediction task. Furthermore, our modeling approach

should answer pertinent questions such as: Which features are more useful for prediction?

How many features do we need to reap a substantial accuracy gain?

To address these challenges, we use a machine learning approach for modeling the complex

relationships between network features and user engagement metrics. The choice of learning

algorithm is crucial to successfully modeling feature interdependence and non-linearity. After

some pilot experiments, we found that decision tree algorithms with bootstrap aggregation
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(or bagging) [113] work well for both nominal (classification) and continuous (regression)

user engagement metrics. Other commonly used Bayes and linear regression algorithms

were outperformed by the decision tree algorithms in our pilot experiments. Decision trees

do not require feature independence assumption and can handle non-linearities by employing

multiple splits/breaks for each feature. Furthermore, decision tree models comprise of simple

if-then-else branches, which can process data efficiently. For our experiments, we used C4.5

decision tree algorithm [81] and M5P regression tree algorithm [82].

2.4.3 Experimental Setup

We evaluate the effectiveness of classification models in terms of the following standard

Receiver Operating Characteristic (ROC) metrics [35]: (1) True Positives (TP), (2) True

Negatives (TN), (3) False Positives (FP), and (4) False Negatives (FN). We summarize the

classification results in terms of the following ROC metrics: True positive rate =
|TP|

|TP|+|FN|
,

False positive rate =
|FP|

|FP|+|TN|
, and Accuracy =

|TP|+|TN|
|TP|+|TN|+|FP|+|FN|

. We also plot the

standard ROC threshold curves in our evaluation. An ideal ROC threshold curve approaches

the top-left corner corresponding to 100% true positive rate and 0% false alarm rate. The

Area Under Curve (AUC ∈ [0, 1]) metric summarizes the classification effectiveness of an

ROC threshold curve, where the AUC values approaching 1 indicate better accuracy. Besides,

we evaluate the effectiveness of regression models in terms of the standard root-mean-square

error (RMSE ∈ [0, 1]) metric.

To avoid class imbalance and over-fitting during model training, we use k-fold cross-

validation with class resampling [113]. In our pilot experiments, different values of k yielded

very similar results. All experimental results reported in this work are presented for k = 10.

Furthermore, we evaluate the feature sets on varying initial time window sizes: τ = t (i.e.,

use all available data), τ ≤ 60 seconds, and τ ≤ 10 seconds. We expect the classification

accuracy to degrade for smaller initial time windows.

We separately evaluate the core network feature set (abbreviated as CN), the radio net-
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Figure 2.8. ROC threshold plots for various class pairs

work feature set (abbreviated as RAN), and the combined feature set (abbreviated as All).

The radio network and core network features are separately grouped because they require

different types of instrumentation. Recall from Section 2.2, measuring radio network features

requires instrumentation at RNCs and measuring core network features requires instrumen-

tation at Gn interfaces in a cellular network.

2.4.4 Evaluation

Our experimental results demonstrate that the proposed machine learning model can predict

both video abandonment and skips with high accuracy using only the initial 10 seconds of

a session, while meeting the constraints of network operators. We find that although some

features are more useful than the rest for prediction, using all available features results in

significant accuracy gain as compared to using only a few top features. Moreover, our decision

and regression tree models are interpretable; they inform us about the relative usefulness of

features by ordering them at different tree levels and we can understand the specific set of

network conditions that impact user engagement by following each path in the tree. Many

of these conditions can be influenced by a network operator, and thus provide guidance on

how to improve user engagement in different situations.

Next we present detailed results for both classification and regression. For classification,

we build decision tree models to predict both individual classes and their combinations. For
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Table 2.3. Accuracy of 4-way classification

Feature completed abandoned completed abandoned

Set non-ski. non-ski. skipped skipped Avg.

(%) (%) (%) (%) (%)

τ = t

CN 72.0 78.4 76.2 73.4 75.0

RAN 64.1 53.7 73.2 55.7 61.7

All 73.1 77.8 77.4 74.4 75.7

τ ≤ 60 seconds

CN 69.5 62.7 63.8 64.6 65.2

RAN 62.6 47.8 58.5 57.0 56.5

All 70.4 63.7 65.7 65.4 66.3

τ ≤ 10 seconds

CN 69.5 59.6 63.3 65.3 64.4

RAN 60.5 46.6 59.0 57.4 55.9

All 69.6 60.7 64.9 65.5 65.2

individual classes, we train the decision tree algorithm for 4-way classification. By combining

classes, we change the granularity at which the model predicts user engagement. We use

the following two class pairs: completed vs. abandoned and completed, non-skipped

vs. rest. For combined classes, we train the decision tree algorithm for 2-way classification.

Naturally, we expect better accuracy for 2-way classification than 4-way classification because

the model is trained at a coarser granularity.

For 4-way classification, we observe that the core network feature set outperforms the

radio network feature set. Combining the core and radio network feature sets improves

the average accuracy. In Table 2.3, we observe the best average accuracy of 75.7% for the

combined feature set at τ = t seconds. In practice, improvement in accuracy means that

fewer sessions need to be measured before the network operator can be confident that a

real change in user engagement has occurred and an alarm can be raised. For a cell sector

serving only a handful of users simultaneously, this can mean a significant reduction in

time to detection of issues since video sessions may not be frequent. For the combined

feature set, ROC threshold curves are plotted in Figure 2.8(a). The ordering of ROC curves

conforms with the class-wise accuracy results in Table 2.3. The best operating accuracy of

77.8% is observed for abandoned, non-skipped class, which corresponds to 95.5% AUC. As

expected, in Table 2.3 we observe that the average accuracy degrades for smaller values of
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Table 2.4. Accuracy of completed vs. abandoned and completed, non-skipped vs. rest

classification

Feature comp. abandoned Avg. completed, rest Avg.

Set non-ski.

(%) (%) (%) (%) (%) (%)

τ = t

CN 80.5 85.9 83.2 77.2 92.3 88.5

RAN 73.9 77.9 75.9 71.9 88.8 84.5

All 80.5 86.5 83.5 76.9 92.4 88.5

τ ≤ 60 seconds

CN 79.5 82.1 80.8 78.0 91.5 88.1

RAN 74.1 78.4 76.3 72.7 88.4 84.4

All 78.8 82.6 80.7 77.6 91.4 88.0

τ ≤ 10 seconds

CN 79.6 80.7 80.1 77.1 90.7 87.3

RAN 74.2 78.9 76.5 73.2 89.2 85.1

All 77.8 82.1 79.9 76.6 90.7 87.2

τ . We observe the best average accuracy of 65.2% for the combined feature set at τ ≤ 10

seconds, representing more than 10% accuracy reduction as compared to τ = t seconds.

Since operators may only be interested in predicting video abandonment, it is also im-

portant to build models to accurately predict completed vs. abandoned and completed,

non-skipped vs. rest class pairs (instead of all four classes). These class pairs compare

the scenarios when users either abandon or skip the video streaming session. Table 2.4

presents the classification results for these two class pairs. As expected, we observe signifi-

cant improvement in accuracy for both class pairs as compared to 4-way classification due

to reduced number of classes. Moreover, we observe that the average accuracy suffers only

minor degradation (less than 5%) as τ is reduced. For completed vs. abandoned class pair,

we observe the best average accuracy of 83.5% for the combined feature set at τ = t seconds.

For the combined feature set, the ROC threshold curve is plotted in Figure 2.8(b), which

corresponds to 93.4% AUC. For completed, non-skipped vs. rest class pair, we observe

the best average accuracy of 88.5% for the combined feature set at τ = t seconds. For the

combined feature set, the ROC threshold curve is plotted in Figure 2.8(c), which corresponds

to 95.1% AUC.

For regression, we build regression tree models to predict video download completion.
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Table 2.5. Root-mean-square error of regression

Feature Set Linear Regression M5P Regression Tree

τ = t

CN 0.25 0.15

RAN 0.30 0.27

All 0.23 0.14

τ ≤ 60 seconds

CN 0.27 0.18

RAN 0.36 0.34

All 0.24 0.17

τ ≤ 10 seconds

CN 0.29 0.22

RAN 0.37 0.34

All 0.28 0.21

Overall, we observe similar patterns across feature sets and varying initial window sizes

for regression results as observed for classification results earlier. Table 2.5 presents the

results of M5P regression tree algorithm and a simple linear regression algorithm. We note

that M5P regression tree algorithm consistently outperforms the simple linear regression

algorithm, indicating that M5P can successfully capture the non-linear dependencies between

features and video download completion that are not modeled by the simple linear regression

algorithm. RMSE is lower for larger τ values, and All feature set has the lowest RMSE as

compared to individual CN and RAN feature sets. We observe the best RMSE of 0.14 for

τ = t and All feature set.

2.4.5 Discussion

Our evaluation highlighted that using all features together results in better classifica-

tion/regression accuracy than using their subsets. To systematically analyze the utility

of adding features to the classification/regression model, we plot accuracy versus feature set

size for completed vs. abandoned classification in Figure 2.9. Towards this end, we itera-

tively rank the feature set using the following greedy approach: for kth iteration, we evaluate

the accuracy gain of the model by separately adding candidate features and selecting the

k+1th feature which provides the best accuracy. The top features are related to session size

and TCP throughput which we believe are correlated with user engagement, as sufficient
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Figure 2.9. Accuracy vs. feature set size for completed vs. abandoned classification

throughput is required for video streaming and abandonment results in low volume sessions.

The plot shows that a few top features provide most of the accuracy gain. However, the

gains in accuracy we achieve from including 5% to 100% of features are not diminishing.

Thus, it makes sense to use all available features because the computational overheads of

feature extraction and testing for additional features is low (in order of milliseconds).

The decision/regression tree models also provide actionable insights. The pruned versions

of the decision tree model for completed vs. abandoned class pair and the regression tree

model for video download completion are plotted in Figures 2.10(a) and (b), respectively.

The tuples below the rectangular leaf nodes represent their error and population size. Due

to space constraints, we only plot the tree models for τ ≤ 10 seconds which are useful for

network operators to predict user engagement by observing only the initial 10 seconds of

video streaming sessions.

From the model, network operators can identify network factors that may have the most

impact on user engagement and make decisions to prioritize certain infrastructure upgrades.

The features at the higher levels of a tree tend to have more distinguishing power and account

for more population size than lower level features. The root node is session duration for

Figure 2.10(a) and largest flow volume in Figure 2.10(b). However, it is noteworthy that the

ordering of network factors in Figure 2.10 does not strictly determine their importance. First,

trees shown in Figure 2.10 represent one of many candidate tree models generated during
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Figure 2.10. Pruned decision and regression tree models for τ ≤ 10 seconds using All feature

set. The tuples below leaf nodes represent (error%,population size%).

bagging – other candidate trees have different feature ordering. Second, these features are

not independent – session duration and maximum flow volume (top two features in Figure

2.10(a)) jointly account for session throughput and largest flow throughput to some extent.

The paths from the root node to leaves represent the equivalent rule sets, which inform
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network operators of the interdependence among multiple features. For the regression tree in

Figure 2.10(b), if largest flow volume is ≤ 0.6 MB and largest flow duration is ≤ 5.3 seconds

then video download completion prediction is 17.4%. In contrast, if largest flow volume

is ≤ 0.6 MB and largest flow duration is > 5.3 seconds then video download completion

prediction is increased to 49.2%. Moreover, for the decision tree in Figure 2.10(a), if session

duration > 5.9 seconds and maximum flow volume is ≤ 90 KB after the first 10 seconds then

our model predicts that the video session will be abandoned with 19% error probability.

A network operator can influence many network factors to improve user engagement. The

feature splits in Figure 2.10 provide network operators actionable insights for this purpose.

For example, the decision tree predicts a session to be abandoned if cell DCH user count is

larger than a threshold under certain conditions. Most cellular network users are covered by

multiple cell sectors, and handover algorithms use signal quality and sector load to determine

which sector each user should receive data from. The thresholds used for handover are

typically fixed at a single global value. However, the feature splits in Figure 2.10(a) suggest

that the network operator can tolerate a higher cell sector load threshold for sessions with

higher throughput variance than sessions with lower throughput variance (24 vs. 13 users

occupying DCH channels).

Below, we discuss limitations of our analysis and results. First, our results are based

on traces from a single video service provider that uses progressive download with byte-

range requests. Therefore, our findings may not be representative of video service providers

that use other streaming methods. Second, our user engagement model cannot differentiate

between video abandonment due to network-related issues and due to lack of user interest.

Distinguishing between these two cases requires either client- or server-side information,

which is not available to network operators.
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2.5 Related Work

Prior studies can be categorized based on whether they use network-side or user-side instru-

mentation.

2.5.1 Network-side Instrumentation

Our study builds upon previous work by Gill et al. [39], Finamore et al. [36], and Erman et

al. [33]. Each of these studies characterized the abandonment rate of video streaming ses-

sions by collecting passive network traces at a campus edge network, 5 different wired edge

locations, and a cellular network, respectively. To estimate video quality, these studies use

deep-packet-inspection techniques (e.g., [86]) to understand the video provider protocol. Our

finding that 77% of video sessions are not completely streamed is closest to Finamore’s result

(80%), whereas Gill and Erman found lower abandonment rates (50% and 60%, respectively).

All these results indicate that abandonment rates are high. Based on the ratio of download

rate to encoding bitrate of video, Gill et al. concluded that approximately 20% of the video

streaming sessions were interrupted due to poor performance. However, we find that average

throughput is not always a good indicator of abandonment rate.

Our work makes two significant contributions on top of these studies. First, in order to

measure abandonment, previous studies relied on deep-packet-inspection to extract informa-

tion beyond TCP/IP headers, which requires prohibitive computational resources to employ

at the scale of network carriers and can pose privacy problems in practice. Our work demon-

strates that we can accurately measure abandonment without such information. Second,

these studies did not provide insight into how network characteristics and performance im-

pact abandonment rates. Our study is the first to examine the relationship between mobile

network factors and user engagement and the first to provide guidance on how operators can

reduce video abandonment.
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2.5.2 Client-side Instrumentation

In [83], Rao et al. conducted an active measurement study of video streaming traffic from

YouTube and Netflix. They proposed models to express various properties of completed

and interrupted video streaming traffic as a function of the video parameters. However, the

authors did not study user engagement because this work is based on active measurement

data.

Dobrian et al. conducted a large scale, passive, user-side study to understand the impact

of video streaming quality on user engagement [31]. They used video player instrumentation

to quantify video streaming quality metrics such as join time, buffering ratio, average bitrate,

rendering quality, and rate of buffering. Their analysis showed that buffering ratio has the

largest impact on user engagement for non-live content and average bitrate significantly

impacts user engagement for live content. Krishnan and Sitaraman also conducted a large

scale, passive, user-side study to understand the impact of video streaming quality on user

engagement [55]. They quantified the impact of video streaming quality metrics on user

engagement using quasi-experimental designs. In [15, 16], Balachandran et al. developed

a QoE model using various user-side video quality metrics. Specifically, they developed

a decision tree based machine learning model to predict the extent of the video watched

by users. For the two-class problem (completed vs. interrupted/abandoned), their trained

model achieved up to 70% accuracy which progressively decreases as the number of classes

is increased.

While these studies analyzed user engagement using data collected via video player in-

strumentation, our work focuses on characterizing and modeling user engagement using

network-side measurements. Modeling user engagement using network-side data is particu-

larly important for network operators because they do not have access to video player instru-

mentation data. Interestingly, our model based on network-side data can predict whether

a user completely downloads a video with more than 87% accuracy, which is significantly

better than the client-side model developed by Balachandran et al. Furthermore, since our
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model does not require client-side instrumentation, it can be used by any network operator,

not just the video content provider.

2.6 Conclusions

This work represents the first characterization of mobile video streaming performance and

models its impact on user engagement from the perspective of network operators. We ob-

served that many network features exhibit strong correlation with abandonment rate and

skip rate. Our proposed model achieved more than 87% accuracy by observing only the

initial 10 seconds of video streaming sessions. Overall, we conclude that the proposed model

based on standard radio network statistics and/or TCP/IP header information can be suc-

cessfully used by network operators to predict video abandonment. Our model is useful for

network operators to continuously monitor at scale to proactively mitigate the factors that

can adversely impact user engagement.
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3 Mobile Network Performance

during Crowded Events

3.1 Introduction

Crowded events, such as football games, public demonstrations, and political protests, put an

extremely high demand for communication capacity on cellular networks around the duration

of the events [11]. Cellular networks are facing unprecedent challenges in dealing with such

spiky demand. First, cellular network utilization has already been rapidly approaching its

full capacity throughout the world due to the increasing prevalence of cellular devices such as

smartphones, tablets, and Machine-to-Machine (M2M) devices. Even in the United States,

cellular network usage is at an all-time high even under normal operating conditions and

projections show that traffic volume will further increase by 26 times by 2015 as compared

to 2010 [10,58]. Second, the spiky demand caused by crowded events is often extremely high

because there maybe a large number (often tens of thousands) of users gathered in a small

region (such as a football stadium) that is covered by only a small number of cell towers.

Even worse, people tend to use their cellular devices more than usual during the events to

either talk with their friends or access the Internet (such as uploading a photo to Facebook

or a video clip to YouTube during a football game). Third, it is critical for cellular networks

to cope with such high demand during crowded events because poor performance will affect a

large number of people and cause widespread user dissatisfaction. Although cellular network
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operators have deployed remediation solutions, such as portable base stations called Cells on

Wheels (COWs) for temporarily increasing communication capacity and free Wi-Fi access

points for offloading Internet traffic from cellular base stations, crowded events still remain

a major challenge for cellular network operators.

To the best of our knowledge, this work presents the first thorough investigation of cellular

network performance during crowded events. Based on the real-world voice and data traces

that we collected from a tier-1 cellular network in the United States during two high-profile

crowded events in 2012, we aim to answer the following three key questions.

How does cellular network performance degrade during crowded events as compared to

routine days? To answer this question, we characterize cellular network performance during

both the pre- and post-connection phases, which helps us to understand user experience

before and after acquiring radio resources. For pre-connection phase, we find that pre-

connection failures dramatically increase during the crowded events by 100-5000 times as

compared to their average on routine days. These failures occur because when too many users

attempt to acquire radio resources at the same time, they exhaust the limited bandwidth of

the signaling channel resulting in connection timeouts and failures. We find that this resource

exhaustion occurs not only at the event venue, but also as far as 10 miles around the event

as users arrive and depart. Moreover, some failures, such as dropped and blocked voice

calls, are most likely to occur in bursts just before, after, and during event intermissions.

For post-connection phase, we find that voice network performance in terms of dropped and

blocked calls degrades during crowded events by 7-30 times, and data network performance

in terms of packet loss ratio and round trip time (RTT) degrades during crowded events by

1.5-7 times, compared to their average on routine days.

What causes the performance degradation? To answer this question, we analyze user traffic

patterns in terms of both aggregate network load and user-level session characteristics. For

aggregate network load, we find that uplink traffic volume increases by 4-8 times, and both

downlink traffic volume and the number of users increase by 3 times, during the crowded

35



events as compared to their average on routine days. We conclude that the large number

of users trying to access radio resources at the same time is a major cause of the observed

excessive pre-connection failures. For user-level session characteristics, we find that the

average byte volume per session decreases by 0.5 times during the events even though the

average session length increases. Our investigation suggests that this change in workload is

due to a change in application usage during these events, such as the increased use of online

social networks. We conclude that lower byte volume per session, despite an increase in

average session length, is a major cause of the waste of radio resources in the post-connection

phase.

How would practical mitigation schemes perform in real-life? To answer this question, we

investigate two practical mitigation schemes that do not require making significant changes

to the cellular infrastructure: radio resource allocation tuning and opportunistic connection

sharing. Radio resource allocation tuning addresses the issue of inefficient radio resource

allocation in the post-connection phase by adjusting cellular network resource allocation pa-

rameters. Cellular networks allocate resources to each user using a Radio Resource Control

(RRC) state machine, which is synchronously maintained by the network and devices. Dif-

ferent states of the RRC state machine correspond to different amount of radio resources

allocated by the network and energy consumption by cellular devices. Since a large num-

ber of users contend for limited radio resources during crowded events, we show that more

aggressive release of radio resources via 1-2 seconds shorter RRC timeouts helps to achieve

a better tradeoff between wasted radio resources, energy consumption, and delay during

crowded events. Note that cellular network operators often know the time and location of

large crowded events beforehand; thus, it is practical for them to adjust cellular network

parameters before events and restore them after events. Opportunistic connection sharing

addresses increased pre-connection failures by aggregating traffic from multiple devices into

a single cellular connection. That is, by having some devices share their cellular connection

with nearby devices over their Wi-Fi or Bluetooth interface (i.e., “tethering”), opportunistic
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connection sharing should reduce the number of overall cellular connection requests, thereby

reducing request congestion and connection failures. Using trace-driven simulations, we show

that connection sharing can reduce connection failures by more than 95% when employed

by a small number of devices in each cell sector. Although much work has been done on

opportunistic connection sharing to address issues such as mobility, energy use, and incen-

tives [2,42,67], no prior work has demonstrated the significant benefit that such connection

sharing can achieve based on real-life cellular network data.

The rest of this chapter is organized as follows. In Section 3.2, we present details of

the data collection process. Section 3.3 presents the characterization of performance issues

during the crowded events and Section 3.4 presents various aspects of user traffic patterns

to study the underlying causes of performance issues. We conduct trace-driven simulations

to evaluate radio network parameter tuning and opportunistic connection sharing in Section

3.5. Section 3.6 reviews related work and the work is concluded in Section 3.7.

3.2 Data Set

The data set used in this study contains anonymized logs collected from RAN and CN of

a tier-1 cellular network in the United States serving over 100 million customers. Our data

set consists of two separate collections, each covering a metropolitan area during a high-

profile event in 2012. The collections include information from hundreds of thousands of

users and thousands of cell locations over multiple days including the event days. The first

event, referred to as Event A hereafter, is a sporting event that consists of two segments of

activities separated by an intermission. The second event, referred to as Event B hereafter, is

a conference event that consists of multiple segments of activities separated by intermissions

of varying lengths. In terms of publicly available attendance statistics, event A is roughly

twice the size of event B. The activity segments in both events are illustrated by gray bars in

all timeseries figures presented in this work. Furthermore, it is noteworthy that free Wi-Fi
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service was provided to all users during both of the events to offload as much cellular network

traffic as possible. However, we do not have measurements on the network traffic that was

offloaded to these Wi-Fi services; thus, we acknowledge that our results may be biased by

this offloading.

The anonymized logs collected at an RNC in RAN contain throughput and RRC protocol

request/response information. Using RRC requests from UEs and responses from the RNC,

the RAB status of all UEs can be monitored. The anonymized logs collected from the CN

contain TCP header information of IP flows carried in PDP context tunnels. They are

collected from the Gn interfaces between SGSNs and GGSNs in the core network. They

contain timestamp, per-flow traffic volume, content publisher, RTT computed during TCP

handshake [49], and estimated packet loss ratio for each TCP flow aggregated in 5 minute

bins. All device and user identifiers (e.g., IMSI, IMEI) are anonymized to protect privacy

without affecting the usefulness of our analysis. The data set does not permit the reversal

of the anonymization or re-identification of users. We note that logs collected at RNCs

encompass both voice and data traffic, whereas logs collected from the CN contain only data

traffic information.

Next, we characterize performance issues during the aforementioned two high-profile events

in Section 3.3. To study the underlying causes of the identified performance issues, we then

correlate network performance with various aspects of user traffic patterns in Section 3.4.

Throughout, we present results of the event day in relation to a routine day for baseline

comparison. We normalize the actual measurement values by their mean values on the

routine day (unless stated otherwise); our results thus effectively represent how the event

differs from routine conditions. We omit absolute numbers from some non-normalized plots

due to proprietary reasons.
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Figure 3.1. (Normalized) Timeseries of common types of RRC failures
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Figure 3.2. RRC failure ratios plotted as a function of distance to the venue and for time

intervals before, during, and after the event

3.3 Characterizing Performance Issues

Generally speaking, a user’s experience about network performance can be divided into two

phases. The pre-connection phase is characterized by the UE attempting to establish a
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connection with the cellular network, or in other words establishing a RAB. In this phase,

the user waits for connection establishment, while not being able to exchange traffic at

this time. The post-connection phase starts after a RAB is assigned. In this phase, user

experience is related to more traditional voice call performance metrics such as call drop and

block rate or end-to-end TCP performance metrics, such as delay and packet loss. Below,

we separately discuss both pre- and post-connection network performance experienced by

users during both events.

3.3.1 Pre-connection Network Performance

Users may experience difficulty in establishing RABs in the pre-connection phase due to a

wide variety of reasons. Every time a request to allocate more radio resources is denied by

the RNC, a RRC failure and its underlying reason is logged by our measurement apparatus.

In our analysis, we study the logs of various types of RRC failures that are collected at the

RNC. Each type of RRC failure corresponds to a specific problem in the cellular network

operation. The 3 most common types of failures observed in our data set are the following.

1. Radio link setup failures occur when a user’s request to setup a radio link is not served

due to poor RF channel quality, which is often caused by increased interference.

2. Radio link addition failures occur when a user’s request to add a radio link to an

existing radio connection for soft handovers is denied.

3. Too many serving cell users indicates blocking for new users which results when all

available RABs are occupied by existing users.

Figure 3.1 plots the timeseries of the most common types of RRC failures on the event and

routine days for both events. We observe that RRC failures increase sharply on the event

days, whereas they are negligible (and steady) on the routine days for both events. For both

events, RRC failures start occurring around noon and generally reach their peak either just

before or during the event. Specifically, radio link addition failures peak at more than 700x
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Figure 3.3. (Normalized) Voice performance measurements

their average on the routine day for event A and too many serving cell users peak at more

than 5000x their average on the routine day for event B.

The nature of RRC failures for both events indicates that their potential root cause is high

network load and congestion due to a large number of competing users at cell sector level.

Therefore, we next analyze RRC failures at cell sector level before, during, and after the

events as a function of distance from the venue. Figure 3.2 shows the scatter plots between

the distance of cell sectors from the venue (in miles) and the ratio of the number of RRC

failures on the event day to that on the routine day. The horizontal dashed line at y = 1 is a

reference for the data points where RRC failures on the event and routine days are equal. So

the data points above the reference line represent cell sectors that have more RRC failures

on the event day than the routine day. Likewise, the data points below the reference line

represent cell sectors that have less RRC failures on the event day than the routine day.

Both x- and y-axes are converted to logarithmic scale for the sake of clarity. Note that

there are many cell sectors equidistant from the venue, especially those cell sectors that are

close to the venue. These cell sectors are mounted at the same cell tower but face different

directions, and have different tilt angles and frequencies.
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Overall, we observe that cell sectors closer to the venue have 2-3 orders of magnitude more

RRC failures on the event day than the routine day. The RRC failure ratios progressively

decrease as the distance of cell sectors to the venue increases. For both events, we observe

interesting dynamics across the scatter plots for time intervals before, during, and after the

event. For event A, we observe that the failure ratios generally increase by 2-3 orders of

magnitude for cell sectors less than half a mile from the venue throughout the event day.

In contrast, for the cell sectors that are far from the venue, their failure ratios drop during

the event and jump by 1-2 orders of magnitude after the event finishes. The aforementioned

observations can be linked to the sporting nature of event A, where people swarm the venue

before and during the event, creating a void in surrounding areas. The post-event jump

in the failure ratio is likely correlated with most people leaving the venue and using their

devices to share their experience with others via voice calls or social network posts (we show

later in this section that the observed user activity supports this hypothesis). We observe

similar trends for event B as well; however, the post-event jump in the failure ratio is clearly

visible only for cells within 1 mile of the venue. For these reasons, while characterizing user

network traffic in the next section, we focus our attention on the cell sectors that are within

1 mile radius of the venues for both events.

Pre-connection failures (especially those pertaining radio link addition and indicating too

many serving cell users) peak by a factor of 700 (for event A) and 5000 (for event B) relative

to their average on the routine days. These failures increase by 2-3 orders of magnitude in

cell sectors very close to the venues before and during the events, but only increase in cell

sectors further away after the venues.

3.3.2 Post-connection Network Performance

As discussed in Section 3.2, during the RAB setup phase, the RNC verifies that the needed

radio resource for the request actually exists before it assigns a RAB. In other words, if a

device has successfully acquired a RAB for communication, its performance should theoreti-
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Figure 3.4. (Normalized) Data performance measurements

cally remain acceptable per operator’s configuration even if the overall network demand level

exceeds network capacity. This is because excessive demand requests will get blocked off by

the RNC from acquiring any RAB. However, network conditions can quickly change even

for UEs that have already acquired a RAB because of factors such as interference, mobility,

etc. Such dynamic network conditions can force UEs to request a change in current RAB

status, initiating a series of RRC failures which could in turn result in degraded voice and

data performance. Below, we separately discuss voice and data performance.

To quantify voice performance, we study voice call drop and block rates for both events

in Figure 3.3. Similar to our observations about pre-connection network performance, the

number of voice call drops and blocks increase substantially on the event days as compared

to the routine days for both events. Specifically, we observe peak increases of more than

30x and 7x relative to their average on the routine days for events A and B, respectively. It

is noteworthy that voice call drop and block rates peak just before the start of the events,

during the intermissions, and at the end of the events. This observation is consistent with

our expectation that users are less likely to make voice calls during event activities and more

likely to make voice calls either before the start of events, after the end of events, or during
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Table 3.1. Description of voice call error codes

Index Category Description

1 Unspecified All cases which do not map

to the ones described below

2 Radio Connection Radio Link Control (RLC)

Supervision unrecoverable

3 Radio Connection Maximum number of

Supervision RLC retransmissions

4 Radio Connection Expiry of timer

Supervision

5 Radio Connection Radio link failure indication

Supervision

6 Operations & Cell lock indication

Management

7 Soft Handover No active set addition update

8 Soft Handover No active set deletion update

9 Soft Handover No active set replacement update

10 Soft Handover Cell not in the neighbor set

11 Soft Handover High speed-downlink shared

channel cell change failure

12 Inter-Frequency Inter-frequency handover failure

Handover

13 Channel Switching Transition to DCH

state not completed

intermissions between event activities. To further investigate the root causes of voice call

blocks and drops, we also plot the histogram of their error codes in Figure 3.3. The error

code descriptions in Table 3.1 indicate that the two most common categories of error codes

for both events are related to radio connection supervision and soft handovers, which in turn

point to interference and mobility as the root cause.

To quantify data performance, we study two key end-to-end TCP performance metrics:

packet loss ratio and RTT for both events.1 Packet loss ratio quantifies network reliability.

We only have packet loss ratio measurements for TCP flows, which constitute approximately

95% of all flows in our data set. RTT quantifies network delay and is defined as the duration

of time taken by a packet to reach the server from the UE plus the duration of time taken by

a packet to reach the UE from the server. It is important to note that RTT measurements

are biased by differences in the paths between different UEs and the external servers they

communicate with. Similar to packet loss ratio measurements, we only have RTT measure-

1Because end-to-end TCP performance also involves additional parameters such as back-haul bandwidth

and even remote server load, we leave a more detailed investigation of TCP performance to future work.
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ments for TCP flows. RTT measurements for TCP flows are estimated by SYN, SYN-ACK,

and ACK packets in the TCP handshake. In a cellular network, RTT essentially consists of

two components: radio network RTT and Internet RTT. Radio network RTT (R-RTT) is

the time duration between the SYN-ACK packet from server passing the Gn interface and

the ACK packet from the UE passing the Gn interface. Internet RTT (I-RTT) is the time

duration between the SYN packet from the UE passing the Gn interface and the SYN-ACK

packet from the server passing the Gn interface. Thus, RTT = R-RTT + I-RTT.

Figure 3.4 shows the timeseries plots of packet loss ratio, Internet RTT, and radio network

RTT for both events. Packet loss ratio peaks at 2x and 7x relative to its average on the

routine days for events A and B, respectively. We observe different trends for radio network

RTT and Internet RTT for both events. There is only a minor increase in radio network RTT

on the event days. Internet RTT increases during the intermissions for both events; however,

this increase indicates congestion at remote servers caused by increased event-driven traffic.

Overall, data performance results indicate that users experience data connection performance

issues to varying extents during the two events.

Post-connection performance degradation is observed for both voice and data network

during the events. Specifically, voice call failures (dropped calls and call blocks) increase

by a factor of as much as 30 (for event A) and 7 (for event B). Moreover, packet loss ratio

increases by a factor of 2 (for event A) and 7 (for event B); while the RTT increases by

a factor of 3.5 (for event A) and 1.5 (for event B). While these indicate a degradation in

performance experienced by users already connected to the network, this is substantially

smaller than the pre-connection failures discussed in Section 3.3.1. Overall, pre- and post-

connection network performance results highlight that limited radio resources are the major

bottleneck during crowded events.
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Figure 3.5. (Normalized) Network load measurements

3.4 Understanding Performance Issues

Next, we characterize user network traffic to identify patterns that correlate with the ob-

served pre- and post-connection performance degradation during the events. Using the in-

sights obtained from this characterization, we aim to identify network optimization opportu-

nities that can potentially improve end-user experience in crowded locations. We characterize

network traffic in terms of both aggregate network load and user-level session characteristics.

3.4.1 Aggregate Network Load

We quantify aggregate network load in terms of the following two metrics: throughput and

user counters. Throughput or bit-rate is sampled for all UEs at the RNC every couple of

seconds. Based on the direction of traffic, we can split the throughput into uplink through-

put (Tup) and downlink throughput (Tdown). Figure 3.5 plots the timeseries of uplink and

downlink throughput on the event and routine days for both events. For the routine days,

both uplink and downlink throughput peak around the noon time and decline steadily af-

terwards, reaching the bottom during late night and early morning. We observe a different
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trend for uplink throughput on the event days. For instance, the peak uplink throughput on

the event day is more than 8x and 4x the average throughput on the routine day for events A

and B, respectively. We also observe that the uplink throughput peaks and event activities

are approximately aligned. For instance, uplink throughput sharply increases at the start

and end of the second segment for event A. Similar, though less pronounced, patterns are

also observable for event B. In contrast to the uplink throughput, increases in the downlink

throughput timeseries are steadier for both events.

To further analyze traffic volume characteristics, we plot the traffic flow count histograms

for top content publishers in Figure 3.6. We focus on flows rather than bytes to avoid bias

towards high volume applications, such as video streaming. We observe that flow counts

of social networking content publishers more than double on the event day as compared to

the routine day for event A. Likewise, social networking content accounts for most flows on

the event day for event B. Our further investigation (not shown here) revealed that social

networking content is at least 2x more upstream heavy as compared to other content types,

which explains the increase in uplink throughput during both events.

We also analyze user counters for the event and routine days for both events. Users

are classified into the following overlapping categories based on their RRC states: admission

control (AC), radio access bearer (RAB), and dedicated channel (DCH). AC category includes

the users who have completed the admission control procedure. RAB category includes the

users who have been assigned a RAB after admission control. Such users are typically in

either FACH or DCH state. Finally, DCH category only includes the users who are in

DCH state. Let U denote the number of users, also let UAC , URAB , and UDCH denote the

number of users in the aforementioned categories. As a general rule, UAC ≥ URAB ≥ UDCH .

Figure 3.5 plots the timeseries of number of users in AC, RAB, and DCH categories. These

timeseries show a trend similar to the throughput measurements. All user counters have

higher values on the events days as compared to the respective routine days for both events.

Specifically, the number of users with admission control peaks at more than 3x during the
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Figure 3.6. Flow count histograms for top content publishers in our data set

events as compared to its average on the routine days.

Both aggregate uplink and downlink throughput increase during the event days; uplink

throughput increases by a factor of as much as 8 and 4 (for events A and B respectively),

while downlink throughput increases by a factor of 3 (for both events). Moreover, there is

a substantial increase in the traffic volume of social networking content during the events,

which is relatively more upstream heavy. Likewise, number of users with admission control
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Figure 3.7. (Normalized) Session Count, Average Length, Average Inter-arrival Time
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Figure 3.8. (Normalized) Per-Session Downlink Bytes (Bdown), Uplink Bytes (Bup), Ratio

(Bdown/(Bup)

increase by a factor of 3 for both event days. Overall, our aggregate network load char-

acterization shows that increased user activity during the events, specifically in terms of

uplink throughput and user counters, is correlated with increased pre-connection failures.

To reduce the impact of increased network load during crowded events, we will investigate

49



1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

T
D

C
H

−
ID

L
E

α=2

α=4

α=6

α=8

α=10

1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

P
ro

m
o

ti
o

n
 d

e
la

y

α=2

α=4

α=6

α=8

α=10

1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

P
o

w
e

r

α=2

α=4

α=6

α=8

α=10

(a) Event A

1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

T
D

C
H

−
ID

L
E

α=2

α=4

α=6

α=8

α=10

1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

P
ro

m
o

ti
o

n
 d

e
la

y

α=2

α=4

α=6

α=8

α=10

1 2 3 4 5 6 7 8 9 1011121314151617181920212223

t (hour)

P
o

w
e

r

α=2

α=4

α=6

α=8

α=10

(b) Event B

Figure 3.9. Experimental results for radio network parameter tuning

the effectiveness of opportunistic connection sharing in Section 3.5.2.

3.4.2 User-level Sessions

We now analyze characteristics of user-level traffic sessions for both events. A session consists

of consecutive time intervals with uplink or downlink byte transfer and its end is marked by an

inactivity timeout of τ seconds. The results presented in this section are computed for τ = 5

seconds. Changing the value of τ does not qualitatively affect the analysis results. Figure 3.7

shows the timeseries of session count, average session length, and average session inter-arrival

time for both events. Session count follows a similar trend to the earlier aggregate network

load metrics – at peak, there is more than 3.5x increase relative to the average on the routine

days for both events. Furthermore, we observe an increase in average session length on the

event days as compared to the routine days, e.g., there is more than 1.4x increase for event

A. On the contrary, average session inter-arrival time decreases sharply on the event days as

compared to the routine days – this indicates that users are initiating sessions much more

frequently during the events. To further investigate the nature of changing session patterns,
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we plot the timeseries of average downlink bytes per session (Bdown), average uplink bytes

per session (Bup), and the average ratio of downlink bytes to uplink bytes per session in

Figure 3.8. We observe that average downlink bytes per session sharply decreases up to 0.5x

during the event days; whereas, average uplink bytes per session exhibits a mixed trend. The

ratio (Bdown/Bup) also sharply decreases during the events, which is due to the increased

traffic volume of upstream-heavy social networking content.

User sessions are on average longer during both events (by a factor of as much as 1.4) – as

well as more numerous and more frequently initiated. However, users exchange only as much

as half the bytes per session on average. This change in workload is due to a change in the

application usage during these events, such as greater proportion of social networking flows

observed earlier. These trends point to potential waste of radio resources by UEs, which can

be mitigated by tuning radio network parameters. Towards this end, we will investigate the

effectiveness of varying RRC timeouts in Section 3.5.1.

3.5 Evaluating Mitigation Schemes

In this section, we evaluate two proposals to mitigate cellular network performance degra-

dation during crowded events.

3.5.1 Radio Network Parameter Tuning

We first investigate whether tuning radio network parameters can result in more efficient

radio resource usage during crowded events. As mentioned in Section 3.2, UEs acquire and

release radio resources by transitioning to different RRC states. A UE is promoted to a

higher energy state depending on buffer occupancy and it is demoted to a lower energy state

depending on timeouts. Here, we study how RRC timeouts can be tuned for more efficient

radio resource utilization, without explicit feedback from individual UEs. Recall from Figures

3.7 and 3.8 that average bytes per session decreases during the events, despite the increase
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in average session length. This observation highlights potential waste of radio resources and

UE energy consumption in crowded locations. Therefore, a natural suggestion would be

to reduce RRC timeouts to mitigate the radio resource wastage. However, reducing RRC

timeouts can result in more frequent state promotions, which can introduce state promotion

delays resulting in degraded user experience [59, 80]. Hence, there is a tradeoff between

performance and resource efficiency.

We conduct trace-driven simulations to quantitatively study the tradeoffs involved in

changing RRC timeouts. We simulate the RRC state machine of every user using the RNC

logs while focusing on the DCH state, which has the highest allocated radio resources and en-

ergy consumption among all RRC states. Specifically, we study DCH→FACH RRC timeout

parameter, which is denoted by α hereafter. As mentioned earlier, changing RRC timeouts

introduces tradeoffs among radio resource wastage, user experience, and UE energy con-

sumption. We use the following three performance metrics to quantify these factors. (1)

The DCH state idle occupation time, denoted by TDCH-IDLE, quantifies the radio resources

wasted by UEs in DCH state. (2) The promotion delay quantifies the additional delay caused

when UEs transition to DCH state from FACH state. (3) The power consumption quantifies

the total energy consumed by UEs during DCH state occupation and in FACH to DCH tran-

sitions. We use the following simulation parameters in our experiments (inferred by Qian

et al. in [80]): (1) FACH→DCH promotion radio power = 700mW, (2) DCH state power

= 800mW, (3) FACH→DCH promotion delay = 2 sec, and (4) RLC buffer threshold = 500

bytes.

Similar to the evaluation of opportunistic connection sharing, we evaluate radio network

parameter tuning for a subset of cell sectors that are within 1 mile radius of the venues. We

conduct trace-driven simulations of individual users’ RRC state machines on this subset for

both event and routine days. Figure 3.9 shows the timeseries plots of the aforementioned

three performance metrics for varying α values. We observe that the DCH state idle occu-

pation time and UE energy consumption increase for larger α values. On the other hand,
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promotion delay decreases for larger α values. These observations indicate that decreasing

the RRC timeout values reduces the waste of scarce DCH channels and UE energy consump-

tion. However, this benefit is achieved at the cost of increased promotion delay that may

degrade user experience, especially for applications that are not delay-tolerant.

To systematically study the tradeoffs between these performance metrics on the event days

and compare them to routine days, we plot them as a function of α. Figure 3.10 plots the

max-normalized average of the performance metrics as a function of α for the event and

routine days. In theory, we want to select a value of α which simultaneously minimizes

the values of all performance metrics. In this case, the crossover points (highlighted by

black circles in Figure 3.10) and their corresponding α values represent suitable performance

tradeoff. We find that these crossover points shift to smaller α values – by 1-2 seconds –

on the event days as compared to the routine days. In practice, however, α is typically

set to achieve a target delay or resource overhead. In this case, as observable from Figure

3.10, we can tune α to smaller values to achieve the same targets and achieve strictly better

performance during crowded events.

3.5.2 Opportunistic Connection Sharing

We now evaluate a simple opportunistic connection sharing scheme to reduce the network

load at individual cell sectors for eradicating RRC failures observed in Section 3.3.1. The

basic idea is that users can share their connection to NodeBs with other users to reduce the

overall network load in terms of occupied radio channels. In this scheme, a selected set of

UEs act as Wi-Fi hotspots for other UEs in their vicinity. Therefore, other UEs, instead of

wastefully establishing separate connections, can connect to NodeBs via the UEs acting as

Wi-Fi hotspots. Using this approach, we aim to reduce the number of UEs that are directly

connected to NodeBs to free up channels, although the overall throughput carried by the

network remains the same.

To evaluate the potential benefit of the opportunistic connection sharing scheme, we con-
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Figure 3.10. Tradeoff between performance metrics for varying RRC timeout (α) values.

Y-axis is max-normalized for each metric. α values corresponding to black circles achieve

better performance tradeoff.

duct cell sector level trace-driven simulations. With respect to the mobility of the users, we

assume that the users are static within 1 minute time bins. This is a reasonable assump-

tion for crowded events in stadiums, auditoriums, and conference rooms. We do not have
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fine-grained location information of users in our data set; therefore, we have to simulate the

locations of users. In this work, we aim to generate the locations of users in a grid-like sce-

nario – similar to how people are typically seated in stadiums and conferences. Towards this

end, we use Complete Spatial Randomness (CSR) point generation model with hard-core

inhibition [20]. CSR with hard-core inhibition does not allow neighbors within a pre-defined

radius around the randomly generated points, resulting in a grid-like setting. The points in

the realizations denote the locations of users in our simulations. In our simulations, Wi-Fi

hotspots are selected randomly because we do not have access to other relevant information,

such as battery life and signal strength, that may be used to optimize this selection. Once

a UE connects to a Wi-Fi hotspot, it is disconnected after 1 minute of inactivity. The loca-

tions of inactive users are updated using the above CSR model. In our simulations, the cell

sectors are set to have 2, 250, 000 ft2 coverage area, the inhibition radius is set to 2 ft, the

Wi-Fi range of users is simulated as N ∼ (200 ft, 20 ft), and the upper limit on the number

of simultaneous connections for each Wi-Fi hotspot is set to 5. The cell sector coverage

area is in typical range for crowded urban locations, the inhibition radius is set to be rea-

sonably large, and the Wi-Fi range and the maximum number of simultaneous connections

are conservatively set. We assess the benefit of the connection sharing scheme in terms of

the following metrics: the number of users in DCH state (UDCH) and the number of RRC

failures.

Since we are primarily interested in deploying this scheme in congested locations, we

focus our evaluations on a subset of cell sectors in our data set that are within 1 mile

radius of the venues. We evaluate the opportunistic connection sharing scheme using trace-

driven simulations on this subset on the event days. The results plotted in Figure 3.11 are

the average of 1000 independent simulation runs. We plot the timeseries of the number

of occupied DCH channels (UDCH) for varying number of Wi-Fi hotspots per cell sector

(denoted by N). As expected, we observe that UDCH values become smaller for larger values

of N , freeing up DCH channels that are now available for UEs unable to transition to the
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Figure 3.11. Experimental results for opportunistic connection sharing

DCH state due to RRC failures. We also plot the number of RRC failures for varying values

of N in Figure 3.11. Again, as expected, we observe that RRC failures decrease for increasing

values of N . Consequently, based on instantaneous load conditions, the cellular network can

dynamically vary the required number of users acting as Wi-Fi hotspots to minimize RRC

failures. We note that this connection sharing scheme successfully eradicates more than 95%

RRC failures for both events when N = 10. This substantial reduction in the number of

RRC failures in congested cell sectors will likely result in improved performance for users.

Below, we discuss some practical issues of opportunistic connection sharing.

• Wi-Fi Hotspot Selection: The selection of Wi-Fi hotspots can be mediated by the cellular

network based on a variety of factors, such as battery life and signal strength. UEs acting

as Wi-Fi hotspots may experience high energy drain and may run out of battery power.
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To address this issue, the role of Wi-Fi hotspot can be periodically rotated among the user

pool by the cellular network. The cellular network should prefer UEs with better signal

strength because UEs consume significantly more energy and suffer reduced effective bit

rate when the signal strength is poor [87]. On the other hand, the UEs that are unable to

get RAB assignments can discover Wi-Fi hotspots in their range using the standard Wi-Fi

discovery methods. In case of multiple options, UEs should prefer hotspots with better signal

strength.

• Initial Connection Delay : After a device connects to a Wi-Fi hotspot, similar to RRC

protocol, it disconnects after a pre-defined inactivity timer expires. However, the value of

this timer should be set much higher than the corresponding RRC timers so that the device

does not have to incur initial delay, which is up to several seconds, for every data transfer.

In our simulations, the inactivity timer was set to be 1 minute.

• Out of Range: A device has to request RAB assignment when it moves out of a hotspot’s

Wi-Fi range. If it is unable to get a RAB due to congestion then the RNC can dynamically

assign more Wi-Fi hotspots in the cell sector to provide connectivity to more users.

• Radio Technologies : Opportunistic connection sharing is only usable when a majority of

devices in the cellular network have built-in Wi-Fi capability. In our simulations, we assume

that all devices have Wi-Fi capability. In case Wi-Fi is not available, other technologies such

as Bluetooth can also be used. Bluetooth has lower power consumption, smaller radio range,

and supports less data rate as compared to Wi-Fi. Consequently, it can be used as a low

power alternative for small transmissions such as tweets.

•Wi-Fi-Cellular Handovers : Working extensions to the Wi-Fi standard already address the

issue of smooth handovers between Wi-Fi and cellular networks, including 3GPP Access

Network Discovery and Selection Function (ANDSF), Hotspot 2.0 initiative [76], and other

techniques [4].

• Voice Traffic Offloading : In this opportunistic connection sharing scheme, voice traffic can

be tunneled via the Wi-Fi connection using the well-known Voice over Wi-Fi solutions, such
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as Wi-Fi certified Voice-Enterprise [12].

• Incentives : Cellular network operators may provide billing based incentives to users for

participating in this opportunistic connection sharing scheme.

3.5.3 Limitations

Below, we briefly mention two limitations of our trace-driven simulation evaluations. First,

our simulation based evaluations cannot account for changes in traffic workload resulting

from different network conditions due to our proposed mitigation schemes. Second, they

also cannot account for low-level dependencies between performance metrics and network

load. For example, some types of RRC failures are impacted by interference, which in

turn is a function of network load. Addressing these limitations requires experiments on

operational cellular networks, which are beyond the scope of this work. However, despite

these limitations, we believe that the sheer magnitude of the improvements observed in our

simulations indicates that the mitigation schemes discussed in this work would accrue some

benefit in practice.

3.6 Related Work

We divide related work into the following categories.

Cellular Performance Characterization: The areas of cellular performance characterization

have recently received much attention by the research community. For example, small-scale

studies have characterized application performance [44, 114] and fairness [14]. Large-scale

studies have characterized throughput and airtime [78], smartphone traffic [94], M2M device

traffic [91], smartphone app traffic [92,116], and heavy users [25]. In contrast to these studies,

we believe that we are the first to analyze cellular performance changes specifically during

crowded events.

Radio Network Parameter Tuning: Prior work on radio network parameter tuning study
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the impact of RRC timers on network performance and smartphone energy consumption.

Most prior work is based on user-end measurements performed using a few cellular devices.

For instance, Liu et al. characterized performance in a 1xEV-DO network using measure-

ments obtained from two laptops equipped with Sierra Wireless data cards [65]. Balasubra-

manian et al. proposed a UE based approach, called TailEnder, to alter traffic patterns based

on the prior knowledge of RRC state machine [17]. Some studies are based on theoretical

analysis and simulation. For instance, Liers et al. proposed a scheme to adaptively tune

RRC timeout parameters based on the demand and load situation, and validated it using

simulations [64]. Yeh et al. proposed a scheme to tune RRC timeout parameters using ana-

lytical models based on available radio resources, energy consumption, quality of service, and

processing overheads of the radio access network [118]. Qian et al. conducted trace-driven

RRC state machine simulations using network-end measurements to investigate the optimal-

ity of RRC timeout parameters [80]. Furthermore, they proposed an application-aware tail

optimization protocol to simultaneously optimize radio and energy resources [79]. Similar

to the prior work by Qian et al. [79, 80], our analysis of radio network parameter tuning is

based on trace-driven RRC state machine simulations. However, we focus on network-end

tuning of RRC timeouts without any cooperation from UEs.

Opportunistic Connection Sharing: We build on existing work on opportunistic traffic

offloading [42,67]. Luo et al. proposed a unified architecture, where mobile clients use both

3G cellular link and Wi-Fi based peer-to-peer links for routing packets via peer-to-peer links

to the appropriate destinations [67]. Han et al. proposed content-specific opportunistic

communication scheme to offload cellular traffic via Wi-Fi or Bluetooth [42]. However,

neither of these proposals were evaluated using real-world traces, and both approaches require

architectural changes to network protocols and hardware. Our work complements these

proposals by showing that their simplest and most practical instantiation — a simple one-

hop connection sharing scheme that does not require architectural changes — can be very

effective in real-life crowded events. To the best of our knowledge, this work is the first to
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evaluate practical connection sharing techniques on real-world traces.

3.7 Conclusion

This work presents the first performance characterization of an operational cellular network

during crowded events. We make three key contributions in this study based on the real-

world voice and data traces that we collected from a tier-1 cellular network in the United

States during two high-profile crowded events in 2012. First, we measured how cellular

network performance degrades during crowded events as compared to routine days. Second,

we analyzed what causes the observed performance degradation. Third, we evaluated how

practical mitigation schemes for the observed performance degradation would perform in

real-life crowded events using trace-driven simulations. Our findings from this study are

crucial for cellular design, management, and optimization during crowded events.
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4 Breaching Privacy in Encrypted

Instant Messaging Networks

4.1 Introduction

The proliferation of online social networks has attracted the interest of computer scientists

to mine the available social network data for developing behavior profiles of people. These

profiles are often used for targeted marketing [62, 117, 119], web personalization [77], and

even price discrimination on e-commerce portals [70,75]. Recently, there has been increased

interest in more fine-grained profiling by leveraging information about people’s friendship

networks. It has been shown that information from people’s friendship networks can be used

to infer their preferences and religious beliefs, and political affiliations [18, 43, 72,120].

There has been a lot of research on de-anonymizing people’s friendship networks in online

social networks such as Facebook, MySpace, Twitter [29, 63]. Surprisingly, little prior work

has focused on de-anonymizing people’s friendship link in instant messaging (IM) networks.

IM services – such as Yahoo! Messenger, Skype, IRC, and ICQ – are popular tools to

privately communicate with friends and family over the Internet. IM networks are different

than other online social networks in various respects. For example, in contrast to online

social networks, communication among users in IM networks is synchronous in nature and

messages between two communicating users are routed through relay servers of the IM service

provider.
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The goal of this work is to identify the set of most likely IM users that a given user is

communicating with during a fixed time period. Note that packet payloads in IM traffic are

encrypted; therefore, payload information cannot be used for the identification. Therefore,

to infer who a user is talking to, we will rely only on the information in packet header

traces. Packet header traces contain information such as timestamp, source IP address,

destination IP address, source port, destination port, and protocol type, and payload size

of each packet. It is noteworthy that each packet in the IM traffic has as its source and

destination IP addresses of a user computer and an IM relay server (or vice versa). At

no point do two users exchange packets directly with each other, i.e., there are no packets

in which the two communicating users’ IP addresses appear in the same packet. For this

attack, we assume that IM service acts neutral, i.e., it neither facilitates the attacker nor

actively participates in providing anonymity to the users using non-standard functionality.

Our specific goal is to accurately identify a candidate set of top-k users with whom a given

user possibly talked to using only the information available in packet header traces.

A natural approach to tackle this problem would be to match header information of packets

entering and leaving IM relay servers. However, simply matching header information of

packets entering and leaving IM servers is not feasible due the following reasons. First, a

user may be talking to multiple users simultaneously. Second, IM relay servers typically serve

thousands of users at a time. Third, the handling of duplicate packets that are the result

of packet losses followed by re-transmissions. Forth, the handling of out-of-order packets.

Finally, the handling of variable transmission delays, which are introduced by the IM relay

servers.

In this work, we propose a wavelet-based scheme, called COmmunication Link De-

anonymization (COLD), to accurately infer who’s talking to whom using only the information

available in packet header traces. Wavelet transform is a standard method for simultaneous

time-frequency analysis and helps to correlate the temporal information in one-way (i.e.

user-to-server or server-to-user) traffic logs across multiple time scales [68]. Wavelet anal-
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ysis allows decomposition of traffic time series between a user and an IM relay server into

several levels. All levels are associated with a coefficient value and contain different levels

of frequency information starting from low to high. The original traffic time series can be

reconstructed by combining all levels after weighing them with their respective coefficients.

COLD leverages the multi-scale examination of traffic time series provided by wavelet anal-

ysis to overcome the aforementioned technical challenges. Given two candidate time series

between an IM relay server and two users, COLD computes correlation between the vectors

of wavelet coefficients for both time series to determine whether these users talked to each

other.

We evaluate the effectiveness of COLD on a Yahoo! Messenger data set comprising of

traffic collected over 10, 20, 30, 40, 50 and 60 minute periods. We also compare COLD’s

performance to a baseline time series correlation (TSC) scheme, which represents the state

of the art. The effectiveness is quantified in terms of hit rate for a fix-sized candidate set.

The results of our experiments show that COLD achieves a hit rate of more than 90% for a

candidate set size of 10. For slightly larger candidate set size of 20, COLD achieves almost

100% hit rate. In contrast, a baseline method using time series correlation could only achieve

less than 5% hit rate for similar candidate set sizes.

We summarize the major contributions of this work as follows.

1. We define an attack for breaching communication privacy in encrypted IM networks

using only the information available in packet header traces.

2. We propose COLD to to infer who’s talking to whom using wavelet based multi-scale

analysis.

3. We conducted experiments using a real-world Yahoo! Messenger data set to evaluate

the effectiveness of our proposed approach.

The rest of this chapter is organized as follows. Section 4.2 summarizes the related work.

A detailed description of attack scenarios is provided in Section 4.3. Section 4.4 provides
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details of the proposed attack. In Section 4.5, we present the evaluation results on a real-

world Yahoo! Messenger data set. Possible evasion techniques and their countermeasures

are discussed in Section 4.6. Finally, Section 4.7 concludes the chapter.

4.2 Related Work

In this section, we provide details of the research work related to our study. To the best of our

knowledge, no prior work has reported a successful attack to breach users’ communication

privacy in encrypted IM networks using only the information available in packet header

traces. However, there is some relevant work in the area of mix network de-anonymization.

We discuss it and other related studies below.

4.2.1 Mix Network De-anonymization

In the area of mix network, several studies have used correlation techniques for de-

anonymization. However, most of these studies are limited to computing temporal cor-

relation between traffic of two user-network links to find user-user links. Furthermore, de-

anonymization of mix networks is fundamentally different from our problem in the following

two aspects. First, mix network de-anonymization techniques require traffic logs from mul-

tiple points inside a mix network. In contrast, this study treats IM relay servers as a black

box. Second, the size of user populations in mix network de-anonymization studies is only

of the order of tens or hundreds. However, in real-life IM networks, thousands of users can

simultaneously communicate with other users; therefore, presenting a more challenging prob-

lem. In [108], Troncoso and Danezis build a Markov Chain Monte Carlo inference engine

to calculate probabilities of who is talking to whom in a mix network using network traces.

However, they log network traces from multiple points in a mix network and the maximum

network size studied in their paper is limited to 10. In [122], Zhu et al. compute mutual

information between aggregate inflow and outflow traffic statistics to decide if two users are
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talking to each other in a mix network. Similar to this study, they also log traffic from the

edges of a mix network. However, their proposed approach requires traffic logs for longer

time durations. In this work, we compare the results of COLD and the method proposed by

Zhu et al. [122].

4.2.2 Social Network De-anonymization

There is also some related work in the field of social network de-anonymization. Narayanan

and Shamitkov developed an algorithm to utilize sparsity in high-dimensional data sets for

de-anonymization [73]. Later they developed a user re-identification algorithm that operated

on anonymized social network data sets [74]. Other related studies use group membership

information to identify users in a social network [115, 120]. IM networks also fall under the

broader category of online social networks; however, our problem and the nature of the data

available to us is different from those tackled in the aforementioned papers. These studies

focus on user identification using mainly topological information; whereas, we focus on link

identification using dynamic user communication traffic.

4.3 Problem Description and Attack Scenarios

In this section, we first provide a summary of architectural details of IM services. We then

provide the details of information available from traffic traces logged near IM relay servers.

Finally, we describe two scenarios in which traffic can be logged for link de-anonymization.

4.3.1 IM Service Architecture

We first describe the architecture of a typical IM service. Consider the scenario depicted in

Figure 4.1 where two users v1 and v2 are communicating with each other via an IM service.

When v1 sends a message to v2, the source IP address in packets containing this message

correspond to v1 and the destination IP address correspond to the IM relay server. These
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Figure 4.1. Transforming logged traffic traces to user traffic signals

packets are received by the IM relay server after a random delay. After receiving a packet

from v1, the IM server first looks up the IP address of v2. It then creates new packets with its

IP address as source and IP address of v2 as destination. These packets containing message

from v1 are then relayed by the IM relay server to v2 and have the same contents. This

process incurs an additional delay after which the new packet reaches v2.

The network traffic logged near the IM relay server only contains header information be-

cause the packet payload contents are not useful due to encryption. The statistics recorded by

the well-known traffic logging tools like Cisco’s NetFlow include IP addresses, port numbers,

protocol, packet size, and timestamp information [28]. As mentioned before, IP addresses

are used to identify individual users of the IM service. IM traffic is filtered from rest of the

traffic using a combination of protocol and port number information. We are left with only

aggregated packet sizes and timestamp information for each flow. A logged entry for a flow

is an aggregation of packets which may be sent to or received from the IM server. Due to

aggregation, information about the direction of flow is lost for individual packets. Therefore,

we make a realistic assumption that the direction information is not available in the logged

traffic. An example of a similar publicly available data set is the Yahoo! Network Flows

Data [7].
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Referring to Figure 4.1, each flow in the data set comprises of information about incoming

and outgoing packets between an IM relay server and a user. Furthermore, individual users

can be distinguished based on IP addresses in the IM traffic. In Figure 4.1, traffic exchanged

between v1 and the IM relay server is represented by blue arrows and traffic exchanged

between v2 and the IM relay server is represented by red arrows. The timestamps and

packet sizes are both discrete and in units of milliseconds. The packet sizes are typically

recorded in bytes. The resulting signal for each flow is discrete in both time and amplitude

as shown in Figure 4.1. These sparse time domain traces of network traffic are referred to as

traffic signals from now-onwards. It is interesting to simultaneously analyze traffic signals

for both users v1 and v2. Note that every entry in v1’s traffic signal has a time-shifted (time

delayed or advanced) matching entry of equal magnitude in v2’s traffic signal. These matches

between each pair of entries are marked by broken lines joining traffic signals in Figure 4.1.

Matching entries across both traffic signals may not have the same order due to random

end-to-end delays. For example, 3rd message flow entry in v2’s trace appears as 4
th entry in

v1’s trace in Figure 4.1.

4.3.2 Attack Scenarios

We now consider two different scenarios in which traffic information necessary for the pro-

posed attack can be obtained.

The first scenario assumes the capability to monitor incoming and outgoing traffic of an

IM relay server or server farm. Figure 4.2(a) shows four users v1, v2, v3 and v4 connected

to an IM relay server. The shaded circular region around the IM relay server marks the

boundary across which network traffic is logged. For the scenario depicted in Figure 4.2(a),

v1 is communicating with v2 and v3 is communicating with v4. Traffic signals for all users

that are obtained after pre-processing their traffic flow logs. For each flow represented in

a user’s traffic signal, a corresponding flow entry can be observed in the traffic flow log.

The IM relay servers also introduces a random delay between the time a message arrives at
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(a) Collecting all incoming and outgoing traffic from IM

relay server

1

2

(b) Collecting all incoming and outgoing traffic near

border gateway routers of an organizational network

Figure 4.2. Two attack scenarios

the IM relay server and the time it is relayed to the other user. Therefore, there will be a

mismatch in the timestamps of the occurrences of a message in communicating users’ traffic

signals.

The second scenario assumes that all IM users communicating with each other are located

in the same network. Many organizations, such as universities, connect to external networks

and the Internet through one or more gateway routers. The incoming and outgoing traffic
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has to pass through a small number of gateway routers. In this scenario, it is possible

to collect flow logs near the gateway routers of an organizational network. Figure 4.2(b)

depicts the above-mentioned scenario. Here, v1 and v2 are in the same network and are

communicating with each other via an IM relay server. All incoming and outgoing traffic

of the network passes through the border gateway router near which it can be logged. The

region near border gateway router is represented by the shaded region in Figure 4.2(b). The

traffic signals obtained from pre-processing the flow logs have the same characteristics as

described for the first scenario.

4.4 COLD: COmmunication Link De-anonymization

In this section, we present the details of our proposed method (COLD) to detect commu-

nication links between users in IM networks. We first introduce the overall architecture of

COLD. We then provide details of each of its modules. Finally, we provide an easy-to-follow

toy example of COLD on a small set of three IM users.

4.4.1 Architecture

As mentioned in Section 4.3, the logged traffic traces are separated for all users based on IP

address information. These user-wise separated traffic traces are further pre-processed and

converted to traffic signals. The traffic signals for all users are stored in a database. Note

that traffic signals of users may span different time durations. To overcome this problem, we

use zero-padding so that the lengths of traffic signals are consistent for all users. After this

pre-processing, wavelet transform is separately applied to all users’ traffic signals [68]. We

then construct feature vectors for all users using the computed wavelet coefficients. Now, to

compare two given users, we compute the correlation coefficient between their constructed

feature vectors. Finally, the values of the correlation coefficient are sorted to generate the

candidate set. The details of all modules of COLD are separately discussed below.
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4.4.2 Details

After pre-processing the traffic traces, we compute the discrete wavelet transform (DWT) of

each user’s traffic signal. The wavelet transform enables us to conduct a simultaneous time-

frequency analysis. A traffic signal is decomposed into multiple time series, each containing

information at different scales that range from coarse to fine. A time series at a coarse

scale represents the low frequency or low pass information regarding the original time series.

Likewise, a time series at a fine scale represents the high frequency or high pass information

regarding the original time series. This allows us to compare traffic patterns of users at

multiple time scales.

We have to select an appropriate wavelet function for our given problem. Since we are

processing traffic signals of a large number of users, we want to select an efficient wavelet

type. For our study, we have chosen the Haar wavelet function for wavelet decomposition

[66]. We have chosen the Haar wavelet function because it is simple and is computationally

and memory-wise efficient. Furthermore, the wavelet transform can be applied for varying

decomposition levels to capture varying levels of detail. Choosing the optimal number of

decomposition levels is important because this may lead to suppressing relevant and critical

information that might be contained in one or more levels of the wavelet decomposition.

Below, we discuss the method to select the optimal number of decomposition levels.

Let D ∈ Z
+ denote the optimal number of decomposition levels. Different methods have

been proposed in the literature to select the optimal number of decomposition levels. In

this work, we have used Coifman and Wickerhauser’s well-known Shannon entropy-based

method to select the optimal number of decomposition levels [30]. We applied this method

to traffic signals of all users and then selected the optimal decomposition level at the 95th

percentile. Now that we have selected the optimal number of decomposition levels, we can

apply the wavelet transform on user traffic signals.

Once we have obtained the wavelet coefficients after applying the wavelet transform to a

user’s traffic signal, we need to convert them to a standard feature vector so that we can
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compare users’ signals. Let FX denote the feature vector of a user X. The coefficients that

contain high frequency information are more numerous and such coefficients are assigned

lower weights. Similarly, the coefficients that contain low frequency information are fewer

and are assigned higher weights. The time signal corresponding to level 1 of the wavelet

decomposition represents the coarsest features containing low frequency information, and

level D refers to the highest level describing the most detailed features containing high

frequency information. The level D feature coefficients are assigned weight 1, the level D−1

coefficients are assigned weight 2, etc., and the level 1 coefficients are assigned weight 2D−1.

In general, the level d features are assigned a weight of 2D−d−1. To produce the standard

feature vector in which each coefficient is given the appropriate weight, we replace each

coefficient by a vector of its copies of length equal to its weight, i.e. a wavelet coefficient of

decomposition level d is replaced by a vector containing 2D−d−1 copies. This is equivalent to

using the undecimated wavelet transform of users’ traffic signals. By following this procedure,

the total length of the feature vectors of all traffic signals becomes consistent.

After applying the wavelet transform and post-processing coefficients to a user X’s traffic

signal, we obtain a feature vector denoted FX . To compare the feature vectors FX and

FY for two users X and Y , we have to compute their correlation. The sample correlation

coefficient rX,Y of two discrete signals FX and FY , both of length L, is defined as,

rX,Y =

∑L
i=1(FX(i)−FX)(FY (i)−FY )

(L− 1)sXsY
.

(4.1)

Here, FX(i) is the ith element of the feature vector FX , FX is the sample mean of

its elements, and sX is the sample standard deviation of its elements. The values of the

correlation coefficient lie in the closed interval [−1, 1]. The correlation coefficient values close

to zero indicate no correlation; whereas, the values close to 1 and −1 respectively highlight

strong correlation and anti-correlation. For this study, we only consider the magnitude of

the correlation coefficient and discard its sign. After computing the correlation coefficient
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for all pairs of users, we get the upper triangular correlation matrix R0. ri,j is written into

the ith row and the jth column of the correlation matrix R0. Conceptually, this correlation

matrix is similar to the adjacency matrix of a weighted graph. We add to R0 its transpose

to obtain R

After obtaining the correlation matrix R whose elements are in the range of [0, 1] we

need to generate, for each node, a sorted list of nodes in decreasing order of probability of

communicating. This is done by sorting the node indices in descending order of correlation

coefficients in every column of R. The resulting matrix will have the same size as R and

is labeled I ↓. Suppose that the S most likely users that are communicating with user i is

required. Then the user IDs contained in the top S rows of the i-th column of I ↓ is the

sorted list of users i is most likely communicating with.

4.5 Experimental Results

In this section, we first describe the data set used for evaluating COLD, then define evaluation

metrics, and finally present evaluation results.

4.5.1 Data Set

We collected a data set from Yahoo! Messenger IM network to validate our proposed ap-

proach. To keep the volume of logged data manageable, the users of Yahoo! Messenger

were filtered by geographic location and restricted to the New York City area. This data set

consists of traffic logs of Yahoo! Messenger user activity over a period of 60 minutes from

the greater New York area, between 8 a.m. to 9 a.m. Using this data set, we create six data

sets that are the subsets of the entire data. These consist of data over the only the first 10,

20, 30, 40, 50 and 60 minutes, i.e. from 8 − 8 : 10 a.m., 8 − 8 : 20 a.m., 8 − 8 : 30 a.m.,

8− 8 : 40 a.m., 8− 8 : 50 a.m. and 8− 9 a.m. To gauge the effect of the duration over which

a data set is collected we evaluated our proposed COLD scheme on all six data sets. Table
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Table 4.1. Data set statistics

Time Duration Users Messages Sessions

8-8:10a 10 mins 3,420 15,370 1,968

8-8:20a 20 mins 5,405 33,192 3,265

8-8:30a 30 mins 7,438 53,649 4,661

8-8:40a 40 mins 9,513 75,810 6,179

8-8:50a 50 mins 11,684 99,721 7,669

8-9a 60 mins 13,953 126,694 9,264
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Figure 4.3. Time series plot of traffic volume, in bytes and number of packets, over the entire

60 minute time period from 8− 9 a.m.

4.1 lists, along with the time of day and duration, the number of logged users, number of

messages exchanged between them, and the number of instant messaging sessions included

in each data set.

The collected data is divided into two parts: input data and ground truth data, to system-

atically evaluate our proposed approach. Both data sets were collected with the assistance

of Yahoo! and are described in the following text.

The input data consists of user-to-server traffic traces that were collected similar to the

scenario described in Figure 4.2(a). Figure 4.3 plots the volume of traffic logged in these

traffic traces. The figure on top plots number of bytes per second against time. Similarly,

the plot in the bottom figure plots the traffic volume in packets per second for the same

period of time.
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Figure 4.4. Node degree distribution in our Yahoo! Messenger data set.

The verification data contains a record of the actual user-to-user connections resulting

from conversations between users. Therefore, the verification data contains the ground truth

for given problem. Our proposed COLD scheme attempts to recreate the link structures

between users contained in the verification data by only using information in the input data.

Figure 4.4 is a plot of the degree distribution of users observed in the verification data

collected over 10 and 60 minute time periods. The distribution is approximately linear on

log-log scale over the range of degrees from 1 to 9 for the 10 minute data, and from 1 to 11

for the 60 minute data.

4.5.2 Evaluation Metrics

Let V denote the set of Yahoo! Messenger users v1, v2, . . . , vN . Furthermore, let E denote

the set of actual communication links u1, u2, . . . , uM of size M between N users captured

in the verification data. Then G(V,E) is the graph of users (or vertices) connected by

the communication links (or edges) between them. Recall that the goal of the attack is

to detect communication links Û that estimates the actual set of communication links in

the verification data U . The graph Ĝ(V, Û) is the outcome of the scheme that constitutes

the attack. In the rest of this section, we compare our proposed COLD scheme with the

74



baseline time series correlation (denoted by TSC here onwards). A graph that is obtained

using COLD will be denoted by ĜC(V, ÛC). A graph obtained using TSC is denoted by

ĜT (V, ÛT ).

Consider the subset of vertices with degree δ in a graph Ĝ
(
V, Û

)
obtained using either

schemes. Now consider a candidate set Ci of size S ≥ δ for every vertex vi of degree δ.

The candidate set Ci of a vertex vi contains S vertices most likely to be vi’s neighbors,

as determined by the COLD or TSC. We also define a neighborhood function denoted by

ΓG(). ΓG(vi) returns the set of vertices in the graph G that are connected to vertex vi.

Furthermore, we define the node hit rate of a vertex vi as the fraction of vertices in ΓG(vi)

that are also elements of candidate set Ci of size S. The node hit rate of vertex vi is denoted

hi(S) an is defined formally as follows.

hi(S) =
|ΓG(vi) ∩ Ci(S)|

|ΓG(vi)|
(4.2)

The node hit rate can take values in the range of the closed interval [0, 1]. We also define

the hit rate H
Ĝ
(S, δ) for degree δ vertices of a graph Ĝ

(
V, Û

)
as the average of their node

hit rates hi(S) when candidate set sizes are S.

H
Ĝ
(S, δ) =

∑N
i=1,δi=δ

hi(S)

nd
(4.3)

Here nd is the number of vertices in Ĝ of degree δ. Just like the node hit rate, the hit rate

can take values in the range of the closed interval [0, 1].

4.5.3 Results

We compute the hit rates achieved using COLD on the 10, 20, 30, 40, 50 and 60 minute data

sets and compare them with the hit rates achieved by TSC. We further separate vertices by

the number of packets they exchange over the duration of the data set, i.e. hit rates are

computed separately for vertices exchanging 1 − 60, 61 − 70, 71 − 80, 81 − 90, 91 − 100,

101 − 110, and 111 − 120 packets. As we observed in the degree distributions of nodes in
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figure 4.4, data sets for all six durations are dominated by nodes of degree 1. Therefore, in

our evaluation we focus primarily on degree 1 vertices. Figures 4.5(a), 4.5(b), 4.5(c), 4.5(d),

4.5(e), and 4.5(f) plot the hit rates of degree 1 vertices as a function of set size S for COLD

on 10, 20, 30, 40, 50, and 60 minute data sets, respectively. Within each figure, hit rates are

segregated according to the number of packets users send and receive over the duration the

data was collected. As these six figures consistently show, the hit rate reaches between 0.9

and 1.0 for users exchanging 71 or more packets over the duration of the data sets. In case

of the 20, 30, 40, 50, and 60 minute data sets in Figures 4.5(b), 4.5(c), 4.5(d), 4.5(e), and

4.5(f), this set of users is further extended to those exchanging 61 or more packets. In the

10 minute data set in figure 4.5(a) users with 61-70 packets in their trace have a high hit

rate of more than 0.80. However, the candidate set size S has to be increased all the way to

40 for the hit rate to reach close to 1.0. For users exchanging between 1-60 packets the hit

rate starts out between 0.20 and 0.40. As the candidate set size is increased from 1 upward,

the hit rate rises at a very similar rate in all six data sets.

We compare the accuracy of our proposed approach to that of the time series correlation

(TSC) method. Similarly, figures 4.6(a), 4.6(b), 4.6(c), 4.6(d), 4.6(e) and 4.6(f) plot the hit

rates of degree 1 vertices as a function of set size S for TSC on 10, 20, 30, 40, 50 and 60

minute data sets, respectively. The baseline TSC method, which represents the state of the

art, fails to deliver sufficient performance to be useful for any conceivable application, across

all six data sets. With one slight exception, TSC fails to achieve a hit rate of even 0.20 even

for candidate set size of as large as 100. The only exception is the group of users exchanging

between 71-80 packets in the 10 minute data set. However, even for this subset of users,

TSC provides a hit rate of less than 0.30 at a set size greater than 70, i.e. at best, for users

messaging with only one other person, in a set of 70 candidates TSC will include the actual

instant messaging partner with a probability of only 0.30.
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Figure 4.5. Hit rates of COLD for vertices of degree 1 in the (a) 10 minute data set, (b) 20

minute data set, (c) 30 minute data set, (d) 40 minute data set, (e) 50 minute data set, and

(f) 60 minute data set.

4.5.4 Discussions

These results provide us with several insights into the working of COLD. We separately

discuss these insights in the following text.
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First, there appears to be a very clear threshold value for the number of recorded packets

beyond which the de-anonymization attack using COLD yields high hit rates. From the

plots in figure 4.5 we observe that the hit rate for users containing more than 60 packets in

their traffic traces is significantly higher, above 90%, even at very small candidate set sizes.

On the other hand, the hit rate of users containing 60 packets or less in their traffic trace is

significantly lower. This threshold value holds across all six data sets of different durations.

More packet entries in traffic traces provide more points to match two communicating users’

traces with each other. The greater number of data points also reduces the probability of a

false match. Therefore, it is easier to identify communicating users that message each other

more frequently.

Second, the hit rate of users, classified by the traffic they generate, is largely independent

of the time duration over which the traces were collected. Rather, it is the actual number

of message packets exchanged during that period that determines the hit rate. Hit rates for

users exchanging the same number of packets over different periods of time are very similar.

Therefore, we can state that we can identify two communicating users using COLD with

great certainty as soon as they exchange more than 60 message packets.

Third, while we have already stated that the time period over which traffic traces are

collected have only a weak effect on the hit rate. However, looking at the hit rate functions

of users with 61− 70, 71− 80 and 81− 90 packets in their traffic trace across different data

sets, we observe that the hit rate function rises close to 1.0 at a faster rate in data sets

collected over longer durations.

Fourth, judging by the time durations of the data sets (between 10-60 minutes), we con-

clude that the amount of data necessary to achieve a high hit rate by COLD can be collected

in a relatively short period of time. Therefore, COLD does not require an extensive data

collection effort to achieve high accuracy.

Finally, we observe that when TSC is applied to all data sets, the hit rate remains almost 0

for vertices of all traffic levels. This leads us to the conclusion that TSC is effectively unable
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(e) 8-8:50 a.m
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Figure 4.6. Hit rates of TSC for vertices of degree 1 in the (a) 10 minute data set, (b) 20

minute data set, (c) 30 minute data set, (d) 40 minute data set, (e) 50 minute data set, and

(f) 60 minute data set.

to detect any communication links among users. We attribute this failure to the random

phase delay of packet entries in traffic traces of two communicating users. These delays are

a result of the bidirectional flow of traffic and jitter in the end-to-end delay.
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4.6 Evasion and Countermeasures

This section presents some possible techniques that an adversary may utilize to evade the de-

anonymization attack by COLD. We also discuss countermeasures to such evasion techniques

below.

1. Evasion by using proxy or NAT. An adversary may access instant messaging network

behind a proxy or a NAT to bypass the detection by the COLD attack algorithm.

However, in this scenario, COLD will still detect the external IP address, which appears

in the traffic traces collected outside the proxy or NAT. Once the external IP address

is detected, our proposed approach will require additional traces collected inside the

proxy or NAT to specifically pin-point the end-host.

2. Evasion by IP spoofing. An adversary may try to spoof source IP address to evade

COLD. However, IP spoofing will not be successful because every end-user has to setup

a connection with the IM relay server, which is not possible with spoofed IP address.

3. Evasion by fragmentation/aggregation. An adversary may try to break-down a large

message into multiple smaller messages. However, fragmentation at the end-host into

smaller packets will not adversely affect COLD because our approach relies on corre-

lating the traffic traces that are collected entering and leaving the IM service. The

smaller packets created due to fragmentation will appear the same in both sets of traf-

fic traces. In fact, the increased number of packets would improve COLD’s accuracy.

On the other hand, an adversary may try to aggregate as many messages as possible

into a single message to minimize the data available. However, the maximum packet

size is limited by the IM service provider and maximum transmission unit (MTU) of

the network.

4. Evasion by changing packet sizes. If an adversary tries to deliberately change packet

sizes, e.g. by inserting garbage, they will appear the same in the two sets of traffic

80



traces correlated by COLD. Therefore, changing packets sizes will not affect COLD.

5. Evasion by random delays. Adversaries may also add random small or long delays

between their communications. The time delays introduced by end-host will not affect

COLD because these delays appear the same in the two sets of traffic traces. In

another scenario, random delays may be introduced by the IM network due to network

congestion or other processing delays. These delays will affect COLD because they will

be different across the two correlated traffic traces. However, COLD is robust to such

delays as well because it utilizes binning techniques, which reduces their effect.

6. Evasion by injecting noise packets. Injecting random noise packets is unlikely to affect

the accuracy of COLD as long as the noise packets follow the protocol utilized by the

IM network. Packets that do not follow the protocol utilized by the IM network will

be discarded by the IM network after sanity checks and will not appear in the second

traffic trace collecting traffic exiting the IM network. To mitigate the effect of such

noise packets, similar sanity checks can be deployed to check if the logged packets

follow the protocol utilized by the IM network under study.

7. Evasion by encryption. Encryption is only applicable to the packet payloads and packet

headers remain unaffected. The use of encryption cannot evade COLD because our

proposed approach only utilizes fields in the packet header.

4.7 Conclusions

In this work, we present a novel attack to breach the privacy of IM communication services

that allows an attacker to infer who’s talking to whom with high accuracy. We proposed

a wavelet-based scheme, called COLD, that allows us to examine and compare the time

series of one-way (user-server) traffic logs at multiple scales. We evaluated the COLD attack

algorithm using a real-world Yahoo! Messenger data set, which was specifically collected for
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this study. Our experimental results showed that COLD clearly outperforms the baseline

time series correlation scheme.

Our proposed approach can also be applied to the related problems such as mix network

de-anonymization. In the mix network de-anonymization problem, a set of mix servers can

be treated as the black box and the traffic logs at the edges of the mix network can be

correlated using COLD to detect communication links among end-users [109,123].
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5 Information Hub Identification in

Social Networks

5.1 Introduction

5.1.1 Background and Motivation

In a social network, a user that has a large number of interactions with other users is defined

as an information hub (or simply a hub) [26]. An interaction refers to the transmission of

information by one user to another user. For example, an interaction from user A to user

B in online social networks may be the action when user A posts a message or comment

on user B’s profile. Hubs play important roles in the spread or subversion of propaganda,

ideologies, or gossips in social networks. Taking the advertising industry as an example,

instead of giving free product samples to random people, to improve the effectiveness of

word of mouth advertising and increase recommendation based product adoption, they may

want to give free samples to hubs only [40]. For example, CNN reported that Samsung

used social networks information to target dissatisfied owners of Apple iPhone 4 in a recent

advertisement campaign [38]. Samsung first monitored Twitter feeds to identify dissatisfied

iPhone 4 owners who are the most active in terms of communicating with their friends (i.e.

hubs) and are therefore most influential in spreading word of mouth recommendation, then

offered free GalaxyS phones to some of them. Furthermore, observing adoption of products

or trends at hubs helps to predict the eventual total sale of a product [40]. For instance,
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advertisers can observe the impact of distributing free samples to hubs to predict the future

successfulness of a product. Due to limited advertisement budget (e.g., free product samples),

advertisers want to identify the top-k nodes in a social network. Therefore, identifying top-k

information hubs in social networks is an important problem.

5.1.2 Limitations of Prior Art

Prior methods for computing top-k information hubs (e.g., [61] and [41]), are mostly cen-

tralized assuming the availability of either interaction or friendship graphs. The interaction

graph of a social network is a directed multigraph [21] whose nodes represent users and di-

rected links represent the existence of a directed pair-wise interaction. Each link is labeled

with a time stamp that indicates when the interaction occurred. The friendship graph of

a social network consists of nodes representing users and undirected links representing the

friend relationship among users. Figure 5.1 shows the conceptual depiction of the friendship

graph between users and the overlaid interaction graph. However, centralized computation

of top-k information hubs is mostly unrealistic for parties such as advertisers because online

social networking companies are reluctant to share their interaction or friendship graphs due

to privacy concerns and regulations [8]. Furthermore, advertisers cannot even directly collect

interaction or friendship information from social network sites by means such as crawling

because for many online social networking companies such as Facebook [9], unauthorized

data collection is a violation of their terms of service.

5.1.3 Proposed Solution

In this work, we propose a distributed and privacy preserving algorithm for computing

top-k information hubs in social networks. Distributed algorithms for computing top-k

information hubs have to be privacy preserving because users are typically hesitant to disclose

explicit information about their friendship links or interaction information due to privacy

concerns [121]. To preserve the privacy of user interactions, our algorithm is distributed and
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Figure 5.1. Conceptual depiction of the friendship graph between users and the overlaid

interaction graph.

does not require the advertiser to know users’ friendship associations or interactions. There

are three technical challenges in designing such an algorithm. First, the problem of inferring

a user’s salience (whose ground truth resides in the interaction graph) from the corresponding

friendship graph is inherently difficult because an interaction graph has more information

than its corresponding friendship graph. Furthermore, a friendship graph is undirected and

un-weighted, whereas the interaction graph is a directed multigraph. Second, the complete

friendship graph itself may not be available to the parties interested in identifying hubs.

Third, preserving users’ privacy in this computation is difficult as any information exchange

involved in this computation should not contain any personal information.

We now present an overview of our proposed solutions to the above-mentioned technical

challenges. To address the first challenge, we apply principal component centrality (PCC),

a new measure of centrality we introduced in [45], to the friendship graphs. The intuition

behind PCC is that a user who is connected to well-connected users (even if the user himself

is poorly connected) has a more central status. For example, a poorly connected person

who has a direct connection with a well-connected representative in some population may be

capable of propagating an opinion well by simply convincing the representative. Unlike other

measures of user influence (e.g., eigenvector centrality [22,23]), PCC takes into consideration

the fact that social networks can be multi-polar consisting of multiple communities with few

85



connections between them.

To address the second challenge of friendship graph data availability, we distribute the

computation of PCC among users and therefore do not require a central entity to access

the friendship graph. Advertisers can utilize existing functionality in popular online social

networks (such as groups and pages in Facebook [8]) to implement our proposed distributed

method. Motivation for user participation in decentralized PCC computation may range

from tangible incentives such as receiving free samples from advertisers (e.g. [38]), to intan-

gible incentives such as bragging rights about one’s popularity (e.g. [102]). We decentralize

the PCC computation using the Kempe-McSherry (KM) algorithm [50]. These iterative

algorithms compute eigenvalues and eigenvectors that are essential for computing nodes’

PCCs. Our decentralized algorithm restricts the set of users that a particular user has to

communicate with to its immediate friends. Furthermore, the memory requirement at each

user of this algorithm grows only linearly with the number of friends. Hence, one of the

contributions of this work is extending the original centralized PCC approach to a more

practical distributed PCC form. This new distributed PCC form is an accurate and robust

centrality measure that is capable of identifying all salient users in a social graph using a

truly decentralized and scalable method.

Finally, to address the issue of user privacy, only real numbers representing PCC intermedi-

ate scores are exchanged between users. It is impossible to reverse-engineer users’ friendship

associations from these intermediate scores.

5.1.4 Experimental Results and Findings

We evaluated the effectiveness of our proposed technique using real-world Facebook data sets

[111] containing about 6 million users and more than 40 million friendship links. We have four

major findings from our experimental results. First, there is indeed close correlation between

the PCC of nodes in the friendship graph and corresponding dynamic user interaction data.

We envision that this correlation can be exploited for other purposes as well. Second, the
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computation of PCC can be effectively distributed across individual users in a social graph

without compromising its accuracy. This eliminates the requirement of a central authority

for identifying hubs. Third, the accuracy of PCC improves as we use more eigenvectors in its

computation. Further, the appropriate number of eigenvectors required in the computation

of PCC for real-world social networks is around 10-20. Fourth, the accuracy (in terms of

number of correctly identified top-k users and their estimated rank) of PCC improves as the

duration of interaction data used for comparison is increased from 1 month, to 6 month to

more than a year. This essentially shows that PCC scores reflect the flow of information

between users of a social network over long time periods.

5.1.5 Key Contributions

We make four key contributions in this work. First, we propose a novel method to infer

information lying in the interaction graph (i.e. hub identification) from the friendship graph

in social networks without using the interaction data. Earlier works are limited to solving

this problem using complete interaction graph data. Second, our proposed method, first

of its kind, allows third parties (other than social network owners) to solve this problem.

We use a distributed method to overcome the requirement of a central authority. Third,

our proposed method preserves the privacy of users, i.e., users do not release any personal

information to other users. We achieve this objective by letting each user share only some

real numbers that cannot be reverse-engineered. Finally, we evaluate the effectiveness of

our proposed technique using real-world Facebook data sets that are publicly available. The

results of our experiments show that the proposed approach improves the accuracy of finding

the top-k user set by approximately 50% over existing measures. Furthermore, the proposed

technique accurately estimates the rank of individual users.

The rest of this chapter proceeds as follows. In Section 5.2, we present an overview of

related work. We provide the details of our proposed approach in Section 5.3. We also

provide the analysis of the data set used for evaluating our proposed technique in Section
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5.4.1. We then provide the detailed results of our evaluation in the rest of Section 5.4.

Finally, we conclude the chapter in Section 5.5.

5.2 Related Work

Besides work on hub identification using user interaction data ( [41,61]) mentioned in Section

5.1, we provide an overview of rest of the relevant research on influence maximization.

Several algorithms have been proposed for identifying top-k influential users in social

networks [34,51–53,106,124]. The objective function for this influence maximization problem

is to maximize the number of users that are part of information flows initiated by the top-k

influential users. In contrast, our method uses friendship graphs, is fully distributed, and is

privacy-preserving, while such work uses user interaction data and is centralized and is not

privacy-preserving.

Kempe et al. studied this influence maximization problem for the first time, proved it

is NP-hard, and proposed a heuristics-based algorithm that achieves 63% of the optimal

result in most cases and outperforms degree and distance centrality heuristics [51]. Suri and

Narahari later proposed Shapley value based heuristic for solving this problem [106]. Zou et

al. studied the same problem with an additional constraint of latency [124]. Estevez et al.

proposed an algorithm called the Set Covering Greedy (SCG) algorithm, which takes into

account the intuition that we should prefer to select nodes in different neighborhoods rather

than selecting highly connected nodes lying in the same neighborhood [34]. Kimura et al.

studied the influence maximization problem with respect to two widely-used fundamental

stochastic information diffusion models in networks, and proposed a solution utilizing tools

from bond percolation and graph theory [52,53].

Algorithms that forgo using interaction data use structural information like the friendship

graph. They are based on centrality measures computed from friendship graph topologies.

Marsden [69] used degree, closeness, betweenness and eigenvector centrality measures. This
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is followed by Shi et al. in [104] who used the same centrality measures, i.e. degree, closeness,

betweenness and pagerank [54,57,85] (which is just an iterative algorithm to compute eigen-

vector centrality). However, as Borgatti showed in [24], degree, closeness and betweenness

centrality are inappropriate measures of centrality for influence processes. Degree central-

ity is a good measure of the rate of immediate rate of spread of influence from nodes in

the short-term. Betweenness and closeness centrality are ill-suited for the problem at hand

because the definitions underlying them assume that the flow on the network does not repli-

cate and occurs only along shortest paths. Therefore, the performance of Marsden’s use of

eigenvector centrality and Shi’s use of Pagerank form the baseline for comparison against

our proposed algorithm. Canright, Engø-Monsen and Jelasity [27] described a distributed

and privacy preserving algorithm for the computation of eigenvector centrality/PageRank.

5.3 Our Proposed Solution

This section presents our proposed technique for identifying information hubs in social net-

works. We model the information flow as an influence process. The underlying rationale

for doing so is rooted in the assumption that in social networks people (nodes) with more

friends (connections) send and receive more messages. Furthermore, people will receive more

messages from friends that send/receive a lot of traffic than from those that send/receive

fewer messages. This information flow can be modeled as an influence process. According

to Borgatti’s two dimensional taxonomy of node centrality measures in [24], the appropriate

measure to quantify nodes’ influence is eigenvector centrality (EVC) [22, 23].

5.3.1 Eigenvector Centrality

Let A denote the adjacency matrix of a graph G(V,E) consisting of the set of nodes V =

{v1, v2, v3, . . . , vN} of size N and set of undirected edges E. When a link is present between

two nodes vi and vj , both Ai,j and Aj,i are set to 1 and set to 0 otherwise. Let Γ (vi)
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denote the neighborhood of vi, the set of nodes vi is connected to directly. EVC of a node is

recursively defined as proportional to the number of its neighbors and their respective EVCs.

Let x(i) be the EVC score of a node vi. Then,

x(i) =
1

λ1

∑

vj∈Γ (vi)

x(j) =
1

λ1

N∑

j=1

Ai,jx(j)

(5.1)

Here λ1 is a constant (later found to be the principal eigenvalue of A). Equation 5.1

can be rewritten in vector form Equation 5.2 where x1 = [x(1), x(2), x(3), . . . , x(N)]T is the

vector of EVC scores of all nodes.

x1 =
1

λ1
Ax1 ⇐⇒ λ1x1 = Ax1

(5.2)

Equation 5.2 is the well-known eigenvector equation where this centrality takes its name

from. Obviously several eigenvalue/eigenvector pairs exist for an adjacency matrix A. Here,

λ1 is the largest of all eigenvalues of A by magnitude. If λi is any other eigenvalue of

A then |λ1| > |λi|. The eigenvector x1 = [x1(1), x1(2), . . . , x1(N)]T corresponding to the

principal eigenvalue is the principal eigenvector. Thus, the vector of node EVCs is equivalent

to the principal eigenvector. The EVC of a node vi is the corresponding element x1(i) of

the principal eigenvector x1.

5.3.2 Motivation for Principal Component Centrality

As we demonstrated in [45], in networks of multiple communities with sparse connectivity

between communities, EVC assigns centrality scores to nodes according to their location

with respect to the most dominant community. When applied to large networks, EVC fails

to assign significant scores to a large fraction of nodes. The principal eigenvector is “pulled”

in the direction of the largest community. The motivation for using PCC as a measure of
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node influence may be understood by looking at EVC in the context of principal component

analysis (PCA) [32]. In PCA, when feature vectors are extracted from an N ×N covariance

matrix of N random variables, the principal eigenvector is the most dominant feature vector,

i.e. the direction in N -dimensional hyperspace along which the spread of data points is

greatest. Similarly, the second eigenvector (corresponding to the second largest eigenvalue)

is representative of the second most significant feature of the data set. The second eigenvector

may also be thought of as the most significant feature after the data points are collapsed

along the direction of the principal eigenvector. When the covariance matrix is computed

empirically from a set of data points, the eigendecomposition is the well-known PCA. Here

PCA is used to find the eigenvectors x1,x2,x3, . . . ,xN and eigenvalues λ1, λ2, λ3, . . . , λN of

the graph G’s adjacency matrix A.

5.3.3 Definition of PCC

While EVC assigns centrality to nodes according to their location with respect to the most

dominant community in a graph G, PCC takes into consideration additional communities.

We define the PCC of a node in a graph as its Euclidean distance/ℓ2 norm from the origin in

the P -dimensional eigenspace. The basis vectors of that eigenspace are the P most significant

eigenvectors of the adjacency matrix A of the graph G under consideration. For a graph

G, its N eigenvalues |λ1| ≥ |λ2| ≥ . . . ≥ |λN | correspond to the normalized eigenvectors

x1,x2, . . . ,xN , respectively. The eigenvector/eigenvalue pairs are indexed in descending

order of magnitude of eigenvalues. When P = 1, PCC equals a scaled version of EVC. The

parameter P in PCC can be used as a tuning parameter to adjust the number of eigenvectors

included in PCC.

Let X denote the N × N matrix of concatenated eigenvectors X = [x1x2 . . .xN ] and let

Λ = [λ1λ2 . . . λN ]T be the vector of eigenvalues. Furthermore, if P < N (typically P ≪ N)

and if matrixX has dimensions N×N , thenXN×P will denote the submatrix ofX consisting

of the first N rows and first P columns. Then PCC can be expressed in matrix form as:
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CP =
√

((AXN×P )⊙ (AXN×P ))1P×1
(5.3)

The ‘⊙’ operator is the Hadamard (or entrywise product or Schur product) operator and

1P×1 is a vector of 1s of length P . Equation 5.3 can also be expressed in terms of the

eigenvalue and eigenvector matrices Λ and X, of the adjacency matrix A:

CP =
√
(XN×P ⊙XN×P ) (ΛP×1 ⊙ ΛP×1).

(5.4)

(a) C1(i) (b) C5(i)

(c) C10(i) (d) C100(i)

Figure 5.2. PCC of nodes in a network consisting of two Barabási-Albert graphs of 100 and

50 nodes connected by a few links when computed using the most significant (a) 1, (b) 5,

(c) 10, and (d) 100 eigenvectors.

Node PCCs as defined in equations 5.3 and 5.4 are not normalized. To allow interpretation

of centrality scores, Ruhnau advocated in [84] that they should be normalized by either the

Euclidean norm (ℓ2 norm) or the maximum norm (ℓ∞ i.e. the maximum centrality score)
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of the centrality vector. For the remainder of this work the PCC vector will be normalized

by the ℓ∞ norm, thereby restricting all entries to the range [0, 1].

We demonstrate PCC on a small-scale example, a graph consisting of two Barabási-Albert

graphs [19], one consisting of 100 nodes in one community that is sparsely connected with

another Barabási-Albert graph of 50 nodes. Figure 5.2 demonstrates the effect of changing

number of eigenvectors P for PCC CP from 1 (Figure 5.2(a)) for EVC to 5 (Figure 5.2(b)),

10 (Figure 5.2(c)) and 100 (Figure 5.2(d)). As this example shows, EVC is only able to assign

significant centrality to the most well connected node in the larger of the two subgraphs. As

P is raised to 5 and 10, gradually more nodes are assigned significant centrality scores, even

some in the smaller subgraph of 50 nodes.

5.3.4 Selection of Number of Eigenvectors

The cost of computing an eigenvector can be significant for large matrices, favoring the

use of as few eigenvectors for PCC as are necessary. To determine appropriate number of

eigenvectors (Papp), we consider the phase angle φ as a function of P . The phase angle

φ(P ) of a PCC vector CP is defined as its angle with the EVC vector CE and is defined

mathematically in equation 5.5.

φ(P ) = arccos

(
CP

|CP |
·
CE

|CE |

)

(5.5)

When the phase angle function is plotted for a range of P , the value of P at which φ begins

approaching its final steady value is used for that particular graph (Papp) [45]. The selection

of Papp can be made as,

Papp = min{φ(P + 1)− φ(P )} ∈ [−ǫ, ǫ], ∀ [P,N ], (5.6)

where ǫ is a small real number. It is our observation that the value of Papp is close to the

number of well-connected communities in a social graph.
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5.3.5 Decentralized Eigendecomposition Algorithm

The massive sizes of social networks require a method whose space and time complexity

scales well with the number of nodes and links between them. According to Equation 5.3,

for a node to compute its own PCC score it needs to know its corresponding entries in the

first P eigenvectors x1, x2 ... xP of the adjacency matrix A, as well as who its neighbors

are, i.e. the entries in its corresponding row of A. Although many decentralized algorithms

for computing eigenvectors of a matrix exist, many of them are not designed to minimize the

communication overhead between participating nodes. We discuss 2 well-known distributed

algorithms in the following text.

A method that lends itself to a decentralized implementation is the power iteration algo-

rithm [56]. This algorithm avoids computing a matrix decomposition and is suitable for very

large, sparse matrices. Canright, Engø-Monsen and Jelasity [27] describe a fully distributed

implementation of the power iteration algorithm for computing the principal eigenvector.

The power iteration algorithm exploits the fact that the principal eigenvector of a symmet-

ric matrix can be interpreted as the steady state distribution of an ergodic Markov chain.

The transition matrix of this Markov model is the stochastic, row-normalized version of the

adjacency matrix A. The power iteration algorithm initializes x as a random vector and

iteratively computes Ax

‖Ax‖∞
→ x until ‖x‖∞ becomes stable within a margin of tolerance

(tol). The denominator term ‖Ax‖∞ is the eigenvalue λ corresponding to the eigenvector

x. To compute subsequent eigenvectors using the power iteration algorithm, as mentioned

in [60], the adjacency matrix is “deflated,” i.e. Ai+1 = Ai − λi
xix

T
i

xT
i
xi
. The deflation oper-

ation removes from adjacency matrix A = A1 the structure that is explained by the first

eigenvector x1. The principal eigenvector of the deflated matrix A2 is computed using the

power iteration algorithm again. A2’s principal eigenvector is then the second eigenvector

of the original matrix A = A1. Thus, starting from A, P applications of the power iteration

algorithm and P − 1 deflations will produce the P most significant eigenvalues λ1, λ2, ..., λP

and eigenvectors x1,x2, ...,xP .
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The pseudo code in Algorithm 1 describes the power iteration and deflation algorithms. In

the application at hand, the algorithm takes friendship graph’s adjacency matrix A and P

number of eigenvectors as input. Typically, friendships in graphs obtained from online social

networks are recorded as bidirectional, making A a symmetric matrix. This ensures that all

its eigenvalues will be real. The principal eigenvector x1 can be initialized arbitrarily [27].

Note that according to Algorithm 1, the messages exchanged between nodes do not contain

any link information or other structural information about the graph. Nodes do not reveal

either their own or any other nodes’ friends. The fact that only a numeric value is exchanged

by communicating nodes preserves privacy.

While the power iteration algorithm provides sufficiently accurate results for the principal

eigenvector, it is not suitable for computing many subsequent eigenvectors/eigenvalues for

two reasons. First, it suffers from rounding error that becomes progressively worse with the

computation of each subsequent eigenvector. Second, the number of messages that have to be

exchanged by a node grows larger for every successive eigenvector that is computed. Consider

an illustrative example in Figure 5.3 where the node under consideration is colored black.

The neighbor nodes it is connected with in the friendship graph are colored grey and non-

neighbor nodes are colored white. Figure 5.3(a) illustrates the exchange of messages to/from

the node when the first eigenvector is computed. In this scenario the node does not need to

communicate outside its circle of friends. Recall that to compute the second eigenvector and

eigenvalue the power iteration algorithm is applied to the once deflated adjacency matrix

A2, which will include non-zero entries that will require nodes to venture outside of their

circle of neighbors and exchange messages with nodes to whom they are not connected to in

the friendship graph. This is shown in Figure 5.3(b). However, the content of the message

exchange is still only numeric values. After a few deflation operations Ai will not remain

sparse anymore, thus increasing the number of messages that have to be sent/received by

every node in the friendship graph. This case is illustrated in Figure 5.3(c). The number of

message exchanges can be reduced at the cost to the rounding error by rounding very small
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Algorithm 1 Power iteration algorithm with deflation

Input: N = Number of nodes in graph

Input: A = Friendship graph adjacency matrix of size N ×N

Input: P = Number of eigenvectors to be computed

Output: x1,x2, ...,xP = P largest eigenvectors

Output: λ1, λ2, ..., λP = P largest eigenvalues

1: x1 ← [1 1 1 ... 1]T

2: A1 = A

3: for i = 1 to P do

4: λi,prev ← 0

5: λi ← 1

6: while
λi−λi,prev

λi
> tol do

7: λi,prev = λi

8: x′i ← Aix1

9: λi = ‖x
′
i‖∞

10: xi =
x
′
i
λi

11: end while

12: Ai+1 ← Ai − λi
xix

T
i

xT
i
xi

13: end for

entries in eigenvectors xi and deflated matrices Ai to zero.

In [50] Kempe and McSherry developed a decentralized algorithm for the computation of

the first P most significant eigenvectors. Their approach differs from other algorithms in

that each node is only required to communicate with neighbor nodes, as shown in Figure

5.3(a). This means that the computational complexity of the algorithm at every node, and

the volume of messages exchanged by each node scales only linearly with the number of its

neighbors and linearly with the number of eigenvectors that are computed. Furthermore, the

time for the algorithm to converge is O(τmix logN), where N is the total number of nodes in
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(a) 1st eigenvector (b) 2nd eigenvector (c) 3rd (subsequent)

eigenvectors

Figure 5.3. An illustrative example of message exchanges in power iteration algorithm for

(a) 1st eigenvector, (b) 2nd eigenvector, and (c) subsequent eigenvectors. Reference node is

colored black, neighbor nodes grey and non-neighbor nodes white.

the graph and τmix is the mixing time of the Markov chain with a transition matrix that is

the row-normalized version of A. Although the power method’s overhead and convergence

properties vary greatly from those of the KM algorithm, the iterative components of the KM

algorithm are very similar to those of the power method (lines 6 to 11 in Algorithm 1) when

it is used in the computation of the principal eigenvector only. Both algorithms perform a

deterministic simulation of a random walk. For a detailed coverage of the KM algorithm we

refer the reader to [50].

Kempe reported the error of the ℓ2 norm of the space spanned by RP , the projection of P

most significant eigenvectors onA, and RP ′ , the projection of P most significant eigenvectors

by KM-algorithm onto A, with high probability as follows.

‖RP −RP ′‖2 ≤ O

(∣∣∣∣
λP+1

λP

∣∣∣∣
t

·N

)
+ 3ǫ4t

(5.7)

Here, t denotes the number of iterations for which the KM algorithm executes. Clearly, since

λP+1 < λP , the fractional term will be decreasing with t at a geometric rate. Figure 5.4

shows a plot of average mean squared error (MSE) between the actual and estimated top-k

eigenvectors (using the KM algorithm) for random graphs of 100 nodes. We report average
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MSE values for varying number of eigenvectors (k) and number of iterations (t). Each point

in the plot is an average of 1000 independent runs and the confidence intervals are too small

to be shown. As expected from equation 5.7, we observe that average MSE values sharply

decrease approximately at a geometric rate for increasing number of iterations. Furthermore,

for a given number of iterations, average MSE values increase for larger k values.
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Figure 5.4. Average Mean Squared Error (MSE) for the KM algorithm reported for varying

values of number of eigenvectors (k) and number of iterations (t).

From the above discussions of the power method with deflation and the KM algorithm,

we conclude the following:

• The power method with deflation has a communication overhead that grows expo-

nentially with each additional eigenvector computation. This limits the number of

eigenvectors that can be used in the computation of PCC. On the other hand, the KM

algorithm never requires a node to communicate beyond its immediate neighbors. This

implies that the communication overhead of the KM algorithm scales linearly with the

number of computed eigenvectors.

• The power method with deflation suffers from compounding of round-off errors in

the computation of subsequent eigenvectors. This limits the maximum number of

eigenvectors that can be used in computation of PCC. On the other hand Kempe et
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al. reported near perfect convergence for their algorithm, which is also verified from

our observations in Figure 5.4.

For these reasons, we choose to use the KM algorithm for the distributed computation of

eigenvectors for PCC.

5.4 Experimental Results

5.4.1 Data Set

We now present details of the data sets used to evaluate the efficacy of our proposed tech-

nique. In our study, we use two independently collected data sets from Facebook [111]. We

use both data sets to demonstrate that our proposed solution is not biased in favor of any

particular data set. The data sets are labeled data set A and data set B here-onwards. As

Wilson et al. describe in [111], at the time of collection in April 2008 Facebook had 67

million subscribers of whom 44.3 million belonged to a regional network (regional networks

were defined on the basis of geography and institutions). Each regional network forms a

community of nodes that are strongly intra-connected but sparsely connected to other com-

munities. Their crawler performed a breadth-first-search and collected data from the 22

largest regional networks. The crawler was initialized with 50 randomly seeded user profiles.

Wilson et al. verified the completeness of their coverage of regional networks by perform-

ing 5 simultaneous crawls of the San Francisco regional network, each seeded by a different

number of seed user IDs varying from 50 to 5000. The difference in the number of users

discovered between crawls was a mere 0.1%. Therefore, we can conclude that the coverage

of users in these data sets is fairly complete. The data contained in data set A and data set

B is from different regions.

Each data set further consists of two types of graphs. First, we have an undirected friend-

ship graph where the nodes represent users and links represent the friendship between two

users. Second, we have a directed pair-wise user interaction graph where the nodes repre-
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sent users and the directed links represent the interaction from one user to another. The

interaction data spans a time duration of one year. Note that we use the interaction data

only to evaluate the ground truth.

Table 5.1 provides the basic statistics of the friendship graphs analyzed in this study. We

note that the number of users in data set A are slightly more than those in data set B. We

also note that the ratio of the number of friendship links to the number of users for data set

A is ∼ 7.6, which is slightly more than ∼ 7.1 for data set B. This statistic is also reflected

in the values of average clustering coefficients of both data sets. Moreover, the number of

cliques in the friendship graph of data set A is more than those in data set B. However,

we observe that the transitivity value (defined as the fraction of possible triangles that are

actually triangles) for data set A is less than the respective value of data set B.

Table 5.1. Basic statistics of the friendship graphs analyzed in this study

Property Data set A Data set B

# Users 3097165 2937612

# Friendship Links 23667394 20959854

Average Clustering Coefficient 0.0979 0.0901

# Cliques 28889110 27593398

Transitivity 0.0477 0.04832

Figures 5.5 and 5.6 show the plots of degree distributions for friendship graphs of both

networks. In Figures 5.5(a) and 5.6(a), we plot the histograms of one thousand bins in which

we have grouped users. Although the distribution does not follow a power-law exactly, it fits

it reasonably well as shown by straightness on log-log scale and verified by high goodness-

of-fit (R2) values for data set A and data set B. This observation is in accordance with the

result of recent studies that have shown that the degree distribution of many online social

networks is power-law [71]. An equivalent representation is shown in Figures 5.5(b) and

5.6(b) where users are reverse-sorted by their degree. Note that the estimated values of

model parameters are similar for both data sets.
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Figure 5.5. Degree distribution of friendship graph for Facebook data set A
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Figure 5.6. Degree distribution of friendship graph for Facebook data set B

5.4.2 Selection of PCC Parameter

We can compute the PCC vector CP for a range of number of eigenvectors P . Note that at

P = 1 the PCC C1 is the EVC CE , which serves as the measure of baseline comparison, as

mentioned in [104] and [69]. Although we will be comparing PCC with EVC for a range of

values of P in some of our subsequent analysis, we will try to determine the “appropriate”

number of eigenvectors for PCC (denoted by Papp). We do this by means of plotting the

phase angle function defined in Equation 5.5. Figures 5.7(a) and 5.7(b) plot the phase angle

functions of Facebook data sets A and B, respectively, for the range of P = 1 to 100. For
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data sets A and B, the phase angle function rises quickly initially until P = 6 and rises only

very slowly thereafter. Using Equation 5.6, the Papp values are 10 and 20 for data sets A

and B, respectively. The difference in Papp values for data sets A and B can be explained

by differences in their network structures. In Table 5.1, we showed that the friendship graph

of data set A has higher average clustering coefficient values than the friendship graph of

data set B. This essentially shows that the friendship graph of data set A is on average more

tightly connected than the friendship graph of data set B. In terms of PCC computation,

this indicates that all nodes can be reached from a given node in lesser number of hops

on average. In other words, fewer number of eigenvectors (denoted by Papp) are enough to

approximate the steady-state PCC value.
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Figure 5.7. Plot of the phase angle φ(P ) between PCC vectors CP and EVC vector CE

plotted against number of feature vectors P for (a) Facebook data set A, and (b) Facebook

data set B.

5.4.3 Comparison With Ground Truth

Now that we have identified an appropriate number of eigenvectors for PCC for both data

sets, we devote the remaining section to evaluating its accuracy by comparing the results to

the ground truth, i.e. interaction data. For both data sets A and B, we have interaction
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graphs spanning 1 month, 6 months, and 1 year time periods.

Recall that the PCC scores for individual users are calculated using only information from

the friendship graph. We compare the PCC of nodes against their actual flows over various

time periods to get a sense of the time period over which PCC best predicts the flow.

We have used a symmetric measure called Pearson’s product-moment coefficient to quan-

tify the similarity between the output of PCC and the ground truth from interaction data.

The Pearson’s product-moment coefficient ρ is defined in Equation 5.8. Here E is the ex-

pectation operator, σ refers to standard-deviation, and µ denotes mean value.

ρ(CP , ϑ) =
E[(CP − µCP

)(ϑ− µϑ)]

σCP
σϑ

(5.8)

Figure 5.8 shows the plots of correlation coefficients ρ(CP , ϑ) as a function of number of

eigenvectors for the range 1 ≤ P ≤ 100. Figure 5.8(a) plots ρ(CP , ϑ) for flows collected

over 1 month, 6 months and the entire collection time period (labeled ‘All’) for data set A.

Figure 5.8(b) does the same for data set B.
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Figure 5.8. Correlation coefficients ρ of PCC CP and, (a) flow count of Facebook data

set A (ϑ(A)), (b) flow count of Facebook data set B (ϑ(B)). The correlation coefficients

are plotted as functions of the number of eigenvectors P and plotted separately for each

interaction graph.

We make two major observations from these plots. First, we note that the value of ρ
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generally increases with increasing number of eigenvectors P for computing PCC. It rises

quickly to reach its steady-state value for both data sets. For Facebook data set A, ρ

reaches close to its steady-state value at around 10 eigenvectors. Whereas, for Facebook

data set B, ρ reaches close to its steady-state value at around 20 eigenvectors. Note that

the steady-state values for ρ are reached at Papp values selected in the previous subsection.

This observation verifies the merit of using phase angle for selection of appropriate value of

P in PCC computation.

Second, we note that the correlation coefficients are higher for interaction data collected

over longer periods of time. This observation follows our intuition that the trends in short-

term interaction data can deviate from our expectations in steady-state friendship graph;

however, the trends in long-term interaction data show greater similarity with the underlying

friendship graph. This observation remains consistent across both Facebook data sets.

To further evaluate the accuracy of PCC in finding information hubs, we analyze the

overlap between the set of top-2000 users by PCC (denoted by S2000(CP )) and the ground

truth. Note that the choice of 2000 nodes in the following analysis is purely arbitrary. The

results of our analysis for different set sizes are qualitatively similar. Let the cardinality of

the intersection set of the first k nodes by PCC and the first k nodes by flow ϑ be denoted

by Ik(CP , ϑ) and defined in Equation 5.9 below.

Ik(CP , ϑ) =
|Sk(CP ) ∩ Sk(ϑ)|

k (5.9)

Figures 5.9(a) and 5.9(b) plot I2000 for data sets A and B, respectively. We evaluate sepa-

rately for interaction data of different durations. As expected, the cardinality of the inter-

section set increases with the number of eigenvectors used in computation of PCC. In both

figures, the data points at P = 1 represent the baseline for our comparison, i.e. EVC.

For data set A, the cardinality of the intersection set of the top-2000 nodes by EVC

and top-2000 nodes by flow ϑ, the cardinality of the intersection set I2000(CE , ϑ) is 342.

At P = 10, I2000(C10, ϑ) = 513 for data set A. These represent increases of 50.0%. For
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Facebook data set B intersection cardinality of EVC set with flow are I2000(CE , ϑ) = 358.

At P = 20, I2000(C20, ϑ) = 426 for data set A, an increase of 19.0%. For the remainder

of this section, we fix the values of P at Papp for both data sets A and B. We see greater

agreement between the list of nodes generated by PCC score with flow data collected over a

longer durations.
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Figure 5.9. Size of the intersection set in (a) Facebook data set A, and (b) Facebook data

set B, for varying number of eigenvectors used in computation of PCC.

Figures 5.10(a) and 5.10(b) plots Ik set for top-k users for data sets A and B, respectively.

We observe an increasing trend for Ik as we increase the bracket size of top-k users. We

also note that the cardinality of the intersection set increases for increasing durations of

interaction data. The overlap approaches 40% of k mark for top-1% users. Moreover, we

observe that the results for Facebook data set A are slightly better than those of Facebook

data set B.

The evaluation described till now focuses on the number of users that are common in top-

k set assembled with respect to PCC scores and node degree in directed interaction graph.

In a more fine-grained analysis, we are also interested in quantifying the accuracy of ranks

assigned using PCC scores. Towards this end, we compute the difference between ranks

assigned by PCC and those determined using data from interaction graph. Moreover, the

significance of correct ranking of high-ranked users is more important than low-ranked users.
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Figure 5.10. Cardinality of the intersection set in (a) Facebook data set A, and (b) Facebook

data set B, for varying fraction of nodes in graph.

To accomplish these objectives, we have devised a distance metric to compare the relevance

of two ordered lists. We denote the list of nodes of length k in descending order of CP by

Rk(CP ) and the list of nodes of length k in descending order of interaction graph degree

by Rk(ϑ). The distance is normalized in the range [0, 1], where 0 correspond to the perfect

match between two given order lists, and vice-versa. We define the normalized distance

d ∈ [0, 1] between these two ordered lists as:

d (Rk(CP ),Rk(ϑ)) =

∑
i∈Rk(ϑ)

[
wi|Rk(CP (i))−Rk(ϑ(i))|

N−2i+1

]

∑
i∈Rk(ϑ)

wi (5.10)

Here wi is the degree of user i in the interaction graph and N is the total number of users.

Figures 5.11(a) and 5.11(b) show the variation in distance between two ordered lists as we

increase its size k for data sets A and B, respectively. Similar to the intersection results, we

first note that the best results are achieved when comparison is done with interaction data of

longer time duration. Second, we note that the results slightly degrade for increasing values

of k. Third, it is evident that the results for Facebook data set A are better than those

for Facebook data set B. For example, d ≈ 0.01 at k = 0.5% of N for data set A, whereas

d ≈ 0.03 at k = 0.5% of N for data set B.
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Figure 5.11. Distance between ordered lists computed by PCC and interaction data using

(a) Facebook data set A, and (b) Facebook data set B, for varying fraction of nodes in graph.

5.5 Conclusions

Information hubs in social networks play important roles in the speed and depth of informa-

tion diffusion. Identifying hubs helps us to harness their power to pursue social good at local,

national, and global levels. In this work, we propose the first friendship graph based, fully

distributed, and privacy-preserving method for identifying hubs in online social networks.

Unlike prior work, our method can be used to identify hubs by parties other than social net-

work owners as we do not require any entity to access interaction or friendship graphs. We

conducted experiments using data collected from Facebook. The data sets used in this study

were collected over the period of more than a year and contain data from about 6 million

users. The results of our experiments using this data showed that our proposed protocol

accurately (in terms of number of correctly identified top-k nodes and their estimated rank)

identifies the top-k information hubs in a social network.
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6 Conclusion

In this thesis, I measured and modeled various network systems using a combination of

theoretical and empirical methods. Specifically, I focused on understanding various aspects

of cellular networks and online social networks. For cellular networks, I first presented an

approach to modeling QoE for mobile video and then characterized cellular network perfor-

mance during crowded events. For online social networks, I first presented an approach to

de-anonymize communication among users in an IM network and then presented a model to

identify information hubs in online social networks. The primary challenge in characterizing

and modeling large scale networks is “dynamics” — dynamics of user behavior, dynamics

of networks, and dynamics of external factors. In this thesis, I show that we can effec-

tively model these dynamics using machine learning and signal processing approaches to

gain substantial performance benefits.

The vision of this thesis can be extended to many other similar research directions. For

cellular networks, several performance optimization opportunities arise due to unintended

interactions among protocols operating at different layers. For example, TCP’s performance

generally suffers on wireless networks due to their high link layer losses. These cross-layer

inefficiencies present characterization and modeling opportunities, e.g., protocol parameter

tuning, traffic routing, caching, etc. Many of these research directions are part of this thesis

and subject to my ongoing work on malware detection [95, 96, 100, 101, 107], social network

modeling [46–48, 89, 98], operational network performance optimization [88, 90–94, 99], and

protocol vulnerability analysis [97, 103,110].
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