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ABSTRACT

THE IMPACT OF MAIZE TECHNOLOGIES ON INCOME DISTRIBUTION IN
MARGINAL AND HIGH POTENTIAL REGIONS OF KENYA

By

Daniel David Karanja

The need to feed a rapidly growing population on declining per capita arable land and
dwindling research and development (R&D) resources is a common reality in many
developing countries and has increased pressure for governments and donors to fund
priority R&D activities that promise the greatest welfare benefits. In addition, many R&D
institutions are struggling to identify and allocate scarce resources among competing
research agenda and target regions. This debate is crucial in Kenya, especially because
agriculture is the major source of food, income and livelihood for the majority of the

population, and it has been performing poorly lately.

The objectives of this study are: (1) to provide a comprehensive review of production and
technology of Kenya’s most important staple crop, maize; (2) to evaluate the differential
impacts of maize technologies diffusion on farm profits and income distribution for
different households and regions; and (3) to help policy makers and research managers
make informed decisions on investments in Kenyan maize R&D. To achieve these
objectives, this study uses a GIS-referenced farm- and village-level survey data collected
in 1999 from 426 farmers in 30 population clusters. This and other secondary data are
used to construct multi-market models that simulate differential impacts of maize

technologies on farm profits and income for various households and regions. Gini



coefficients are calculated to gauge income distribution effects of those technologies.

Simulating i of technological change through input and product markets reveals

P &

great insight into the distributional implications of alternative technology diffusion

patterns.

The results of the simulations indicate several things. First, without technological change,

Kenya will suffer a large deficit in maize output, necessitating greater maize import to

meet d d or suffer in maize prices in future.

Second, maize technologies that have been developed for high potential regions will

continue to have more profound aggregate imp on maize production, leading to
reduction in import demand (if maize prices are controlled) or reduction in maize prices

(if maize prices are flexible).

Third, diffusion of maize technologies in the high potential regions has substantially
greater positive impacts on aggregate real income and farm profits, with or without
accompanying diffusion in marginal regions. However, technology diffusion in the
marginal regions has better income distribution effects than when technology diffusion
occurs only in the high potential regions, or in both regions. Lastly, the way in which the
maize market clears has important ramifications for both the magnitude and distribution
of gains and losses from various technology adoption scenarios. In general, aggregate
incomes are greater when maize prices are controlled than when the prices are flexible. A
notable exception is in urban households, whose welfare improves when maize prices are

flexible but remains unchanged when maize prices are fixed and unchanged.
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CHAPTER 1

1.1 Introduction

The need to feed a rapidly growing population on declining per capita arable land and

and devel (R&D) T isa reality in many

dwindling I
developing countries and has increased pressure for governments and donors to fund
priority R&D activities that promise the greatest welfare benefits (Renkow, 1993). In
addition, many R&D institutions are struggling to identify and allocating scarce resources
among competing research agenda and target regions. The quest to do this assumes
greater significance in Sub-Saharan Africa (SSA), which is the only region in the world

that is experiencing declining per capita food production, rapid population growth and

serious economic stagnation (World Bank, 2001).

Conventional wisdom suggests that in order to sufficiently improve agricultural
productivity, investments in R&D should be made in high potential regions rather than in
marginal regions. The argument is that greater productivity in the high potential regions
will generate faster economic growth, greater employment, higher wages and lower food
prices that will benefit the country more, especially the poor. In additional, there will be
less pressure to cultivate fragile marginal lands thereby reducing environmental

& dati

Moreover, i in marginal areas historically have been low because

of poor returns, and diverting research resources away from the high potential regions

may do more harm than good (Coxhead and Warr, 1991; Renkow, 2000).



An alternative hypothesis suggests that increased public investments in “less-favored”,

marginal regions can g petitive or greater agricultural growth than comparabl

additional investments in high potential regions. The argument cites the fact that past

in agricultural develop tended to focus on irrigated agriculture and high
potential regions and never resolved increasing poverty, hunger and food insecurity
problems in the marginal regions. Coupled with increasing evidence of stagnation in
agricultural productivity growth in high potential areas, this strategy proposes that more
investments in marginal regions’ agriculture may yield higher aggregate social returns,
given that most of the poor are located in these regions, compared to investments in high
potential regions (Fan and Hazell, 2001). Also, if the bulk of past agricultural research
investments were made in high potential regions, the incremental rate of return to
investment may decline to the point where it competes with, or is surpassed by,

investments in marginal regions (Byerlee and Morris, 1993).

This debate is critical in Kenya and many other African countries that face a severe food,

agricultural or economic crisis. Since agriculture is the domi sector of the y

and provides food, employment and income to 70-80% of poor people who live in rural
areas, the best way to achieve poverty reduction and welfare gains is to increase
agricultural productivity, improve access to food and markets, and invest in supporting

infrastructure, institutions and policies. Increases in agricultural productivity will, in turn,

provide better access to non-tradable and i-tradable foods, and impi rural and

urban employment and wages.



This study contributes to the debate by using cross-sectional, farm- and village-level data,
as well as other secondary data, to evaluate the impact of maize technologies on income
distribution in different households and regions, while providing information on the
status of maize production and technology in a way that aids decision-making concerning
investments in maize R&D in Kenya. A multi-market model framework is used to
provide insight on how the technology works through output and input markets to
distribute benefits and losses to different farm households (those adopting and non-
adopting; net producers and net consumers; small and large scale farms; and urban
consumers). Such analysis provides valuable information for Kenyan policy makers and
research managers to make objective decisions about specific maize technological

investments.

1.2 Problem Statement and Study Objectives

Globally, maize ranks second to wheat in terms of production output, but in Africa it
ranks first. Maize is the most widely grown cereal crop, with seventy countries, each
planting more than 100,000 hectares (Ha) of maize. It is grown in diverse regions,
elevations and production cycles (Dowswell, Paliwal and Cantrell, 1996). Five hundred
million metric tons (MT) of maize are produced on 130 million Ha annually in the world.
Twenty of the largest maize-producing countries account for 91% of the global output
and 80% of the global maize area. Kenya’s share in the global maize production and area

are 0.6 and 1.2%, respectively (FAOSTAT, 2001).



Despite a small global share, maize is Kenya’s staple food. The crop, introduced into
Kenya about a century ago, is grown in almost all agro-ecological zones on nearly two-
thirds of the total food crop area (Hassan and Karanja, 1997). The crop’s popularity has

surpassed that of other traditional cereals, such sorghum and millets, due to ease of

cultivation, storage and p ing, resi to pests and di , and utilization in
many forms. Maize supplies large shares of proteins and calories for the majority of poor
people, and dominates food policy decisions in Kenya, to the extent that insufficient
domestic supplies of maize easily translate into major food shortages and, often, famine

(Blackie, 1990; Karanja, 1990).

In general, Kenya produces sufficient quantities of maize in most years, except in adverse
weather. Figure 1 shows the trends of area and production of maize in Kenya between
1961-99. The trend reveals increasing maize production and area between 1963-77, a
“peak” on both area and production between 1991-94, and a decline followed afterwards.
The increase between 1963-77 is attributed to increased availability and use of new maize
varieties while the latter stagnation reflects a slower uptake of new technologies or few
newer technologies available to farmers, a limited capacity for area expansion, and

adverse weather and poor policy environment effects (Hassan and Karanja, 1997).

The remarkable past progress in maize production in Kenya was a product of consistent
development and injection of new streams of maize technologies from the public-funded
agricultural research institutes, now coordinated under the Kenya Agricultural Research

Institute (KARI). This research system has over the years developed more than 25 maize



Figure 1: Kenyan Maize Output and Area, 1961-99
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varieties targeted for different agro-climatic zones across the country. The adoption of
these varieties and other complementary technologies, such as fertilizer and intercropping
techniques, contributed immensely to increases in maize production in the past, which
partly was responsible for relative low consumer prices of maize (Karanja, 1990). After a
decade of dismal performance in the 1980s, a series of maize input and product market
reforms were carried out in the 1990s but have, seemingly, not yielded the intended
increase in input use and maize productivity, the reasons ranging from high input cost to
poor infrastructure and lack of market incentives for farmers (Karanja, Jayne and

Strasberg, 1999; Renkow, Hallstrom and Karanja, 2003).

Kenya faces a serious maize and food problem now and in the future if productivity
growth fails to match a rapidly increasing food demand. This study and debate are timely
and critical for several reasons. First, the economy is heavily dependent on agriculture,
with the sector accounting for 26-30% of the total Gross Domestic Product (GDP), 80%
of total employment, 60% of total export earnings and 45% of total government revenue,
and supporting livelihood for 85% of the population (Karanja, 1990). Secondly, the
country has one of the fastest growing populations in the world, which puts considerable
pressure on limited arable land and raises food demand beyond domestic supplies.
Thirdly, the high demographic pressure on land has caused agricultural production to
shift gradually into fragile marginal environments posing a serious degradation threat

there. Finally, Kenya’s economy has been performing poorly in the past decade, thus

public inv in agriculture. A decade of suspended donor funding,



three years (1999-2001) of the worst drought in 42 years and stress from transition

politics combine to create a potential political and economic crisis.

Because of limited capacity for expansion of arable land, future increases in agricultural
productivity will largely rely on yield improvement (Karanja, 1996; Byerlee and Eicher,
1997). Therefore, investments in agricultural innovations that increase yields through
genetic improvement, agronomic husbandry or technology diffusion will be crucial.

Il asion

However, concerns arise about the differential i of resource

P

and i in such agricultural technologies on the welfare of different households

and regions (Renkow, 1993). For Kenya, the concern is the differential effects on small
versus large farmers and high versus marginal potential regions, hence this analysis uses
these classifications of farmers and regions to shed light on this issue. The investment
and policy choices that maize research managers in Kenya make has important
implications on whether those strategies will reduce or aggravate current levels of hunger

and poverty through their impacts on the farm income and its distribution.

Currently, farmers achieve, on average, between 20-60% of the yield levels attained in
research centers (Hassan, et al. 1998). This gap is attributed to various constraints that
include a low use of existing maize technologies and may point to a potential for
productivity growth waiting to be exploited by better targeting of those technologies and
facilitation of their adoption (Hassan and Karanja, 1997; Matlon and Spencer, 1985).
This study evaluates the impact of such potential (‘on-the-shelf’) maize technologies on

farm income and its distribution, where these are used as measures of farm welfare, on



different households and regions. Since maize is the major staple and accounts for large

production and consumption shares for the majority of Kenyans, any policy choices and

potential changes in maize productivity and incomes will have far-reaching economic

welfare and poverty reduction impacts. Therefore, this study has three main objectives:

1. To provide a review of the status of maize production and technology in Kenya.

2. To evaluate the differential impact of the diffusion of maize technologies on farm
profit and income distribution for different households and regions; and

3. To help policy makers and research managers make informed decisions on

investments in maize R&D in Kenya.

1.4  Methodology and Organization of the Study

1.4.1 Sampling Strategy and Data
This study used a GIS-referenced multi-stage stratified random sampling frame that was
created by a KARI project, the Kenya Maize Database Project (KMDP) back in 1992

(Hassan, Lynam and Okoth, 1998). Agro-climatic characteristics, population density and

intensity of maize production were used to define h »us maize production zones.
The sampling sites were randomly selected from the National Sampling Frame of the
National Sample Surveys and Evaluation Program (NASSEP III), Central Bureau of
Statistics, which contains 1048 rural and 324 urban population clusters (Kenya, 1994).
Since these sites were well distributed across maize-growing regions, the current study
randomly selected 30 survey clusters and 426 farmers out of the 65 clusters and 1407
farmers used by the KMDP project. The distribution of farmers between different zones

was determined by the relative importance of maize in each zone, logistical



considerations and available research funds. Table 1 shows the final distribution of
selected farmers and survey sites by administrative district and agro-climatic zone. The

farmers were interviewed using farm- and village-level questionnaires (in the Appendix).

S dary data, pl ing the primary data collected in 1999, included:

1. Maize production data for 1992-98 from the Department of Resource Surveys and
Remote Sensing;

2. Commodity price data for 1995-99 and different spatial markets from the Market
Information Branch, Ministry of Agriculture;

3. Climate data for updating the GIS information from the Department of Meteorology.

4. Data on infrastructure to supplement village-level survey from the Ministry of
Transport Communications and Public Works;

5. Detailed data on welfare attributes of sampled clusters from the Welfare Monitoring
Survey of the Central Bureau of Statistics, Office of the Vice-President and Ministry
of Planning and National Development; and

6. Regional farm production data from the Department of Rural Planning, Office of the

Vice-President and Ministry of Planning and National Development.

These primary and secondary data are used to p needed to si

of maize technologies on income and farm profits for different households and

regions using fixed-price and flexible-price multi-market models. The multi-market

models are preferred b they allow detailed household-level analysis, especially
when farmers are a mixture of prod and labor suppliers, a situation that
would present complications in typical ic surplus models.



Table 1: Distribution of Farmers by District and Zone

Marginal Pq ial Zones High Potential Zones
District Dry Moist Dry Moist All Zones
Lowlands | Midaltitude | Midaltitud Transiti Transiti
Bondo 15
Bungoma 15
Busia 15
Embu 15 15
Gucha ® 13
Kakamega 15
Kilifi &)
Kwale 30
Machak 15
Makueni 15
Malindi | i5
Maragua 15
Meru 15
Mwingi 15
Nakvw 8] ¢  d = E 2 5 | 48
Nyamira 15
Nyandarua . 15
Rachuonyo ’ 15 £
Trans Nzoia oY 42
Tharaka 15
Uasin Gichu 36

Total 60 60 45 45 102 114 426
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Disaggregati d impacts of technological change across different household

types and regions, as well as across input and product markets, reveals greater insight into
the distributional implications of alternative technology diffusion patterns. The model
analysis used is similar to Renkow (1993) but it considers six agroclimatic zones instead

of two and does not differentiate between low- and high-income urban populations.

1.4.2 Organization of the Study

This study is organized as follows. Chapter 2 provides a detailed descriptive analysis of
maize farming and technology in Kenya. This updates information on maize farming and
technology in Kenya, as differentiated by small and large farmers in marginal and high
potential regions. Maize policy decisions are considered on the basis of these categories.
The chapter also outlines information on maize input and product markets, and changes

that may have taken place after market liberalization in the early to mid-1990s.

Chapter 3 presents a literature review on the impact of technological change on farm
productivity, income and welfare. It also lays out the structural details of the basic
analytical framework or multi-market models used in this study and outlines how
different parameters for the models are computed. Chapter 4 presents the results and
discussions from a simulation of a fixed-price and a flexible-price model of technological
change, including calculating Gini coefficients from the scenarios considered to
determine the income distribution effects of maize technology diffusion. Chapter 5

summarizes the results and draws the implications for research and policy.



CHAPTER 2

21 Characterizing the Maize Production Environment

Assessment of the impact of technological change on income and welfare in different
households and regions requires careful characterization of the production environment,
farm technology and its users, measures of specific technology effects on income, and
understanding of how the market distributes output gains and losses. To characterize the

production environment, this study used the maize zone classification developed in 1992

by the Kenya Agricultural R h Institute.' The advantage of the new classification
over the previous Jaetzold and Schmidt (1983) is that it is digitally referenced using

Geographical Information Systems, making it easier to use, update and adjust.

Figure 2 is presented in color and shows the six classified maize production zones used in
this study: (1) the Lowlands zone; (2) the Dry Midaltitude zone; (3) the Moist
Midaltitude zone; (4) the Dry Transitional zone; (5) the Moist Transitional zone; and (6)
the Highland zone. Table 2 summarizes the agro-climatic, demographic and maize
production characteristics of these zones, which indicate significant zonal variations. The
March-August season is the major season for most of Kenya’s maize producing regions
and has greater rainfall amounts. The September-February season has less rainfall but is
more important for parts of the Moist Midaltitude, the Dry Midaltitude and Dry

Transition zones.

! Corbett (1998) has details of how these zones were created and classified.

12



Figure 2: Kenyan Maize Agro-Climatic Zones
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Table 2: Basic Agro-Climatic, D

ographic and Maize Pr

Characteristic

cs by Zone

Marginal Potential Zones

High Potential Zones

Parameter Dry Moist Dry Moist All Zones
Lowlands | Midaltitude | Midaltitude | Transition Transition Highlands

Mean Elevation (mASL) 52.0 841.0 1254.0 1484.7 1555.1 2267.3 -
Mean Rainfall (mm):
March-August 677.6 323.1 789.6 518.9 901.4 667.7 -
September-February 347.6 423.6 5419 563.5 553.0 339.2 -
Total 1025.2 746.6 1331.5 1082.4 14544 1006.9 -
Mean Temperature (°C):
Minimum 225 157 15.8 135 13.6 8.1 -
Maximum 302 30.1 288 26.1 270 225 -
Major Soil Type Luvisols Ferralsols Acrisols Vertisols Nitosols Nitosols -
Total # of Agricultural Households:
Small Farm 112000 469000 639000 153000 992000 628000 2992000
Large Farm 24000 107000 62000 30000 107000 88000 418000
Maize Production, 1992-98:
Maize Output (MT) 39700 245100 377000 136400 1076400 686100 2560700
Maize Area (Ha) 44800 331400 190000 121700 441000 311300 1440200
Maize Yield (MT/Ha) 0.89 0.74 198 112 244 2.20 1.78
Maize Production Share1996-98 (%):
Small 0.006 0.034 0.094 0.040 0.140 0.173 -
Large 0.007 0.045 0.060 0.005 0.280 0.116 -
Total 0.013 0.079 0.154 0.045 0.420 0.289

Source: Kenya (1994), KMDB (1992), Cobbert (1998).
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Nitosols are the best soils for maize production and major soils in the high potential
regions and are the best for maize production. In contrast, the soil types found in the
marginal regions, such as the Vertisols, Ferralsols and Acrisols, have less potential for
maize productivity compared to Nitosols.” These and other agro-climatic characteristics
influence the choice of maize varieties, the production potential and crop seasonality, and
based on them and for purposes of this study, the Highlands and Moist Transition zones
are classified as “high potential” regions and the rest of the zones are considered as

“marginal potential” maize regions.

The high potential regions are the most important maize production regions and account
for half of the total area under maize and more than two-thirds of the total maize output.
Contrasting this, the Dry Midaltitude and Dry Transition zones account for about 30% of
the total maize area and 15% of the total maize output. The Lowland zone is the least
important maize producing area and yields 1.6% of the total maize output on 3% of total
maize area. The 1992-98 average maize area and production was 1.44 million hectares
(Ha) and 2.56 million metric tons (MT), respectively, giving an average national maize
yield of 1.78 metric tons per hectare (MT/Ha). Small farms produced about half of the

maize in 1996-98 and accounted for 88% of all rural agricultural households in Kenya.’

2 Soil names used here refer to FAO-UNESCO (1974) classification units.

3 This study uses 10 acres as cut-off size for differentiating small and large farms.



22 Characterizing Maize Farming

Hassan (1998) presents a detailed description of maize farming in Kenya based on data
collected in 1992. Since then, significant changes in maize policy and institutions have
taken place. This study updates that information and provides a comprehensive
characterization of maize farming and technology in Kenya. Table 3 presents a summary
of maize farm and farmer characteristics among small and large farms in the six maize
zones. The mean farm size among small and large farms was 1.32 Ha and 109.74 Ha,
respectively, and for marginal and high potential regions 2.3 Ha and 37 Ha, respectively.

The overall mean farm size was 19.90 Ha while the median farm size was 1.27 Ha.

The average proportion of female farmers was 45% for the entire sample, with significant
variance observed by household group and zone. Fifty percent of the small farmers were
women, compared to only 18% among large farmers. The proportion of women farmers
was noticeably higher among small farmers in the marginal zones, the Dry Midaltitude
and Dry Transitional zones, than in the other zones. This may reflect a bias against
women on land distribution and/or access, or a reflection a higher likelihood of men in

these zones to seek off-farm employment to supplement farm income.

Seventy-two percent of all the farmers had some formal education.* This compares to
Kenya’s average of 83% (Kenya, 1998). Farmers in the Lowland zone were the least

educated whereas those in the Moist Transition and Highlands were the most educated.

# Education refers to “years of formal schooling”.
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Table 3: Maize Farm and Farmer Characteristics by Farm Size and Zone

Marginal Potential Zones

High Potential Zones

Parameter Dry Moist Dry Moist All Zones
Lowlands | Midaltitude | Midaltitude Transition Transition Highlands

Mean Farm Size (Ha):
Small Farm 1.65 151 1.34 1.03 1.05 145 132
Large Farm 7.51 14.78 7.26 - 40.94 216.18 109.74
% Small Farms (<4 Ha): 83 9 82 100 84 7 83
% Female Farmers:
Small 42 59 43 58 47 53 50
Large 30 17 0 - 13 21 18
% Illiterate Farmers:
Small Farm 45 32 17 25 23 33 29
Large Farm 70 33 38 - 19 6 23
Age of Farmer (Years):
Small 43 45 43 44 41 44 43
Large 44 58 56 - 50 46 49
% Farm (Crop) Area Under
Maize: 50 (68) 62 (76) 48 (67) 69 (79) 56 (64) 61 (75) 58 (71)
Small 25 (62) 15 (76) 20 (49) - 54 (76) 25(38) 30 (68)
Large
Maize Planting Month:
Small Mar/Apr Oct/Nov Feb/Mar Sep/Oct Mar/Apr Mar/Apr Mar/Apr
Large Mar/Apr Oct Feb/Mar - Mar/Apr Mar/Apr Mar/Apr
Maize Harvesting Month:
Small Jul/Aug Feb/Mar Jul/Aug Feb/Mar Aug/Sep Nov/Dec Jul/Aug
Large Jul/Aug Feb/Mar Jul/Aug - Nov/Dec Nov/Dec Nov/Dec
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Overall, 71% of all the small farmers and 77% of all the large farmers had formal
education, and further comparison revealed that twice as many large farmers as small
farmers had higher levels of education. The overall mean age of the farmers was 44
years, indicating a relatively aged farming community. Large farmers were relatively

older (49 years) than small farmers (43 yea:s).s

There was a notable differential allocation of land to maize by farm size and zone. On
average, small farmers allocated twice (68%) as much of their total farm area to maize
compared their large-scale counterparts (30%). Although most small and large farmers
allocated nearly 70% of their total crop area to maize, this was untrue for large farmers in
the Moist Midaltitude (49%) and the Highland (38%) zones. Notably, farmers in drier

environments allocated more cropland (75%) to maize than the average.

Maize was planted at different times depending largely on the onset of rains. Thus, there
was little variation between small and large farmers. Two distinct planting seasons are
observed: February-April and October-November, with the majority of farmers planting
in the former. Farmers in the Lowland, Moist Midaltitude, Moist Transition and Highland
zones mostly planted their maize between February-April. On the contrary, most farmers
in the Dry Midaltitude and Dry Transiton zones planted their maize in the October-

November season.

® Average life expectancy in Kenya is 58 years for men and 61 years for women (World
Bank, 2002).



Harvesting time depended on the length of the rainfall season and the maturity duration
of the maize varieties planted by the farmers. The majority of farmers in the Dry
Midaltitude and Dry Transition zones harvested their maize between February-March
while in the Lowland and Moist Midaltitude zones, the majority harvested between July-
August. Most farmers in the Moist Transition and the Highland zones harvested between
November-December, apart from small farmers in the former zone who harvested
between August-September because they planted shorter maturing varieties. Overall, the
majority of small farmers harvested their maize in July-August period and large farmers

in Nov-December period.

2.3  Current Maize Technologies

Karanja (1990) and Karanja (1996) provide a detailed historical perspective and
evolution of maize research in Kenya, noting that past success of the maize research
program was due to: (1) expansion of the research program to develop maize varieties
suited to different agro-climatic regions; (2) the ability of the government to forge a
public-private sector partnership to ensure the dissemination of the hybrid maize; (3) an
aggressive agricultural extension program that planted field trials and taught farmers how
to plant the new hybrids; and (4) guaranteed maize prices and markets for nearly 50
years. As a result, Kenya’s maize research program is one of the most successful in
Africa, and has developed over 25 maize varieties for the six agro-climatic zones, giving

a range of varietal choices to farmers (Table 4). Current research is attempting to provide



Table 4: Maize Varieties in Kenya, 1961-99

Variety Year Maturity Elevation Yield'
Released (MT/Ha)

Kitale Synthetic IT 1961 Late High 34
Katumani Synthetic I 1963 Early Medium 2.0
H611 1964 Late High 4.5
H621 1964 Late High 4.1
H631 1964 Late High 4.5
H622 1965 Medium High 5%
H632 1965 Medium High 4.5
H612C 1966 Late High 59
Katumani Composite A~ 1966 Early Medium 23
Katumani Composite B 1968 Early Medium 28
14511 1968 Medium Medium 3.6
H512 1970 Medium Medium 4.1
H6HC 1971 Late High 59
H613C 1972 Late High 6.0
Coast Composite 1974 Medium Low 33
H614C 1976 Late High 6.3
H625 1981 Late High 6.8
H612D 1986 Late High 6.4
H613D 1986 Late High 6.0
H614D 1986 Late High 6.6
H626 1989 Late High 6.8
Dryland Composite I 1989 Early Medium 29
Pwani Hybrid T 1989 Early Low 38
H627 1989 Late High 6.9
H628 1999 Late High a1
H629 1999 Late High 7.1
! Research yield potential

Source: Karanja (1990); Ochieng (1999)
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1 specific agr i dations using an eco-regional approach (Ochieng,

1999). Hassan and Karanja (1997) summarize the status of maize technology, adoption
and productivity in 1992, before the government implemented drastic agricultural input
and product market reforms. Mills (1998) went further and developed a framework for
estimating ex ante impacts and priorities for maize technology in different zones using an

hadat

ic surplus

gY-

Table 5 shows various parameters on maize technology and adoption. Sixty-two percent
of all the farmers (61% of small farmers and 70% of large farmers) planted hybrid maize
seed in 1998. This proportion varied by zone and household group. About 90% of small
farmers and 97% of large farmers in the high potential regions planted hybrid maize. In
marginal regions, less than one-fifth of large farmers and one-third of small farmers
planted hybrid maize. Overall, H614 was the most popular variety and was planted by
46% of all farmers; the second popular varieties were “local” maize varieties, which were

planted by 26% of all farmers.

Fifty-eighty percent of all farmers used basal fertilizer, with relatively more of the large
farmers (73%) adopting basal fertilizer compared to the small farmers (55%). However,
just like with hybrid seed, fertilizer adoption levels varied between different zones and

household types, with higher adoption taking place in the high potential regions and
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Table 5: Maize Technolo;

ial by Farm Size and Zone

Adoption and Yield P

Marginal Potential Zones High Potential Zones
Parameter Dry Moist Dry Moist All Zones
Lowlands Midaltitude | Midaltitude | Transition | Transition | Highlands
Popular variety (% Using
Hybrid): ILocal (6) [Katumani (35)  [Local (46) __..G: (56) 614 (91) [H614 (89) [H614 (61)
Small Farm [Local (10) [Katumani (17)  [Local (13) - 614 (94) [H614 (100) 614 (70)
| Large Farm
% Using Basal Fertilizer
Small Farm 6 24 45 27 86 93 55
Large Farm 0 17 38 - 100 100 73
Basal Fertilizer Level (Kg/Ha):
Small Farm 13 204 229 326 839 80.3 48.7
Large Farm 0.0 41.2 371 - 177.5 131.0 105.2
% Using Tractor Tillage
Small Farm 6 0 0 11 20 27 13
Large Farm 0 0 0 - 100 100 67
Major Intercrop (% Intercropped):
Small Farm [Sorghum (69)  [Beans (69) [Beans (81) [Beans (84)  [Beans (65) [Beans (86) [Beans (75)
Large Farm (Cassava (70) _ [Beans (100) [Beans (50) - Beans (13) [Beans (45) [Beans (47)
Farmers’ Yield, 1998 (MT/Ha):
Small Farm 0.64 0.75 1.02 0.64 1.88 228 1.38
Large Farm 0.65 0.72 1.38 - 3.61 3.28 2.62
Farmers’ Yield, 1992 (MT/Ha):"
Small 0.61 0.71 1.48 0.81 1.99 1.82 1.59
Large 0.54 0.18 0.69 0.26 3.49 3.54 273
On-Farm Research Yield 2.02 1.56 2.57 1.81 3.59 4.17 -
(MT/Ha)?
On-Station Research Yield 3.55 2.50 4.30 2.50 5.63 6.52 -
(MT/Ha)?®
KMDP, 1992; 2 FURP/KARI, 1990; * Author’s Computation

22



among large farmers; all large farmers and 80-84% of small farmers used fertilizer.
Except in Moist Midaltitude zone, less than one-third of farmers in marginal regions used

fertilizer.

The level of fertilizer application by farmers was lower than the recommended rate,
except among large farmers in the highland regions. The average rate of fertilizer
application for all small farmers was 48.7 Kg/Ha, compared to 105 Kg/Ha for large
farmers, and 40% of the recommended rate. The overall average fertilizer rate was 58.3

Kg/Ha, half of the reccommended level.

Besides seed and fertilizer, another important technological factor affecting maize
production is the land preparation method. This affects farm productivity through the
quality of the seedbed and timeliness of planting. According to Table 5, about 55% of all
farmers used the hand-hoe to till their land, often delaying subsequent farm operations
and experiencing lower farm yields. 23% of the farmers used a tractor and 22% used
oxen plow. Only 13% of small farmers used a tractor for tillage compared to 67% for

large farmers.

The most important crop inter-planted with maize was dry beans. This was true in all
zones except the Lowland zone where sorghum was the most popular intercrop among
small farmers and cassava among large farmers. About 75% of all small farmers

intercropped their maize compared to 47% of all the large farmers. In almost all zones,
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more than half of the farmers intercropped maize, except among large farmers in the

Moist Transition (45%) and the Highland zone (13%).

Table 5 also presents the maize research yields and farmers’ yields in 1998 and 1992. The
average yield in 1998 among small farmers was 1.38 MT/Ha while that of large farmers
was nearly double that at 2.62 MT/Ha, with an overall average of 1.59 Mt/Ha. Farm
yields varied from 0.64 MT/Ha among small farmers in the Lowland and Dry Transition
zones to 3.61 MT/Ha among large farmers in the Moist Transition zone. Comparisons
between yield levels in 1992 and 1998 show similar patterns and variations. The farm
yields are also relatively lower than research yields, revealing yield gaps that can be

exploited for productivity gains, even without developing new varieties.

2.4  Changes in Maize Technology Adoption, 1992-1998

Table 6 compares maize technology adoption between 1992 and 1998; over 90% of all
the households sampled in 1998 had been sampled in 1992.° Overall, the number of
farmers using hybrid maize seed declined by 5-6% while basal fertilizer usage improved
by 9% among small farmers and 16% among large farmers. Significant increases also
occurred for large farmers (17%) in the Dry Midaltitude, small farmers (25%) in the

Moist Midaltitude zone and both small (35%) and large (37%) farmers in the Highland

4 Major maize policy reforms occurred between these two time periods and are discussed
in sections 2.5 and 2.6.
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Table 6: Percentage Change in Maize Technology Adoption and Institutional Support, 1992-98"

25

Marginal Potential Zones High Potential Zones
Parameter Dry Moist Dry Moist All Zones
Lowlands | Midaltitude | Midaltitude | Transition | Transition | Highlands
- - LU —_
% Using Hybrid Seed
Small Farm 1 14 ) 19 4 () 6]
Large Farm 6 14 (60) : 6) 6 (6)
% Using Fertilizer
Small Farm 6 9 25 an 13 35 9
Large Farm 0 17 0 - 7 37 16
Basal Fertilizer Level (Kg/Ha):
Small Farm 13 9.8) (41.9) (24.9) (63.5) 264 (29)
Large Farm 0.0 412 105 - 325 70.6 352
Farmers’ Yield, 1998 (MT/Ha):
Small Farm 0.03 0.04 (0.47) (0.17) (0.11) 046 (0.21)
Large Farm 0.11 0.54 0.69 = 0.12 (0.26) (0.11)
% Received Extension Advice:
Small Farm (1 37 (C3)) (45) (59) (36) (43)
Large Farm (30) “n (51) - (73) (33) (46)
% Received Credit:
Small Farm 1 2 0 7 2 3) 0
Large Farm 0 0 3) - 22) (10) (10)
% Net Sellers of Maize:
Small Farm 13 13 17 (&) 24 27 15
Large Farm “ 0 24 - 32 49 24

Source: KMDB (1992); Karanja, 1999
! Figures represent 1998 level minus 1992 level; () refers to negative value.



zone but a significant reduction of 17% was noted among small farmers in the Dry

Transition zone.

ﬁe level of basal fertilizer shows a mixed picture with an overall reduction on the
average level of fertilizer use by about 29 kg/Ha among small farmers compared to an
average increase of about 35 kg/Ha among large farmers. Significant reductions in the
rate of basal fertilizer applications were observed among small farmers in the Moist
Midaltitude, Dry Transition and Moist Transition zones but there was a significant
increase in the rate in the Highland zone. Large farmers in the Dry Midaltitude, Moist
Transition and Highland zones recorded significant increases in the level of basal

fertilizer use.

Given major policy and institutional changes that took place between 1992 and 1998, the
observed changes in institutional access by farmers were profound. For instance, 43% of
small farmers and 46% of large farmers had lost access to extension service in 1998
compared to 1992. This reduction was observed in all the zones and household types,
with the worst reduction being in the most important maize-producing region, the Moist
Transition zone. Access to farm credit for maize production was less dramatic, with
access to small farmers remaining at 2% and for large farmers declining by 10 % between
1992 and 1998. However, there were significant increases in the number of farmers that
had access to maize markets, an increase of 15% for small farmers and 24% among large
farmers, confirming an increase in maize marketing after liberalization (Karanja, Jayne

and Strasberg, 1999).
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2.5  Agricultural Inputs, Markets and Prices

2,51 Land

Of Kenya’s 57 million hectares of land, only 19% is considered having high and medium
potential for agricultural use, and another 12% is good for livestock production (Kenya,
1998). The rest is arid and semi-arid land. Previously, agricultural production activities
occurred only in the high potential regions using highly mechanized technologies on
large farms averaging more than 50 hectares. But after Kenya’s political independence in
1963, many large farms were bought and subdivided into smaller land units as part of a

massive land re-distribution and settlement program.

As population increased, demographic pressure and customary bequeathing of land led to
further subdivision of land. Consequently, per capita arable land has declined, especially
in high potential regions, causing an increase in migration and settlement in fragile and
marginal land. This trend exacerbates land degradation and loss of agricultural
productivity. Table 7 shows this trend in per capita arable land, which has declined by
more than 60% between 1970-2000 as a result of a rapid increase in rural populations and
lack of sufficient arable land. Therefore, Kenya'’s future increase in maize production will
have to rely more on higher yields through land-saving technologies rather than land area

expansion. This entails reliance on availability and use of new and better technologies

that raise productivity or reduce crop losses, while maintaining the natural r base.

2%



Table 7: Trends in Per Capita Agricultural Land Use, 1960-2000

Year Cultivate Land Agricultural Per Capita
(‘000 Ha) Population Agricultural Land

(000 People) (Ha/Person)

1960 3900 7321 0.53

1970 3945 9858 0.40

1980 4280 13674 0.31

1990 4500 18728 0.24

2000 4520 22683 0.20

Source: FAOSTAT (2001)
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Because of limited irrigation capacity, y, low-cost technologies that

improve soil fertility and water retention or improve drought tolerance can greatly boost
agricultural productivity. Alternatively, the limited irrigation potential can be used for
high-valued crops to free up land in rain-fed regions for food crops such as maize while
generating money to import additional foods. However, transformation of land through
additional investments in irrigation may raise the value of land rental and purchase prices

(Renkow, 1991).

Kenya’s land market was very active after independence with large but differential
transfers of land by farming enterprises and region. But low savings and lack of long-
term credit opportunities has constrained land purchases. Often, land prices were
distorted upwards by government subsidized loan programs that were more accessible to
large farmers and people with higher social status. This hiked up land prices above the
market value and made it difficult for poor people to access land. Moreover, the demand
for land is depressed by reduced savings, which have to be accumulated over a long
period. Also, the supply of land tends to be constrained by customary land tenure (Migot-

Adholla, et al., 1991; Lyne, Roth and Troutt, 1997).

However, when compared in terms of costs to other land settlement programs in the
world, Kenya’s land transfer system was found to be cheaper and a better means of
achieving equitable distribution of land resources, job creation and increasing overall
demand for labor. Land exchange occurs in a variety of contractual modes ranging from

seasonal rental to permanent transfer of ownership. Payments can precede or lag the flow
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of use of land, thus forming an inter-linked land and credit contract. Payments can be
fixed in advance to be dependent upon the output from the land, forming an inter-linked
land, labor and insurance contract. But none of these is a dominant practice in Kenya.
Most holdings are acquired through inheritance of family land. However, because of
limited cultivated land expansion, there has been an increase in incidences of renting
land, especially from non-resident farmers. The scarce data available on this suggest little
evidence on the relationship between land rental and land area but small farmers tend to

rent more land than large farmers.

Often, those who rent land are poorer than those who lease land. Since rental fees are
typically paid at the start of the contract, and a cash-flow problem is created by
cultivation of the rented land, it is normal for tenants to be in net receipts of credit.
Recent ethnic conflicts and land invasions in Kenya and Zimbabwe, and civil conflicts in
Rwanda, Somalia and Burundi have tended to distort land markets and raise the risks and
transaction costs of land ownership and farming. On the other hand, land adjudication

and the issuance of title deeds have positively affected land investments and, in many

et
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2.5.2 Labor

Agricultural labor markets in many developing countries are less structured and, unlike

industrial labor markets, selection of quality labor, supervision and investment in skill

lati 1ol

are less In general, basic skills are developed within the

household or village. Quality variation between hired workers might be less significant
and better known by employers, the latter frequently being close neighbors. Also, poor
performance that may be instantly noticeable in an industry may be drowned by the
combination of long lags in agricultural production function and the large random
variations in productivity due to climate, diseases and pests. Moreover, specialization and
division of labor is generally less exploited, especially in smallholder agriculture, as
compared to industry. But most of all, poor enforcement of labor contracts, where such

exist, has kept agricultural labor inefficient and unorganized.

Since many large farms operations in Kenya tend to be capital intensive, save for non-
mechanized tasks such as harvesting maize, this section will focus on labor transactions
in smallholder farming. The most striking fact about labor utilization in smallholder
farming, even in the most commercialized commodities, is that hired labor forms only a
small fraction of the total labor use and much of it is used to meet seasonal labor
requirements rather than offset permanent differences in land/labor ratios between
households. Of the hired labor used during the year, it is estimated that two-thirds of it is
casual labor while a third is regular labor. Also, contrary to conventional wisdom, there is

virtually no difference in the mean daily earnings between the two groups of labor.
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Cross-sectional data used in this study reveals little variation between wages in different

regions.

Hired labor in small farms is regionally differentiated is not surprising considering that
most of it comes from casual labor hired by the day from the immediate neighborhood.
Language barriers, lack of information and distance preclude long-distance labor
migrations. Thus, intra-rural regional labor migrations are confined to employment on
large plantations or estates, which are fewer now than years ago as a result of land sub-
division. This was observed and confirmed with the data collected in this study: there
were hardly any significant labor migration patterns between different villages, except for
regions close to plantation farming such as parts of Moist Transition and Moist

Midaltitude zones.

Labor sales data show evidence that, with dwindling farm sizes and increasing
agricultural populations, a larger proportion of hired labor is from neighboring small
farms rather than from rural landless laborers. Such labor, however, is merely a seasonal
exchange and not large enough to even out the disparity in factor proportions between
different farm categories. Moreover, the extent of small farm labor sales on non-small
rural labor market is still limited by fewer large farm operations so that the only viable
alternative for small farm labor is the informal “Jua Kali” rural enterprises, which in turn
are constrained by lack of credit, technology and market information. Access to jobs in
the formal sector in rural areas are limited and rationed by educational credentials while

access to self-employment opportunities commonly require skills and finances, both of
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which are extremely scarce in rural areas. The only other alternative is employment in the
informal sector in urban areas, which has been the main source of employment for rural
youths escaping the consequences of rural unemployment. But urban wage rates have
declined due to a high rural-to-urban migration and the current economic slump (Kenya,

2001).

Table 8 presents family and hired maize labor use and cost by zone and household type.
On average, small farms are twice as labor intensive and use three times as much family
labor on a hectare of maize as large farms. On the other hand large farms use 1.5 times
more hired labor than small farms. There are, however, significant inter-zonal variations.
For instance, in the Lowlands and Moist Midaltitude zones, small farms only used 28%
more family labor than large farmers, whereas in the Moist Transition and Highland
zones, the proportion was 93% and 83%, respectively. In general, large farms in these
two zones tend to be highly mechanized and so use less manual, especially family, labor.
Of specific interest to this study, farmers in marginal areas use more than 20% on average
more total (both family and hired) labor on maize farming than those in high potential
regions, mainly because maize technologies in the former regions tend to be more labor

intensive.

On the allocation of labor to maize relative to other agricultural activities, small and large
farms used about 58% of their family labor on maize. However, there were differences on
hired labor: small farms allocated 26% of hired labor to maize compared to 47% by large

farms. There was little inter-zonal and intra-zonal variation on these, except in the Moist
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Table 8: Maize Labor and Wage Rate by Farm Size and Zone

Marginal Potential Zones High Potential Zones
Parameter Dry Moist Dry Moist All Zones
= Lowlands | Midaltitude | Midaltitude | Transition | Transition Highlands
Maize Family Labor, MD/Ha/Yr
Small Farm 224 170 172 149 143 121 157
Large Farm 162 72 123 - 10 20 53
Maize Hired Labor, MD/Ha/Yr
Small Farm 21 23 22 28 33 19 25
Large Farm 15 28 94 - 40 29 37
Maize Total Labor, MD/Ha/Yr
Small Farm 245 193 194 175 176 140 182
Large Farm 175 100 216 - 50 49 90
1998 Wage Rate, Ks/MD
Small Farm 453 525 66.7 583 50.1 613 553
Large Farm 389 48.6 823 - 63.5 66.7 61.7
1999 Wage Rate, Ksh/MD
Small Farm 60.3 69.1 5 625 62.5 772 68.4
Large Farm 66.7 65.3 91 - 771 83.3 78.0
% Family Labor Used on Maize
Small Farm 64 52 64 59 54 60 58
Large Farm 56 53 58 - 74 52 58
% Hired Labor Used on Maize
Small Farm 19 26 24 30 31 25 26
Large Farm 22 25 36 - 83 44 47
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Transitional zone. Likewise, there was little differential between the wage rate paid out
by small and large farmers in 1998 and 1999. In 1998, large farmers paid more than small
farmers, on average, by about Kenya Shillings (Kshs.) 6.40 per manday (MD). In 1999,
the difference was Kshs.9.60 per MD.” The observed inter-zonal wage differential was
inadequate to compensate for any perceived or real transaction costs of migrating; and (2)

there exists a high information cost to determining the wage differential.

2.5.3 Fertilizer

Soil nutrient depletion is widespread in Kenya (KARI, 1998). In the wake of declining
per capita agricultural productivity, one of the nagging issue is how to manage soil
fertility and improve crop production (Heisey and Mwangi, 1997). Because of land
scarcity, dealing with declining land productivity may involve intensification of
production through use of fertilizers and other land-augmenting technologies. Past
experience indicate inorganic fertilizers hold great potential for nutrient replenishment

and productivity-enhancement (Naseem and Kelly, 1999; Omamo and Mose, 2001).

The adoption and use of fertilizer and hybrid maize was instrumental for past increases of
maize productivity in Kenya (Hassan et al., 1998; Karanja, Jayne and Strasberg, 1999).
The decline in real price of, and concomitant government subsidy on, fertilizer between

1965-80, and expansion of fertilizer marketing channels through recruitment of fertilizer

7 One man-day equals the amount of labor from one adult working 8 hours a day.
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traders in almost every local trading center, contributed greatly to increased access and

adoption of fertilizer.

However, foreign exchange constraints and input market liberalization accompanying the
structural adjustment program of the late 1980s and early 1990s led to substantial
increase in fertilizer prices and subsequent decline in fertilizer use (Hassan and Karanja,
1997; Argwings-Kodhek, 1997). In fact, whereas increase in land productivity between
1970-90 was due to increased use of hybrid maize and fertilizers, and supportive
government policies, the decline in productivity between 1990-95 is attributed partially to
a reduction in the use of fertilizer and hybrid seed (Nyoro and Jayne, 1999). Indeed,
Table 6 suggests that there was a marginal decline in hybrid seed use and the level of
fertilizer application. This, in part, was because input prices more than doubled after
maize market reforms. Other constraints cited include poor infrastructure, lack of credit
and markets, and high information and learning costs associated with specific agronomic

recommendations (Heisey and Mwangi, 1997; Omamo and Mose, 2001).

Although the rate of adoption of fertilizer remains at about 58%, almost equal to the rate
assessed in 1992, the level of application declined. Increases in the relative input-output
price ratio, increased marketing costs and weather variability have left farmers more risk
averse on fertilizer use, even in the high potential regions where maize response to

fertilizer is highest. Further, use of fertilizer has become increasingly risky as incidences
of poor quality seed and variations in onset of rains increase, resulting in a low fertilizer

demand in both marginal and high potential regions.

36



Since most of the fertilizer is applied before or immediately after the rains, a failure or
false onset of rains can actually lead to greater yield losses with than without fertilizer
use. Also, since the outlay for fertilizer is in cash, use of adequate amounts of fertilizer
becomes a hard decision for small, resource-constrained farmers, who have no access to
credit. Unless fertilizer prices are brought down through improvement of the marketing
chain and rural roads infrastructure as well as the establishment of a competitive private
sector transport and trading regime, the fertilizer revenue-cost ratio will not be attractive
enough to stimulate adoption and use to the desired rates for increased maize
productivity. The increase of private traders, ranging from specialized large-scale
importer-distributors to diversified small-scale retailers, is a promising sign of an

emerging competitive market.

2.6 Maize Marketing and Consumption

Because of the strategic importance of maize in Kenya, the government has literally
controlled both domestic and international marketing of the commodity since 1942. The
government set both producer and consumer prices each year at the beginning of the
planting season, maintained domestic maize movement controls, controlled all external
trade and took care of a national strategic reserve. However, this changed dramatically in
the late 1993 when, under pressure from donors and the structural adjustment program,
the government eliminated movement controls on maize trading, deregulated maize and

maize meal prices, and eliminated direct subsidies on maize sold to registered millers
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(Jayne and Kodhek, 1997). Hence, the sole government maize marketing agent, the
National Cereals and Produce Board, was reduced to “a buyer of last resort and

custodian of a national strategic food reserve”.

Prior to that, the board facilitated maize marketing by opening maize depots in almost all
trading centers and building large silos in surplus maize producing locations. But due to
high maintenance costs of the network and bureaucracy, the board posted net losses for
14 consecutive years (World Bank, 1995). Its operations reflected a long-lasting
government policy dilemma of maintaining profitable producer prices and affordable
consumer prices that became fiscally unsustainable and led to its succumbing to maize

market reforms.

The reform process was expected to reduce maize marketing costs by encouraging more
private sector participation and enhancing market competition. Instead, the process has
been slow, frustrating and marked by a series of advances and reversals, especially with
regard to private sector participation (Nyoro, Kiiru and Jayne, 1999). The resistance by
the government to let go of maize market control was partly based on the premise that
after liberalization maize producers and consumers will be exposed to predatory practices
of private traders and discomfort that leaving maize to supply and demand market forces

would be a national food security risk.

Decades of market domination by the NCPB left a relatively underdeveloped private

sector grain trading capacity. No wonder, after maize marketing was liberalized in 1994
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and the government pulled out there was such a vacuum in the market that producer
prices plummeted by 50-70%, which was good for consumers but not producers.
However, over the years, an increasing number of private traders have come into the
market. They still complain of harassment by police, reminiscent of the previous
controlled maize market era, but they are getting more engaged. But because of credit
constraints and poor infrastructure, their ability to purchase and move more maize is

constrained and, as a result, farmers are frustrated about the changes.

Specifically, in the 1998 maize harvest season, there was a serious lack of marketing
outlets. There had been a flooding of the local maize market with imports just before the
harvest season that severely depressed maize prices and farmers were unable to sell their
produce. Local traders could not offer a better price and the government could not, due to
budgetary constraints, step in and purchase surplus maize from farmers. The overall
result was a huge loss for farmers, which caused many to consider reducing their
production in the subsequent years, unless a long-term solution was found to what they

saw as an emerging “perennial problem”.

Karanja, Jayne and Strasberg (1999) found evidence that the process of maize market
reforms may have reduced maize productivity by depressing producer prices and inflating
input prices but Jayne and Argwings-Kodhek (1997) and Mukumbu and Jayne (1995)
noted that the reforms conferred substantial benefits to consumers through lower
consumer prices and maize processing costs. Therefore, the aggregate effects of maize

market reforms need to be netted out between the gains to consumers and losses to
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producers. Such an analysis must consider that most of the Kenyan maize producers,

particularly the small farmers, are also maize consumers.

Table 9 shows the per capita maize produced and consumed, the proportion of farmers
who are net sellers and the proportion of maize sold, the average maize selling and
purchasing prices and the market system preference shown by farmers. On average, lérge
farmers produced 26 times more on per capita basis than small farmers, but this
proportion varied by zone and region. Similarly, large farms consumed about 2.5 times
more maize, on per capita basis, than small farmers. Looking at the difference between
per capita production and consumption of maize, it is evident that only farmers in the
high potential regions produced considerable surplus maize for sale. Most of the

households in the marginal regions were net buyers of maize.

Table 9 also shows that fewer farmers sold their maize to the government marketing
board, the NCPB, in 1998 compared to 1992 with only 3% of the farmers selling in 1998
compared to 19% in 1992. More small farmers (88%) sold to private traders compared to
large farmers (71%). Most farmers sold their maize at harvest, when the selling price was
low, and bought latter at a higher price. In fact, the average selling price in 1998 was
Kshs.11.40 per Kg while the average purchase price was Kshs.15.05 per Kg, a
differential of Kshs.3.65 per Kg or 32% of the selling price. Expectedly, maize prices
were lower in the high potential regions compared to marginal regions, with the
differential between producer and consumer prices being higher in the latter at Kshs.4.05

per Kg compared to the former at Kshs.3.21 per Kg.
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Table 9: Per Capita Maize Pr

ion and C

Marginal Potential Zones

ion, and Marketing by Farm Size and Zone

High Potential Zones

Parameter Dry Moist Dry Moist All Zones
Lowlands | Midaltitude | Midaltitude | Transition | Transition | Highlands

Per Capita Maize Production, Kg:
Small Farm 105 91 141 59 203 343 181
Large Farm 128 83 208 9483 5952 4851
Per Capita Maize Consumption,
Kg: 101 100 124 78 122 165 120
Small Farm 139 83 111 - 487 327 292
Large Farm
% Net Sellers of Maize:
Small Farm 14 28 38 22 49 69 41
Large Farm [ 33 38 - 94 94 70
Proportion of Maize Sold (%):
Small Farm 0 12 15 12 28 31 20
Large Farm 0 21 29 - 80 75 57
% Selling to Private Traders:
Small Farm 0 95 83 97 88 97 88
Large Farm 0 100 60 - 75 68 71
Maize Selling Price, Ksh/Kg:
Small Farm 13.50 9.45 14.05 14.25 10.40 10.05 11.50
Large Farm 13.80 11.55 14.30 - 9.80 10.00 11.05
Maize Purchase Price, Ksh/Kg:
Small Farm 18.65 14.25 17.70 17.50 13.90 14.20 15.55
Large Farm 15.90 14.45 17.90 - 11.50 10.90 12.75
Prefers Current Market System
(%): 58 35 34 47 48 67 50
Small Farm 43 50 25 - 31 37 36
Large Farm
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Generally, large farmers preferred the former marketing system before trade
liberalization whereas small farmers showed no preference. Most farmers were
dissatisfied with the low producer price at harvest time caused by large maize imports.
Also, lack of on-farm storage facilities meant that they could not take advantage of the
seasonal price fluctuations. Small farmers experienced problems under both systems, the
major ones being delayed payments in the former system and lack of reputable markets in

the current one.
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CHAPTER 3

3.1 Impact of Technological Change

Estimating the relative poverty reduction potential of alternative research activities
requires demographic assessment of who the users are, their locality, economic status, the
types of income-generating activities, ways in which specific technologies affect their
incomes and welfare, and how markets distribute output gains between different regions
and households. Existing evidence on these issues is mixed (Renkow, 1993). Therefore, it
is hard to justify any a priori rationale as a satisfactory basis for research investment

without a thorough evaluation.

However, empirical evidence suggests that research costs are greater and the time lags are
longer in achieving equivalent output gains in marginal areas compared to more favorable
ones. For instance, in wheat and rice, genetic gains due to crop improvement for irrigated
and high rainfall environments have tended to be higher on an annual basis than they
have been in drier environments, and this difference is evident from experimental results
to farmers’ fields (Byerlee, 1996). Moreover, relatively more of the gains from research
in marginal environments are likely to come from crop management research, which is
more location-specific, but tend to be more costly than crop breeding research (Edmeades
et al., 1998; Byerlee, 1994, Pingali and Heisey, 1999). However, if the bulk of past

agricultural research investments have been made in favorable areas, incremental rate of
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return on investment may decline to the point where it competes with investments in

marginal environments (Byerlee and Morris, 1993).

Empirical evidence is mixed concerning the welfare effects of improved technologies.
Renkow (1993) found that investment in wheat research in favored, irrigated areas of
Pakistan yielded greater overall income growth than investment in rainfed regions. In
contrast, Fan and Hazell (1999) found that investment in improved technologies and rural
infrastructure positively contributed to productivity growth and rural poverty reduction,
with effects in rainfed marginal regions being greater than in high potential irrigated
regions. Thus, in this case, public investments in the marginal regions had better returns,
enhanced productivity growth and reduced poverty. These two examples, aqd others,
indicate that one cannot generalize on the effects of technological change since they will
tend to vary from country to country and region to region, and will depend on specific

characteristics of the regions, technology and the economy.

Nevertheless, the impact of agricultural technology on poverty alleviation is a source of
controversy. Proponents point to a large body of evidence showing that R&D has been
instrumental in introducing agricultural innovations that have raised agricultural
production, stimulated economic growth and helped poor people through lower food
prices and higher incomes (Lipton and Longhurst, 1989). Evidently, agricultural
technologies have helped food production grow faster than population growth, thus
avoiding the widespread food shortages and catastrophe envisioned by Malthus

(Plucknett, 1991). But there are concerns that research-led technological change in



agriculture has favored wealthy farmers in high potential regions at the expense of the

poor farmers and marginal regions (Freebairn, 1995).

Wealthy farmers are considered more likely to become “early adopters” of new
technologies since they have better access to information and credit, and have more
capacity to take risks. Similarly, some technologies may be too “lumpy’”” and may be
profitable on large and not small farms. Benefits of such technology may also differ from
one region to another. If it raises productivity in high potential regions but not in
marginal regions, the increase in overall production may cause prices to fall, if in a closed
economy, such that farmers in marginal regions are made worse off, thereby exacerbating

poverty.

These competing effects of technological change can be demonstrated by considering a
hypothetical example: supposing that an increase in agricultural productivity has four
impacts: producers have higher output, labor suppliers receive higher wages and better
employment, consumer prices fall and greater economic growth increases overall sales
and employment. Consider also, as could be the case in Kenya, that producers are also

consumers and providers of farm labor.

If technological change causes consumer prices to decrease, as would be the case in a
typical closed economy, this means less income to producers but more disposable income
to consumers. For people who are dual producers and consumers, whether they benefit

from such technological change depends on which of the income effects is greater and
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whether they are net sellers or net buyers of that commodity. Moreover, the effect of
rising wages on income will depend on whether they are net buyers or net sellers of labor.
For instance, a net seller of labor and net buyer of food would gain unambiguously from
a technology that lowers food price and raise wages. A technological change can raise
incomes of adopting farmers but not of non-adopting farmers, change the demand for
agricultural labor, reduce food prices or dampen food price increases and stimulate
economic growth, thus, generating addition employment and increases in wages. The
extent of these impacts on the overall economy vary greatly and depend on a variety of
conditioning factors, such as the extent of adoption between regions, the indirect impact
on prices of inputs, product and competing or alternative products, and the nature of

markets and government interventions (Renkow, 1993).

Therefore, in evaluating the impact of technologies on farm welfare, the following
variables are important: their direct impacts on output, input demand and input use;
spillover effects mediated through product and labor markets that change relative prices;
the relative numbers of different types of households within a particular region; the share
of farm income in total household income and the nature of the market, whether in an
open or closed economy. It is difficult, however, to state a priori which of these variables
are the most important in determining the appropriateness of targeting one or the other
type of production region. In Pakistan, it was agriculture’s share of household income
that appeared to exercise the dominant influence (Renkow, 1991). In Southeast Asia,

labor mobility and the responsiveness of agricultural workers to perturbations in the labor
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markets were the key factors mediating the benefits of technological change (David and

Otsuka, 1994).

3.1.1 Partial Equilibrium Analysis of Technological Change

As discussed above, technological change can have variable effects on farm income both
within and across regions, partly because farmers are a diverse population and will
typically adopt the technology gradually and at times partially. Thus, depending on the
rate and spread of adoption, the effects of technological change may be concentrated
within a region or widespread. Further, the distributional implications for different farm
households and regions will depend heavily on policies and institutions that condition the
incentives and constraints that influence the adoption decisions (Mills, 1998). New
technologies impact farm incomes and welfare through the product and input markets.
But the extent and nature of such impacts depend also on whether the economy is closed
or open, and whether the impact is restricted to one particular zone or spills over to other

zones (Renkow, 1991).

3.1.2 Indirect Effects through Commodity Markets

To illustrate the nature of the market effects in a simplified partial equilibrium

framework, consider a maize importing country that has a maize technology whose

impact is limited to a maize net-exporting, high potential region and its marginal region is

a net importer of maize. Figure 3 illustrates the impact of the technology, captured as a
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Figure 3: Fixed-Price Model of Technological Change
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maize supply shift, on various regional maize markets in an open economy. The price of
maize is determined exogenously and, thus, the expansion of maize supply from s to s' in
the high potential region does not affect the maize price, such that producers in the region
gain unambiguously from increased output at the same price, as depicted by the area
ABCD. Producers and consumers in the marginal region experience no change in welfare
since neither their production nor prices are altered. Urban consumers are likewise
unaffected. At the national level, increased production in the high potential region shifts
the supply curve from S to S', such that part of the national maize demand (QoQ);) is met,

and imports are reduced from QQ; to Q;Q..

In a closed economy, the domestic price is determined by the intersection of aggregate
supply and aggregate demand. A shift in maize supply in the high potential region causes
the aggregate maize supply to shift out from s to s', in turn shifting the national maize
supply from S to S' and accompanied by a decrease in price from P, to P; (Figure 4).
Urban consumers gain unambiguously from the fall in price leading to an improvement in
their welfare, represented by area PpMNP,. In the marginal region, the consumers gain
(area PoKLP;) while the producers lose (area PoJIP,) from the decrease in maize prices,
resulting in a net increase in total surplus equal to the area IJKL. In the high-potential
region, like in the marginal and urban regions, consumers gain from lower maize prices
but the impact on producers is indeterminate because the negative effect of falling prices
is offset by an increase in output. The final results depend on the elasticities of supply

and demand curves and the magnitude of the supply shift.
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Figure 4: Flexible-Price Model of Technological Change
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Such an analysis becomes complicated where, like in Kenya, producers are also
consumers. In such a case, a change in price has both a positive and negative effect. A
supply shift that causes a price drop reduces farm profits and cheapens food price at the
same time, such that the net impact on welfare is determined by whether the household is
a net producer or net consumer of maize. These different effects are depicted in Figure 5
for four types of households differentiated by whether they are adopters or non-adopters

of the technology and whether they are net consumers or net producers.

It is evident that both adopting and non-adopting net consumers unambiguously gain
from a fall in maize prices due to the supply shift caused by technological change. Net
producers lose from the price decline but for those adopting the technology, the loss in
welfare may or may not be fully compensated by productivity gain. For non-adopting net
producers, there is no offsetting gain in productivity and, therefore, they suffer a net
welfare loss. Net consumers in both urban and non-adopting marginal regions gain
unambiguously from the price decline while non-adopting net producers in the latter

unambiguously lose.

Clearly, the analysis may be further complicated if technology adoption is not uniform
among household groups within a specific region, for example, if the technology is
adopted more by large than small farmers in the high potential region. Differential
adoption may be caused by information asymmetry, differential access to credit,
extension or research, and differences in risk-taking. The effect may also be skewed by

complementary inputs, infrastructure or information needed to adopt the new technology.
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Figure 5: Technological Impact on Adopting and Non-Adopting Households
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Skewed product preferences may also contribute to differential adoption patterns between

different households in the same zone. For instance, small farmers focusing on home
consumption may seek certain qualities in a maize variety (e.g. taste, storability) that

commercial large farmers may have little interest on (Kumar, 1994).

3.1.4 Indirect Effects through Labor Market

There is substantial evidence that new, labor-using agricultural technologies tend to
increase the demand for labor (Lipton and Longhurst, 1989; Renkow, 1993). Whenever
labor supply is less than perfectly elastic, such changes in labor demand put upward
pressure on wage rates in local labor markets, thus affecting incomes in technology-
adopting regions, especially where agricultural labor is also a source of income. The
effects on income may be transferred to the non-adopting region through rural-rural
migration of workers if resultant real wages rise sufficiently to cover migration costs.
Consequently, migration from the non-adopting region puts upward pressure on wages

there as well, benefiting workers who remain behind.

Figure 6 illustrates these effects: initially, equilibrium wage, W, prevails in both high-
potential and marginal regions. Adopting a new, labor-using technology in the high
potential region shifts the labor demand from d to 4" and raises the prevailing wage from
W, to W,. The difference in wage rates between the two regions induces migration from
the non-adopting marginal region to the adopting high potential region. The influx of

workers from the marginal regions shifts out labor supply in the high potential region
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Figure 6: Impact of Technological Change on Labor Markets
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from f'to f, putting a downward pressure on wages there. On the other hand, the outflow
of laborers from the marginal region puts upward pressure on the wage rate there due to a
decrease or shift to the left of the labor supply curve from m to m'. This continues until a

new equilibrium wage, W5, is established.

Empirically though, there are instances where such effects may not be observed and
wages may stagnate or experience only small changes. This happens where there is a high
level of unemployment or underemployment in adopting areas and high population
growth or migration into adopting areas. Another reason is that interregional migration is
often costly and non-instantaneous. In the short run, labor tends to be immobile but fairly
mobile in the long run if the wage differential is greater than the reservation wage and
related transaction costs. Usually, the complex and dynamic nature of migration makes it
hard to gauge the extent and direction of its contribution to the distribution of

technological benefits.

3.1.4 The Role of Policies and Institutions

Use of farm inputs does not necessarily skew the gains from technological change if such
inputs are adopted and used by all households. Problem arises when the market does not
work well such that the supply is unreliable or when the inputs are targeted to one group
of farmers and not the other, such that only one category of farmers have access to it and

gain from it. The household’s resource capacity is another factor influencing access. Most
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large farmers tend to be early adopters of new technologies because they have better

access to extension and credit than small farmers have.

Lipton (1989) found many cases where early adopters gained and late adopters were
made worse off, especially where economic policies related to input supply and land
tenure favored one group of farmers more than another. He suggested that supportive
policy reforms were necessary where technological change could be otherwise harmful.
As agricultural economies evolve, market distortions have become an implicit means of
skewing income distribution, quite often towards the large, wealthy farmers. A good
example is the contentious agricultural subsidies in the United States and European
Union, as well as past implicit tax support to large farmers in Kenya (BFWI, 2003; World

Bank, 1995).

Often, governments in developing countries intervene in the agricultural sector through
pricing policies and through public-sector investment projects. Policies affecting the
prices of agricultural commodities are pervasive and can influence production,
consumption, marketing or international trade. The policies may also be designed to
generate government revenues, subsidize urban consumers, secure food self-sufficiency,
earn foreign exchange, improve rural incomes or a combination of any of these. Often,
the government is the principal provider of infrastructure and agricultural support
services such as research and extension. Like pricing policies, such investments can be
expected to have a strong impact on farm production, incomes and welfare of agricultural

households.
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Self-sufficiency in maize production has been an explicit policy objective of the
Government of Kenya since the early 1960s. In order to ensure this objective is met, the
government continued with the colonial policy, started in 1942, of using government-
controlled cereal marketing boards to determine producer and consumer prices, to
purchase and distribute maize grain, and import and export maize. Under the
government-controlled regime, maize prices often fell within an export and import parity

band regulated through maintaining a buffer stock (Pearson, 1992; Pinckney, 1988).

However, these maize policies changed dramatically in 1994 when the government,
under pressure from donors and the Structural Adjustment Program of the International
Monetary Fund (IMF), liberalized maize grain marketing in Kenya. Subsequently, the
role of the marketing board, the National Cereals and Produce Board (NCPB) changed
from complete domination of maize marketing to that of “custodian of strategic reserves
and buyer of the last resort”. In addition, maize price determination was left to market
demand and supply forces and greater participation of private traders in maize marketing

encouraged (Nyoro, Kiiru and Jayne, 1999.).

The details of specific agricultural policy changes and impacts between 1994-2002 are
beyond the scope of this study. Many studies, including Omamo and Mose (2001),
Karanja, Jayne and Strasberg (1999), Jayne and Mukumbu (1995) have investigated
specific impacts of post-liberalized market policies. As a result, several pertinent issues
related to the role of the government are worth noting. Firstly, the maize market reform in

Kenya was characterized by an unfortunate back-and-forth policy reversal by the
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government that sent conflicting signals to producers and traders, and contributed to

speculation and market uncertainty.

Secondly, there was little effort made to map out a clear reform process that ensured a
smooth transition from a government-controlled to a market-controlled system and create
of an enabling institutional framework and environment for such changes. Failure to
establish such a process led to an institutional failure in maize marketing, which may
have resulted in significant maize productivity and welfare losses (Karanja, Jayne and
Strasberg, 1999). Lastly, there are serious institutional and infrastructure impediments to
the benefits of market reforms, and these include public-funded rural infrastructure.
Omamo (1998) and Renkow, Hallstrom and Karanja (2003) demonstrate how high
transaction costs from poor roads and transport systems could hinder rural market

participation and reduce gains from agricultural production.

In summary, government action or inaction affects the level and distribution of gains or
losses to producers, consumers and the economy. Government interventions alter the
range of distribution outcomes and serve to drive a wedge between consumer and
producer prices (Renkow, 1991). The common tendency is to hold consumer prices
below import parity and either subsidize or tax producers. In cases where both consumers
and producers are subsidized, a shift in supply due to technological change represents a
greater drain on public fiscal resources. But where price policies subsidize consumers and
tax producers, as is often common, a supply shift increases the effective tax on producers

and there is less drain on the government’s fiscal resources.
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When governments have substantial control over producer and consumer prices, as in
Kenya before 1994, the prices may be regarded as fixed in the short run such that the
supply shift is not accompanied by price changes. This is similar to the open economy
scenario where the prices are set exogenously. In the long run, however, the prices
change as a result of various things, which may include political pressure or government
constraints. The government also has other intervention options that can influence the
distribution of gains or losses from technological change that are beyond the discussion
in this study. However, the next section outlines the analytical framework chosen for this
study, which also includes assessment of the effects of potential government

interventions.

3.2 The Multi-Market Model for Technological Change

3.2.1 The Analytical Framework

A multi-market model is used to analyze the impacts of maize technological change on
farm incomes and their distribution in Kenya. The choice of the model is influenced by a
need to evaluate the differential effects of the technologies among different types of
households, some of which are net producers and others are net consumers, and in
different regions. The model is implemented in six major maize growing regions and
considers also an urban sector. In each maize growing region, the households are split

into two groups, based on farm size: small and large. Production of two commodities is
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assumed, for simplicity, in each region, r; Q, is the output of maize, and Q; is the output

of an alternative commodity.

Technology is modeled as an exogenous shift variable, 7, labor (L) and fertilizer (F) are
assumed the only variable inputs and land (Z) is considered a fixed input, at least in the

short and medium term. Output supplies and input demands depend on the prices of the
two commodities (P, P5), the prices of the variable inputs, # and f for labor and

fertilizer, respectively, and, except for O, the technology shifter, E.

It is assumed that variable inputs are not differentiated by crop and that regional wage
rates are endogenously determined in competitive labor markets, an assumption that is
later dropped. The regional labor markets are assumed to clear in isolation due to labor
immobility. The respective output supply and input demand equations, in rate-of-change

notation, are represented by:

Qs =EunPit em Pyt e1mW + €15 S+ Em

0, = &2k P,teamP,teunmW + g f

Zdrh=ﬂLlrhﬁl-'-ﬂLZth2+ﬂLLrhW+ﬂLFrhf+ELrh

Fon=BeimnPrt Beon Pyt BenW + Breoy S + EFrn
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where the subscripts 7 and 4 denote region and household type, i=1, 2; j=F,L; k=1,2,L,F;
€ikrn and B are region and household group specific elasticities of output i or input j

with respect to price &, and £, , is the exogenous proportional shift in output supply or

input demand over time due to the new technology holding fixed inputs constant, and ‘*’
implies “rate of change’. The changes in the total regional output are given by the sum of

group-specific output changes weighted by each group’s share of total regional output

(Mirn):
Q,, = Eh: l/thAm.; Qz, = ; lzthzrh
Likewise, changes in input demands are given by:
[P=36aLn and FI=Z¥af]

where 3,4 and ¥, are the shares of total regional demands for labor and fertilizer

accounted for by household group A.

Individual rural labor supply, [3,, is considered a function of real wage rate, w=W/ p;,,
where P}, is an endogenous, group-specific consumer price index. Denoting the

population of household group 4 in region r as N,, group-specific labor supply is simply:
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Liv=0wXx N

Letting ¢,,, be the wage rate elasticity of household labor supply, proportional changes

in regional labor supply are given by:

A

L:h = ELra w-'— th
This can be aggregated to derive changes in regional labor supply as:
Lr=X Vol
h

where ., is the share of labor supply in region r accounted by household group 4.
It is assumed that all residual farm profits not attributed to variable inputs accrue as
returns to land. Therefore, letting I1,, be farm profits of household group 4 in region r,
then:

Ow=P:Qt P:Q,,- WL - SE,

Changes in farm profits are, therefore, given by:

a A A A A oy ad 2 ~
I-I,;,=ﬂ'lrh(Pl+Ql,h)+7[2M(P2+Q2rh)+7[Lrh(W+Lr;,)+7rFrh(f+F,),)
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where m; is group-specific profit shares accounted for by outputs and variable inputs
(positive for outputs and negative for inputs). The household output demand, D;s, , is a
function of the prices of these commodities and group-specific nominal income (Y,4):

Dirh=Dirh(PI:P2nth) l=1:2

On the other hand, group-specific consumption, Ci, is the product of household output

demand and the group population growth in region r:
Cirn = Db X N
Group changes in consumption of both commodities are given by:
Cin=Miimm Pr ¥ Mo Py ¥ iy ¥ on ™ N
Coon = Mok PrH Mozon By oy ¥ou ™ N
where 1, is the group-specific cross-price elasticity of demand for commodity i with

respect to the price of commodity j. Letting o, be the share of regional consumption of

good i accounted for by group A, changes in regional consumption<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>