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ABSTRACT

REAL TIME ADAPTIVE TASK SCHEDULE FOR A

FLEXIBLE MANUFACTURING SYSTEM

By

Qi Zhu

Manufacturers always need flexible and reliable systems to control and monitor

the manufacturing process. The Flexible Manufacturing System (FMS) is one of

the answers. By using FMS, manufacturers can produce customized products

faster than ever to meet market requirements. The problem of tasks scheduling is

one of main research topics for the FMS. The Timed Petri net model introduces

the possibility of applying a set of mathematical results, mainly based on the use

of Max —Plus algebra, for performance analysis. This thesis aims to build a new

scheduling method for a Flexible Manufacturing Work-Cell by merging the Timed

Petri net model and Max-Plus algebra. These results can be computed as functions

of a certain set of decision parameters. These functions can be used to schedule,

plan and control the Flexible Manufacturing Work-Cell, so that it can adapt to

machine faults, automatically in real time.
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CHAPTER 1

Introduction

1.1 Historical Perspective on Manufacturing Systems

In the history of the manufacturing systems development, the production systems

evolving have four stages: Labor-intensive Production Systems, Mass-Production

Lines, Job-shops, and Flexible Manufacturing Systems (FMS)

Before the Industrial Revolution, Labor-intensive Production systems remained as a

primary way. Highly-Skilled craftsman made a complex product, by using crude tools

and materials [1]. These functions restrict the large-scale manufacturing; also the cost

is very high. Mass Production system was invented in the beginning of the 20m century.

A complex product process is broken down a lot of simple steps, therefore reduce the

cost and improve the efficiency, such as the automobiles assembly lines. The mass

production lines could produce large volumes of a product at a reasonable cost, but

were limited to the production of one, two, or very few different parts. The job Shop

type systems were capable of producing a variety of product, but at a high cost [3].

Along with the development of electrical devices and computer technologies, the

workman is substituted by the computer numerically controlled (CNC) machines and

the robots, and the product line is managed by the programmable logic controllers

(PLC). These improvements brought about the invention of the Flexible

Manufacturing System (FMS). Manufacturers can produce customized products faster

than ever to meet market requirements.



1.2 Definitions of Flexible Manufacturing System

Ranky [Ranky, 1983] defines an Flexible Manufacturing System (FMS) as a system

dealing with high-level distributed data processing and automated material flow using

computer-controlled machines, assembly cells, industrial robots, inspection machines

and so on, together with computer-integrated material handing and storage systems. [1]

In fact, the scope and variety of flexible manufacturing are commonly disputed and are

the focus of many research efforts. However, the components and characteristics of an

FMS, as described by different authors and researchers, are generally as follows [1]

(Figure 1.2) [Davis et al., 1989]:

O Potentially independent NC machine tools

0 An automated material handling system, and

I An overall method of control that coordinates the functions of both the

machine tools and material handling system so as to achieve flexibility.

The Specific manufacturing situations that would be suitable for the adoption of FMS

were identified as early as 1973. The following are the production Situations that are

encompassed by FMS [Darrow, 1987]:

O A variety of high-precision parts are machined (typically job Shop)

0 A relatively large number of direct numerical control (DNC) machines are

required.

0 Some form of automated material handling system (MHS) is used to move

the work pieces into, within, and out of the FMS.



0 On-line computer control is used to manage the entire FMS under

conditions of varying parts production mixes and priorities.

It can be concluded from the above that an FMS involves a number of machining centers

and material handling systems integrated by a hierarchy of computer control.

Furthermore, FMS is capable of handling flexible routing of parts instead of running

parts in straight line through work Stations. In a flexible manufacturing system;

numerically controlled (NC) machines are controlled by computers; parts are handled by

robots; and finished products are carried to specific destinations via automatically

guided vehicles (AGVS).

 
Figure 1.1 Scheme of a FMS



1.3 The Scheduling problem of FMS

Scheduling problems arise when multiple kinds of job types are processed by multiple

kinds of Shared resources according to their technological precedence constraints. We

need to determine the optimal input sequence ofjobs and resource usage for a given job

mix. The required ordering of operations within each job must be preserved. Production

scheduling problem are very complex. Several major approaches to production planning

and scheduling are as follows:

1. Heuristic dispatching rules which are widely used in practice. Good rules are

obtained based on one’s experience. They work but often not optimally.

They can also be developed based on the system Simulation models. The

disadvantage lies in that most comprehensive models and results are difficult

to develop and take tremendous computation. Moreover, Simulation models

are often too specific to particular situations and thus the obtained result

cannot be very well generalized.

2. Mathematical programming methods have been extensively studied by

numerous researchers and can produce optimum results for some systems

[Luh and Hoitomt, 1993; Chen, 1994]. However, only a few real

applications exist in an industrial environment. The mathematical models

have to ignore many practical constraints in order to solve these models

efficiently. These practical constraints, such as material handling capacity,

complex resource Sharing and routing, and sophisticated discrete-event

dynamics, are very difficult to understand for industIial engineers and



management. The optimality will not hold if any parameters or structures

change during an operational stage.

3. Computational intelligence-based approaches include expert or knowledge-

based systems, genetic algorithms, and neural networks. Knowledge-based

systems have difficulty in acquiring the efficient rules and knowledge. The

results cannot be guaranteed the best. Both genetic algorithms and neural

networks require considerable computation and also have formulation

difficulties.

4. Other methods such as algebraic models and control theoretic methods are

difficult to use to offer efficient solution methodologies. The methods based

on CPM/PERT and queueing networks can provide efficient solution

methodologies but cannot describe Shared resources, synchronization, and

lot sizes easily.

FMS can process multiple products at the same time, employing various resources such

as robots, Computer Numerical Controlled (CNC) machines, etc. In a flexible

manufacturing system, a process consists of many controlled actions, such as moving

robot, picking or placing a part or a raw material. A finite number of resources are

Shared by several tasks. Scheduling problems arise whenever there are shared resources

or alternative routes in an FMS. The resources are shared at the physical level and the

job level. At the physical level the robots, convey automatic guided vehicles and related

transportation systems are Shared by the CNC machines. At the job level, all the flexible

machines are shared by different types ofjobs. The problem of task scheduling is one of

the main research topics for the FMS. The most important problems are how to assign



given resources to different processes required in making each product, to accomplish

the best efficiency, and to eliminate the deadlock. The FMS is a kind of discrete event

system, and Timed Petri Nets (TPN) is a scheduling and modeling tool for discrete event

systems.

Timed Petri Nets (TPN) is a Special class of PetIi Nets. Petri Nets are graphical and

mathematical modeling tools applicable to many systems. Petri Nets were named after

Carl A Petri, who created a net-link mathematical tool for the study of communication

with automation in 1962. The book [David and Alla, 1992], which is the first of its kind,

presents Petri Nets as a modeling tool for discrete event systems. The book [Zhou and

DiCesare, 1993] focused on modeling and scheduling [1].

Petri net theory has been applied for modeling, performance analysis and discrete event

control of manufacturing systems. Their advantages to represent the complex discrete

event dynamics and all the important FMS characteristics have motivated several

researchers to investigate their usage for planning and scheduling. Several features of

the schedules obtained are:

1. They are event driven. This facilitates the real-time implementation.

2. They are deadlock-free. Since a Petri net model of the system can be a

detailed representation of all the operations and resource-Sharing cases, a

generated schedule spans from the system’s initial condition to the final

desired one. It thus avoids any deadlock.

3. The completion time is the optimization objective.



The disadvantages of this approach include:

1. A huge search space is required for large complex systems. [2] The Speed

depends heavily on a heuristic function selected. Study on the best heuristic

functions is needed.

2. Most heuristic functions cannot guarantee the optimality of the obtained

schedules. The question remains open on how good the resulting schedules

are.

3. It remains difficult to use criteIia other than makespan [2] in the search

process. Other useful criteria include tardiness and due dates.

Although Petri Nets are easy to explain the sequence in a FMS, that can not calculate

real-time. Normally, a Petri net only consider the precedence relationships among

activities and does not include the time concept. To overcome this disadvantage,

Timed Petri Nets (TPN) have been defined and used for performance analysis. [6][7][8]

The Timed Petri nets scheduling method first constructs a Timed Petri net model for

the FMS with the initial marking, and then generates an optimal schedule in terms of

firing sequence of transitions. [9] How to optimize the TPN model is an essential

challenge.

The Max-plus Algebra mm is the set of real numbers endowed with the operation max

and plus. The Max-plus algebra plays a crucial role in at least two fields:

1. Path algebra (research of the path of maximal weight in a graph).

2. Performance evaluation of Discrete Event Dynamic Systems (DEDS)



If the corresponding TPN model is an event graph (i.e. each place has exactly one input

and one output transition), it is possible to apply a Max-Plus mathematical model for

this system. [10] In mathematical performance analysis a complex system can be

changed to a few equations in a certain set of decision parameters. Then these functions

can be used to optimize the TPN model.

Traditionally, the schedule or the activation sequences are fixed and sequential, and the

FMS has to follow the schedule step by step. If there is failure in any step, it will affect

the following processes and the full system will be shut down. But in a FMS, the work-

cell can usually process multiple products at the same time, so some products just needs

some steps, not full steps. Obviously the traditional scheduling method can not obtain

the best efficiency. An un-necessary step will affect its process.

In this research, we build the Max-plus Algebra model via the TPN model, and using

this model to calculate the value of every step state. The scheduling method presented in

this thesis first formulates a scheduling problem using a Timed Petri Net model for each

kind of product, and generates the firing sequences for each kind of them. For the full

work-cell, the parallel sequence (i.e. each product is processed according to its sequence)

is used. Then Max-Plus algebra is used to analyze the performance and design the

controllers to avoid the conflicts. The stability of the FMS is proved.



1.4 Framework of the Work-Cell

In my research, a robotic manufacturing work-cell consist two robots, each with five

joints, two different kinds of CNC machines, and a disc conveyor. (Figure 1.2) This

work-cell can process two kinds of 1‘ l i L l I» i

run material, block and cylinder.

Robot 1 and robot 2 pick up the run -,

material and the parts; the CNC

mill and CNC lathe process the run

material; the conveyor transfers the

 

raw material and parts from a.

position 1 to position 2 or from position 2 to position 1. In each of the tasks of the

FMS, a sequence of operations of the robots and the disc conveyor is performed under

a discrete event dynamic system (DEDS). Scheduling these operations is my research

topic.

 

 

CNC CNC Lathe

Mill

Robot 2

Location 2

Conveyor

 

Location 1

Robot 1

EC]

 

Figure 1.2 The Structure ofthe FMS Work-cell



CHAPTER 2

Modeling

2.1 Petri Net Model

2.1.1 Definition

We use Petri Nets to model the flow ofproduction in an FMS.

Definition 2.1: A Petri Net is a quintuple G = {P, T, I, 0,mo} where P is afinite set ofplaces,

T is a finite set of transitions, 1 ; PxT and 0; TxP are the sets of directed arcs

connecting places and transitions. Set I isfrom places to transitions. We denote these as

input arcs, and the places are input places. Set 0 isfrom transitions to places. We denote

these as output arcs, the places are output places. mo : P —> N is the initial marking ofG ,

where N is the set ofnonnegative integers.

In the graphical representation of a Petri Net, places are drawn as circles and transitions

as bars. A directed arc goes from a place to a transition. There is no are from a place to a

place or a transition to a transition. The marking (token) m of a Petri Net 6 indicates the

number of tokens in each place, which is the current state of the system. The set of all

markings is denoted aSM.

In order to represent the change of FMS states, we identify the marking of a Petri Net

with the state. A marking or state of a Petri Net is changed according to the following

transition (firing) rule:

1. A transition is said to be enabled if each input place has at least w tokens, and w

is the weight of the are from the input place to the transition.(Figure 2.1)

10



2. A firing of an enabled transition moves n tokens into each output place, and

moves w tokens out from each input place. Then is the weight of the are from

the transition to the output place.(Figure 2.2)

. w . o
n w ‘ n

0

c

Figure 2.1 Before the firing (PN model) Figure 2.2 After the firing (PN model)

  

The original theory of Petri Nets deals with the ordering of events. My research iS related

to performance evaluation that is, how fast can a work cell produce a part? So, just the

state information is not enough. It is necessary to introduce time. There are two basic

ways to introduce time. One is with transition firing time the other is the sojourn time of

token in place.

We using associated with firing time to represent production times in a FMS. We adopt

the following definition.

Definition 2.2: Thefiring time ofa transition is the time that elapses between the starting

and the completion ofthefiring ofthe transition. (I)

By introducing the definition of firing time, the original Petri Nets become the Timed

Petri Net. In a timed Petri Net, after each input place receives w tokens, all the input

places are available. (Figure 2.3) If the firing time of a transition is T , after 2' the

n tokens are deposited in each output place by the enable transition. (Figure2.4)

ll



    

o 7 w r

n _ n

Figure 2.3 Before the firing (TPN model) Figure 2.4 After the firing (TPN model)

2.1.2 Timed Petri Nets Model for One Robot Conveying Manipulation

My research involves an FMS work cell with many tasks. The Robot Conveying

manipulation is the basic task. We can draw a Timed Petri Net as Shown in the figure 2.5.

The input is a part or run material. If the processing is finished we call that is part. If not

finished we call that is run material.

 

 
Figure 2.5 The TPN model for one robot conveying manipulation

0 pl represents that the 1th input is arriving.

0 p2 represents that the kth input is in the specific place and the robot will move

back for the k+1th input.

0 p3 represents that the robot is available.

12



o u(k) represents the time that the kth input is arriving

0 x10.) represents the time that the robot picking up the kth input.

0 ,2“) represents the time that the robot is moving back.

0 y(k) represents the time that the kth input is leaving

The firing time can be expressed by {al2 (k), a,, (k)} , where k is the kth input. In the graph,

the firing time is drawn as a box and the dot is the token. Since for each weight for each

arc is 1, only one token is allowed in each place. The initial marking m0 is [1,0,1]T.The

token in the first place p1 represents “the input is ready”. The token in the place p3

represents “the robot is available to pick up the input”. Then the transition TI is enabled

at time xl (k) After time delay a12 (k), the token is moved to the place p2. Now the

transition T2 is enabled at time x2 (k), with time delay a2,(k) a token is deposited in the I

place p3. Associating with the token in the pl , a circle as above starts again. So, this

timed Petri Nets model can be depicted as blow.

o The initial state is that the robot is available to pick up the first input, and the first

input is arriving

0 At time x,(1), the robot picks it up and moves to anther place with time delay

a..(1)

o The robot moves back at time x2 (I), with time delay a,, (l).

0 When another part or run material arrives, a new cycle will start.

13



Normalized A

Location

Drop

Location 

Input

Location  

 

x1(") 1520‘) Ii(k +1) Time

Figure 2.6 Timing Diagram representing one robot conveying manipulation

This is the Timed Petri Net model for the one robot conveying manipulation. We can use

this model to build the model for the full system.

2.1.3 Timed Petri Net Model

This FMS can process two different kinds of raw material; one is a block the other is

cylinder. We can build up two different timed Petri Net models respectively for those two

different kinds of raw material.

1. Timed Petri Net Model for the Block Process

The raw material of the block process is a block. As shown in the Figure 2.7, the robot 1

picks up the block and then loads it on the conveyer of location 1. When the block is

transported to the location 2, the robot 2 loads it into the mill. After the processing is

finish, the robot 2 loads the part on the conveyor. When the part arrives at the location 1,

the robot 1 loads it into part storage.

14
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Figure 2.7 The logical flow chart ofblock process
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Based on the tasks of the block process, we can draw the graph of the Timed Petri Net

model as Shown Figure 2.8.

 

 

 

  

 

 

 

UO(K)

PI

x1(k) 16
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Figure 2.8 The TPN Model for the Block Process
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pl represents that the kth block is arriving.

p2 represents that robot 1 picks up the kth block.

p3 represents that robot 1 loads the kth block on the conveyor.(Location 1)

p4 represents that the kth block arrives at the CNC machine Side (location 2)

by the conveyor.

p5 represents that robot 2 picks up the kth block.

p6 represents that robot 2 loads the kth block into the mill.

p7 represents that the kth milled part is finished.

Pa represents that robot 2 picks up the kth milled part.

p9 represents that robot 2 unloads the kth milled part on the conveyor.

plo represents that robot 2 iS available.

pll represents that the kth milled part arrives at the location 1.

p12 represents that robot 1 picks up the kth milled part and loads it in the

part store.

p,3 represents that robot 1 is available.

x, (k) represents the time ofrobot 1 picks up the kth block

x2 (k) represents the time of robot 1 loads the kth block on the conveyor

x3 (k) represents the time of the kth block arrives at the location 2

x4 (k) represents the time of robot 2 picks up the kth block

x5 (k) represents the time of robot2 loading the kth block in the mill

x6 (k) represents the time of the kth milled part finished

17



0 x7 (k) represents the time ofrobot 2 picks up the kth milled part

0 x8 (k) represents the time of the robot 2 and loading the kth mill part on the

conveyor

0 x9 (k) represents the time of the kth mill part arriving on the location 1

o x,0(k) represents the time of robot 1 picking up the kth mill part

0 x“(k) represents the time of robot 1 loading the kth mill part in the part

StOI'C

In this model, we denote the firing time is (a,,,a,2,a,3,a,,.a,,,a2,,a,6}. The initial

marking mois[l 0 O 0 O 0 O O 1 O O 0 IF. Each place just one token is

allowed.

Theflowisthat

[1 o 0 o o

[0 1 0 o 0

[o 0 1 o o

o o o 1 0 o 0 11’

P‘ and Pl3 either one has a token

T, is firing at x, (k)

A token is deposited inP2

 V

o o 0 1 o o 0 OF

P2 has a token

T2 is firing at 1:2 (k)with firing time all

A token is deposited in P3 and P13

 V

o o 0 1 0 0 o 1]’

P3 has a token

T3 is firing at x3(k)with firing time a,2

A token is deposited in P4

 

l8



O

0

l

 

 

 

 

 V

o o 1 o o 0 1]T

P3 with a token

T3 is firing at x,(k)with firing time all!

A token is deposited

o o 1 0 o o 1]T

P, and P9 each one with a token

T4 is firing atx, (k)

A token is deposited in P5

0 o o o o o 1]T

P, with a token

T, is firing at x, (k)with firing time a],

A token is deposited in P6 and R,

o 0 1 0 o 0 1]T

Péwithatoken

T,3 is firing at x,5 (k) with firing time aM

A token is deposited in P7

1 o 1 0 o o I]T

P7 and 1’, each one with a token

T7 is firing at x7 (k)

A token is deposited in P8

00100001]T

 

P8 with a token

r; iS firing at x8(k)with firing time a,,

A token is deposited in Plo and P9
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[0000000011001]T

Plo withatoken

T, is firing at x, (k) with firing time an

A token is deposited in Pll

 V

[0000000010101]T

PnandPneach one with a token

Tl0 is firing at x,0(k)

A token is deposited in R2

 V

[0000000010010]T

Pl2 withatoken

Tll is firing at x”(k)with firing time al6

A token is deposited in PB

 V

[0000000010001]T

Associating with the token in PI

The circle will be started again

 V

[1000000010001]T

This Petri nets describes that

o The initial condition is robot 1 is available and the first block is arriving.

0 Robot 1 picks up the first block at time x1(1).

0 Robot 1 loads the first block on the conveyor at time x,(1) with time

delay all , and then robot 1 moves back.

0 At time x3(1), the first block is moved to the location 2 by the conveyor, with

time delay al2 .

20



0 At time x, (l), the first block is arriving at location 2, and robot 2 picks up the

first block at the same time.

0 At time x,(l), robot 2 load the first block into the mill with the time cost an,

and then robot 2 go back.

0 The mill starts processing the first block at time x6 (1), with the processing

time a”.

o The first mill part will be finished at time x7 (1), and robot 2 picks it up at the

same time.

0 At time x8 (1) , robot 2 loads it on the conveyor, with time cost als , then robot 2

moves back.

0 At time x9 (1), the first mill part start transfer from location 2 to location 1,

with time delay on .

0 At time 1:10 (1), the first mill part is arriving at location 1, and robot 1 picks it

up.

0 At time x11(1), robot 1 loads it into the part store with time deal al7 ,and then

the robot 1 moves back.

This is the timed Petri nets model for the block process.
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II. Timed Petri Net Model for the Cylinder Process

This model looks the same as the block process model, so the flow chart is the same. But

the definitions of the places and the transitions are different (figure 2.9).

pl represents that the Lth cylinder arrives

p2 represents that robot 1 picks up the Lth cylinder

p3 represents that robot 1 loads the Lth cylinder on the conveyor.(Location

1)

p4 represents that the Lth cylinder is arriving on the CNC machine Side

(location 2) by the conveyor.

p5 represents that robot 2 picks up the Lth cylinder

p6 represents that robot 2 loads the Lth cylinder into the lathe

p7 represents that the Lth lathe part is finished.

Pa represents that robot 2 picks up the Lth lathe part

p9 represents that robot 2 unloads the Lth lathe part on the conveyor

plo represents that robot 2 is available.

Pu represents that the Lth lathe part is arriving on the location 1 (the part

store side)

pl2 represents that robot 1 picks up the Lth lathe part and loads it in the part

StOI'C.

pl3 represents that robot 1 is available.

x, (L) represents the time of robot 1 picking up the Lth cylinder
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x2 (L) represents the time of robot 1 loading the Lth cylinder on the

conveyor

x3 (L) represents the time of the Lth cylinder arriving on the location 2

x4 (L) represents the time of robot 2 picking up the Lth lathe part

x, (L) represents the time of robot2 loading the Lth cylinder in the lathe

x6 (L) represents the time of the Lth lathe part finished

x7 (L) represents the time of robot 2 pick up the Lth lathe part

x8 (L) represents the time of the robot 2 and loading the Lth lathe part

x9 (L) represents the time of the Lth lathe part arriving on the location 1

x", (L) represents the time of robot 1 picking up the Lth lathe part

x11(L) represents the time of robot 1 loading the Lth lathe part in the part

SIOI'C
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Figure 2.9 The TPN model for cylinder process
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Figure 2.9 The TPN model for cylinder process
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The flow is that

[1000000010001]T

P, and P, , each one with a token

T, is firing at x, (L)

A token is deposited in P2

 

[0100000010000]T

P2 withatoken

T2 is firing at x2(L)with firing time a,,

A token is deposited in P, and P,,

 

[0010000010001]T

P, with a token

T, is firing at x,(L)with firing time a,2

A token is deposited in P,

 

[0010000010001]T

P, with a token

T, is firing at x, (L)with firing time a,2

A token is deposited in P,

 

[0001000010001]T

P, andP9 each one with a token

T, is firing at x, (L)

A token is deposited in P,

 

[0000100000001]T

P, with a token

T, is firing at x,(L)with firing time a,,

A token is deposited in P, and P,
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0000

0000

0000

0000

0000

0000

1 o o 1 o 0 0 1]T

P, with a token

T, is firing at x, (L)with firing time a,,

A token is deposited in P,

 

o 1 o 1 0 o 0 1]T

P, and P, each one with a token

T, is firing at x, (L)

A token is deposited in P,

 

o 0 1 o o o o 1]’

P, with a token

T, is firing at x,(L)with firing time a,,

A token is deposited in P,, and P,

 

o o o 1 1 o o 1]T

P,, with a token

I, is firing at x, (L)with firing time a,,

A token is deposited in P,,

 V

o o o 1 o 1 o 1]T

P,, and P,, each one with a token

T,0 is firing at x,,(L)

A token is deposited inP,2

V 

o o o 1 o 0 1 o]T

P,2 with a token

T,, is firing at x,,(L) with firing time a,,

A token is deposited in P, ,

tr 
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[0000000010001]T

Associating with the token in P,

The circle will be started again

 V
[1000000010001]T

This Petri nets describes that

o The initial condition is robot 1 is available and the first cylinder is arriving.

0 Robot 1 picks up the first block at time x, (1).

0 Robot 1 loads the first cylinder on the conveyor at the time x, (1)with the time

delay a,, , and then robot 1 moves back.

0 At the time x, (1), the first cylinder is moved at location 2 by the conveyor,

with the time delay a, , .

0 At time x, (1), the first cylinder is arriving on the location 2, and robot 2 picks

up the first block at the same time.

0 At time x, (1), robot 2 loads the first cylinder into the lathe with the time cost

a,, , and then robot 2 goes back.

0 The mill starts process the first cylinder at time x, (1) , with processing

time a,, .

o The first mill part will be finished at time x, (1), and robot 2 picks it up at the

same time.
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0 At the time x,(1), robot 2 loads it on the conveyor, with time cost a,, , then

robot 2 moves back.

0 At the time x, (1), the first lathe part starts transfer from location 2 to location

1, with time delay a,,.

0 At the time x,,(1), the first lathe part iS arriving at location 1, and robot 1 picks

it up.

At the time x,,(l), robot 1 loads it into the part store with time delay a,, ,and then the

robot 1 moves back.

This is the timed Petri nets model for the cylinder process

111. Timed Petri Net model for the full system

The TPN model for the full system is as Shown on figure 2.10. The left line is for the

block process, and the right line is for the cylinder process. The middle of two places

represent the state of two robots. If robot 1 is available, the top one has a token, and

Similarly if robot 2 is available, the one below has a token.
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Figure 2.10 The TPN model for the full system
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2.2 Max plus Algebra Model

2.2.] Definitions

Definition 2.3 (semifield) A semifieldK is a set endowed with two operations 6 and

(8 such that:

O The operation 6 is associating, commutative and has a zero element 6‘

O The operation ® defines a group on K. = K \ {a}, it is distributive with

respect to 6 and its identity element e satisfies 5 ® e = e ® a = e.

We say that the semifield is

O Idempotent ifthefirst operation is idempotent, that is, if a e a = a , Va 6 K ;

0 Commutative ifthe group is commutative.

Definition 2.4 (the algebra structure 91",“) The symbol 91m denotes the set

91 u {- oo}with max and + as the two binary operations 63 and ® ,respectively.

We call this structure the max plus algebra.

Please note that, if we choose a, b e ‘R ,

a®b=a+b

and

aee=max(a,e)={g :33

In addition, we can define that

e=0 and e=—oo.
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Theorem 2.1 The zero elements of an idempotent semifield is absorbing for the second

operation,thatis e®a=a®e=e, VaeK.

Proof We have that

e=ee=r(.¢:$e)=r:2 $e=cz

and then,

VaeK., e=ee=aa"a=e(a" €138)a=ea"a€Beza=eza=w

2.2.2 Max-Plus Algebra Model

I. Max-plus Algebra Model for the Block Process

From the TPN model, X, (K +1) is the time of robot] picking up the K+1th block at the

location 1. If robotl needs to pick up the K+1th block, robot] and the K+1th block

should be available. We denote the R,,(K +1), R,,(K +1) are robot 1 ‘S first and the

second ready time in the K+1th block process. The R,,(K +1) and R22 (K +1) is for

robot 2.

So:

X,(K +1): R,,(K +1)eU,(K)

From the timing diagram (Figure 2.11) for the block process:

XAK+0=XKK+0®aH

R,,(K+1)= X,(K+1)

X,(K +1): X,(K +1)®a,,
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Just as for the X, (K +1), if robot 2 want to pick up the K+1th block, that Should be wait

for robot 2 and the K+1th block to be available.

X,(K +1): X,(K +1)ea R,,(K + 1)

And then:

X,(K + 1) = X,(K +1)® a,,

R,,(K +1) -_- X,(K +1)

X,(K +1)= X, (K +1)® a,,

Just like X, (K +1):

X,(K +1): X,(K +1)e R,,(K +1)

X,(K +1): X, (K +1)® a,,

R,,(K +2): X,(K +1)

X,(K +1): X,(K +1)® 0,,

Same as the X,(K+l):

X,,(K +1): X,(K +1)€BR,,(K +1)

X,,(K +1): X,,(K +1)® a,,

R,,(K+2)= X,,(K+l)

We need rewrite the above equations into matrix representation as

X(K+1)=A,®X(K+1)e.4, ®R(K+1)€BB®U, K+1)
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Figure 2.11 Timing Diagram for the block process

11. Max-plus Algebra Model for The Cylinder Process

The timed equations:

X,(L+1)=R,,(L+1)EBU,(L+1)

X,(L+1)=X,(L+l)®a,,

X,(L+1)= X,(L+l)®a,,

X,(L+1)= X,(L+1)€BR,,(L+1)

X,(L+1)=X,(L+l)®a,,
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X,(L+1)=X,(L+l)®a,,

X,(L+1)=X,(L+1)eR,,(L+1)

X,(L+1)=X,(L+l)<8>a,,

X,(L+1)=X,(L+1)®a,,

X,,(L+l)= X,(L+1)$R,, L+l)

X,,(L +1): X,,(L +1)® a,,

The matrix representation:

X(L+1)= A, ®X(L+l)€BA, ®R(L+1)EBB®U,(L+1)

rR,,(L+1)1

8

"mar in.»

X(L+l)= . R(L+l)= :

. R.2(L+1)

[X,,(L+1), a

it,,(L+1)

3 J

  

  L
These are the Max-plus algebra models for the full systems. Based on these mathematical

models, we can optimize them to schedule and plan the tasks of this work-cell.
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CHAPTER 3

Scheduling

3.1 Problem Formulation

In the real system the robots are used by both the block and cylinder processes, so maybe

the same robot will be Shared by two different actions. This thing is called conflict. The

robot just can do one action at a time, so when the robot meets a conflict, it must be

choose one. How to choose is a big problem.

3.2 Optimize the Models

The Max-plus algebra model and the TPN model have already been built. In order to let

the robots to choose one action when they meet a conflict, we need plan and schedule the

tasks. For that we need optimize the TPN model and Max-plus algebra model. We add

additional controls to the TPN model; based on the new TPN model the new Max-plus

model will be built. It will control the additional controls available time to schedule the

tasks.

3.2.1 Optimize the TPN Model

Additional controls are added to the TPN model to plan the robot action sequence (Figure

3.1). Now we add feedback from X,,(K) to u,(1<+1), and X,,(L) to u,(1.+1) in the

TPN model. We can find the U,(K +1) firing time equal to T,, firing time X,,(K), so we

get the equation U, (K +1)=X,,(K). For the same reason, we get the equation
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U, (L + 1) = X,,(L). From the firing rule of Petri Nets and the operation rule of Max-plus

algebra, the transition X,(K) firing time X, (K): U,(K)$R,,(K)$TU,,,(K) .

The TU,,, (K) is U,,B the available time in the Kth block process. If

TU,,,(K)2 U, (K)€B R,,(K) , X, (K) = TU,,,(K) . We can schedule the time when

U, ,, (K) will be available, to control whether to fire T,. For the real system, we can

control whether robot 1 picks up the Kth block when the Kth block and the robotl are

available.

Based on this idea, we add many additional controls U”, ,U,,, ,U,,, ,U,,,,U,,C,U,,C,

U,,C,U,,C to the TPN model. The additional controls is U , and for the Kth block

Process the U(K) = [U113 (K) U123 (K) U215 (K) U223 (K)? ; for the Lth cylinder

process. It is U(L) = [U”C (L) U,2, (L) U,,C (L) U2,, (L)]T . If one of them is available

we denote that as 1, if unavailable we denote that as 0. These controls can control the

time when the robots will be activated. It will activate different controls at the same or

the same controls at the different times, to schedule the tasks.
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Figure 3.1 The TPN model with the additional controls
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For example, we have a tasks sequence like the figure 3.2.

 
 
 

       
  

  

 

Robot 1 loads the block Robot 1 loads the Robot 2 loads the block

on the conveyer cylinder on the conveyer ‘ in the mill

Robot 2 unload the R°b°t 2 unload the mill Robot 2 loads the

lathe part from the lathe ‘ ‘ Pa“ W“ the mi" °“ "1° F—T cylinder in the lathe

     
 

   

 

 

 

on the conveyer conveyer

Robot 1 loads the mill RObOt 1 loads the lathe

part in the part store 7 part in the part store

      

Figure 3.2 The task sequence of the example

To achieve this schedule, we active the additional controls as below:

When the Kth block, Lth cylinder and robotl are available

U(K)= [1 0 o 0] U(L): [o o 0 0]

Robot 1 loads the kth block on the

conveyer

When the robot 1 is available

U(K)=[O o o o] U(L)=[l o 0 0]

Robot 1 picks the Lth cylinder on the

conveyer

When the kth block is arriving on the location 2 and the robot 2 is available

U(K)=[O o 1 0] U(L)=[O o o 0]

Robot 2 loads the Kth block into the mill

When the Lth cylinder is arriving on the location 2 and the robot 2 is available
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U(K)=[O o o 0] U(L)=[O o 1 0]

Robot 2 loads the Lth cylinder into the

lathe

When the Kth mill part is finished and the robot 2 is available

U(K)=[O o 0 1] U(L): [o 0 o 0]

Robot 2 unload the Kth mill part on

the conveyer

When the Lth Lathe part is finished and the robot 2 is available

U(K)= [o o o o] U(L): [o o o 1]

Robot 2 unload the Lth lathe part on

the conveyer

When the Kth mill part is arriving on the location 1 and robot 1 is available

U(K)=[0 1 o o] U(L)=[O o o 0]

Robot 1 loads the Kth mill part in

the part store

When the Lth lathe part is arriving on the location 1 and robot 1 is available

U(K)= [o 0 o 0] U(L): [0 1 o 0]

Robot 1 loads the Lth lathe part in

the part store

Start the K+1th block and the L+1th cylinder processes

From that we can know that the additional controls can control the task sequence.
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3.3 Scheduling and Planning

Now we need to define a rule to control the additional controllers U,,U,,UC and UD

(figure 3.3). These controllers can control the place PAB, PAC, PBB, PBC, PCB, PCC,

PDB and PDC when they are available. In the Max-plus algebra model, if one of them is

available we denote that as 1, if none is available we denote that as 0. In the TPN model,

if one of them is available, a token is added in the place. These controllers can control the

additional controls when will be active to fire the tasks. The target of scheduling is to

achieve the high efficiency.

A FMS can process It kind of parts during same time. Each process time is T1, T2. ....Tn-

1, Tn.

The total process time T: T, $7; ...... 69TH $71,

Assuming T,, is maximum, thenT = Tn .

During the full process

T. = T. <8 T,,. <8 T...

Where

T,,, is the nth part time used and T,,, is the remaining time of the nth part if the part

doesn’t have any other time delay. If the nth part needs to wait for a sharing resource

available or to wait for fixing of a fault, the TI needs to be incremented by this idle time.

The T,,, is this time.

The objective function of the scheduling is T -> min.

Since T=Tn
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SO Tmin = Tn(min)

We lmoan = Tfi, 8T", @717, , and T,, is the idle time for each part, if the part does

not need to wait for the Sharing resource to be come available, it equals to zero.

For the real process, if the nth kind of part has the highest efficiency, they do not need to

wait for the Sharing resource available. They only need process the part step by step, no

any idle time between any two steps.

In order to achieve the high efficiency, we setup a different priority for each kind of part.

If the T,,,>T,,,,_,,, the nth kind of part has higher priority than the (n-l)th kind of part.

When the parts meet conflict, the Sharing resource must process the part which has the

highest priority. This is the firing rule.

Obviously, how long the work cell needs to process the products depends on the amount

of the products and the process time for each kind of product. Whether the efficiency is

high or low depends on whether the process time is Short or long. For this

work cell, if it processes two kinds of parts (mill part and lathe part), the total process

time is determined by the part whose process time is the longest. Assume that the robot

resource is enough, so R, and R, are ignored.

The new Max-plus model is:

X(L) = A, eX(L)e A, $B®U,(L)

And

X(K)= A, taxmanl $B®U,(K)
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Since for this work-cell the controller firing time is the only one unknown time, the

process time for each part can be generated by the new Max-Plus algebra model. By the

Max-Plus algebra model, the total process time, T1 , and how long the process has already

taken 12 can be known. Now define the remainder process time T= T1 - T2. TB is mill

part remainder process time and TC is for lathe part.

Based on the firing rule for the UA transfer equationf(x), :

f(x),: {0..(K)=U0(K) ,, {U.(K>=U.(L)

UII(L)=UI(L)®T TBZTC

{U11(K)=U0(K)®T if {U0(K)=U1(L)

U”(L) = U10”)
T3 5 Te

(31331355)
if (Meet/AL)

Based on the same idea:

_

f(x),: {UU21(K)=X3(K) 'f {X3(K)=X3(L)

U21(L)=X3 (L)®T TBZTC

U=22(K) X6(K)®T 'f {X6(K)=X6(L)

U=22(L) X(L)

U=n(K) X(K)

22(L)X(L)

T, _<_ T,

if X, (K): X, (L)

{UU21(K)= X3(K)®T 'f {X3(K)=X3(L)

2UI(L)= X3(L) TrSTe

U=21(K) X3(K) . q, ‘

{ u=..(L) X(L) ‘f X4") X3“)

U=22(K) X6(K) . X6(K)=X6(L)

“’0’: (UUU=,,(L) X(L)®T If { T,,2T,
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Figure 3.3 The TPN model with the additional controllers



CHAPTER 4

Experiment and Data Analysis

4.1 The Experiment

4.1.1 The Equipment of the Experiment

The system for this research is installed at Michigan State University. It was purchased

in early 1996 from Eshed Robotec, Israel. The system itself consists of two robots, where

one’s base is movable on a slidebase, one conveyor, and one vision control system for the

quality check, and finally of two third-party CNC-machines. Every device is controlled

by a separate PC and the whole system is run by a CIM-manager, which runs on the

supervisor PC. The PCS are connected via a local area network, using Microsoft

Windows NT 4 as operating system.

 
Figure 4.1 Components of the robot system
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Figure 1.2 shows the robot system. The robot system includes the manipulator arm, the

end effector (the gripper or tool mounted on the end of the arm), the robot controller and

a computer for programming the robot. Another helpful device is the hand-held control

pendant, which is used for manual operation of the robot and recording of positions of the

robot.

The robot systems contain internal feedback devices, (such as encoders) and also include

external sensing devices (such as a vision system). The controller is a stand-alone, real-

time, multi-tasking controller. It allows Simultaneous and independent operation of

several programs, grouping of axes for multiple device control, and program editing

while others are running.

The robots used for this system, SCORBOT-ER V PLUS are continuous path robots

designed for training, research and laboratory applications. The maximum weight to be

canied with the gripper is 1 kg.

This open, vertically articulated 5-axis robot (Figure 4) is controlled by an internal

controller. The robot is equipped with internal force and torque sensors, which provide

data on the position or motion of the arm joints and protect it against mechanical damage

if it hits an unexpected obstacle. Without these sensors the controller cannot position the

arm accurately. Achievable Speed, accuracy and repeatability are good for a robot driven

by small DC motors transmitting the movement over belts.

The effector at the end of the manipulator is used to hold the tool, moving in response to

signals sent to the actuator. The mechanical arm’s function is to move the end effector to

different positions in space and change its orientation (the direction it faces). The arm
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must be strong enough to carry workpieces, but also flexible and precise enough to

accurately position the end effector.

A robot must be properly equipped for the kind of task it has to perform. The most

common end effector is a gripper for grasping and picking up objects. The characteristics

of the actuator and effector, combined with the load, determine the system performance.

The nature of the task to be performed by the equipment will determine the preferred

design for the actuator. AS for this project only two different raw materials are considered,

a simple gripper is used, as this is the best compromise.

 
Figure 4.2 Scorbot ER Vplus

The manufacturing environment has changed dramatically in the last few years. The

manufacturing environment has evolved from manual operation, where workers operated

individual machines, to semiautomatic operation, where the machines were able to

perform a few steps in automatic sequence, to a high degree of automation making
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extensive use of computers and other automated equipment. It goes sometimes as far that

no workers, beside for maintenance, are needed.

Major factors in this change are computer numerically controlled (CNC) machines.

Computer numerical control is the logical extension of numerical control (NC).

Numerical control is the control of a machine tool by means of a program. The Electronic

Industries Association (EIA) defines NC equipment as a system in which actions are

controlled by the direct insertion of numerical data at some point. The system must

automatically interpret at least some portion of this data.

The numerical control program defines the processing of the workpiece. The information

is encrypted in alphanumerical symbols. Today’s numerical controls are implemented in

micro processing technique, as they also have to calculate complex operations.

With higher requirements in the manufacturing industry new developments were

introduced. The CNC machines had to be integrated in the information flow. The NC-

program was no longer stored on the CNC machines, but on some controlling PC. The

controlling PC sends the needed NC-program, dependent on the production plan to the

CNC machine. This hierarchical structured program- and data processing system is

known as “Distributed Numerical Control”, as DNC. The term DNC was originally an

acronym for “Direct Numerical Control” and used to describe systems in which a number

of CNC machines were connected with a computer, which sent programs to the machines

via serial communications using an interface connected to their controller. With the usage

of DNC-systems the time to change a NC-program was reduced dramatically. Today

DNC are controlled from a centralized Shop level system. A communication network
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linking the shop-level control system and the different cells is crucial with this type of

control. Based on this a high level physical and organizational diverseness was achieved.

Many of the tasks a CNC machine has to fulfill are controlled by a PLC. They were

initial introduced in the 70S, and now used in

nearby all industrial application and are the

main part of the automation technique. With

the better performance of the available

hardware, PLC’S are used in more and more

complex control tasks. The main task of a

PLC in CNC machines is the monitoring and

controlling of the mechanical operating units.

This includes the logical connections and

 bolting functions as well as time and

plausibility monitoring of the single product unit. Furthermore some of the flmctions of

the operating system like turning on and off the motor and the coolant system are

controlled by the PLC. In the CNC machine a PLC has to interact with the numerical

control of the machine. While the numerical control extracts and processes the

geometrical information of the used NC-program to move the axis (coordinates and

moving speed), the switching information (e.g. changing the tool) are forwarded to the

PLC. Other signals between the CNC-machine and PLC are used for the synchronization

of both systems and the exchange of status messages.

The syntax of an NC-program is defined in DIN 66025. Sometimes NC-programs are

called “G-code”. It is structured in steps. Every step defines an order for the machine.
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The orders are encoded with a combination of alphabetical symbols and numbers. The

NC-program starts with “%”. Each step begins with an “N”, and ends with the “line feed”

(LF) command.

The system used is equipped with one mill and one lathe, both are from EMCO. The

software used is WINNC, Version 1.4. Both

CNC machines have no internal controller,

as a dedicated PC on which the G-code is

processed controls them. Each CNC

machine is connected with the controlling

 

PC using an RS-486 interface, which has

more possibilities and a higher speed than the normal serial interface, using an RS-232.

The mill is a PCMILL 50, which is a 3-axis milling machine. It has helical interpolation

and a reversible spindle. It is equipped with a Spindle motor for the Spindle, which has

0.45 kW at 60 Hz. The milling head has a clamping device for the milling spindle and is

mounted on a Slide, which enables it to move in z-coordinates.  
Small stepper motors are moving the milling

table in x and y directions. An automated

pneumatic device to hold the part, as well as

pneumatic moveable door is installed and

can be accessed from the controlling PC.

The lathe is a PCTURN 50, which is a 2-
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axis slant bed lathe, having a tailstock and a collision control. It is further equipped with a

3-jaw pneumatic chuck for the spindle. In the tool system three different turning tools can

be clamped in. The automation devices are the same as on the mill.

4.1.2 The Experiments

In these experiments we use this work cell to process two kind of part: one is a mill part

and the other is a lathe part. The raw materials are blocks and cylinders. The process time

of each block is 5 minutes and 45 seconds. The process time of each cylinder is 10

minutes and 45 seconds.

Experiment 1: Set up a schedule for the work cell

In this experiment we input the different U(K) and U(L) at the various time, to find the

schedule which we want.

We have a schedule as blow.

   

       

  

  

 

     

 

   

 

 

Robot 1 loads the block Robot 1 loads the , Robot 2 loads the block

on the conveyer cylinder on the conveyer In the mill

Robot 2 unload the mill
Robot 2 unload the , Robot 2 loads the

lathe part fi'om the lathe part from the m!“ on the ‘—'— cylinder in the lathe

on the conveyer conveyer

Robot 1 loads the mill Robot 1 loads the lathe

    
part in the part store part in the part store

 

 

51



We find the experiment rouseS as blow

 

The Robot 1 picks up the cylinder The Robot 1 loads the cylinder on the

conveyer

 
The Robot 2 picks up the cylinder The Robot 2 loads the cylinder into the

lathe
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When the mill part is done, the Robot 2 Robot 2 loads the mill part on the

unloads it fiom the mill conveyer

 

Robot 1 unloads the mill part form the Robot 1 loads the mill part into the part

conveyer store
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When the lathe part is done, the Robot 2 Robot 2 loads the lathe part on the

unloads it from the lathe conveyer

 

Robot 1 unloads the lathe part form the Robot 1 loads the lathe part into the part

conveyer store

1

store

 

Table 4.1 The operation time ofblock process
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option The task of the option operation time

W1(L) R1 loads cylinder on conveyor 30"

W2(L) The cylinder transfer to Location 2 10"

W3(L) R2 loads cylinder into lathe 40"

W4(L) lathe process the lathe part 8,15"

W5(L) R2 loads lathe part on conveyor 30“

W6(L) The lathe part arriving on location 1 10"

W7(L) R1 load the lathe part into part store 30"
  

Table 4.2 The operation time of cylinder process

Experiment 2 Real time scheduling

In this experiment, two cylinder parts and three block parts are processed by this Work-

Cell, and this experiment will be divided into two parts. The first part is following the

experiment 1 schedule to process these parts. In the second part, a fault is setup during

processing. Then the fault is fixed and the process continues the processing until the

amount ofthe parts are accomplished.

 

Total process time

Part 1 22 minutes and10 seconds

Part 2 22 minutes and 30 seconds

 

 

    

Table 4.3 The result ofthe experiment 2

Experiment 3 Real time adapting

In this experiment, still as in the experiment 2, two cylinder parts and three block parts

are processed by this Work-Cell. This experiment includes two parts. In both experiments,
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the same conflict time instant is set up, and the results are compared. In order to design

the conflict time instant, after the fnst block is loaded into the mill, we Shut down the mill

for 4 minutes 30 seconds. When let the first mill part and the first lathe part finish at the

same time.

Since the remaining time of the cylinder T, is bigger than the remaining time of the

block T,, the controller asks robot 2 to pick up the lathe part first and then picks up the

mill part. But in the first part , we force robot 2 to pick up the mill part first. In the second

part, we ask the work-cell to follow the controller to pick up the lathe part first. The total

process time is shown in the Table 2. From the Table 2 the part 2 process time is shorter

than of part 1, so the rule is effective, and using this can get higher efficiency.

 

Total process time

Without optimal schedule 25 nrinutes and 40 seconds

With optimal schedule 19 minutes and 30 seconds

 

 

   
 

Table 4.4 The result of the experiment 3

4.2 The Data Analysis

Based on the results of the experiment 1, the additional control can control the task

sequence. We can activate the different control at the same or different to achieve the task
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sequence which we want. The experiment 1, we get the operation time for each task and

total process time for each part.

A In the experiment 2, we set up a fault during the processing. If part processing does not

need the section which has a fault, this processing is not be affected by this fault. If a part

processing is affected by this fault, the processing stops there until the fault is removed.

From the result Table4.3, an un-necessary step will not affect its process. In the

experiment 3, the real time adaptive mechanism was active. From the Table4.4, we can

see the efficiency is very high.

CHAPTER 5

Conclusion and Future Work

5.1 Conclusion

This thesis presents a new method for the scheduling of flexible manufacturing work-cell.

The method is based on the Timed Petri net model and the Max-plus algebra model.

In the TPN model, the parallel schedule is built, and these two schedules are independent

if there is no conflict. This parallel scheduling is better than the series-wound scheduling.

The processing is not effected by any un- necessary step. The Max-Plus algebra model is

used to analyze the full system, and design controls and firing rules to avoid the conflict.

AS Shown in the experiments, even when the system has a problem, under the parallel

schedule, the work-cell still can run and the real time adapting rule can get high
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efficiency. But this method has only be demonstrated on one kind of work-cell, so it may

has some limits. In the future this method will be used on other work-cells.

5.2 Future Work

This method can let the collateral processing system achieve a high efficiency Simply and

easily. But we just use this method in a work-cell, not to get the general result for all

FMS systems.

In the future, we will extend to other kinds of FMS, to prove this method validity. This

method will be used in some kind of computer system possibly. We will prove this

probability.
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