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ABSTRACT

COOPERATIVE RESOURCE SHARING BY INTEGRATING CELLULAR

AND MOBILE AD HOC NETWORKS

By

Danyu Zhu

Mobile users are demanding for “anywhere, anytime, always—on and high-speed” wire-

less services. However, this requirement can not be meet by current wireless tech-

nologies. The popular WLANS and WWANS are limited in either coverage range

or transmission data rates. On the other hand, the wireless resources are not fully

utilized by the mobile users.

In this document, a novel Cooperative Integrated Wireless Network Architecture (CI-

WNA) is proposed to take the advantages of both the high-Speed WLANS and the

cellular data networks for a better utilization of the costly cellular resource. The mo-

bile devices cooperate and share their idle cellular links to the WWANS via a mobile

ad hoc network (MANET) formed from VVLAN technologies. Some of the peers may

act as servers or proxies, providing different kinds of services for the other members

in the same MANET. The WLAN and WAN technologies are combined to leverage

their advantages and share the resources of mobile devices without any changes to



the underlying network infrastructure. The performance improvement in the cellu-

lar data networks comes from the efficient pecr-to—peer sharing of the idle resources

among the mobile users.

Four different applications are proposed aiming to reduce the power consumption of

the cellular interfaces, to improve the Q08 of the cellular links, and to reduce the

download latency of large files from Internet servers. A new set of network protocols

are developed for CIWNA to address on the network formation, group management,

proxy rotation, message routing, service discovery, failure recovery, and security and

privacy. A distributed trust model and a mechanism for using credits are presented

to promote the incentive of cooperation among a group of strangers in CIWNA. Peers

benefit cooperatively when they follow the scheme. Malicious peers are excluded from

the system. Game theoretical analysis is provided to justify the proposed trust model

and the credit system.
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Chapter 1

Introduction and Motivation

1.1 Trend

Over the past decade, the world has become increasingly mobile. The demand for

wireless services has experienced major growth with both the worldwide upgrade

of cellular networks and widespread deployment of wireless local area networks and

hotspot services. Many wireless access technologies have been developed and stan-

dardized by industry companies and academic researchers. These technologies include

the wide area cellular data networks to support wireless Internet data access, IEEE

802.11 based wireless local area networks for high speed wireless network connections,

and Bluetooth/IEEE 802.15 wireless personal area network technologies for pervasive

computing environment. An important reason for the existing of heterogeneous wire-

less access technologies is behind the performance tradeoffs they exhibit in terms

of mobility support, network capacity, coverage area and transmission power. One

technology that is most suitable for a scenario may become useless in the changing



environment. It is widely perceived that the future wireless networks will exhibit a

similar trend with coexisting of different wireless access technologies.

For example, the wireless local area networks (WLANS) are able to provide nearly

Ethernet-equivalent data rates within limited transmission range. They can be used

for wireless extension of the traditional wired networks or hotspot services in defined

environments, such as libraries, hotels and airports. The goal of wireless wide area

networks (WVVANS), on the other hand, is to provide “anywhere, anytime, always

on” services since they have a wide transmission range in dozens or hundreds of miles.

To cope with the heterogeneous wireless technologies, a mobile user today can po-

tentially be equipped with multiple wireless interfaces that have access to different

wireless networks. The convergence of mobile phones and computers also foresees the

popularity of such devices. New smartphones and pocket PC phones that support

both cellular data networks and IEEE 802.11-based WLANS are available. Some ven-

dors are beginning to consider combing 2.5/3G and Wi-Fi silicon into one device. For

example, Avaya, Motorola and Proxim are co—developing a dual-mode smartphone

and infrastructure to enable mobile phone users roam between cellular networks and

WLANS. In the near future, it will not be unusual that a mobile device may have

an integrated IEEE 802.11-based wireless interface to access the local access point, a

Bluetooth adapter to connect peripherals, and a 3G interface card for Internet con-

nection. The new GSM/GPRS-enabled iPaq H6315 developed by HP and T-Mobile

is an example that combines mobile phone technology with Wi-Fi and Bluetooth

wireless networking.



With all the wireless technologies available, the wireless networks are beginning to

become an integral part of the global communication architecture. Eventually wire-

less users may demand for the same Quality of Service (QOS) and features that are

currently available 011 today’s wired networks. “Anywhere, anytime, always on and

high-speed” connections are preferred by the mobile users. However, none of the

existing wireless networks can meet this requirement. The 3G cellular data networks

are aimed to provide “anywhere, anytime” services. However, the low data rates

that they can support greatly limit the potential applications. Existing 2.5G net—

works support bandwidth to the tune of a few tens of Kbps per user, while the next

generation 3G wireless networks support bandwidth of a mere 384Kbps per channel

outdoors and 2Mbps per channel indoors. The WLANS (such as IEEE 802.11a/b/g)

can up to 54Mbps bandwidth, however, with very limited transmission range. The

future generation of wireless networks (4G and beyond) are addressed for an open

architecture across different wireless network technologies and providing high data

rates. The research of 4G is in the beginning stage. The evolution may take tens

of years and cost millions of dollars to deploy. New techniques and architectures are

still needed to overcome the limitations of current wireless technologies.

1.2 Motivation

A considerable body of research has been done to improve performance of each exist-

ing wireless technology in isolation. Achievements of such research include smarter

radio transmission [1], better channel access schemes [2], more efficient scheduling



schemes [3], fast and intelligent hand-offs [4], and transport protocols that are wireless-

aware [5]. Most of them involve a significant modification in the existing wireless

network infrastructure and the wireless interface design. They are not practical for

immediate implementation.

A recent class of approaches for enhancing the performance of cellular wireless data

networks has focused on improving the underlying network model. It has been shown

that using the peer-to—peer network model, a mode of communication typically seen

in mobile ad hoc networks, can result in performance improvements such as increased

data rate, reduced transmission power, better load balancing, and enhanced network

coverage [6]. However, all of them still demand some modifications in the existing

network infrastructure, deployment of new hardware, or the involvement of cellular

network operators [7, 8, 9].

On the other hand, the available mobile resources are not fully utilized by the mobile

users. When connecting to a cellular data network with a 3G Wireless interface, the

high-speed WLAN interface is generally idle. The requirement of always-on Internet

connections results as idle cellular links most of the time due to the bursty nature

of Internet usage pattern. A good example is the instant messaging (1M) service.

The near real-time interactive functions of IM require a continuous connection to the

Internet IM server. However, the real traffic for data transmission is very small. The

costly cellular link is idle most of the time, consuming valuable battery power of the

mobile device.



One open question that remains is whether we can utilize and combine the

current wireless technologies to leverage their advantages and share the

resources of mobile devices without any changes to the underlying network

infrastructure.

1.3 Cooperative Resource Sharing by Integrating

Cellular and MANET

1.3.1 Cooperative Integrated Wireless Network Architecture

(CIWNA)

In this document, we develop a novel Cooperative Integrated Wireless Network Ar-

chitecture (CIWNA) that could take advantage of both the high-speed WLANS and

the cellular data networks by utilizing two wireless network interfaces simultaneously

to provide a better utilization of the costly cellular resource. CIWNA will signifi-

cantly improve the performance of the low-throughput, high-power-consumption cel-

lular data links. No modifications in the underlying wireless infrastructure and special

hardware in the mobile devices are needed. The improvement in the cellular data net-

works comes from the efficient peer-to—peer sharing of the idle resources among the

mobile users. Four different applications are proposed aiming to reduce the power

consumption of the cellular interfaces, to improve the Q08 of the cellular links, and

to reduce the download latency of large files from Internet servers.



The basic idea is that the mobile devices cooperate and share their idle cellular

links to the VVVVAN via a mobile ad hoc network (MANET) formed from WLAN

1. Some of the peers may act as servers or proxies, providing differenttechnologies

kinds of services for the other members in the same MANET by contributing their idle

cellular connections to the WWANS. For example, a mobile device may act as a proxy

to provide message notification service for other nearby peers in order to relief their

burden of the power costly continuous cellular connections to the WWANS. In another

example, a mobile device may contribute its idle cellular bandwidth for another mobile

device in the same MANET to improve its throughput in file downloading. The mobile

devices take turns to be proxies or clients in order to achieve fairness. Therefore all

the mobile users may benefit from the new integrated wireless network architecture.

Figure 1.1 shows an example of the cooperative integrated wireless network archi-

tecture. Five mobile devices (A,B,C,D and E) form a MANET via their IEEE

802.11 network interfaces. Node A and node D are acting as servers or proxies by

contributing their cellular data links to node B, C and E.

In developing such an integrated wireless network architecture, we need to develop a

new set of network protocols to address on the network formation, group management,

proxy rotation, message routing, service discovery, failure recovery, and security and

privacy. The details of the protocols may depend on the specific applications which

we will explore further in the following chapters.

 

1IEEE 802.11 based wireless interfaces can be used to form the MANET when operating under

an ad hoc mode. Alternatives are wireless personal area network (WPAN) technologies, such as

Bluetooth and IEEE 802.15
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Figure 1.1: Example of cooperative integrated wireless network architecture.

1.3.2 Peer-to-Peer Resource Sharing

The idea of CIWNA is inspired from the popular concept of peer-to-peer computing,

which has been widely used by many peer-to—peer applications [10]. In these applica-

tions, the free resources in the edge of the network, such as CPU computation power

and disk storage, are shared among peers in order to bring benefit for the whole

community. The peers are both acting as servers and clients by providing services to

others while receiving services from others. The community is formed without any

centralized authority.



The CIVVNA tries to utilize the idle cellular data links in the mobile devices. The

costly cellular connections are Shared among a group of mobile users to improve the

performance of all members in the same cooperative network. By joining the coop-

erative network, the mobile devices may reduce their power consumption, improve

the Q08, or reduce the latency Of large file downloading. The mobile device is acting

as a server while contributing its idle cellular connection to WWAN and acting as

a client while using the cellular connection in another mobile node. The whole net-

work is formed without support from centralized servers or network operators. No

modification is needed in the existing network infrastructure.

Such network architecture requires cooperation among a group of users to gain benefit

for the whole community. However, when the users do not belong to the same author-

ity, they lack the motivation to cooperate when selfish behavior may provide more

benefit. In order to promote the incentive of cooperation among a group of strangers

in the highly mobile environment, such as CIWNA, we develop a distributed trust

model and a credit system in chapter 8. In this model, peers evaluate the trust they

have for other peers. A peer that obeys the established protocols trusts other peers

who are perceived to follow the protocols. Trustworthy peers reap the benefit of

service provided by others.

1.4 Structure of the Content

The remainder of this document is structured as follows. In chapter 2, an overview

of the applications are presented. Background information and a literature review is



given in chapter 3. In chapter 4, the application of sharing instant messaging channel

is explored in order to reduce the power consumption and telecommunication cost.

Chapter 5 extends this idea into a more general event notification channel sharing. In

chapter 6, QOS aware bandwidth aggregation is presented. The framework is further

applied in chapter 7 for a faster file downloading. The solution to promote fairness

among mobile devices is presented in chapter 8. Finally, a summary and possible

future work are outlined in chapter 9.



Chapter 2

Overview of CIWNA Applications

2.1 Assumptions

Before discussing several applications of the cooperative integrated wireless network

architecture, we make several assumptions throughout the whole document.

0 Two wireless interfaces: We suppose that the participating mobile devices

are equipped with both cellular-based and IEEE 802.11-based wireless network

interfaces, and have the ability to access cellular data networks and IEEE 802.11

based WLANS simultaneously.

0 Radio interference: There is no radio interference between the IEEE 802.11-

based WLANS and the cellular data networks since they operate under different

frequency band ranges. The IEEE 802.11b and 802.11g standards operate on the

2.4-2.483GHZ band range and the 802.11a standard operates on 5.15-5.25GHz,

5.25—5.35GHz and 5.725-5.825GHz band ranges. The 2.5G of cellular networks

10



(e.g., GPRS, EDGE) operate OII 800-900MHz (cellular band) and 1.5—1.8GHz

(PCS band). Future 3G cellular networks will operate on 1.885-2.023GHz and

2.210-2.200GHz band ranges.

Communication cost: Mobile users may be charged by the number of bytes

transmitted, by the length of time connected, or have unlimited access within

the cellular data network. They have more incentive to cooperate if there is

unlimited access. However, they are more sensitive to fairness when there is a

per—byte service charge or per-minute service charge in some applications. A

carefully designed trust model and credit system is proposed to promote the

incentive of cooperation. On the other hand, the access to the IEEE 802.11

based MANET is free of charge to all the mobile nodes.

Routing Protocol: Cellular networks operate as a single hop (mobile nodes

to the base station) topology. The IEEE 802.11 based wireless interfaces can

operate both under infrastructure mode with an access point and ad hoc mode

without an access point. In this document, we suppose all the IEEE 802.11

based wireless network interfaces are working under an ad hoc mode and forming

a MANET.

11



2.2 Applications

With the basic network architecture and the concept of peer—tO—peer resource sharing,

there are many possible applications. In this document, we have explored four those

applications.

1. Sharing Energy Efficient Instant Messaging Channel

2. Sharing General Message/Event Notification Channel

3. QAWBA: QOS Aware Wireless Bandwidth Aggregation

4. Cooperative Multipath Parallel File Downloading

In the rest of this section, we will introduce some background information and the

basic ideas of these applications. Although all of the four applications share the

same network architecture and peer-tO—peer sharing concept, the different features of

the applications require different network protocols and algorithms. The details of

application specific protocols, algorithms and performance evaluations will be shown

in the following chapters.

2.2.1 Sharing Energy Efficient Instant Messaging Channel

An increasingly important application that may thrive in an even greater manner

when powerful mobile devices and WAN networks merge is instant messaging (1M).

1M services have grown enormously in the past few years. Their popularity are well

known among youth to contact and chat with on-line friends. Its use among corporate

12



members is also expected to increase significantly. Many commercial instant messag-

ing services are available and gaining soaring popularity. These service providers

include Microsoft [11], AOL [12], ICQ [13] or Yahoo! [14]. IM services require knowl-

edge of presence, or availability, of a user to respond to requests to conduct IM

message exchanges. Short Message Service (SMS), which is related to IM, is available

on mobile telephones and is very popular in many parts of Europe and Asia. However,

SMS does not support presence and the “near” real—time interactive functions of IM.

In spite of the improved technologies to enable mobile devices to have continual access

to Internet services, battery power consumption and network access costs play a role

in inhibiting their widespread deployment for use in new and existing services such

as mobile 1M1. In the IM service usage, users need to maintain their presence with

the IM service. Continuous presence means continuous energy consumption by the

devices. Although some power saving features may be deployed, the devices need to

be ready continually to receive lM requests. If a device is repeatedly powered off, and

on, to conserve energy, then presence information of the user is not continuous, which

means the user may miss attempts to exchange IM interactions with others. For wide

deployment of pervasive computing systems that required continual Internet access,

such as IM, new methods may be needed for reducing the power consumption.

Users of IM services may be in the proximity of each other when they visit shopping

malls, attend sporting events, wait within airports, or congregate in other places in

large numbers. Mobile devices may connect to the Internet via their ISP via a 3G

connection, and then connect to their favorite 1M service provider, such as Microsoft

 

lThe Compaq iPAQ 3670 can sustain no more than 3 hours of continuous usage.
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MSN Messenger, AOL, ICQ, or Yahoo!. Some may even connect to less well-known

services such as Jabber [15], which provides plug—in compatibility with most of the

well known IM service providers.

To save battery power, each mobile device may periodically connect and disconnect

to the ISP. While disconnected, the IM server may cache messages that would be

missed. If disconnected for an extended period, then the IM server provides presence

information that indicates that the PDA user is not available. Reconnection incurs

network costs. Frequent reconnections increase the network costs with the hope of

reducing missed IM messages.

 
/3G Connection

Peers

' ” '

\rx ' \ ‘0
’1 A/

Initial Proxy

Figure 2.1: Example of CHUM sharing

Our effort is to reduce the network and power consumption costs by forming a Cooper-

ating ad Hoe network to sUpport Messaging (CHUM) by means of WLAN technology
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with a set of nearby peers, only one peer at a time is required to serve as a proxy

to be connected to the Internet via a cellular link. The peers may Share the cost of

maintaining presence by taking turns serving as the proxy and accessing the cellular

network. We develop protocols in which mobile devices form groups of peers within

ad hoc networks for the purpose of maintaining an IM presence. Fig. 2.1 illustrates

a case when a group of five peers use a proxy to Share the IM message notification

via a single connection. A single peer maintains a continuous wireless Internet con-

nection for the purpose of maintaining presence information and providing message

notification for a set of peers. This proxy server may migrate to a new peer, yet the

same IM message notification capability is provided to the group. CHUM allows users

to have virtual continuous IM presence capability while reducing telecommunication

costs and power consumption.

Details of CHUM network architecture and notification protocols are presented in the

chapter 4.

2.2.2 Sharing General Message/Event Notification Channel

Instant messaging service is a typical “always on, anywhere, mostly idle ” application,

which requires “always on, anywhere” Internet access, and yet may incur little network

activity. It requires a continuous connection to the IM server to conduct the exchange

of IM messages and presence information. However, little data is transmitted.

There are many other Similar services available in the area of wireless communication.

For example, advertisements that are based on a user’s geographic location (LBA -
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Location Based Advertising) are becoming an important mobile service in telecom-

munications. This service enables an advertiser to provide leisure and entertainment

information, traffic reports, maps and directions and promotions to a customer when

he/she is most likely to buy. The subscriber of the LBA should maintain an Internet

connection in order to have “real—time” tracking of the location of the customer and

to receive the advertisements. Other possible services include “always on” e—mail,

stock quote update notifications that are time sensitive, on-line auction, corporate

event/alert notifications, and weather updates. In general, event notification ser-

vices, such as Elvin [16], could benefit from the “always on, anywhere, mostly idle”

Internet access.

As we have discussed in the previous section, battery power consumption and network

access costs inhibit the widespread deployment of those “always on, anywhere, mostly

idle” mobile services. Powerful PDAs may only have battery power for a few hours

of continual usage. WWAN costs are expected to charge users on the basis of data

traffic generated or the time connected to Internet, which may be significant. Many

mobile applications need to maintain continuous active WWAN connections, which

incur continuous high energy consumption? Since the amount of network traffic may

be small, most of the energy is used to maintain idle connections.

In order to reduce power consumption while maintaining continuous network access,

we extend the idea of CHUM to more efficiently support a broader set of “always on,

anywhere, mostly idle” mobile services. Similar to the instant messaging service, the

 

2The Sierra Wireless AirCard 555 CDMA2000 1x consumes 450mW in IDLE mode and 3400mW

in TRANSMIT mode [17].
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cooperating devices form a peer—to-peer network to share a single continuous cellular

link. Only one peer at a time is required to serve as a procry to be connected to

the Internet via a cellular interface. The other peers may receive information from

Internet via their WLAN interface from the peer serving as a proxy. Cooperating

peers take turns to be the proxy.

The details of group formation, message notification and proxy migration protocols

and algorithms are described in the chapter 5.

2.2.3 QAWBA: QOS Aware Wireless Bandwidth Aggrega-

tion

Wireless users may demand for the same Quality of Service (QoS) for applications

that are currently available on today’s wired networks. This requirement can not

be met by the cellular network and the IEEE 802.11 based network alone. The

cellular network provides relatively low throughput and cannot meet the bandwidth

requirements of many multimedia applications. The latest commercial deployment of

1xEV—DO offers only 38.6Kbps to 2.4Mbps depending on the signal strength, while

the IEEE 802.11b standard can provide 1-11Mbps and the IEEE 802.11a/g standards

can provide up to 54Mbps. However, the IEEE 802.11 based network can cover very

limited areas, while the network access provided by the cellular network is virtually

“anytime, anywhere.”

In order to meet the high availability and high bandwidth QOS requirements at the

same time, we present a novel integrated network architecture for QoS Aware Wireless
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Bandwidth Aggregation (QAWBA) that utilizes the cellular interface and the IEEE

802.11 based interface to take the advantage of both networks. The basic idea of

QAVVBA is that cooperating mobile nodes form a MANET using the IEEE 802.11

based interface operating in an ad hoc mode in order to Share their cellular network

connections. Several low bandwidth cellular network connections are aggregated to

meet the high bandwidth QOS requirement of multimedia applications for which a

single cellular connection is insufficient. For a mobile node (client) that requires

bandwidth higher than its own available cellular capacity, several other nodes in the

same MANET may function as “proxies” by contributing their idle cellular connec-

tions to the client. The traffic is forwarded by the proxies to the client in the MANET

via IEEE 802.11 interfaces.

Since the cellular and the IEEE 802.11 networks utilize different frequencies, the

traffic on the two networks will not interfere with each other. For a single node, as

many proxies can be used as the IEEE 802.11 based network is able to support. Thus

with QAWBA, it is possible to provide similar high bandwidth as the IEEE 802.11

based network while keeping the high availability of the cellular network.

Figure 2.2 shows an example of QAWBA, in which five mobile nodes form a MANET.

The client node C executes an application requiring 500Kbps bandwidth, which can

obtain only 300Kbps from its cellular link. A and D act as proxies to forward a

portion of the total traffic to C. The 500Kbps traffic flow is split into three flows

in the base station, and forwarded to C via different paths. Thus, with the help of

nodes A and D, C is able to receive the required 500Kbps bandwidth by aggregating

three flows, which would not be possible under one single cellular connection.
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Figure 2.2: Example of QAWBA

In the chapter 6, we present the details of the routing protocols, algorithms and the

results of the performance evaluation.

2.2.4 Cooperative Multipath Parallel File Downloading

Although IEEE 802.11-based WLANS provide much higher bandwidth in comparison

to a cellular network, its small coverage area (up to 250m) makes it impossible for an

“always on” Internet connection. When moving outside the range of WLANS, mobile

users experience significant performance degradation with the bandwidth limitation

on cellular data networks. Significant delay is expected when downloading a large

file, such as a MP3 music file from an Internet server via the slow cellular link, while
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the high speed IEEE 802.11 interfaces are idle. On the other hand, bursty Internet

usage patterns result as idle cellular links most of the time.

We present a novel cooperative parallel file downloading scheme, which integrates

the cellular data network and the IEEE 802.11-based ad hoc network. The scheme

provides higher bandwidth and reduces file download latency of the cellular data

networks. The basic idea is that the mobile nodes cooperate and share their idle

cellular links via a MANET formed from their IEEE 802.11-based interfaces. In the

scheme, a file is split into small portions. Several neighbor nodes act as proxies

to share the burden of file downloading with the destination node by downloading

portions of the file from the Internet server via their idle cellular links and forwarding

them to the destination via the IEEE 802.11-based MANET. Thus, the nearby idle

cellular links and the high speed IEEE 802.11-based MANET may be utilized to

create multiple paths from the Internet server to the destination. Multiple portions

of the file are downloaded in parallel via different paths to the destination node, which

can significantly reduce file download latency.

Figure 2 .3 shows an example of cooperative parallel file downloading. In this example,

five mobile users A, B, C, D and E form a MANET. C wants to download a file from

the Internet server, and is referred to as a client. A and D act as proxies to contribute

their idle cellular links to support C’3 file downloading. B is a relay node (forwarder)

in the MANET, contributing to the system by forwarding packets from the proxy A

to the client C. The file is split into small portions and downloaded in parallel via

three different paths: from the base station to C directly; from the base station to
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Figure 2.3: Cooperative Parallel File Downloading

proxy A, forwarded to forwarder B, which is further forwarded to client C; from the

base station to proxy D, then forwarded to client C.

Parallel downloading has been used as a technique to improve the performance of

downloading large web files. In [18], Rodriguez and Biersack study a dynamic parallel-

access scheme to accelerate web downloads by connecting to multiple mirror servers

and downloading different parts of the file from each of them. Using a dynamic

parallel-access scheme, a client experiences dramatic speedup in downloading docu-

ments, and the load is shared among servers without the need for a server selection

mechanism. The effects of aggressive implementation and poor scalability are studied

in [19]. Recent development of peer-to—peer networks also adopt parallel download

techniques to accelerate file download from different users sharing the same document,

such as BitTorrent [20]. Some Special erasure codes, such as Tornado Codes, can be

used in parallel downloading [21, 22]. With erasure codes, a receiver can gather an
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encoded file in parallel from multiple sources. As soon as enough packets arrive from

any combination of the sources, the receiver can recover the original document. The

goal of the cooperative parallel downloading scheme is independent of the parallel-

access algorithm used. The techniques and algorithms developed in these research

activities can be used to enhance cooperative parallel file downloading.

In the chapter 7, we present the details of the network protocols, algorithms and the

results of performance evaluation.
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Chapter 3

Literature Review

The effort of CIWNA is aimed to utilize the peer-to-peer MANET formed by the

WLAN interfaces to Share the resource provided in the cellular data networks. The

idle cellular data links are shared among a number of mobile users in the spirit of

peer-to—peer resource Sharing by forming a mobile ad hoc network. Such network

architecture is built on top of existing wireless technologies and the concept of the

peer-to—peer sharing. Trust and reputation management system is used to promote

cooperation in the system and prevent free-riding of selfish users. In this chapter, we

will present a literature review of technologies and research in the related areas. In

section 3.1, we review three important wireless technologies and discuss some efforts

in the integration of cellular WWANS and WLANS. The literature review of peer-to-

peer (P2P) computing is presented in section 3.2. The research of trust and reputation

management system in P2P networks is discussed in section 3.3.
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3.1 Integrating Cellular Data Networks and Wire-

less LANS

3.1.1 Overview of Wireless Technologies

Three different wireless technologies are widely used in the current mobile systems:

wireless wide area networks (WWAN), wireless local area networks (WLAN) and

wireless personal area networks (WPAN). Each has different wireless features and

potential applications.

The goal of WWANS is to provide service anywhere in a metro area, state, country, or

even continent. The majority of the traffic on WWAN networks today is voice oriented

but the demand for data and Internet services is becoming more pronounced. They

give the user the ability to move around anywhere while still remaining connected to

the Internet or company intranet. The WWANs require an extensive infrastructure

support, which may cost the carriers hundreds of billions of dollars to deploy on a

broad scale. The range of a WWAN is typically measured in dozen or hundreds of

miles. Communication over such distances requires high-power transmissions and a

costly license for a specific frequency band. Therefore the WAN connection to the

mobile telephone is expensive. On the other hand, high-power transmission leads to

trade-offs between power consumption and data rates in WWANS. Typical data rates

for today’s cellular networks are relatively Slow in comparison to wired LAN connec-

tions. In summary, the WAN connections are costly, high power consumption, low

throughput and wide range.
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The WLANS extend the traditional LANS with wireless interfaces. The trend toward

wireless data services also drive the deployment of location-Specific hotspot services.

In comparison to 2.5G and 3G cellular systems, the WLANS and hot spot services are

relatively inexpensive to deploy. The services are often available in variable locations

with limited ranges. The WLANS use unlicensed spectrum, which is free of charge

to users. The advent of the IEEE 802.11 standards have achieved nearly Ethernet—

equivalent speeds. Some WLAN systems may work under two different modes: in-

frastructure mode and peer-to—peer ad hoc mode. This feature can be used to create

a peer-to—peer mobile ad hoc network. The Wireless Ethernet Compatibility Alliance

(WECA) is created to focus on wireless-fidelity (Wi-Fi) interoperability among equip-

ment vendors. Today, the WLAN interface has been integrated into mobile PCS by

major notebook PC makers for the mass market. In the near future, it will become a

standard interface for other mobile devices, such as PDAS and smartphones. In sum-

mary, the WLAN connections are popular, flexible, inexpensive, relative low power

consumption, high speed and limited transmission range.

A WPAN is a personal area network for interconnecting devices that operate within

a short range of an individual person’s workspace. WPANS can be used to replace

cables between computers and their peripherals, or to establish location aware services

with an extremely low power consumption. They may support traditional computing

devices as well as new IP appliances, including “wearable” computers. The WPANS

also use unlicensed spectrum, for example the 2.4GHZ frequency band. Like WLAN,

WPAN interfaces may also be used to form mobile ad hoc networks within a short
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range. In summary, the VVPANS connections are extremely low-power, short range

and relatively high throughput.

WWAN: Cellular Data Networks

WVVANS have been around for a number years, but data support was rather limited

and expensive until the late 19905. Major advances were seen in the area of standard

efforts with regards to 2.5G and 3G WWAN services during the mid-19903 and early

20003. Today’s WWAN technologies are based on infrastructure in common use for

cellular communications, such as GSM, TDMA, and CDMA. Existing 2G systems

Offer low data rates, such as 14.4Kbps circuit-switched services. Improved solutions

(called 2.5G) are emerging. As carriers enhance their networks to prepare for 3G,

they can offer early adopters upgraded data services. (2.5G because they fall between

current 2G and 3G technology.) These intermediary technologies, such as GPRS and

CDMA2000 1X, deliver data at rates between 115 and 307 Kbps. When 3G is finally

deployed, 2.5G systems can be replaced.

3G mobile communication is a concept outlined in a set of proposals called Interna-

tional Mobile Telecommunications-2000 (IMT-2000) to define an anywhere-anytime

standard for the future of universal personal communications. It seeks to provide

up to 2Mbps for indoor communication and 144Kbps for outdoor communication.

The ITU has given support to two 3G technologies: W-CDMA and CDMA2000.

North American providers have leaned in favor of CDMA2000 and EDGE. Multiple

groups are involved in standards development, such as ETSI, IETF, ANSI T1, 3GPP,
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Table 3.1: Key WWVAN Standards
 

Technology ] Generation ] Description 1
 

 

 

 

 

 

 

 

 

   

TDMA 2G The standard used by AT&T services

GSM 2G The most widely used wireless standard

in Europe, based on TDMA

CDMA 2G The leading air interface in North America

GPRS 2.5G Supports midrange data service to TDMA

and GSM devices. Maximum bit rate is 115Kbps.

CDMA2000 1X 2.5G Provides CDMA users with data rates as

fast as 307Kbps.

EDGE 3G Enhanced TDMA for data rates between

384Kbps to 2Mbps

CDMA2000 3X 3G Provides data services to CDMA devices

at a bit rate as fast as 2Mbps

W-CDMA 3G ITU’s official 3G migration path for

TDMA networks
 

3GPP2 and so on. Four systems for 3G mobile communications have been proposed

after major industry involvement:

CDMA2000;

W—CDMA UMTS FDD (frequency—division duplexing);

W-CDMA UMTS TDD (time-division dulpexing);

UMC-136 (lTM-SC single-carrier EDGE);

Table 3.1 lists major WWAN standards and their belonging generation.

The cellular system replaces a large zone with a number of small cells, with a single

base station (BS) covering a fraction of the area. Figure 3.1 shows an example of

cellular system consisting of small cell zones with all mobile hosts located in a cell
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being served by a BS. The BS is located at the center of the cell. The cell area is

determined by the signal strength of within the region. In the ideal radio environment,

the shape of a cell can be circle around the BS. For all practical purpose, the cell is

approximated by a hexagon (see Figure 3.1). The hexagon is a good approximation

of a circular region, and it allows a larger region to be divided into non-overlapping

hexagonal subregions of equal size, with each one representing a cell area.

A mobile station (MS) needs to communicate with the BS of the cell where the MS

is currently allocated, and the BS acts as a gateway to the rest of the world. In any

cellular scheme, four simplex channels are needed to exchange synchronization and

data between the BS and MS: the forward (downlink) control channel; the reverse

(uplink) control channel; the forward (downlink) traffic channel; and the reverse (up-

link) traffic channel. Only a limited amount of bandwidth is allocated for the wireless

service. Three basic multiplexing techniques are employed to increase the effective-

ness of the overall system: frequency division multiple access (FDMA), time division

multiple access (TDMA) and code division multiple access (CDMA).

Wireless LAN technologies

The most well known representatives for WLANS are based on the standards of IEEE

802.11 [23] and HiperLAN [24] with all their different variations.

HiperLAN stands for high-performance LAN. It is derived from traditional LAN

environments and can support multimedia data and asynchronous data effectively at

high rates (23.5 Mbps) with a coverage range of 50m and mobility less than 10 m/s.
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Figure 3.1: Cellular Cell Structure

IEEE 802.11 is an evolving family of standards developed by a IEEE working group.

802.11b is the most popular standard. It specifies a physical (PHY) layer and medium

access control (MAC) layer providing a basic rate of 11Mbps and and fall-back rate of

5.5Mbps in the 2.400 GHz to 2.4835 GHz frequency range. The modulation method

selected for 802.11b is known as complementary code code keying (CCK), which

allows higher data speeds and is less susceptible to multipath—propagation interfer-

ence in comparison to historical phase-shift keying (PSK) in 802.11. Networks using

802.11a operate at radio frequencies between 5.725 GHz and 5.850 GHz providing

data rate as high as 54 Mbps. The specification uses a modulation scheme known as

orthogonal frequency-division multiplexing (OFDM). There is less interference with

802.11a than with 802.11b since 802.11a can provide more available channels and

the 2.4 GHz band used by 802.11b is shared by various other household appliances

and medical devices. 802.11g standard operates at the same radio frequency band as

802.11b, which makes it compatible with 802.11b devices. It employs the modulation
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scheme used in 802.11a, OFDM, to obtain higher data speed. Other important 802.11

standards include 802.11d (enhancement for global roaming), 802.11e (enhancement

for QOS), 802.11b (enhancement to 802.11a to offer wireless transmission over relative

short distances), and 802.11i (enhancement for security).

The IEEE 802.11 MAC protocol is based on Collision Sense Multiple Access/Collision

Avoidance (CSMA/CA). A mobile host desiring to transmit data senses the medium

first. It is only allowed to transmit when the medium is not busy. But there is

always a chance of multiple stations Simultaneously sensing the medium as being free

and transmitting at the same time, causing a collision. The 802.11 standard uses a

Collision Avoidance (CA) mechanism together with a positive acknowledge scheme

to reduce the collision probability. It works as follows:

0 A mobile host wanting to transmit senses the medium first. If the medium is

free for a specified time (Distributed Inter Frame Space (DIFS) in the stan-

dard), then the mobile host captures the channel and transmits all pending

data packets.

0 Otherwise, if the medium is busy, the mobile host defers transmission and enters

into the backoff state. The mobile host randomly selects a backoff interval in

the range of [0, cw] (cw is the length of the contention window), and waits

for this number of idle slots before accessing the medium again. If a collision

occurs, the length of the contention window (cw) will be doubled (exponential

backoff). After a successful transmission, the value of cw will be restored to its

initial value cwmm.
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o The receiving host checks the CRC of the received packet and sends an ac-

knowledgment packet (ACK). Receipt of the acknowledgment indicates to the

transmitter that no collision has occurred. If the sender does not receive the

acknowledgment then it retransmits the packet until it receives an acknowledg-

ment or the packet is thrown away after a given number of retransmissions.

Power Saving in IEEE 802.11 The power saving mechanisms adopted by IEEE

802.11 standard enable stations to switch to sleep mode for long periods of time

without losing information. The techniques used in infrastructure mode and ad hoc

mode are quite different.

In infrastructure mode, there is a base station called an Access Point (AP) to monitor

the mode of each mobile host. The main idea is that a mobile host may switch to

sleep mode and inform the AP of this decision. The AP maintains a continually

updated record of the stations currently working in Power Saving (PS) mode, and

buffers the packets addressed to these stations. The AP periodically transmits a

beacon indicating which nodes have packets buffered in the AP. The PS stations will

wake up periodically to receive the beacon. If they have packets waiting in the AP,

then the PS stations stay awake and request the packets by sending a PS-Poll request

to the AP. In response to this polling request, the AP will send the buffered data to

the stations.

In the ad hoc mode, without the help of the centralized AP, it is much more difficult

for energy efficient design. Time is divided into beacon intervals. The power saving

(PS) stations wake up periodically in a short interval called the ATIM window at
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the beginning of the beacon interval. It is assumed that hosts are fully connected

and all synchronized, so the ATIM windows of all PS hosts will start at about same

time. At the beginning of the ATIM window each station competes to transmit a

beacon frame using the standard backoff algorithm. Any successful beacon frame

will be used for synchronization. After the beacon frame, the hosts with buffered

packets can send a ATIM frame to their intended PS receivers and remain awake

for the rest of the beacon interval. On reception of the ATIM request, the station

will reply by sending an ATIM ACK and also stay up for the remaining period. The

packets will be transmitted based on the normal DCF access procedure after the

ATIM window finishes. The station that does not receive an ATIM request during

an ATIM window, and has no pending packets to transmit may switch to doze mode

during the rest of the beacon interval. Fig. 3.2 shows an example of 802.11 ad hoc

power saving mechanism, where host A wants to transmit a packet to host B. The

ATIM frame and the ACK are transmitted during ATIM window. Host A and B stay

awake after ATIM window finishes the data transmission. Host C only awakes during

the interval of the ATIM window and falls back to doze after the ATIM window.

In the aspect of energy efficiency, there are several disadvantages of the IEEE 802.11

standard. First, energy efficiency is not the design goal of the IEEE 802.11 standard.

It does not perform well as those protocols that aim at energy efficiency [25]. Second,

the PS mode of the IEEE 802.11 results in delays at the mobile hosts and it may

affect the quality of service. Third, the PS mode of IEEE 802.11 is designed for a

single-hop or fully connected ad hoc network. It assumes that there is a clock syn-
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Figure 3.2: An example of 802.11 ad hoc power saving protocol.

Chronization among all stations. This clock synchronization is complex for multihop

ad. hoc networks.

Wireless PAN technologies

The key characteristics of a WPAN are short range, low power, low cost and small

hetwork. The best example representing WPANS in the recent industry standard is

Bl-‘laetooth [26]. Companies like Ericsson, Intel, IBM, Nokia, and Toshiba started this

in 1998 by establishing a Bluetooth Special Interest Group. It is optimized by design

for WPANS. Low-cost, low-power, radio-based wireless links eliminate the need for

Sl-Irlort cables between small personal devices. The concept of Bluetooth has evolved

t- 0 provide a universal standard for short-range RF communication of both voice and

(1 ata. Bluetooth utilizes the unlicensed ISM band at 2.4GHz. A typical Bluetooth

Clevice has a range of about 10 meters. The communication channel supports data
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and voice with a total bandwidth of leps. Bluetooth devices can interact with

other Bluetooth devices in several ways. One of the devices may act as the master

and (up to) seven others as slaves. The master and the slaves form a piconet, which

is a network of devices connected in an ad hoc fashion. The master regulates channel

access for all active slaves and other inactive slaves, which are referred to as parked

nodes. When two piconets are close to each other, they have overlapping coverage

areas. This scenario, in which nodes of two piconets intermingle, is called a scatternet.

The IEEE 802 committee has also realized the importance of short-range Wireless

Iletworking and initiated the establishment of the IEEE 802.15 working group to

S tandardize protocols and interfaces for wireless personal area networking. The IEEE

802.15 working group is formed by four task groups (TGs):

o The IEEE 802.15 WPAN/Bluetooth TGI: Support applications which require

medium-rate WPANS, such as Bluetooth.

0 The IEEE 802.15 Coexistence TG2: Develop specifications and recommended

practices to facilitate the coexistence of WPANS (802.15) and WLANS (802.11).

a The IEEE 802.15 WPAN/High Rate TG3: Charactered to draft a new standard

for high-rate (20Mbps or greater) WPANS.

o The IEEE 802.15 WPAN/Low Rate TG4: Provide a standard for ultra—low

complexity, cost, and power for a low—data—rate (200kbps or less) wireless con-

nectivity among inexpensive fixed, portable, and moving devices. Location

awareness is being considered as a unique capability of the standard.
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3.1.2 MANET: Mobile Ad Hoc Network

A mobile ad hoc network (MANET) is the mobile devices that comes together to

form a network as needed without any support from the existing infrastructure or

fixed stations. It is an autonomous system of MSs (also serving as routers) connected

by wireless links, forming a communication network modeled in the form of an arbi-

trary communication graph. The nodes are free to move and the network topology

may change dynamically in an unpredictable manner. In contrast to the well-known

single-hop cellular network, in which communication between two mobile nodes relies

on the wired backbone and the fixed base stations, MANETS are basically peer-to—

peer multihop mobile wireless networks. Information packets are transmitted in a

st (Dre-and-forward manner from a source to an arbitrary destination, via intermediate

nodes. As the nodes move, the resulting change in network topology must be made

known to the other nodes so that outdated topology information can be updated or

ren1oved [27].

R0nting Protocols

Routing protocols in MANETs are quite different from wired ones due to high mobil-

ity of hosts and high rates of link failure/repair caused by movement. Many routing

PTOtocols have been proposed for MANETS. These protocols may be categorized

as Pro—active protocols and reactive protocols. In pro—active protocols, mobile hosts

periOdically exchange routing control packets and update their routing tables. Tra-

dition a1 link-state and distance-vector routing protocols are pro—active. Examples
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of MANET pro—active protocols include Optimized Link State Routing (OLSR) [28]

and Destination-Sequenced Distance-Vector (DSDV) [29]. Reactive protocols are also

called on-demand protocols. The route selection process is initiated by the sender only

when needed. The Ad hoc Orr-Demand Distance Vector (AODV) [30] and Dynamic

Source Routing (DSR) [31] are two good examples of on—demand protocols. The Zone

Routing Protocol (ZRP) [32] is an example of a hybrid protocol. ZRP pro-actively

maintains state information for links within a short distance from any given node and

on demand protocol is used for determining routes to far away nodes.

The on—demand protocols result in less control packets and are more adaptive to

topology changes, but lead to longer route set up delay before a packet may be sent.

011 the other hand, the pro-active protocols require more control packet exchanges,

but do not incur the additional route set-up delay. However, it is possible that the

pre-computed route is incorrect due to host mobility and link failure, thus leading

to potential lost packets. Performance comparisons of routing protocols for MANET

are available in [33, 34, 35, 36].

some routing protocols use cluster-based schemes. In these protocols, a leader is

elected for each cluster of nodes with some special responsibilities. The advantage of

01113 ter-based protocols is that several heuristic methods can be employed to improve

the protocols’ performance. However, there is always a high overhead for cluster

maint enance and the leader has to handle additional traffic.

Different protocols may differ in the way clusters are determined, the way cluster

head C leader) is chosen, and the duties assigned to the cluster head. Two examples of

CIUSteI‘ based routing scheme are Clusterhead Gateway Switch Routing (CGSR) [37]
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and Core-Extraction Distributed Ad Hoc Routing (CEDAR) [38]. In the CGSR

protocol, all nodes within a cluster is communicated via a clusterhcad. Routing

between different clusters uses a clusterhead-to-gateway approach. The cluster head

is chosen by a Least Cluster Change (LCC) clustering algorithm, which changes

cluster head only when two cluster heads come into contact or when a node moves

out of contact of all other cluster heads. In the CEDAR protocol, a subset of nodes

in the network is identified as the core. Each node in the network must be adjacent

to at least one core node. Each core node determines paths to nearby core nodes

by means of a localized broadcasting. Thus the link state propagation occurs among

core nodes.

Q()S aware routing protocols Much research has been dedicated to solve Quality

of Service issues for MANETS [39, 40]. INSIGNIA [41] is an effort to design a cross-

layer framework to support QoS routing in ad hoc networks. INSIGNIA uses an in-

band and soft-state based signaling protocol to support fast reservation, restoration

and end-to—end adaptation of QoS parameters.

Several protocols have been proposed to address on the QoS aware routing in MANETs.

The CEDAR algorithm [38] uses a set of ad hoc nodes called the core to establish a

QOS aware route from the source to the destination. Information regarding the avail-

ability of bandwidth propagates among core nodes using a link state protocol. In

AQDR [42], the source uses limited flooding for route establishment. The destination

0f the route is responsible for QoS violation detection and the destination—initiated

recovery process begins when a QoS violation is detected.
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Ticket based probing [43] is one of the flooding based QoS routing discovery al-

gorithms. It assumes an imprecise state model and tries to reduce the amount of

flooding routing messages by issuing logical tickets. When a probe arrives at a node,

the tickets contained in the probe can be split to its neighbors. When one or more

probes arrive at the destination node, the routing path is known and the networking

information can be used to establish a quality aware path. The ticket based routing

is again extended by Liao, et al. to find a multi-path QoS routing scheme between

the source and the destination [44].

Power aware routing protocols Typical metrics used to evaluate ad hoc routing

protocols are shortest-hop, shortest-delay and locality stability [45]. However these

111 etrics may have a negative effect in wireless network because they may result in

the overuse of energy resources of a small set of mobile hosts, thus decreasing the

lifetime of those mobile hosts. The shortest-hop routing protocols are not applicable

from the perspective of energy consumption. The routing optimization optimization

criteria should also include the metrics of energy consumption. The power-aware

routing protocol presented in [45] uses a shortest—cost routing scheme. It tries to

minimize energy consumed per packet, maximize time to network partition due to

energy depletion, maximize duration before a node fails due to energy depletion, and

minimize variance in power levels across mobile hosts. A weight is assigned to each

link, Which may be a function of energ ' consumed when transmitting a packet on that

link, as well as the residual energy level (low residual energy level may correspond

to a h igh cost). The route is selected with the smallest aggregate weight. Although
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the packets may be routed via longer paths, the paths cm'itain mobile hosts that have

greater amounts of energy reserves. Also, energy can be conserved by routing traffic

through lightly loaded mobile hosts because the energy expended in contention and

retransmission is minimized.

Power Saving Techniques in MANET

Wireless devices have maximum utility when they can be used “anywhere at anytime”.

One of the greatest limitation to that goal is finite power supplies. Power efficiency

is considered as one of the most challenging problems in wireless communication. It

sllould be a crucial design consideration through all layers of the protocol stack [46].

The source of power consumption, with regards to network protocols, may be classi-

fied into two types: communication related and computation related. Communication

re 1 ated power consumption involves the usage of transceivers in mobile hosts. Com-

putation related power consumption is concerned with protocol processing. There

exis ts a potential tradeoff between computation and communication costs. Complex

PI‘O tocols tend to have better performance with respect to communication costs. How—

ever it may generally result in higher computational requirements. Energy efficient

Protocols should get balance between these two costs.

Power management system The most direct solution for the shortage of power

is increasing the battery capacity. However, battery technology has not experienced

Signifi (:ant advancement in the past 30 years. Progress has been slow in comparison

to ot11 er subsystems in wireless devices and is unable to keep pace with the growth of
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power consumption. The other direction is to decrease energy consumption and make

the best use of the currently available power. Some power management schemes have

been developed in current PC systems. Advanced Power Management (APM) [47] is

the first widely adopted power management scheme in a PC system. It is a BIOS-

based power management system for CPU and devices. Advanced Configuration and

Power Interface (ACPI) [48] improves APM by moving the power management re-

sponsibility to the operating system to overcome the limitation of the BIOS.

General guidelines in energy efficient network protocols Although the oper-

at ing system provides some power management schemes, significant additional power

savings still may result by incorporating low-power strategies into the design of net-

work protocols. A summary of research done on energy efficient networks is available

in [49], which presents general guidelines for energy efficient network protocol design:

powering off network interfaces whenever possible; eliminating collisions within MAC

layer; reducing turnaround between transmit and receive modes [50]; power aware

SCheduling at the base station [51]; efficient error control strategy [52]; topology con-

trol [53, 54]; and power aware routing [45, 55].

Energy efficient MAC protocol design The MAC sublayer is responsible for

Providing reliability to the upper layer for point-to-point connections established

by tlle physical layer. The shared wireless channel is allocated by MAC protocols

among all mobile hosts. Wireless MAC protocols may be classified into two different
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categories: centralized protocols for infrastructure based networks and distributed

protocols for ad hoc networks.

The Energy Conserving-Medium Access Control (EC-MAC) protocol [56] is defined

for an infrastructure network with a single base station serving mobile hosts in its

coverage area. The main idea of EC-MAC is based on reservation and scheduling

for the goal of low energy consumption and QoS provision. A centralized scheduling

algorithm is used in the base station to eliminate collisions and provide power efficient

bandwidth allocation. The centralized scheduler also optimizes the transmission so

that individual hosts will transmit and receive within contiguous transmission slots.

A comparison of EC-MAC with IEEE 802.11 MAC and other MAC protocols is done

in [25]. The result of simulation shows that reservation and scheduling will avoid

collision and thus reduce power consumption. However, the centralized design of EC-

1V1AC also makes it unsuitable for an ad hoc network. Nevertheless, the definition of

EC—MAC may be extended to an ad hoc network by letting the mobile hosts elect a

coordinator to perform the functions of the base station. The overhead to maintain

the group may be very high. Also the coordinator will spend additional power for

SCheduling.

While the EC-MAC protocol is designed primarily for infrastructure networks, the

Power Aware Multi-Access (PAMAS) [57] protocol is dedicated for ad hoc networks.

This protocol is a combination of the original MACA protocol in [58] and the idea of

”Sing a separate signal channel for RTS/CTS control packets. Power conservation is

achie\fed by turning off wireless interfaces for mobile hosts that are not able to receive

and Send packets. The separate signal channel enables nodes to determine when and

41



for how long to turn off. Every node makes the decision to power off independently

when (i) it has no packet to transmit, but one of its neighbors begins transmitting

packets that are not destined for it; or (ii) there is at least one of its neighbor-pair

that is communicating. The node determines the length of power off interval by

reading the information in RTS/CTS exchange during the packet transmission in its

neighborhood. The advantage of the PAMAS protocol is that this protocol is designed

for ad hoc networks with energy efficiency as the primary design goal. Simulations

show that 10% to 50% power saving may be achieved. However, the PAMAS protocol

needs a separate control channel, which may not available in all wireless environments.

Error control The high error rates in wireless networks make it impossible to

provide a totally reliable wireless link. A low-power error control protocol should

avoid persistence in retransmitting data, trade off number of retransmission attempts

for the probability of successful transmission, and inhibit transmission when channel

conditions are poor [49]. There are two techniques used for the error control in

the logical link control (LLC) sublayer: Automatic Repeat Request (ARQ), where

error-detecting codes are used and Forward Error Correction (FEC), where error

correcting codes are used. Both ARQ and PEG waste bandwidth and consume power

resource due to retransmissions and overhead. With FEC, the node pays a priori

battery power consumption overhead and packet delay in computing the FEC code

and in transmitting the extra code bits. In return one receives a reduced packet

retransmission probability. On the other hand, with ARQ, the node pays for the

battery energy later due to the ACK packets and retransmissions of the entire packet.

42



Based on the above discussion, the FEC scheme is better than ARQ in high error

rates or larger packet sizes from the perspective of power consumption. There is

always a balance between throughput, reliability, security and energy efficiency in the

selection of error control schemes.

An adaptive error control scheme with ARQ is studied in [59, 60]. In these papers,

a probing protocol is adopted to slow down data retransmission when the channel

conditions are bad. When the channel conditions deteriorate, the transmitter enters

into a probing mode, and sends a short probing packet repeatedly. The probing

mode will continue until a properly received ACK is encountered. After the channel

conditions improve, the transmitter switches back to the normal mode and restarts

transmission from the point it was interrupted.

The energy efficient error control scheme presented in [52] provides an adaptive strat-

egy with the combination of ARQ/FEC. The basic idea is that we cannot use a single

error control scheme for all traffic types and channel conditions. Each packet stream

maintains its own time-adaptive customized error control scheme based on certain

set-up parameters and a channel model estimated at run-time. The parameters in-

clude packet size and QoS requirements. They are used to select the combination of

ARQ (Go-Back—N, Cumulative Acknowledgment or Selective Acknowledgment) and

PEG. The error control scheme will change dynamically as channel conditions change

over time. The research is extended further to size dynamically the MAC layer frame

in [61].
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Power control In wireless communication, transmission power has a strong impact

on the bit error rate and inter radio interference. These are typically contradicting

factors. In [62], power control is adopted to reduce interference and improve through—

put on the MAC layer. Topology control techniques are developed to determine

transmission power of each mobile host so as to determine the best network topol—

ogy [63, 54, 53].

From the perspective of power saving, the node should turn off its radio when it is not

in use. However, in a MANET, a node must stay awake not only to receive packets

addressed to it, but also to participate in the process of routing to forward packets for

each other. Span, an energy efficient coordination algorithm, is developed by [63] for

topology maintenance in ad hoc wireless networks. In Span, a distributed randomized

algorithm is developed for nodes to make local decisions on whether to sleep or to

join a forwarding backbone as a coordinator. Span is built on the observation that

not all nodes are needed at any time for packet forwarding. Each node bases its

decision on an estimation of the number of nodes that can benefit from it being

awake and the amount of energy available to it. Periodically, a non-coordinator node

determines whether it should become a coordinator or not. The coordinator eligibility

rule ensures that the entire network is covered with enough coordinators. On the

other hand, a node will withdraw as a coordinator if every pair of its neighbors can

communicate directly or via other coordinators. To achieve fairness, the withdrawal

will happen if the node has been a coordinator for some period of time and every

pair of neighbor nodes may reach each other via some other neighbors, even if those
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neighbors are not currently coordinators. This rule gives other neighbors a chance to

become coordinators.

Multiple nodes may decide to become coordinators at the same time. The contention

is resolved by delaying coordinator announcements with a randomized backoff algo-

rithm. This delay is a function of the number of nodes in the neighborhood that

can be bridged using this node, and the amount of energy it has remaining. The

possibility of being a coordinator falls as the node uses up its energy. The election al-

gorithm rotates coordinators among all nodes of the network. The simulation results

show that Span not only preserves network connectivity, but also preserves capacity,

decreases latency, and provides significant energy savings.

3.1.3 Hybrid Network Architectures

The integration of cellular WWANs and WLANS has drawn considerable attention

from the research and commercial communities [64, 65, 66, 67, 68, 69, 70, 71, 72, 73,

74, 75, 7].

4G wireless systems

Some researchers and industry companies are interested in integrating different ex-

isting wireless network architectures to form the future generation wireless systems

(4G and beyond) [76]. The performance of current 2.5G and 3G systems may not be

sufficient to meet needs of future high-performance applications like multimedia full-

motion video, wireless teleconferencing. Multiple standards for 3G makes it difficult

to roam and inter—operate across networks. The 4G wireless networks will move be-
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yond the limitations and problems of 3G which is having trouble getting deployed and

meeting its promised performance and throughput. They are envisioned to provide

ubiquitous high—speed access over heterogeneous radio technologies.

4G wireless networks will be all digital IP packet networks, covering both data and

voice over IP. In comparison to wide-area cell-based 3G wireless networks, 4G systems

will be an integration across different network topologies, including wireless WANs,

wireless LANS (IEEE 802.11a/b/g, IEEE 802.15 and IEEE 802.16, Bluetooth), and

fiber-based Internet backbones. Broadband wireless networks will be a part of this

integrated network architecture. Currently, there are two groups in ITU defining the

4G: one is on high data rates (up to 100Mbps), the other is on open architecture.

Niebert et al. proposed a novel networking concept called the ambient network for

a future wireless network [77]. The approach is to embrace the heterogeneity arising

from the different network control technologies and to allow agreement for cooperation

between networks on demand. A new end-to-end transport layer approach called

pTCP is proposed in [78] to effectively perform bandwidth aggregation on multi-

homed mobile hosts.

Multihop cellular networks

As mobile ad hoc network architecture has emerged as an important wireless and mo-

bile communication paradigm, some research has been focus on developing multihop

cellular networks by adding multihop mobile relays into the cellular networks [64, 66,

67, 68, 72]. From the cellular network model perspective, adding mobile multihop

relay capability to a cellular network can increase system service coverage and may
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also increase system capacity. Mobile terminals with poor signal reception can benefit

from the alternative multihop relay path, this could provide greater throughput or

better QoS. Within these projects, we can classify them into two categories. The first

one involves the use of a single wireless interface for both the relay and infrastructure

mode. Examples are ad hoc GSM cellular system (A-GSM) [79], Opportunity Driven

Multiple Access [80] and Mobile Assisted Data Forwarding (MADF) [8]. The second

one takes the advantages of two wireless interfaces, connecting to the cellular data

network and the mobile ad hoc network simultaneously. The Unified Cellular and

Ad—Hoc Network Architecture (UCAN) [67] and iGAR [9] fall into this category. The

CIWNA system presented in this document can also be classified into this category.

The A-GSM and ODMA are two proposed cellular systems that support multihop

wireless relay. A-GSM adds the relay capability to a second generation GSM network

to enhance system coverage. The ODMA proposal to the Third Generation Partner-

ship Project (3GPP) provides a relaying protocol to enhance cellular coverage and

reduces radio transmission power in UMTS Terrestrial Radio Access (UTRA) time-

division duplex (TDD). ODMA is used to maintain high data rates at the boundaries

of a cell. Relaying seeds or terminals are deployed to relay traffic for mobile stations

in the low-data-rate area (boundary) of the cell via multi-hop transmissions.

In MADF, an ad-hoc overlay is added into the fixed cellular infrastructure. The

channel pool is divided into a set of fixed channels and a set of forwarding channels

so that data packets can hop from “hot” cells to “cold” cells using the forwarding

channels without going through the “hot” cell’s base station in order to reduce delay
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and increase capacity. The authors in [66] investigate a hybrid IEEE 802.11 network

architecture with both DCF and PCF modes, again using one wireless interface.

In [71], the authors propose a new wireless network model called Multi-hop Cellular

Network (MCN). The model involves mobile stations farther away from the base

station communicating with the base station using a multihop path consisting of

other mobile stations. There are two possible architectures of MCN: MCN-p and

MCN-b. In MCN-p, the transmission power of the base station and mobile stations

are reduced to achieve throughput increase and power reduction. In MCN-b, the

transmission range remains the same, the number of base stations is reduced.

In [67], mobile users form an UCAN architecture using their 3G cellular links and

IEEE 802.11—based ad hoc links. A relay proxy helps to forward packets from the

base station to the clients with poor channel quality via high-bandwidth IEEE 802.11-

based ad hoc links to improve throughput of the cellular network. The 3G base station

scheduling algorithm is refined so that the throughput gains of active clients are dis-

tributed proportional to their average channel rate, thereby maintaining fairness. Two

different kinds of proxy discovery protocols are proposed. In greedy proxy discovery

protocol, neighboring mobile clients within one-hop IEEE 802.11b transmission range

periodically exchange their average downlink channel rates by broadcasting a adver—

tisement message. In on—demand proxy discovery, mobile clients do not proactively

maintain their neighborhood information. Instead, the destination client reactively

floods a request message within a certain range. A secure crediting mechanism is

used to motivate users to participate in relaying packets for others. The results show

the individual user’s throughput could be improved up to 310% by UCAN. UCAN is
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designed specifically for the 1xEV-DO (HDR) 3G cellular network, which limits its

application. A similar two-hop-relay architecture is proposed by Hung-Yu and Wei to

enhance the system capacity of existing WWAN systems and extend the system cov-

erage of WLAN terminals [81]. This architecture can be considered as a system-level

macro diversity techniques that utilizes temporal channel quality variation to achieve

increased system capacity. Significant capacity gain is achieved in both a fixed-rate

uplink CDMA system and a variable data rate downlink HDR—link system.

The iCAR [9] system addresses two problems for cellular networks: network capacity

is limited by the cell boundary; bursty traffic is unevenly distributed among cells. The

basic idea is to place a number of ad hoc relay stations (ARSs) at strategic locations,

which can be used to relay signals between mobile hosts and base stations. Bursty

traffic could be diverted from one congested cell to another one in order to circumvent

congestion. East ARS and mobile host has two air interfaces, the cellular interface for

communicating with a base station and the relay interface for communicating with

a mobile most or another ARS. iCAR requires special kinds of relay stations to be

placed by a network Operator for packet relaying without utilizing the existing relay

ability provided by IEEE 802.11-based network interfaces. Although it is useful for

diverting bursty traffic to nearby idle cells, iCAR does not provide a way to improve

utilization of the idle cellular link under light traffic load.
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3.2 Peer to Peer Computing

With the pervasive deployment of computers, the trend to peer-to—peer systems has

renewed interest in both industry and academic [10]. Some big industrial efforts

include the P2P Working Group [82], led by many industrial partners such as Intel,

HP and Sony; and JXTA [83], an open—source effort led by Sun. Many research

projects are in progress at universities, such as Chord [84], OceanStore [85], PAST [86],

CAN [87], and FreeNet [88].

“Peer-to—peer” (P2P) refers to “a class of systems and applications that employ dis-

tributed resources (such as computing power, data storage and content, and network

bandwidth) to perform a critical function in a decentralized manner” [89]. It is an

alternative to the centralized and client-server computing model, where a centralized

single server or small cluster of servers provide service for many clients. Typical P2P

systems reside on the edge of the Internet or in ad—hoc networks. One of the key

ideas resides in P2P is about sharing. A peer gives some resources and obtains other

resources in return. For example, in Napster [90], the most famous P2P application,

a user offers music to the rest of the community and gets other music in return.

P2P is also a way of implementing decentralized systems and applications to leverage

vast amount of computing power, storage, and connectivity from personal computers

distributed around the world.

The P2P approach is often used to reduce cost by eliminating the need for costly in-

frastructure, to improve scalability and reliability by avoiding dependency on central-

ized points, to enable resource aggregation by utilizing the otherwise unused resource
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in the edge of the network, to increase autonomy, to provide anonymity and privacy

protection, to fit for highly dynamic computing environment, and to enable ad-hoc

communication and collaboration.

3.2.1 Peer-to-Peer Applications

The P2P systems can be classified into four categories: distributed computing, file

sharing, collaborative systems, and P2P platforms [89].

Distributed computing

Distributed computing is very successful by using P2P approach. Most implemen-

tations have focused on compute—intensive applications. The Beowulf project from

NASA [91] has shown that high performance can be obtained by using a number of

standard machines. The general idea is that idle cycles from any computer connected

to the Internet can be aggregated to solve difficult problems that require extreme

amounts of computation. A large task is split into smaller sub-pieces that can ex-

ecute in parallel over a number of independent peer nodes. Typically, distributed

computing applications require a central controller with long running jobs (months

or years) to distribute sub-tasks and collect results.

Examples of implementations include searching for extraterrestrial life [92], code

breaking, portfolio pricing, risk hedge calculation, market and credit evaluation, and

demographic analysis. Some projects have been raising intensive interest from many

users within the Internet community. For example, SETI@home [92] now has a con-
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solidated power of about 25 Tflop/s (Thousands of Billions of floating point operation

per second), collected from more than three million registered user machines.

Content and file sharing

Content storage and exchange is one of the areas where P2P technology has been

most popular. These applications focus on storing information on and retrieving

information from various peers in the network. Applications like Napster [90] and

_ Gnutella [93] allow peers to search for and download large files, primarily music files,

that other peers have made available. Internet users can use them to circumvent

bandwidth limitations that make large multimedia file transfers unacceptable with

traditional client-server models. A number of research projects have explored the

concept of P2P file systems [87, 94, 85, 95, 86, 84]. Filtering and mining applications

such as OpenCOLA [96] and JXTA Search [83] are beginning to emerge. Instead

of focusing on sharing information, these applications focus on collaborative filtering

techniques that build searchable indices over a peer network.

Distributed storage systems based on P2P technologies has many advantages. First,

these systems may provide the user with a potentially unlimited storage area by

taking advantage of redundancy. For example, in Freenet [88], a given file is stored

on some nodes in the P2P community, but it is made available to any of the peers.

A peer requesting a given file just has to know a reference to a file, and is able to

retrieve the file from the community by submitting the file reference. Second, the

duplication and redundancy policies in some projects, such as OceanStore [85] and

Chord [84], offer high availability virtual storage by replicating critical files in many
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peer nodes. Last, anonymous storage service can be supported in peer-to—peer file

systems. Freenet [88] and Publius [97] are two examples of anonymous P2P storage

systems.

Collaboration

The inherently ad-hoc nature of P2P technology makes it a good fit for user-level

collaborative applications. It allows real-time collaboration between users, without

relying on a central server to collect and relay information. The applications range

from instant messaging and chat (such as Yahoo! [14], AOL [12], and Jabber [15]), to

shared applications and online games. Shared applications allow people to remotely

interact while viewing and editing the same information simultaneously. P2P games

are hosted on all peer computers and updates are distributed to all peers without re-

quiring a central server. Example games include NetZ 1.0 by Quazal, Scour Exchange

by CenterSpan, Descent, and Cybiko.

Platforms

P2P technology can be used as some sort of platforms and middleware solutions for

users and services connected to the web or in an ad-hoc network. There are a number

of candidates competing for future P2P platform. .NET [98] is the most ambitious

one, going beyond P2P to encompass all service support on the client and server side.

JXTA is another attempt, taking a bottom up and strong interoperability approach.

Most other systems also have some level of platform support, such as Groove [99]

covering enterprise domain and Magi [100], covering handheld devices domain.
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3.2.2 Manage User Behavior in Peer-to-Peer Systems

Peer-to—peer networks suffer from the problem of free-riders [101]. Selfish users c011—

sume resource on the network without contributing anything in return. Ideally, the

users in peer-to-peer systems will be altruistic, “from each according to his abilities, to

each according to his needs”. In practice, however, altruism breaks down as networks

grow larger and include more diverse users. This situation can lead to a “tragedy of

the commons”, where the selfish behavior causes the system to collapse [102].

Several mechanisms are provided to address the free-riding problem in the peer-to-

peer systems and mobile ad hoc network (can be considered as a special kind of

peer-to-peer network). These efforts can be classified into five different categories:

detection based to identify and isolate misbehavior users [103, 104, 105], incentive

based to promote cooperation among peers [106, 107, 108, 109, 110, 111, 112], pay-

ment based to limit the access to the free resource [113, 114, 115, 113, 116, 117],

fair-exchanging based to provide fairness [118, 119, 120, 121, 122], and trust and

reputation based to encourage good behavior [123, 124, 125, 126] (A more detailed

discussion of trust and reputation systems are presented in section 3.3).

Misbehavior detection

In [103], the author describes two techniques that improve throughput in an ad hoc

network in the presence of misbehaving nodes. The watchdog method detects misbe-

having nodes and the pathrater method uses this knowledge of misbehaving nodes to

choose the network path that is most likely to deliver packets. However, the selfish
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nodes are not punished or made widely known. They could still enjoy the service

from others, which discourages the incentive of cooperation. CONFIDANT [104] is

another approach to detect and isolate misbehaving nodes. However, fairness is not

considered as a high priority. In [105], a system based on a counter, called the nuglet

counter, is used to address the problem of fairness and cooperation. The counter is

decreased when the node sends its own packet and increased when the node forwards

a packet. The counter is required to remain positive. Although this approach suc—

cessfully solves the problem, it requires specially designed hardware to prevent this

counter from being modified by the end user.

Incentive based approaches

Blanc and et a1. models the problem of peer-to—peer network routing as a random-

matching game [107]. A social norm strategy, which is similar to Kandori’s work [127],

is proposed. In this strategy, a node cooperates with only honest nodes and drop the

packets from guilty nodes. Under certain conditions, this strategy is a subgame—

perfect equilibrium for this routing problem. A trust-worthy third-party authority

is used for a simple reputation system to honestly record the node’s behavior and

updates its reputation. The simulation results show that the system is robust under

malicious nodes and noise. Hidden-actions in ad hoc network routing are discussed

in [108]. Unlike the reputation system assumed in [107], it lets the sender to provide

incentives, such as payments to encourage the intermediate nodes to forward its pack-

ets. The author proves that even without global monitoring, the Nash equilibrium

can still exist in which all intermediate nodes cooperate. On the other hand, moni-
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toring does provide some benefit by providing a dominant strategy equilibrium. The

details of the payment is not discussed in this paper. In [109], an admission system

is presented to promote the incentive of cooperation among users. The admission

system consists a reputation-based differentiated admission control to accept or deny

requests based on the user’s reputation or contributions in the past. An eigenvector

based method is used to compute the service reputation and usage reputation from

the service credit matrix.

Fair exchange of resources

BitTorrent [118] is an example of fair exchange peer-to—peer system. In BitTorrent,

the burden of uploading a large file can be distributed to multiple downloaders, which

exchange different pieces of the same file among each other. It uses a tit-for-tat algo—

rithm to select the set of uploading peers based on their downloading speed to achieve

efficiency and fairness. Thus, fairness is achieved by fair exchanging network band—

width resource between a pair of peers. The performance of BitTorrent is analyzed

in [122].

Payment based systems

Free-riding is profiting to the selfish users because of the free of the public resources.

Payment-based system is another way to prevent free-riding by enforcing some kinds

of payments or proofs of work to the public resources. Some micropayment protocols

are proposed in [115]. A payment based e-mail system is proposed in [114] to prevent
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spam. In [113], lightweigted currency is used for the P2P resource market. Processing-

bound and memory-bound proof-of-work mechanisms are discussed in [116] and [117].

3.3 Peer-to—Peer Trust Management Systems

Decentralized peer—to—peer applications and wireless ad hoc networks are characterized

by the absence of a single centralized authority for controlling and coordinating the

behavior of the peers. Each peer makes its local autonomous decisions regarding

its behavior. These systems are vulnerable to selfish behavior and malicious actions.

Peers need to determine the trustworthiness of other peers in the system. This can be

achieved in several ways such as relying on direct experiences or acquiring reputation

information from other peers [128].

The concept of trust has been widely studied both in computer science and other

fields such as sociology, history, economics, and philosophy [129]. Grandison and

Sloman define trust as the firm belief in the competence of an entity to act depend-

ably, securely, and reliably within a specified context [130]. Reputation is another

important concept closely related to the trust. It is defined by Abdul-Rehman and

Hailes as an expectation about an individual’s behavior based on information about

or observations of its past behavior [131]. The reputation information may be used

to determine the trustworthiness of a given peer. An individual who is more reputed

is generally considered to be more trustworthy.

Substantial research has been done on the area of trust management in P2P sys-

tems [132]. It is considered as a successful approach to maintain overall credibility
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level of the system as well as to encourage honest and cooperative behavior among

peers. Some of them are focused on developing formal means of expressing trust and

reputation relationships [133]. Marsh [129] is among the first to introduce a computa-

tional trust model in the distributed artificial intelligence (DAI). A formal framework

is introduced in [134] for the analysis and specification of trust evolution and update

model, which provides a good way to represent trust evolution and update functions.

Carbone and Nielsen proposed a formal model of trust by the Global Computing

scenario focusing on trust formation, evolution and propagation [135].

Many different kinds of trust models have been developed for different applications.

The PGP model [136], which uses the concept of “web of trust” [137], is the most

widely used distributed trust model, primarily in the field of key distribution. The

Poblano [138] proposal is designed to perform reputation guided search, so that peers

can determine the quality of another peers’ content under the JXTA framework.

Albul—Rahman and Haies present a distributed trust model based on recommenda-

tion to support virtual community [131]. Karl and Zoran present a decentralized

trust model in [139], which focuses on both data management and the semantic

level. Winslett develops a set of solutions for automated trust building and nego-

tiation [140]. The similar idea is used in the mobile devices for authentication and

authorization [141]. The architecture provides an approach for access control and au-

thentication in the highly sensitive interactions between strangers, such as credit card

transaction or request of sensitive information. Some trust and reputation systems

are developed for online service provision [142].
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Based on the way adopted to establish and evaluate trust relationship between peer,

the trust management systems can also be classified into three categories: credential

and policy-based trust management, reputation-based trust management, and social

network-based trust management [132].

3.3.1 Policy-based Trust Systems

In credential and policy-based trust management systems, peers use credential ver-

ification to establish trust relationships with other peers [143, 144, 145]. Service

providers use credentials and policies to determine the trustworthiness of service re-

questers and to enable access control. The role of trust management is limited to

verify credentials and restrict access to resources according to application-defined

policies [130]. The credentials of the requesting peer can be verified either directly

or through a web of trust [137]. These systems are only useful when the service

providers and their services can be fully trusted. They do not provide the way for

the requesting peer to establish trust in the resource—owner and may not be used for

all decentralized applications.

PolicyMaker [146] is a trust management system that facilitates the development of

security features including privacy and authenticity for different kinds of network ap-

plications. Using PolicyMaker a peer may grant another peer access to its service

if the providing peer can determine that the requesting peer’s credentials satisfy the

policies needed to access its service. It provides each peer with local control to specify

its policies for the authenticity of credentials presented by other peers, and support
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complex trust relationships. A common language is provided by PolicyMaker to pro-

gram policies, credentials, and relationships. The trust mechanism is separated from

the policies in order to keep the authentication mechanism application-independent.

The PolicyMaker service acts like a database query service, in which a query is a

request to determine whether a public key is permitted to perform a particular action

according to a given policy.

KeyNote (RFC 2704) [147] and REFEREE [148] are two other trust management

systems based on the same principles as PolicyMaker. Unlike PolicyMaker which

placed the task of credential verification upon the application itself, the trust engines

in KeyNote and REFEREE are responsible for signature verification.

3.3.2 Recommendation-based Trust Systems

Reputation-based trust management systems provide a mechanism by which a peer

requesting a resource may evaluate its trust in the reliability of the resource and the

provider [132]. Peers establish trust relationships and assign trust values with each

other based on direct or indirect knowledge on earlier interactions. HISTOS [149],

XREP [150, 151], NICE [152], DCRC/CORC [153], Beta [154], P-Grid [155] and

EigenTrust [156] are examples of such systems.

Distributed trust model based on recommendations

In [157], a distributed trust model is proposed based on a recommendation pro-

tocol. The trust relationship is defined as always between exactly two entities, is

non-symmetrical (or undirectional) and is conditional transitive. It is further distin-
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guished into “direct trust relationship” and “recommender trust relationship”. When

one peer trusts another, it constitutes a direct trust relationship. But if a peer trusts

another peer to give recommendations about another peer’s trustworthiness, then

there is a recommender trust relationship between the two [131]. Trust information is

stored locally, and there is no global centralized map of trust relationships. A simple

recommendation protocol is used among entities to facilitate the propagation of trust

information. An entity will send its recommended trust information to other entities

by request. The recommended trust may propagation via a path to many entities.

This approach is focused on decentralization, trust generalization, explicit trust, and

recommendations. Decentralization allows each peer to manage its own trust. Trust

generalization is concerned with identifying that there are different dimensions to trust

called trust categories, and trust in a peer varies depending on these dimensions. Six

different trust value (Distrust, Ignorance, Minimal, Average, Good and Complete)

are defined for each trust relationship so that trust values can be compared. Finally,

in a large distributed system, it is difficult to obtain knowledge about every entity

in the network, let alone first hand knowledge and experience of them. Therefore, in

order to cope with uncertainty arising due to interaction with unknown peers, a peer

has to rely on recommendations from known peers about these unknown peers.

3.3.3 Social Networks-based ’Ilrust Systems

Social networks-based trust systems try to utilize social relationships between peers

when computing trust and reputation values. In particular, they analyze a social
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network which represents the relationships existing within a community and form

conclusions about peers’ reputations based on different aspects of the social net-

work. Examples of such trust management systems include Regret [158] that iden-

tifies groups using the social network, and NodeRanking [159] that identifies experts

using the social network.

Community-based Reputation

Yu and Singh are one of the first to explore The effect of social relationships of peers

belonging to an online community is first explored by Yu and Singh [160]. A social

mechanism is proposed to avoid interaction with undesirable participants. It models

an electronic community as a social network. Peers can have reputations for providing

good service and referrals. Each user is assigned with a personal agent that assist

him to decide whether or how to respond to requests received from other peer agents

in the system. The agent also helps to evaluate the services and referrals provided by

other peers in order to enable the user to contact the referrals provided by the most

reliable peer.

The reputation rating of a agent is based on the direct observation with this agent

as well as the the rating of the agent given by the neighbors, and the ratings of

those neighbors. This makes this approach a social one and enables information

about reputations to propagate through the network. Each agent maintains a set

of changing neighbors whom it may directly contact with. How an agent evaluates

the reputations of others closely depends on the testimonies of its neighbors, which

naturally leads to the idea of a referral chain. Simulation results have shown that
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the reputations of selfish and undesirable agent peers decrease rapidly. The initial

barrier of entry is low so that the reputation of a new peer will increase steadily

by cooperating with others. A negative testimony about a malicious peer is quickly

propagated to other peers, which makes the system weed out undesirable players.

REGRET

REGRET [158], as well as TrustNet [161] includes the social dimension of peers

and their opinions in its reputation model [162]. Rather than relying only on the

corresponding social network as in TrustNet, REGRET model adopts the stance that

the overall reputation of a peer is an aggregation of different pieces of information.

It takes into account three dimensions of reputation: the individual dimension, the

social dimension and the ontological dimension. Individual dimension is used when

the peer only depends on its direct interaction with other members in the society

to evaluate reputation. Social dimension is defined as the information about another

peer provided by other members in the society. In some situations, for example in the

electronic marketplace, the points of view of all the members of a community related

some specific services are supposed to be unified. The reputation is considered as a

global property of an entity and common to all the members of the society, which

forms the ontological dimension of the reputation. A single value of reputation is

computed by combining these three dimensions.
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Chapter 4

Sharing Energy Efficient Instant

Messaging Channel

4.1 Overview

Mobility and continual network access are among the needed characteristics to build

applications that reside upon emerging pervasive computing systems. However, the

services that require the ability of “alway on, anywhere” Internet access are generally

restricted by the limited battery power in the mobile devices. In this chapter, we

develop a Message Notification Protocol (MNP) that enables reductions in power

consumption for applications that convey presence information of mobile users, such

as IM services. Nearby mobile devices form groups of peers within ad hoc networks

via their WLAN network interfaces for the purpose of maintaining an IM presence

through a single shared cellular channel. Peers in the same group are notified when

a message or presence information is available for them in the remote server through
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a single shared cellular channel maintained by a proxy. Since our MNP enables

presence information and the message notification data between the W'VVAN and the

proxy to be significantly compressed, very little data costs are required to serve as

a proxy. Battery consumption will only be required continuously by the single peer

that momentarily is connected to the INVVAN. All cooperating peers will be able to

save battery power while maintaining presence at an IM server.

Some difficulties must be solved in order for shared message notification to be suc-

cessful. First, peers in the CHUM group are dynamic and unreliable, which causes

difficulty for group maintenance. If the information about group membership needs

to be updated frequently on the peers, there will be a high communication and power

overhead. Furthermore, peers are distrusted and may leave the group at any time.

This unreliable feature makes it undesirable to let a proxy for a group of peers cache

messages for other peers that are in a power—saving mode. Second, security and pri-

vacy within a CHUM environment become important. A proxy should not have the

opportunity to examine the content of messages intended for other peers or modify

them. Some sensitive peers may even be unwilling to let others know their user names

within the IM server.

Due to these considerations, we limit the responsibilities of the proxy within the

MNP to broadcast message notifications for all other peers in the group. These

notifications are generated by IM servers that reside within the wired Internet. The

proxy does not need to maintain group information or perform other management

duties. Messages are cached by IM servers and fetched by the peers directly from the

IM servers via their own cellular connections after they receive message notifications

65



from the proxy. The proxy is not involved with message exchange, but merely provides

message notification in order to reduce the need by PDAs to maintain connections

with their IM servers. The proxy will not have the capability to examine or interfere

with the content of the IM messages of some other peers.

A description of the responsibility of the proxy and the message notification protocol

in the system is given in section 4.2. The compact data representation of the message

notification is given in section 4.3. The prototype implementation is described in

section 4.4. Section 4.5 provides an energy model to analyze the possible power

saving on the mobile device. A discussion is given in section 4.6 and a summary is

given in section 4.7.

4.2 Message Notification Protocol (MNP)

In the MNP, the proxy creates a sharing group and cooperates with the IM servers to

provide the message notification service for the other peers in the same CHUM group.

After a peer subscribes this service, it will receive a short notification from the current

proxy when a message arrives on its IM server. This notification is constructed by

the active server, which is the IM server of the proxy, after receiving the information

from the other IM servers. It contains a notification set, which is the set of peers that

have IM messages waiting.
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(l) Create a new sharing group
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(3) (3) CHUM Group
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nobody

Figure 4.1: Sharing group creation and message notification service subscription.

4.2.1 Basic Idea

The current proxy creates a new sharing group by sending a creation request to its

1M server. This IM server replies with a sharing group ID (GID) and its address,

and serves as the current active server for this sharing group. The proxy then broad-

casts the GID and the active server address to all the other peers. If a peer wants

to join the sharing group and subscribe to the message notification service, it sends

a subscription request to its IM server along with its peer identification (PID), the

GID and the active server address. Its IM server then sends a register request to the

active server along with the PID and the GID. This PID is added into the sharing
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group in the active server. In the future, when there is a message for this peer, its 1M

server sends a notification to the active server rather than contacts the peer directly.

This peer also has an “available” presence to all its friends at the IM server. After

the successful subscription, the peer may safely turn off its WWAN connection and

switch to power-saving mode in order to save energy. The peer periodically listens to

broadcasts via the WLAN from the proxy, to determine if a message notification is

directed to it. As will be discussed in section 4.3, only a few bit positions of a message

need to be examined by a peer. Fig. 4.1 shows the procedure for sharing group cre-

ation and message notification service subscription. The proxy danyuzhu@jabber. org

creates a new sharing group 123 in IM server jabber. org. The peer mike@cse.msu.edu

subscribes to the notification service and joins the sharing group 123.

When there is a message arriving on the IM server for a peer that has subscribed to the

message notification service, the IM server sends a notification to the current active

server along with the PID and the GID. The active server then constructs a short

notification containing the notification set and sends it to the current proxy. The

proxy broadcasts this notification to all other peers in the CHUM group. Each peer

performs a membership query on the notification set. Based on the result of the query,

it decides whether or not to start a new WWAN connection to its IM server. Fig. 4.2

illustrates the procedure of message notification. The peer mike has a new message

at its IM server cse.msu.edu. A short notification is constructed by the current active

server jabber. org and further broadcasted by the proxy danyuzhu@jabber.org to mike.

A new connection is set up between mike and its IM server cse.msu.edu for the new

message.
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Figure 4.2: Message notification.

All peers in one CHUM group take turns to become the proxy and provide the mes-

sage notification service to all other peers. The new proxy sends the migration no-

tification to its IM server, which makes this server the new active server. The new

active server then contacts the prior server and fetches the membership informa—

tion for the sharing group. With the group information, the new active server may

send proxy migration notifications to all the IM servers of the peers in the sharing

group. The old proxy does not need to participate in the procedure of proxy migra-

tion. Fig. 4.3 shows the procedure of the proxy migration. The proxy migrates from

danyuzhu@jabber. org to mike@cse.msu.edu. Likewise, the active server migrates from

jabber. org to cse.msu.edu. Sharing group information is transferred from jabber.org
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to cse.msu.edu. All other IM servers have been notified of the migration by the new

active server cse. msu. edu.

01d Active Server

   

   

IM Server

      

(2)

New Active Server ’I

(3) jebber.org

cse.msu.edu

Whotmilcom

(l) Proxy migration

(2) Proxy migration for sharing group 123

(3)1nfonnation about peers in group 123

(4) Proxy migration for group 123

new active server = cse.msu.edu

(5) Proxy migration for group 123

new active server = cse.msu.edu

 

  

 

5 Old Proxy

( ) ' 'New Proxy . /danyuzhu@jabber.org

' john@hotmail.com

mike@cse.msu.edu (5)

CHUM Group

(5) (5) Peers

(5)

danyuzhu @jabbcr-org 9 192.168.].15

nobody

Figure 4.3: Proxy migration.

Unsubscription from the message notification service occurs when the peer decides

to leave the sharing group or is involved in a long period of connection with the IM

server due to chatting or file transfer, such that direct notification from the IM server

is preferred. An unsubscription request is sent by the peer to its IM server. The

request includes the peer’s PID, GID and the active server address. Upon receiving

the request, the IM server updates the state of this peer and removes it from the

sharing group by sending an unregister request to the active server. Future messages

for this peer from the IM server will be sent directly to the peer.
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By adopting the MNP in CHUM, the proxy only receives and rcbroadcasts notifica-

tions. With this simple responsibility, the proxy does not need to know exactly who

are in the CHUM group at a given moment. Since knowledge of the group composi-

tion is not required by the proxy, there is no need to maintain the high overhead that

is required for group maintenance in a highly dynamic and unreliable environment.

Groups may be maintained by the 1M servers, who operate in a more reliable wired

Internet environment, and may develop trust relationships with each other. Ruther-

more, instant messages do not travel through the proxy, and therefore there are no

privacy and security issues associated with the proxy seeing messages. In addition,

steps may be taken so that a proxy does not know the names of the peers receiving

message notifications. We describe how this is possible in the next section.

4.3 Using Bloom Filters to support Message No-

tification

In the MNP, the frequent notification between the proxy and the active server may

consume bandwidth, battery power, and increase data cost. If the normal method is

used for identifying a peer, such as using his/her email address or instant message

login identification, then dozens of bytes in length are required for each peer notified.

Furthermore, the proxy knows the names of all peers receiving notification, and has

potential to misuse it. A new data structure is needed to represent the message

notifications in MNP.
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Bloom filters [163] provide an excellent method for message notification representa-

tion. It is a compact data structure for a probabilistic representation of a set in

order to support membership queries. It needs only a small amount of space and

may provide an answer to a membership query in “constant” time (time to hash).

There may be a small rate of false positives to requests, which may be controlled by

the parameters of the Bloom filter. A simple compression may be performed on the

original Bloom filter to further reduce the size of the notification.

4.3.1 Bloom filter Background

Suppose a set P 2 {p1, p2, ..., pn} has n elements. A Bloom filter is a vector BF of m

bits, initially all set to 0. K independent hash functions h1,h2, ..., hk are chosen with

range [1,m]. For each element p, E P, the bits at positions h1(p,),h2(p,-), ...,hk(p,-)

in the Bloom filter BF are set to 1. When checking the membership for a unknown

element u, the position of h1(u), h2(u), ..., hk(u) is checked. If any bit position is 0,

then u is not in the set P. Otherwise, u is in the set P with small false probability.

’7

This is called “false positive. There is a tradeoff between the size of Bloom filter

m, the number of hash functions k and the probability of false positive f. By [164],

f a: (1 — e‘kn/m)k. With determined m/n, when k = ln2 x m/n, f will give a

minimum value: f z (0.5)k = (0.6185)’"/". In order to have better data compression

while keeping the false positive probability low, we increase the value of m/n but

decrease the value of k.
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4.3.2 Bloom filters as message notification in CHUM

In CHUM, the Bloom filter BF is constructed by the notification set P = {191,192, ..., p,,}.

Element p,- in the set P is the normal text identification for peer,- in the group. Peer,-

and the IM server for peer,- may agree on an alias name or other means to obscure

the identity-of p,- for peer,. The membership query for peer q will be performed by

checking the bit positions of hl (q), ..., hk(q) in the Bloom filter BF received.

 

set P = notification set

bloom filter BF;

for (each p in set P)

{ string MDp = MDS(p);

compute the hl(MDp), h2(MDp), h3(MDp), h4(MDp);

set the coresponding bits in bloom filter BF;

}

n = number of Is in BF;

if (n < 32)

BF’ = compress(BF);

else

BF’ = 0x00 appends with original BF;

send BF’ to current proxy;  
 

Figure 4.4: Algorithm for constructing compressed Bloom filter representation .

The number of elements in set P, n, ranges between [0, Nmax], in which Nmax is the

maximum possible number of peers that may be contained in the notification set. In

other words, Nmax represents the maximum number of peers that may be notified by

one notification message.

If we use small m/n and follow this optimal selection k, k = ln2 x m/n, there may

be a large message overhead, while also having a high false positive probability. For

example, we may choose m/n = 6 and k = 4, then the false positive rate is f z 5%.
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Suppose n = Nmax = 16, then we have m = 6 x n. = 96 bits 2 12 bytes. However, since

notification happens soon after the message arrives at the 1M server, it is likely that

there is only one element in the notification set. The use of 12 bytes to represent this

notification may even be worse than using the normal peer identification information

(email address or IM login name).

In order to reduce the size of the Bloom filter, we follow the idea developed in [165]

to compress the Bloom filter representation before transmitting. Fig. 4.4 shows the

algorithm of constructing a Bloom filter. For n = Nmax = 16, we choose m/n = 16

and k = 4. Therefore m = 16 x n = 256 bits = 32 bytes. The four hash functions are

built by first calculating the MD5 signature of the PID, which yields 128 bits, and

then taking four groups of 32 bits from it and mapping it into the range of 0 to 256.

The false positive f will be very small:

f a, (1 _ e-kn/m)’ = 00024 = 0.24%

‘ Bloom filter (32 bytes) '

m 0 O O O O O

 

    

00: 1 byte, represent the following 32 bytes are in the original Bloom filter

<— compressed Bloom filter (n bytes) -——*

n L1 L2 oooooo Li ...... L

 

         

n: 1 byte, 0 < n < 32, represents the number of bit that

have been set to l in the original Bloom filter

Li: the location of i’th 1 in the original Bloom filter

Figure 4.5: Compressed Bloom filter.
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This original Bloom filter, which is 32 bytes long, is further compressed by the al-

gorithm. Fig. 4.5 shows the compressed representation of the Bloom filter. If the

number of bit positions in the original Bloom filter that have been set to 1 is more

than 31, we use the original Bloom filter prepended with 0.7300. Otherwise, the com-

pressed data compression contains a list of the bit locations that are set to 1 in the

original Bloom filter. Since the original Bloom filter is 256 bits long, each location

may be represented by 1 byte. The first byte of the compressed data represents the

number of the locations in the following list.

The bandwidth needed by the normal text identification representation is linear to

the number of peers in the notification set 71,, and may grow up to hundreds of bytes.

The number of bytes needed for the uncompressed Bloom filter is a constant value,

32 bytes. The compressed Bloom filter representation ranges from 5 bytes to 33

bytes, at most. For 11,, < 8, the bytes needed in compressed approach will be at most

72,, x 4 + 1. In the most common case, there is only one element in the notification

set. Therefore, only 5 bytes are needed for the compressed Bloom filter instead of 32

bytes for the original Bloom filter and the dozens of bytes for normal text identification

representation.

Fig. 4.6 shows an example of a compressed Bloom filter. In this example, the notifi-

cation set contains four peer identifications, which normally results in 70 bytes. The

uncompressed Bloom filter representation needs 32 bytes. The compressed Bloom

filter further reduces the length of transmitting to 17 bytes, which is less than 25%

of the normal text peer identification representation. More importantly, the scheme

enables IM user names to be obscured and there is no need for a proxy to know who
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Peer ID 1 Peer ID 2

192.168. 1.15 danyuzhu @jabber.org/Gabber

70 Bytes

Peer ID 3 Peer ID 4

john@hotmail.com mike@cse.msu.edu

Yin

Filter
Hash

0800000208000000000 1 00004020004000400000000006400000404000580000

  

      

  

      

 

   

32 Bytes

Compress

ll

10071 d274c62697a8ab5b6bad2dae8eaef

  

   

17 Bytes

Figure 4.6: Example of the message notification represented by a Bloom filter.

have messages waiting. The proxy merely needs to broadcast the compressed Bloom

filter to all peers, and each peer determines for itself if it has an IM message waiting.

4.4 Implementation

We choose the Jabber [15] IM system as the platform for the implementation of CHUM

and the MNP protocol. Jabber is an open XML protocol for Instant Messaging that

provides similar functionality to commercial IM systems such as AIM, ICQ, MSN,

and Yahoo. It is distinguished from existing IM services by several key features:

0 XML foundation: The design of Jabber is base on XML. Its software and pro—

tocol are communicated via XML. It allows new protocols to be transparently

implemented on top of a deployed network of servers and applications.
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e distributed network: The Jabber architecture is similar to that in email. Peers

are connected and route data in a chain until it reaches the desired recipient. A

client is connected to its server only, and its server is responsible for negotiating

the delivery and receipt of that client’s data with other servers or networks

using whatever protocol available. Each server functions independently of the

others, and maintains its own user list. Peers play both as the client and the

server in Jabber architecture.

0 open protocol and codebase: Jabber is an open source project. All the codes are

available via Internet.

0 modular, extensible architecture: The Jabber open-source server is designed

to be modular, with specific code packages that handle functionality such as

user authentication and data storage. The exchange of messages and presence

information between Jabber and any given non-Jabber messaging system is

made possible by means of a separate “transport” that translate Jabber XML

into the foreign protocol. These transports can be easily added to core server

to extend the service to new available non-Jabber messaging system.

The modular designed jabberd server makes it possible to add new functionality by

supplementing the core server process jabberd with various server components. We

developed a new MNP service component in the existing Jabber server version 1.4.2

on the Linux platform to enhance the standard Jabber server with the function of

message notification service. No modification is needed in the standard Jabber server

package, which means the MNP service component can still be easily plugged in when
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the Jabber server is upgraded. The MNP service component works together with the

core Jabber server to provide mobile users with the additional Jabber-related message

notification service.

The MNP service component is running as a separate process, which not only makes

it a more scalable solution but also isolates it from the core server, enabling a user

to stop and start the MNP service without affecting the core server. A separate

configuration file is provided for the MNP service. The process of the MNP service

is connected to the core Jabber server over TCP port 5233.

A new Jabber client that supports the CHUM and MNP service is implemented by

adding the features of CHUM and MNP into one existing Jabber client, Jarl, which

is a Perl/Tk client originally developed by Ryan Eaton [15]. The enhanced Jarl client

supports all the major features of CHUM and MNP, such as creating new sharing

group, sharing group advertising, joining and leaving existing sharing group, proxy

migrating, receiving and broadcasting messaging notifications.

There are two different types of communication in CHUM: inner-group communica-

tion and external-group communication. The XML chunk is used for external-group

communication, which is to transfer a message between the Jabber server and the Jab-

ber client. It is also used for communication between Jabber servers. UDP broadcast

packets are used for inner-group communication among CHUM group members.
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4.5 Performance Evaluation

We evaluate the possible power saving by using the MNP protocol in CHUM and

compare it to the “always on” scheme. In the “always on” approach, the mobile

device maintains an active WWAN connection all the time, and never turns off the

WAN interface. MNP and “always on” are the same with respect to mobile users

maintaining their presence at the IM server. We could compare to a scheme in which

the mobile user regularly turns off his/her device to save power, but the user would

not maintain presence at the IM server to participate in instant messages.

4.5.1 Evaluation Settings

We suppose that there are two different wireless network interfaces in each CHUM

device. The first one is a 802.11 wireless LAN (WLAN) interface, working within ad

hoc mode. Otherwise, it could be a low-power, short—range wireless interface, such as

Bluetooth [26] or 802.15 [166] WPAN interface. The WLAN interface will be used to

form the CHUM group and perform the notification and sharing group advertisement

among group members. The second interface is a wireless WAN (WWAN) interface,

which generally consumes more energy than the previous WLAN interface. The use

of the WAN interface is billed based upon the number of bytes transmitted and

received via this interface or the time connected to Internet. The WWAN interface

could be a GPRS/GSM, CDMA2000 or other 3G wireless device and be used to access

data and service in the Internet.
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The WWAN interface may operate in two power modes: SEND/RECV or IDLE,

which is defined for actively transmitting data or idle. The average power consump—

tion for these two modes are PWathe and PWWC respectively. Four different modes

are defined for the 802.11 WLAN interface: DOZE, IDLE, SEND and RECEIVE,

representing low-power, ready to receive, active sending and receiving, respectively.

To simplify the analysis, we assume that the message/event notification application

is the only one using the wireless interfaces and the responsibility of the PROXY is

fairly distributed. All WLAN packets are transmitted via broadcast.

We make the following assumptions for the performance evaluation:

0 Group Setting: The average group size is Np. A peer may stay in the CHUM

group for T9 seconds. We also assume that the responsibility of the PROXY is

fairly distributed among all peers.

0 Group Management: Since there is no need for frequent updating of the

group information, we ignore the energy consumed related to group manage-

ment‘. The only WLAN traffic we consider in the evaluation is the broadcasted

message notification.

0 Traffic Setting: For each peer, there are an average of Nm messages received

from the IM server when it stays in a CHUM group. Each notification is L,

bytes and each message is Lm bytes. LC bytes are needed for each IM connection.

 

1The evaluation result shows that the total energy consumed during the short period for sending

and receiving packets in WLAN interface is very small compared to that in the long period with the

IDLE and DOZE states. This assumption is reasonable.
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0 Environment: To simplify the analysis, we assume that the IM application

is the only application using the wireless interfaces. All WLAN packets are

transmitted via broadcast.

4.5.2 Energy Analysis Model

The energy consumed for the message/event notification application is composed of

two parts: the WAN related, EW, and the WLAN related, EL. EW can be

computed as the energy consumed in SEND/RECV mode plus that in IDLE mode:

waan

EW 2 ——" X PWactt've + T9 X PI/Vidle

waan

The time interval that the interface operates in the SEND/RECV mode could be

computed as the total length of packets transmitted (waan) divided by the bandwidth

of WWAN interface (waan)- The time interval in the IDLE mode is the length a

peer stays in the group, T9, minus the time interval in SEND/RECV mode, which

approximates to T9 since the total traffic for the IM application is very small.

EL is composed of four parts: the energy for sending packets ELsend, the energy for

receiving packets Eer, the energy for staying idle ELidze and the energy for sleeping

ELdoze. We adopt the linear energy model developed in [167], which is obtained by

real experiments on Lucent WaveLAN 11Mb wireless cards, to compute ELsend and

ELrew. Sending and receiving a packet has an energy consumption Ebase+Ebyte >< size,

where Ebase is the energy consumption independent of packet length, Ebyte is the

energy consumption per byte, and size is the packet length. The parameters presented

in [167] are used : ELsend = 272 + 2.1 x size and ELM” = 50 + 0.26 x size. In the
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IEEE 802.11 power saving mode [23], time is divided into beacon intervals. The

mobile device wakes up periodically in a short interval called the ATIM window at

the beginning of the beacon interval. It will stay awake during each ATIM window

and it should also stay awake during the rest of beacon interval when it needs to

transmit or receive a packet. Therefore, ELM,3 and ELdoze will be related to the size

of the ATIM window, beacon interval and the number of packets transmitted.

In the “always on” approach, there is no WLAN related energy consumption. The

total packets transmitted through the WWAN interface will be one connection packet

plus the message packets.

LC+meLm

waan

 x PWadwe + T9 >< PWz’dIeEalways =

The total power consumption for the whole group which has Np peers will be:

ETalways : Np X Ealways

In the MNP protocol, the proxy maintains a continuous WWAN connection and other

peers connect to Internet only when there is a message awaiting in their IM servers.

Since the proxy needs to receive additional Nm x (Np — 1) message notifications for

other peers in the CHUM group, the WAN related energy consumption for the

PROXY, Emexy, will be:

Le Nm-Lm Nm-N-l-L

EWPTOfl/ : + PWactive'l' ( P )

waan waan

  
”PWactive + T9 ' PWidle

The WWAN related energy consumption for other peers will be:

Nm x (LC + Lm)

waan

 
EWpeer = X PWactive
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The message notifications are transmitted by broadcasting via the WLAN interface.

Therefore, all the peers should stay awake for each message notification: ELM“, =

{TATIM/Tbeamn x T9 + (Tbeacon — TATIM) x Nm} x PLidze, where TAT”, is the time

interval for the ATIM window, Tbeacm, is the time interval for the beacon interval.

ELdoze can be computed 353 ELdoze = {(Tbeacon — TATIA-Il/Tbeacon X Tg — (Tbeacon —

TATIIU) X Nm} X PLdoze

The energy consumption in the WLAN interface for the MNP protocol, EWLANmnp,

can be expressed as:

ELmnp = {ESbase + NanESbyte} + {ERbase + NanERbyte} + ELidle + ELdoze

where ESbase and ERbase are independent amounts of energy consumption for broad-

cast send and receive, and ESbyte and ERbyte are energy consumption per byte for

broadcast send and receive.

Since the responsibility of the PROXY is fairly distributed among all peers, the energy

consumed in a individual CHUM peer will be:

N, — 1

N,

 

1
Em", = EW,,my x — + EW,... x EL...

Np + p

The total energy consumption for the whole group which has Np peers will be:

ETmnp = Emexy + EWpee, x (Np — 1) + ELmnp x Np

4.5.3 Summary of parameter settings

Table 4.1 summaries the power consumption parameters used in our evaluation. The

first two entries are parameters used for the WAN interface2. The other entries are

 

2The values are product specifications for the Merlin C201 CDMA2000 lx wireless modem [168].
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Table 4.1: Power consumption parameters used in the evaluation
 

 

 

 

 

 

 

 

   

Parameter Description Value

PWMze WWAN idle 300mW

PWactive WWAN send/receive 4250mW

ELM“) 802.11 broadcast send 272 + 2.1 x size uW-sec

ELrew 802.11 broadcast receive 50 + 0.26 x size uW-sec

PLidle 802.11 idle 741mW

PLdoze 802.11 doze 48mW   
Table 4.2: Other parameter settings for the evaluation
 

 

 

 

 

 

 

 

 

 

    

Parameter Description Default Value

Np CHUM group size 10

Nm Number of IM messages exchanged per peer 10

Lm Length of an IM message 50bytes

LC Length of an IM connection traffic 300bytes

Ln Length of a notification message 10bytes

Bunyan WWAN data rate 144kbps

Tg Time length peer stay in group 36008ec

TATIM ATIM window size 8ms

Them," Beacon interval 800ms
 

settings for the 802.11 WLAN interface card3. Table 4.2 summaries other parameters

used in our evaluation model.

4.5.4 Evaluation Result

Based on the energy model developed in the previous section, we obtain several

evaluation results. Table 4.3 presents the evaluation result of a peer that operates

in the “always on” scheme and participates in the MNP protocol. For the “always

 

3We use the parameters presented in [167].
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on” approach, the peer consumes 1081.9J energy for turning on its WWAN interface

for an hour. However, when MNP is adopted, the energy consumption reduces to

319.31J. Therefore, the approach that uses the MNP protocol saves about 70% of the

energy consumed in the mobile device comparing to the “always on” scheme.
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Figure 4.7: Total energy consumed by the whole group

Fig. 4.7 shows the total energy consumed by the whole group in both the “always on”

and the MNP approaches. This figure reveals the relationship between the group size

and the total energy consumption. In both approaches, the total energy consumption

increases linearly. However, the energy consumption in the MNP approach increases

much slower than the “always on” scheme. This result could be explained as fol-

lows. When the group size increases in the MNP approach, the energy consumption

increases only on the WLAN interface to broadcast the increased message notifica-

tions, which is just a small fraction of the total energy consumption. On the other

hand, in the “always on” scheme, every peer should always turn on its high power
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consuming WWAN interface. Fig. 4.8 presents the percentage of energy saved by the

MNP approach when comparing to the “always on” approach. The result shows that

even with a very small group size, for example Np = 3, the MNP protocol should be

able to save more than 47% of the energy consumed in comparison to the “always

on” scheme. The MNP protocol may save up to 75% of the energy consumed by

the whole group as the group size reaches 20. The energy consumed in an individual

mobile device is presented in fig. 4.9. The mobile device gains more benefit from the

MNP protocol as the group size increases.
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Figure 4.8: Total energy saving in the whole group

Fig. 4.10 and fig. 4.11 reveals the relationship between the duration 'of the CHUM

group and the possible energy saving. Similar to the results for the group size, the

total energy consumed increases linearly both in the “always on” and the MNP ap-

proaches. However, the total energy consumed in the MNP approach increases much

more slowly than the “always on” approach. In the MNP approach, the increased
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Table 4.3: Energy consumed in a peer
 

 

 

 

Parameter Description Energy (J)

Emmy, “Always on” energy consumption 1081.9

EW,p MNP energy consumption 319.31
 

EWmnp MNP WWAN energy consumption 115.84

ELmnp MNP WLAN energy consumption 203.47

 

 

 

 

ELMe MNP WLAN idle consumption 32.54

ELdoze MNP WLAN doze consumption 170.69

ELsend MNP WLAN send consumption 0.210
     Eme MNP WLAN receive consumption 0.026
 

energy consumption in the proxy is shared by all the others in the same group. In

the “always on” approach, the energy consumed in each peer is increased. Fig. 4.12

shows the energy consumed in an individual peer when it stays in the group for a

longer time.

The evaluation results presented in this section are based on the assumption that

all WLAN interfaces are 802.11 products. When the low-power interface, such as

Bluetooth or 802.15 WPAN, is adopted, the total energy saving could be even more.

For example, in CSR BC212015 BlueCore module [169], the ACL 115.2kbps MASTER

mode consumes 27mW and the ACL SNIFF 1.283 SLAVE mode consumes 0.9mW. In

Bluetooth, We may suppose that the PROXY in the CHUM group always operates

in the MASTER mode while the other peers operate in the SNIFF SLAVE mode.

Fig. 4.8 and fig. 4.11 shows the possible power savings by Bluetooth technologies.

With these low-power WLAN interfaces, the total possible power savings could be

more than 90%. A disadvantage of choosing these low-power WLAN interfaces is the
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Figure 4.9: Energy consumed by a mobile device

relative short radio range. Therefore, the CHUM group may not be able to include a

large number of members.

4.6 Discussion

We discuss in this section some possible enhancements and issues to MNP and the

possible cost and power saving benefits by adopting the MNP and the compressed

Bloom filter representation.

Orphan service subscription One possible scenario is that the peers may leave

the CHUM group without unsubscribing from the message notification service. It

may generate unnecessary traffic. Although it brings no benefit for the peer to do it

deliberately, it may happen due to the unreliable characteristics of CHUM network.

This problem may be solved by requiring the IM server to monitor the status of the
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Figure 4.10: Total energy consumed by the whole group

peer. Generally, shortly after the active server sends the message notification, the

peer contacts the IM server for the actual message. However, if several notifications

are sent without any response, the IM server may decide that this peer is offline,

unsubscribes the message notification service for this peer, and removes it from the

sharing group.

Precomputing the Bloom filter Since the PID and the Bloom filter parameters

are fixed during the session, we may further reduce the time and power consump—

tion of membership query by precomputing the four hash functions on the PID and

constructing a Bloom filter in which the notification set only contains the peer itself.

The membership query is simply done by performing a bit AND operation with this

preconstructed Bloom filter and the received Bloom filter.
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Figure 4.11: Total energy saving in the whole group

Piggy-back notifications with normal messages The overhead of the protocol

may be reduced by asking the active server to postpone the notification for a short

time. Within this short time period, if there is a normal packet, such as a presence

information or “keep-alive” control packet, transferred from the active server to the

proxy, then the compressed Bloom filter notification may be piggy-backed along with

this normal packet. This piggy-back method may incur a small additional delay, but

reduces the overhead for the notification exchange.

Scalability The MNP protocol works well when the size of the CHUM network is

not very large. Although a larger group size increases the possible energy saving, in

the real situation, it could become difficult if not impossible to find dozens of nearby

peers to cooperate in CHUM. The distributed system requires every peer to record the

trust information for each other peer in the group. Since the mobile devices have only

limited storage capability, a group with several members would be optimal. Also the
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Figure 4.12: Total energy consumed by a mobile device

simulation result in [170] shows that the system becomes less stable when the group

size become larger.

Multihop Scenario We assume that all the peers are within one hop WLAN radio

range of the proxy. In order to join the group, the new comers always contact the

proxy first, keeping the group within one hop. However, when the peers move and

the proxy migrates, peers may go out of the WLAN radio range of the proxy. In

this situation, some peers may lose contact with the proxy and begin the proxy

competition protocol, making one CHUM group naturally partition into two one-hop

groups with two proxies available. Although we could extend MNP for a multihop

scenario, we keep this assumption due to several considerations. First, the power

saving mode in IEEE 802.11 requires the network to be fully connected [23]. Second,

a multihop network incurs additional energy consumption and reduces the benefit of
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CHUM sharing. It also requires peers to cooperate to forward packets for others,

which is more difficult in a mobile environment.

Security and privacy The introduction of Bloom filters to represent CHUM noti-

fications provides a way for the peer to remain anonymous within a group of strangers

and disallows the proxy to examine the content of notifications. However, it does not

prevent some malicious attacks. For example, the content of the notifications may

be modified or a proxy may repeatedly broadcast stale notifications. Public-keys and

digital certifications may be used to maintain a secure channel and determine whether

attacks occur.

4.7 Summary

Continual network access for mobile system in future pervasive computing systems

may be limited by battery power. CHUM is envisioned as a system in which peers

cooperate to reduce battery consumption and telecommunication charges while they

maintain continuous presence at an instant messaging server.

A new message notification protocol (MNP) is developed in CHUM that enables a

continuous IM presence in mobile devices with limited power consumption. The shar-

ing of a single message notification channel enables the mobile devices to turn off their

WWAN interfaces for most of the time to save power. A device only needs to contact

the IM server when there is a message waiting in its IM server. MNP does not require

precise group information to be maintained by a member in the ad hoc group, which
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greatly reduces the overhead of group maintenance in the highly dynamic environ-

ment. A compressed Bloom filter representation is used for the message notification

that is exchanged between the IM Active Server and the proxy to further reduce the

protocol overhead and provide additional privacy and security protection.

In this chapter, we focus on a solution for CHUMs in an IM service. The ideas will be

extended to a general event/message notification service that need continuous service

connections.
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Chapter 5

Power Efficient General Message

Notification Service

5.1 Introduction

In this chapter, we introduce a new framework to provide an ubiquitous CHUM Noti-

fication Service for “always on, anywhere, mostly idle” applications in order to reduce

power consumption and telecommunication cost, while maintaining a continuous net-

work access. An example is shown in Figure 5.1. The service may be designed as

a network of CHUM agents that provide a notification to mobile users when a pre—

subscribed message/event arrives on the user’s intended information server. Nearby

peers form a CHUM group temporarily to share a single notification channel to the

agents. The intended receiver then may choose to contact the information server to

retrieve the message. A single CHUM notification channel is shared in each CHUM

group, which is illustrated as four individual peers in the figure.
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Figure 5.1: The framework of CHUM notification

Some difficulties must be solved in order for a shared message/event notification

channel to be successful.

0 Group management: Peers in the CHUM group are highly dynamic and un-

reliable, which causes difficulties for group maintenance. Frequently updated

membership information may result in a high communication and power over-

head. A simple group management protocol is needed.

. Privacy: A proxy should not have the opportunity to examine the content of

messages intended for other peers or modify them. Some sensitive peers want

to remain anonymous within the group of unknown peers.
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In the following sections, we address the above challenges and describes the network

functionality and its group management protocol. Section 5.2 presents the formation

and functionality of CHUM networks. Section 5.3 describes the group management

protocol. Discussions and conclusions are in sections 5.4 and 5.5.

5.2 Overview

5.2. 1 Basic scheme

The CHUM notification service is supported by the cooperation of information servers,

CHUM agents (or agents for short) and CHUM peers (or peers for short). The infor-

mation servers are producers of message/event notifications. Peers are mobile users

that form CHUM groups to share the notification channel. They are consumers of

the message/event notifications. Peers may subscribe to the message/event notifi-

cations in which they are interested at the related information servers. Based on

its subscription, the information server tries to send a message notification to the

peer to inform it of the newly arrived message/event. The peer fetches the mes-

sage/event from the information server after it receives the notification. Although

the information server may be able to cache the messages/events for the peers when

they are temporarily unavailable, a continuous network connection is needed for time-

sensitive messages/events, e.g., stock quotes or auction prices. Agents are Internet

servers that maintain continuous network connections and receive message/event no—

tifications from the information servers on behalf of the peers. The agent may be a
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public server providing service for several peers, or merely the home computer of a.

peer. We assume that a peer trusts its associated agent. The agent has a long-term

identity, such as its IP address and public key. This identity is used in communication

with other agents.

A CHUM sharing group is created at a CHUM agent. The proxy, which maintains

the continuous Internet connection, cooperates with its associated agent, the active

agent to provide the CHUM notification service for the other peers in the same group.

After joining a sharing group, a peer receives a short CHUM notification from the

proxy when a message/event arrives on its information server. This notification is

constructed by its associated CHUM agent when it receives the message/event no-

tification from the information server and is sent to the active agent. The active

agent then forwards the CHUM notification or a new one constructed by combining

several buffered CHUM notifications to the proxy. This CHUM notification contains

a notification set, which is a set of subscribed messages/events notifications sent from

participating information servers.

Note that the responsibilities of the proxy is limited to receive and rebroadcast CHUM

notifications. It does not need to maintain group information, which may lead to high

overhead in a highly dynamic and unreliable environment. Groups may be maintained

by the CHUM agents, which operate reliably in a wired Internet environment, and

may develop trust relationships with each other. Ehrthermore, messages/events are

cached by information servers and fetched by the peers directly via their own 3G

connections after receiving CHUM notifications. The proxy is not involved with

message exchange, but merely provides CHUM notification in order to reduce the need
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by PDAs to maintain continuous Internet connections. Therefore the proxy does not

have the opportunity to examine or interfere with the content of the messages/events

of other peers. In addition, steps may be taken to prevent the proxy or active agent

from peeking into the contents of the CHUM notifications. We describe how this is

be done in the next section.

5.2.2 Bloom filter representation of notifications

The subscribed message/event notifications may be represented as a triple-element

string: (pid@infoserver, class, condition), which represents the peer’s identifica-

tion at the related information server, the type of the message/event and the condi-

tion that causes the message notification. The following is a notification example:

(mike@finance.yahoo, finance/exchange/stock, exchange 2 NYSE /\ symbol =

INTC /\ change < 0). A peer mike subscribes for stock quote notification at the

information server financeyahoo when the price decreases for the stock INTEL on

stock exchange NYSE.

As described in [171], the Bloom filter [163] provides an excellent method to construct

the CHUM notification. It is a compact data structure for a probabilistic representa-

tion of a set in order to support membership queries. It needs only a small amount

of space and may provide an answer to a membership query in “constant” time (time

to hash). There may be a small rate of false positives to requests, which may be

controlled by the parameters.
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In CHUM, the Bloom filter BF of m bits is constructed by the notification set T =

{t1, t2, ..., tn}. Element t,- represents a message notification. A peer p may determine

if it has a message notification u by checking the bit positions of hl(u), ..., hk(u) in

the Bloom filter BF received, where h], hk are k hash functions. If one of these

Bk positions is O, u is not contained in the notification set T. Otherwise, u contains

in the set T with a small false positive f. The number of elements in set T, n,

ranges between [0,Nmaxl1 in which NW”, is the maximum possible number of message

notifications that may be contained in one notification set. In other words, Nmaa,

represents the maximum number of message notifications contained in one Bloom

filter.

In order to reduce the size of the Bloom filter, we further compress the Bloom filter

representation before transmitting. For NW”, 2 16, we choose m = 256 bits and

k = 4. The four hash functions are constructed by first calculating the MD5 signature

of the message notification, which yields 128 bits, and then taking four groups of 32

bits from it and mapping it into the range of 0 to 256. The maximum false positive f

will be very small: f z (1 — e—kNmaz/m)’: = 0.24%. The same compression algorithm

as in [171] is adopted to further reduce the size of original 32 bytes Bloom filter.

A subscription list is maintained in the mobile device for the dozens or even hundreds

of message notification subscriptions. For each notification, the peer needs to perform

four hash functions for every entry in the list, which could consume significant energy.

One possible improvement is to pre—compute the Bloom filter representation for each

subscription and reduce the computation of four hash functions to bit comparisons.
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The triple-element subscription implies a four-level subscription tree structure: root,

pid@infoserver, class and condition. When the subscription is clustered in a few

information servers, the tree structure will greatly reduce the number of comparisons

required for subscriptions in the peer. Figure 5.2 shows an example of a subscription

tree. Message notifications are subscribed in three different information servers, which

provide message notifications for stock quotes, location—based advertising, and proxy

migration, respectively.

Two more hash functions are added to the Bloom filter hash operation. They are

built by first calculating the MD5 signature of the pid@infoserver and class in the

notification, and then mapping it into the range of 0 to 256. In the subscription

lookup, the peer will first perform the bit comparison on the pre—computed Bloom

filter representation on pid©infoserver. If none of them matches, the subscription

lockup fails. Otherwise, the peer will go further to compare the class part for all that

matched. Finally, comparisons on the whole subscription will be performed. By this

mechanism, many unnecessary comparisons will be eliminated.

/.\
   

      
   

      

         

 
 

 

anous@adver.com mike@financeyahoo danyu@chum.com
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Figure 5.2: An example of a subscription list
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The bandwidth needed by the normal text representation is linear to the number

of subscriptions in the notification set, n, and may grow up to hundreds of bytes.

The number of bytes needed for the uncompressed Bloom filter is 32 bytes. The

compressed Bloom filter representation ranges from 7 bytes to 33 bytes, at most. In

the most common case, there is only one element in the notification set. Therefore,

only 7 bytes are needed for the compressed Bloom filter instead of 32 bytes for the

original Bloom filter and the dozens of bytes for normal text representation. When

the cost of WWAN communications depends on the number of bytes transmitted, our

approach consumes very little cost to support notifications.

The CHUM notification provides a simple mechanism for privacy protection. It is

very difficult to obtain the original text representation from the bit set in the Bloom

filter vector. The active agent and the proxy cannot read the contents of the message

notification.

5.3 Group Management

5.3. 1 Group formation

A simple group management protocol is developed in this chapter. Within it, a

mobile user creates a new sharing group by sending a GROUP CREATION request

to its agent and announces itself as the current proxy. The agent replies with a group

identification (GID), and serves as the current active agent for this sharing group after
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successfully creating a group. The GID and address of active agent are advertised to

all nearby peers. Figure 5.3 shows details of sharing group formation.

  

Internet  
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\ (3) Group infomation is advertised to

all nearby members

(4) New member request forjoining

the sharing group

(5) The request forwarded to active server

(6) Join request accepted

(7) New peer joins group successfully

Figure 5.3: Group formation

When a peer attempts to join a sharing group, it first obtains the GID and address

of the active agent either from the proxy’s periodic advertisement or the group query

message GROUP QUERY. A GROUP JOIN request is sent to its agent along with

its peer identification (PID), the GID and the active agent address. Its agent then

sends a PEER REGISTER request to the active agent along with the GID and a new

temporary identification (TID) created for this peer in this group sessionl. The TID

 

1The active agent may not be trusted by the peer. The temporary TID instead of the real PID

is used to protect the user’s privacy.

102



is added into the sharing group in the active agent. Later, the peer may turn off its

WWAN connection and switch to the power-saving mode in order to save energy.

A GROUP LEAVE request along with the PID and GID is sent by the peer to its

agent when the peer decides to leave the sharing group. Upon receiving this request,

the agent removes it from the sharing group by sending a PEER UNREGISTER

request to the active agent. Future message notifications for this peer from its agent

will be sent directly to the peer if possible.

5.3.2 Message/Event notification

The information server sends a notification to a peer’s associated agent for its sub—

scribed message/event. The agent constructs a short CHUM notification based on

the PID and the content of the notification and forwards it to the active agent, which

in turn routes it to the proxy of the sharing group. In order to improve performance,

the active agent may buffer the CHUM notification for a short period and combine

several CHUM notifications together to form a new one. The peer periodically lis-

tens to broadcasts from the proxy via the WLAN for the CHUM notification. A

subscription comparison on the notification set will be performed on the received

CHUM notification. Based on the result of the comparison, the peer decides whether

to start a new WWAN connection to fetch the subscribed message/event. Figure 5.5

illustrates the procedure of message notification in the presence of CHUM sharing.
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5.3.3 Proxy scheduling

The benefit of CHUM comes from sharing the notification channel among all par-

ticipating peers in the same group to save energy and cost. Since the precise group

information is not maintained in the proxy, the proxy does not perform the scheduling

task. It is more reasonable for the more reliable active agent, which resides in the

Internet and maintains the CHUM group information, to select the next proxy. A

special subscription is reserved in each peer for proxy scheduling, e.g., the rightmost

leaf in the subscription tree in figure 5.2. The length of proxy rotation cycle T,. is

pre—determined at the creation of the sharing group.
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Figure 5.4: Proxy scheduling

Figure 5.4 shows the procedure for proxy migration. First, a new proxy is selected

by the active agent, which sends a MIGRATION REQUEST to its associated agent.
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The agent then constructs a migration notification based on the PID of the selected

peer and sends it to the sharing group through the normal message notification pro-

cedure. When the selected new proxy receives the migration notification, it initiates

an Internet connection to contact its own agent. After receiving the confirmation of

proxy migration, the new proxy announces its existence via broadcasting the NEW

PROXY AVAILABLE message. Meanwhile, its associated agent fetches the group

information from the old active agent and acts as the new one. The old active agent

notifies the old proxy about proxy migration, which will close its Internet connection.

Information servers

Internet
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A (4) CHUM notification sent to active agent

7) (5) Active agent forwards CHUM notification to proxy

(6) Proxy broadcasts CHUM notification to members

(7) Membership query on message subscriptions 
(8) The destination member fetches the message

Figure 5.5: The procedure of message notification
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The active server keeps a circular scheduling list of the group members. A round

robin proxy scheduling algorithm is used in this chapter. When a new peer joins

the group, the active server places it at the position next to the current proxy. The

newly joined peer will serve as the proxy as soon as possible to reduce the effect of a

“frequently join and leave” attack. This circular scheduling list transfers to the next

active server when proxy migration occurs.

5.3.4 Failure recovery

Three different kinds of failure recovery are discussed in this section: the failure of a

non-proxy peer, the current proxy and the selected new proxy.

A non-proxy peer may leave the group without notice while moving outside the signal

range of the proxy. This failure only has a minor effect since the precise group infor-

mation is not needed for the group management. Message notifications continue to be

routed to the group for the leaving peer. Although some unnecessary bandwidth and

energy is consumed, the loss is not significant since a compressed CHUM notification

takes only a few bytes. The failure of the non-proxy peer will either be detected by

the agent when it fails to take over the responsibility as a proxy or reports the failure

of a proxy.

The failure of the proxy is detected by the active agent when it fails to deliver a CHUM

notification. The active agent removes it from the sharing group and performs the

proxy migration. The proxy also broadcasts a HELLO message periodically. It is

easy for a non-proxy peer to detect the failure of the proxy by establishing a timeout
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for the HELLO message. When detected, the peer initiates an Internet connection

and reports the failure to the active agent through its own CHUM agent. The active

agent performs the proxy migration operation after confirming the failure. If the

proxy failure report is false, it may be because the reporting peer left the signal range

of the current proxy. The reporting peer is then removed from current CHUM group.

A new CHUM group may be created by this peer.

To detect the failure of the selected new proxy, a timeout is established on the active

agent. If no response is received from the selected new proxy after the timeout, the

active agent will remove it from the group. Another one will be selected as the new

proxy.

5.4 Discussion

This section provides a brief discussion of possible CHUM improvements.

Intelligent adaptive message filtering: An urgency value may be attached to

the notification subscriptions for the system to adapt intelligently for the current

operating environment (such as remaining battery energy). We may also establish

user profiles to describe the user preferences in different operating environments.

The peer would be able to decide whether to “ignore” the advertisements, “cache”

non-urgent messages or “fetch” urgent ones based on the urgency value and profile

settings.

Misbehavior detection: A proxy may agree to rebroadcast CHUM notifications,

and then fail to do so because either it is overloaded, selfish, malicious or broken.
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Misbehaving peers should be identified and removed from the CHUM group. One

possible solution is use a similar mechanism as in [103]. Each CHUM agent monitors

the number of times each peer has failed and maintains a counter of failing tally for

it. If the tally reaches a threshold for a peer, it is announced as a misbehaved node.

Security and privacy: The introduction of Bloom filters to represent CHUM noti-

fications provides a way for a peer to remain anonymous within a group of strangers

and disallows the proxy and other agents to examine the content of notifications.

However, it does not prevent some malicious attacks. For example, the content of the

notifications may be modified or a proxy may repeatedly broadcast stale notifications.

Public—keys and digital certifications may be used to maintain a secure channel and

determine whether attacks occur.

5.5 Summary

In this chapter, we introduce a new framework to share a single continuous WWAN

notification channel fairly among a group of nearby mobile devices to avoid the long,

idle and high energy consuming WWAN connections. We proposed a simple group

management protocol to resolve the problem of high overhead in maintaining the

precise group information in the highly dynamic and unreliable environment. The

Bloom filter representation makes it possible for a mobile user to remain anonymous

among strangers. A four-level subscription tree structure is introduced to reduce the

number of Bloom filter comparison operation. The subscription tree may eliminate

most of Bloom filter comparison operations.
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Chapter 6

QAWBA: QoS Aware Wireless

Bandwidth Aggregation

6. 1 Introduction

Wireless users are demanding the same QoS requirements for the applications avail-

able on wired networks. QoS Aware Wireless Bandwidth Aggregation (QA WBA) is

addressed to meet the high availability and high bandwidth QoS requirements by

integrating the cellular wireless networks and the IEEE 802.11 wireless networks. A

IEEE 802.11 based mobile ad hoc network is formed by mobile devices in order to

share their cellular network connections. Several low bandwidth cellular network con-

nections are aggregated to meet the high bandwidth QoS requirement of multimedia

applications for which a single cellular connection is insufficient.

QAWBA requires a new QoS aware routing protocol for the MANET, which is much

different from other existing QoS routing protocols. Typical QoS routing protocols
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in a MANET find a path or multi-path from the source to the destination that meets

certain QoS requirements (bandwidth and delay) [43, 42]. The source and destination

are known before the QoS path discovery procedure. The QoS request is initiated by

the source node. However, in QAWBA, only the destination node (client) is known at

the beginning of the route setup. The sources, which are proxies, should be discovered

by the routing protocol. The QoS request is initiated by the destination node. To

the best of our knowledge, none of the existing routing protocol can be used to solve

this problem.

To support QAWBA, we present a K-path on—demand QoS aware proxy discovery

protocol to find suitable proxies in the MANET based on the bandwidth requirement

and maximum hop limitation. Proxies are discovered along K paths starting from

the client. Only K messages are needed for each session. The cellular bandwidth is

reserved progressively among the nodes in the path.

The rest of the chapter is organized as follows. QoS aware on-demand routing protocol

is presented in section 6.2. Performance evaluation and results are in section 6.3.

Section 6.4 provides a summary of this chapter.

6.2 QoS Aware On-demand Routing

To provide QoS, QAWBA should integrate on—demand proxy discovery, bandwidth

reservation and maintenance, and hop-by-hop routing. On-demand proxy discovery

is provided by a K-path QoS aware proxy discovery algorithm. For each QoS ses-

sion, K QoS requests are transmitted along different paths, to search for suitable
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proxies. When a mobile node receives a QoS request, it determines the amount of

cellular bandwidth to reserve for this session and then sends back a QoS reply for the

reservation along the reverse path. The request is further forwarded to a neighbor, if

needed. The total amount of bandwidth requested within K requests is the amount

of bandwidth required for the session minus the bandwidth provided by the client

itself. The reservation is successful if enough bandwidth is reserved within the time

interval Tsemp. Otherwise, the reservation request fails.

The overhead of connection maintenance and tear-down is eliminated by the soft-state

reservation mechanism in which continuous packets from the base station destined for

the client serve the purpose to provide the reservation update signals. An extended

AODV [30] routing protocol is used for hop—by-hop routing in the MANET, using

the QoS request (QRREQ) as route request (RREQ) and the QoS reply (QRREP)

as route reply (RREP). The routing table is set up along the path from the client to

the proxies in the process of proxy discovery.

6.2.1 Neighborhood Maintenance

Periodic “HELLO” messages are used by the mobile node to obtain the neighborhood

information to conduct proxy discovery and traffic admission control. A node I

includes the bandwidth available in its cellular network, in the MANET, and the

consumed bandwidth in the MANET in the HELLO message. Every node maintains a

neighborhood table composed of the information obtained from the HELLO messages.
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A failure to receive a packet from a neighbor for a Tnb period means the link to that

neighbor is broken.

6.2.2 Bandwidth Reservation Tables

The following three reservation tables are kept within each mobile node to store traffic

and bandwidth allocations for the cellular network and MANET. This information is

used to compute the available bandwidth for the cellular network and the MANET.

o QoS session table: For each QoS session, it records the session id (SID), total

bandwidth required, maximum hop limitation in the MANET, total bandwidth

currently reserved, status and a list of proxies contributing cellular bandwidth

for this session (the client is considered to be a special proxy when providing

cellular bandwidth for the session). The status of a QOS session could be RE-

QUEST or RESERVED, which represents waiting for a QoS reply or successfully

reserved.

0 Cellular fiow reservation table: For each cellular traffic flow, it records the

session id, the client node id, the number of hops to the client node and the

reserved bandwidth. A cellular reservation entry is inserted into the table when

a cellular link reservation is made for a (208 session.

0 MANETflow reservation table: It stores the session id, the source (proxy), the

destination (client) node id, and the reserved bandwidth for each MANET flow.

A reservation entry is inserted into this table when a QoS reply is received in

the mobile node.
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Figure 6.1: Example of the Q08 session

Figure 6.1 shows an example of a QAWBA network with six mobile nodes. Session 1

and session 2 are running on node 1 and node 7, both requiring 600Kbps and 800kbps,

respectively. The QoS requirements for session 1 have been fulfilled with nodes 1 and

2 reserving 400Kbps and 200Kbps cellular link bandwidth, respectively. Node 6 has

discovered two proxies for session 2, which are nodes 3 and 4, providing 400Kbps and

300Kbps, respectively. Each traffic flow in the figure is represented by (SIDSubFlow,

BW), indicating the session id (SID), subfiow in the session (SubFlow) and reserved

bandwidth (BW) in the subflow. Figures 6.2 and 6.3 show the corresponding tables

for the seven nodes in the network of figure 6.1. Each proxy of the proxy list in the

session table is represented as (PID, hop count, reserved bandwidth), indicating the

proxy ID, hop count to the client and reserved bandwidth in the cellular link.
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Node SID Request Reserved MaxHop Status Proxies

1 1 600Kbps 600Kbps 3 RESERVED (1,0,400Kbps) (2, l,200Kbps)

 

 

6 2 800Kbps 700Kbps 3 REQUEST (4.1.300Kbps) (3. 2. 400Kbps)         

Figure 6.2: QoS Session Table

  

 
 

 
 

 

 

 

 

        

MANET flows tables Cellular flows tables

Node SID BW SRC DST Node SID Client Reserved Hop Count

1 ' 200Kst 2 1 1 1 1 400Kbps o

3 3 400Kbps 4 7

3 2 6 400Kbps 2

5 2 400Kbps 3 6

2 300Kbps 4 6 4 2 6 30°“st '

6 2 400Kbps 3 6

2 300Kbps 4 6       
Figure 6.3: Cellular and MANET flow reservation tables

6.2.3 K-path proxy discovery algorithm

Generally, MANET routing protocols use flooding based discovery algorithms to find a

path from the source to the destination, which are not suitable for the proxy discovery

in QAWBA. The client only has local topology and traffic information, which is

obtained from the periodic “HELLO” messages. Therefore, the number of possible

proxies and their available cellular and MANET bandwidth are unknown for the client

in the beginning of the discovery process. It is difficult for the node to determine the

amount of reservation for a QoS session when receiving a QoS request.

In QAWBA, proxy discovery is done on-demand by a K-path discovery algorithm.

An entry will be inserted into the QoS session table for a new QoS session S with

the bandwidth requirement, Breq(S), and the maximum hop limitation, If!Hop(S).

The status of the session is set to “REQUEST”, indicating that it is in the process of
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proxy discovery. The client X then decides the bandwidth reserved in its own cellular

link for this session. If the available cellular bandwidth Bavai1(X,c) is greater than

Bm,(S), the reserved bandwidth in the cellular link will be the requested bandwidth:

Bre,,(X, S, c) = Breq(S). Otherwise, X reserves all the available bandwidth for S:

Bres(X, S, c) = Bava,,(X, c). A new entry will be inserted into the cellular flow reser-

vation table indicating the new cellular flow reserved for the session S in the client

X with bandwidth Bres(X, S, c).

If the bandwidth requirement is fulfilled by the client’s cellular link, the reservation

process is finished and the status of the session is changed to “RESERVED”. The

application will be notified of the successful reservation. Otherwise, one or more

proxies should be discovered to meet the remaining bandwidth requirement of this

QoS session. K (208 request (QRREQ) messages are generated by the client. Each

QoS request carries with part of the remaining bandwidth requirement, (Breq(S) —

Bres(X, S, c)) /K, and is sent to one of the neighbors with the highest available cellular

bandwidth.

When mobile node I receives a QRREQ message for a QoS session S, with a request

for bandwidth qureq(S), it rejects this QoS request if the current available MANET

bandwidth is smaller than the consumed MANET bandwidth for the session S. A QoS

failure (QFAIL) message is then sent back to the client. Otherwise, I determines the

amount of cellular bandwidth it may reserve for S based on qureq(S) and the current

available cellular bandwidth, Bava,1(I,c). Similar to the reservation procedure in the

client, the reserved bandwidth is the minimum of the available cellular bandwidth

and the requested bandwidth. BTCSU, S, c) = miTl{qureq(S), Baum-((1, c)}
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QoSAwareProxyDiscovery(sid, bw, max__hop)

1. K=dynamicK(bw) // get K value based on request bw

2. if (k<0) then

3. return notify_app(sid, FAIL) // fail

4. endif

5. if (k==0) then

6. reserved_bw=bw // enough cellular bw

7. else

8. reserved_bw=cellular_availbw // not enough cellular bw

9. endif

10. request_bw=bw - reserved_bw

11. if (request_bw>manet_availbw) then

12. return notify_app(sid, FAIL) // not enough MANET bw

13. endif

// insert a new QoS Session entry

14. QoSSession=insert_QSession(sid, bw,

max_hop, reserved_bw, REQUEST)

15. if (reserved_bw>0) then

16. cflow=insert_cflow(sid, reserved_bw, node_id, 0)

l7. QoSSession.insert_proxy(sid, node_id, reserved_bw)

18. endif

19. if (request_bw==0) then

20. QoSSession.status=RESERVED

21. return notify_app(sid, RESERVED) // successful

22. endif

// send K QoS requests to neighbors

23. senonSRequest(node_id, K, Sid, request_bw/K, max_hop)

24. return notify_app(sid, REQUEST) // wait for reply

Figure 6.4: QoS Aware Proxy Discovery Algorithm

If Bm(I, S, c) > 0, a new entry is inserted into the cellular fiow table in the mo-

bile node I and I is considered as one of the proxies for session S. A QoS reply

(QRREP) message is sent back to the client for the new reservation in I’s cellular

link. If I cannot provide enough cellular bandwidth for session S, the QRREQ re-

quest will be forwarded to one of the neighbors with an updated bandwidth request:

B;"6q(S) = qureq(S) — Bm,(I , S, c). I sends back a QFAIL message to the client

if the maximum h0p limitation is reached or there is no available neighbor for the
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QRREQ request. The QRREQ request stops propagating if the bandwidth request

is satisfied (8’ (S) = 0).
qrreq

0nRechoSRequest(client, hop_count, sid, bw, max_hop)

1

2

3

4.

5.

6

7

8

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

if (bw>manet_availbw) then

senonSFail(client,node_id,Sid)

endif

if (cellular_availbw>bw) then

reserved_bw=bw

else

reserved_bw=cellular_availbw // reserve all available

endif

if (reserved_bw>0) then

cflow=insert_cflow(sid,reserved_bw,client,hop_count)

mflow=insert_mflow(sid,client,node_id,reserved_bw)

senonSReply(client,node_id,sid,reserved_bw)

endif

request_bw=bw — reserved_bw

if (request_bw>0) then

if (max_hop - 1<=O) then

senonSFail(client,node_id,sid)

else

// send 1 request to neighbor

senonSRequest(client,l,sid,request_bw,max_hop-l)

endif

endif

Figure 6.5: Processing of (208 Request Message

When the client X receives a QRREP reply message, it adds the amount of reserved

bandwidth in the QRREP message to the reserved bandwidth field for the corre-

sponding session entry in the session table. If the reserved bandwidth is equal to

the requested bandwidth for session S , the reservation for S is successful. When

the client X receives a QFAIL message with the amount of unreserved bandwidth

Bumes(S) for session S, it may choose a new neighbor for the retry of QRREQ re-

questing for Bunrcs(S). If not enough bandwidth is reserved for the session S within

the Tsetup interval, the reservation has failed.
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Figure 6.4 shows details of the K-path discovery algorithm. The processing of (.208

request messages and QoS reply messages are presented in figures 6.5 and 6.6.

OnRechoSReply(client, proxy, sid, reserved_bw, hop_count)

l. mflow=insert_mflow(sid, client, proxy, reserved_bw)

2. if (client_id==node_id)

// the reply is for me

3 QoSSession=session_lookup(sid)

4 QoSSession.reserved=QoSSession.reserved+reserved_bw

5. QoSSession.insert_proxy(sid, proxy_id, hop_count)

6 if (QoSSession.reserved==QoSSession.required)

// the bandwidth requirement fulfilled

7. QoSSession.statud=RESERVED

8. return notify_app(sid, RESERVE_SUCCESS)

9. endif

10 else

11. forward_reply()

12. endif

Figure 6.6: Processing of QoS Reply Message

The value of K could be predetermined by the client or be dynamically computed

based on the bandwidth requirement in the QoS session, current available bandwidth

and the maximum hop limitation. A smaller K value results in a longer path and

higher risk of exceeding the maximum h0p limitation. On the other hand, the larger

K increases the contention on the client node. Therefore, the optimal K value should

be the smallest one that meets the maximum hop limitation.

We compute the value of K based on the assumption that the network load is evenly

distributed among all mobile nodes. Although this assumption is not always true, it is

adequate for estimating the value of K. K is then computed as the minimum value of

the maximum possible value of K, marK, and B,€q(S) / (Bavail(X1 c) at MHop(S)) + 1.
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MarK is determined by the minimum value of the number of available neighbors Nnb

and a predetermined parameter 1WAXK: marK = min{N,,b, .MAXK}

Breq(S)

Bavail(X1C) * NIHOIKS)

 
K = 'min{ma;rK, + 1}

6.2.4 Computation of Available Bandwidth

To determine the admission of a (208 session and the amount of cellular bandwidth

reservation, we need to know the available bandwidth in the cellular link and the

MANET. Here, we assume that the mobile node knows the current link capacity in

its cellular interface and MANET interface.

The cellular link could be viewed as a dedicated point-to—point link from node I

to the base station. The available bandwidth in the cellular link of I, Baum-((1, c),

could be computed as the cellular link capacity, Bcap(I,c), minus the total cellular

bandwidth that has been reserved in the cellular flow table: BavauU, c) = Bcap(I, c) -

ZS B,,,,,(I, S, c).

In the MANET, the radio channel of each node is shared by all neighbors. A node

can successfully use the channel only when all its neighbors do not transmit or re-

ceive packets at the same time. We use the algorithm in [42] to estimate the upper

bound limit of available bandwidth and consumed bandwidth in the MANET. The

available bandwidth on the MANET could be computed as the MANET capacity

minus the total consumed traffic in I ’s neighbors N(I) BOW-[(1 , m) = Bcap(I,m) -

ZEN“) chmmedu, m). The consumed bandwidth depends on the location of the

node I in the MANET flow. For a MANET flow with bandwidth B, if I is the source
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or destination, the consumed bandwidth is the flow bandwidth B. Otherwise, the

consumed bandwidth is twice the flow bandwidth (2 x B) since I should receive and

send packets in this flow, which cannot be done simultaneously.

When receiving a QoS request with Breq(S) requirement for session S, two MANET

flows are needed if I could not fulfill this QoS request alone. I is the source of one

MANET flow with bandwidth B,,,,,(I, S, c) and the intermediate node for the other

MANET flow with bandwidth B,,,q(S) —— 8,8,,(1, S, c). Therefore, the total consumed

bandwidth for S,Bcon3umed(1, S, m), in the MANET is: Bres(I, S, m) + 2 x (Breq(S) -—

Bres(I, S, m)).

6.2.5 Failure Recovery and Automatic Resource Release

A MANET is characterized by frequent topology change and unreliable physical me-

dia. QAWBA needs to provide a mechanism to detect QoS violations and commu-

nication failures. A common approach is to use the HELLO message in the routing

protocol, in which failure to receive a HELLO message from one of its neighbors

within a timeout period indicates its failure. The node then sends a route error mes-

sage back to the client node. Due to the bandwidth consumption of sending HELLO

messages, the frequency of neighbor detection must not be too high. This prevents

the system to detect a broken route quickly.

In QAWBA, we use the QoS timeout interval (Tim) to detect route breakage at both

the client and proxy side. At the client side, if a proxy is not heard by the client for

Tim (no packets are received from the proxy), the proxy is believed to be out or the
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route is broken. The client then eliminates the QoS entry of the broken proxy and

updates the reserved bandwidth of the current session. The base station is informed

about the broken proxy and new arrived packets will not be sent to the client via that

proxy. A new round of proxy searching starts if the reserved bandwidth is less than

the required bandwidth. At the proxy side, if within a timeout interval it fails to

receive any packets from the base station for the client node, the proxy would release

the cellular bandwidth reservation and tear down the ad hoc network routes. The

intermediate nodes that are along the paths from the proxy to the client node also

maintain a timeout timer. If no traffic exchange occurs between the proxy and the

client, the reserved ad hoc network routes are also released.

Only when the client node detects a route breakage, the system attempts to recover.

Within the recovery process, the client can either unicast one QoS search request

or start a new K—path QoS searching session if a single QoS fails. The newly found

proxies join the existing session and provide service to the application. If the client

fails to find new proxies, the application has to choose either to continue running

under a relaxed QoS service or to try again later.

6.3 Performance Evaluation

6.3.1 Simulation Model

We implement the QAWBA protocol in the n32 network simulator. Twenty mobile

nodes are randomly placed in the area of 300m x 300m. Each node has a cellular
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interface and an IEEE 802.11b interface. The cellular interface is used to communicate

with the base station, which in turn connects to the Internet. It uses an one—hop

routing scheme, from the base station to the mobile node. Different cellular interfaces

use different radio channels and do not interfere with each other. The link capacity

of the cellular link is uniformly distributed between 28.8Kbps to 2Mbps.

We use the IEEE 802.11b implementation from ns-2 version 2.1b9, where 11Mbps

data rate is supported at the 100 meter range. The radio propagation model for IEEE

802.11b uses the two-ray ground reflection model. Node mobility is set according to

the random waypoint model. Each node moves toward a random destination within

the field at a specified speed. After reaching the destination, the node pauses for a

certain amount of time and then starts moving again. A QoS request is generated in

the mobile node with a predetermined bandwidth requirement. The length of each

QoS request is fixed to be 20 seconds. The time interval between two QoS request is

exponentially distributed with mean 6.

Two metrics are evaluated by the simulation: the QoS admission rate (r) and cellular

link utilization (u). The QoS admission rate r; for node I is defined as the ratio of the

number of successful QoS requests, NsucU), and the total number of QoS requests,

NtOmIU). The value r is defined as the average of admission rate of all n mobile node:

r = i- X ZI% . The link utilization for node I is defined as the total link

capacity times the simulation running time divided by total bandwidth in use in this

time period for I. Suppose in time period T], the bandwidth used by the cellular link
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of node I is B,es(I, c), the total bandwidth in use in the time period T,- is defined as

j (T,- xB,e,,(I,c))

Tchap(I,c)

 T, x B,cs(I, c). Therefore, it could be defined as: u = i X :1 2

QAWBA is compared with a simple scheme, in which a QoS request is successful if

the mobile node currently has enough available cellular bandwidth, otherwise, the it

fails.

6.3.2 Simulation Results
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Figure 6.7: QoS request admission rate with different request bandwidths, 6 = 40

Figure 6.7, figure 6.8 and figure 6.9 present the average admission rate r of QoS

request with different requested bandwidth (Breq), different traffic load (6 = 40,

6 = 20, and 6 = 10) and different node moving speed (speed = 0, speed = 5,

speed = 10). Without the help of QAWBA, the admission rate drops dramatically

with the increase of the size of the QoS request. The admission rate is less than 22%

when Breq > 1.4Mbps and 6 = 40. It drops to zero when the qu is greater than

2Mbps, the maximum of the cellular link capacity. In QAWBA, the admission rate is
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Figure 6.8: QoS request admission rate with different request bandwidths, 6 = 20

much higher than the one without QAWBA. The mobile nodes are able to accept more

QoS requests than are possible under normal condition. For example, in figure 6.7

the QAWBA approach enables the admission rate to reach 50% when 6 = 40 and

BM, 2 2Mbps. Without QAWBA, none of the QoS requests can be accepted. With

heavier system traffic load (smaller 6 value), the increase of the admission rate in

QAWBA becomes more significant. In figure 6.9, when 6 = 10 and B,” = 1.4Mbps,

the admission rate in QAWBA is 35% while it is only 11% without QAWBA. QAWBA

helps to increase the admission rate by 318% in this case. Mobility has some effect

on the admission rate in QAWBA. The admission rate drops a little as the mobile

nodes move faster. It may be explained due to an increased number of broken routes

during the proxy discovery when the mobile nodes move faster.

Figure 6.10, figure 6.11 and figure 6.12 shows the utilization of the cellular link a

with different requested bandwidth (B,eq), different traffic load (6 = 40, 6 = 20,

and 6 = 10) and different node moving speed (speed = 0, speed = 5, speed = 10).
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Figure 6.9: QoS request admission rate with different request bandwidths, 6 = 10

Without QAWBA, the utilization rate is very small, less than 10% in the most cases.

The QAWBA scheme significantly increases the utilization of the cellular link under

different system loads. For example, in figure 6.10 the utilization rate is only 8.9%

with 6 = 40 and 8,6,, = 1.4Mbps without cooperation. In QAWBA, the utilization

rate increases 3.5 times and reaches 31.3%. The increase is more significant with

larger requests. Mobility also decreases the utilization of the cellular link due to its

effect on the admission rate.

The average number of proxies in QAWBA is shown in figure 6.13. It increases nearly

linearly with the increase of the requested QoS bandwidth. The more bandwidth

requested, the more proxies are needed to contribute cellular bandwidth. As shown

in figure 6.14, the delay of proxy discovery process increases with the increase of the

requested bandwidth. Since more proxies should be found for a larger request, the

delay of the proxy discovery is also increased.
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Utilization of the cellular link
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Figure 6.10: Cellular link utilization with different request bandwidths, 6 = 40

6.4 Summary

Current cellular networks cannot meet the QoS requirements of many multimedia

applications. Although the cellular interface provides “anywhere, anytime” network

access, IEEE 802.11 based network interfaces have become the de factor interface

for many mobile devices. We provide in this chapter a QAWBA system that utilizes

both the cellular network interface and the IEEE 802.11 ad hoc network for an inte-

grated network architecture that provides QoS aware wireless bandwidth aggregation.

Mobile nodes form a mobile ad hoc network via their IEEE 802.11 based network in—

terface. The capacity of several low throughput cellular links are shared by all mobile

nodes to provide better QoS support for the application. The simulation result shows

that QAWBA could significantly increase the utilization of the cellular resource and

the admission rate of the QoS requests.
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Figure 6.11:

Figure 6.12:

Utilization of the cellular link
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Average number of proxies
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Chapter 7

Cooperative Multiple Paths to

Reduce File Download Latency

7.1 Introduction

In this chapter, we propose a novel architecture that integrates cellular data network

and IEEE 802.11—based MANET for the purpose of improving file download latencies.

No special hardware is required in the mobile nodes. The base station of the cellular

network is not involved in the file downloading process. We also devise a suite of

protocols that enable cooperative parallel file downloading, including proxy discovery,

ad-hoc routing, and failure recovery. Last, we present a new trust model to promote

fairness among the participants. Through simulations and experiments, we show

that cooperative parallel file downloading can significantly improve an individual’s

file download performance.
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Several assumptions are made in this chapter. First, the participating mobile de-

vices are equipped with both cellular-based and IEEE 802.11-based wireless network

interfaces. Second, there is no radio interference between the IEEE 802.11-based

MANET and the cellular data network since they operate under different frequency

band ranges. Third, the Internet file servers support partial file downloading. For ex-

ample, the HTTP l.1 byte—range header may be used to indicate which portion of the

file to obtain from the web server. Last, mobile users may be charged by the number

of bytes transmitted, by the length of time connected, or have unlimited access within

the cellular data network. They have more incentive to cooperate to download a file

in parallel if there is unlimited access or per-minute service charges. They are more

sensitive to fairness when there is a per—byte service charge. A carefully designed

trust model and credit system is proposed to promote the incentive of cooperation.

The rest of the chapter is organized as follows. In section 7.2, the process of proxy

discovery and file downloading are introduced. The trust model and credit system is

given in section 7.3. Performance evaluations and results are presented in section 7.4.

7.2 Proxy Discovery and File Download

We present an on-demand proxy discovery algorithm for the client to discover possible

proxies for a file downloading session. The file is split into small portions. A new round

of proxy discovery is needed for each portion. The additional delay introduced by

proxy rediscovery is reduced by pipelining the file transmission request. An extended

130



AODV [30] routing protocol is used to establish the hop-by-hop routing table from

the proxy to the client.

7.2.1 On-demand Proxy Discovery

The client floods a proxy discovery request (PDREQ) message within a given range

in the MANET in order to find the nodes that agree to act as proxies to down-

load a portion of a file. The PDREQ message carries the client’s address (SR), a

sequence number (SEQ) that is incremented every new round of proxy discovery, a

request broadcast range (RBR) value that is decremented every time the message is

rebroadcasted, and the size of the requested file portion.

When receiving a PDREQ message, the node compares the sequence number with the

largest one it has for the source and drops the PDREQ message with equal or smaller

sequence number. The node then makes a decision whether or not to act as a proxy

or a forwarder, which is based on the trust and credit information of the client, its

current network traffic load, the size of the request portion and other considerations,

such as battery power. The node decrements the RBR value and rebroadcasts the

request for a positive RBR and a positive forwarder decision, with its address attached

in the PDREQ as a forwarder (FR). With a positive proxy decision, the node returns

a proxy discovery reply (PDPLY) message. Otherwise, the request is dropped. A node

can act as a proxy and a forwarder at the same time. The PDPLY message is sent

back through the reverse route by the new proxy, containing the SEQ, a sequence

of forwarder addresses and the address of the proxy (PR). Here we assume the ad
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hoc link is full duplex, which is true in IEEE 802.11 based networks. A timeout

value is associated with the PDPLY message indicating the time period that the

proxy reserves its cellular link for the request. The client must send out a file portion

download request within that period to prevent a timeout.

A set of available proxies is kept in the client for each file downloading session. A new

member is inserted into the set when a new proxy is discovered. The client uses a

pre-defined degree of parallelism (DOP), which is the number of proxies plus one (the

client’s cellular link), to limit the number of proxies used simultaneously in order to

reduce collisions in the IEEE 802.11-based MANET. There are several instances when

a client selects an available proxy from the set of discovered proxies. The client selects

when (1) downloading a new file portion after finishing downloading one; (2) when

receiving a new proxy reply while not exceeding the DOP limit; or (3) when it has

a broken connection to a proxy due to mobility. If there is an empty available proxy

set, the client starts downloading a file portion via its own cellular link and sends a

new PDREQ message for a new round of proxy discovery. Proxy selection is based

on trust information, hop count, and the round trip time (RTT) estimated via the

proxy discovery process. The client selects a trusted proxy with the shortest round

trip time. In section 7.3, we present a trust model to develop a trust relationship

between nodes.

In Figure 7.1, six mobile devices form an IEEE 802.11-based MANET. Client A starts

a new file download by splitting the file into several portions with size 1000 bytes. It

broadcasts a PDREQ message to its neighbors B, C and D with SEQ (1), file portion

size (1000), broadcasting range RBR (3) and source address (A). D drops the request
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with a negative forwarder and proxy decision. C returns a PDPLY message with the

route SR 2 A, PR 2 C, with a positive proxy decision. B would like to act as a

forwarder but not as a proxy. It attaches its address into the original request and

rebroadcasts the message to its neighbor E. With a positive proxy decision, E returns

a PDPLY message with the route SR 2 A, FR 2 B, PR 2 E to B, which in turn

sends it back to A. Therefore, proxies E and G are discovered by the client A via a

round of PDREQ/PDPLY message exchange, agreeing to download a file portion of

size 1 Kbyte.
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Figure 7.1: On-demand Proxy Discovery Example

An extended AODV protocol is used to establish a hop-by-hop routing table from the

proxy to the client. The PDREQ and PDPLY message is used in the same manner as

the route request (RREQ) and the route reply (RREP) in AODV. When receiving a

PDREQ message, a routing entry is inserted into the routing table for the client node.
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When receiving a PDPLY message, a routing entry is inserted for the proxy node.

Therefore, the routing table is established along with the proxy discovery process.

The forwarder list associated with the PDREQ message and the PDPLY message

is only used by the trust model in the client and the proxy since the client should

explicitly know who is contributing to the file download.

The on-demand proxy discovery protocol provides a simple and efficient solution for

the routing problem. The client is able to locate as many proxies as possible for every

file portion even under an unreliable and highly dynamic environment. The discovered

proxy can be used for downloading any file portion with the same size as contained in

the PDREQ message. Therefore one round of PDREQ/PDPLY message exchange can

find several available proxies and initiate several portions to download simultaneously.

In the previous example, two proxies are found by one PDREQ message, which can

start downloading two portions to the client. On the other hand, the client starts

file downloading immediately from its own cellular link, and gradually increases the

degree of parallel downloading with the newly discovered proxies. It guarantees that

the client has at least the same performance of a normal 3G network download even

if it fails to discover any proxies.

7.2.2 Pipelining Requests

After selecting a proxy from the available proxy set, the client starts downloading

by sending a file portion download request (FDREQ) message to the proxy. This

message includes the location of the file, the beginning and the ending position of
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the requested file portion, and the source address of the client. When receiving the

FDREQ message, the proxy sets up a TCP connection to the Internet file server

via its cellular link on behalf of the client and starts downloading the requested file

portion. The proxy forwards all packets received from the Internet server to the

client by establishing another TCP connection between the proxy and the client via

the IEEE 802.11-based MANET. After finishing downloading of a file portion, the

client selects another proxy from the available proxy set or performs another round of

proxy discovery with an empty available set. After the client receives all file portions,

it reconstructs the document.

For every file portion, there is a proceeding proxy discovery and a connection setup

process. To avoid the idle time period during which no data is transmitted (see

Figure 7.2), the proxy discovery and file downloading process may be pipelined. Since

it is very likely that a proxy will agree to download another file portion, the client may

send a new proxy discovery request directly to a current proxy just before it finishes

downloading the file portion. The proxy and forwarders along the route may also

make decisions for the new request while the current download is occurring. When

the client receives a positive reply from this proxy, a new file download request may

be sent without waiting for the current one to be finished. With pipelining, the client

may reuse the TCP connection to the proxy to avoid slow start phases and avoid the

idle time period of proxy rediscovery and connection setup.

Each file portion should be small enough to provide fine granularity of striping and

deal with the unreliability of the proxy. However, it should also be sufficiently large

to limit the idle times between block requests in comparison to the transmission time
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of a block (see Figure 7.2). On the other hand, pipelining requires a minimum portion

size and therefore a maximum number of portions. Suppose S is the file size. and B

is the number of portions, the portion size should be such that g > RTT x u, where

u is the download rate from the client via this proxy and RTT is the round trip time

from the client to the Internet server via this proxy.

Client Proxy Server

-—~—-__ _1:DREQ

PDPLY_____________’-

‘f:::~ 2 get Blocki

getBlocki 2“‘““““““““““ m/

/
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Blocki of Block I

/

~~~~~~~~ PDREQ Idle Time

PDPLY ‘ ‘ ‘ ‘ - — 5 get Block 1+1

at_________________________ (non—pipeline)

get Block 1+1 ------------J

(non—pipeline)    
Figure 7.2: Block Request without Pipeline

7.2.3 Failure Recovery

The mobile devices (the client, forwarders, or proxies) can move out of range from the

established downloading path, which results in broken routes. To detect and recover

from route failure, a timeout that is two times the round trip value from the client

to the file server is set up in the client for each proxy in use. If the next packet from

a proxy does not arrive to the client by the time the timeout expires, the proxy is

considered to have failed. The rest of the file portion will be combined into other
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portions for the next round of downloading. If the client receives packets from failed

proxies, it will inform the proxies to stop downloading by sending them stop download

requests (STREQ).

On the other hand, the IEEE 802.11 MAC layer calls a call-back function to inform

the mobile device of next-hop failure. This feature can be used by the proxy or by the

forwarders to inform the proxy to stop downloading when a route failure is detected.

7.3 Trust Model and Feedback Report

The proxies contribute their cellular links to aid file downloading. Mobile users may

be charged by their service plans for the packets they forward to the client. Even with

an unlimited service plan, mobile nodes consume battery power to serve as packet

forwarders. Therefore, some scheme should be developed that encourages cooperation

and kicks out “free riders” who benefit as clients but do not serve as proxies.

7.3.1 Distributed Trust Model

In [170], we presented a distributed trust model and a credit system to promote

cooperation among a group of strangers in the highly mobile environment. In this

model, peers (mobile nodes) evaluate the trust they have for each other. The trust

knowledge is further used in the credit system to ensure that each peer receives benefit

from the system in proportion to the service it provides. A slightly modified trust

model and credit system can be used in this chapter to promote cooperation.
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A trust value TRUSTM is used to represent the trust level peer p, has of peer pj.

It will be derived from two different types of information: perceived trust PTM,

which is the information obtained from a peer’s direct interaction with another peer;

and recommended trust RT”, which is obtained from a well-known trust server.

Perceived trust is updated based on the honesty and the number of bytes downloaded

by the service providers (proxies or forwarders). The client increases the perceived

trust of an honest proxy or forwarder as more bytes are downloaded through them.

The well—known trust server records the long-term activities for peers and develops

their recommended trust. Peers issue feedback reports to the trust server with regard

to other peer’s honesty to download files. There may exist disagreements among

feedback reports from proxies, forwarders or the client regarding the amount of data

downloaded. The trust server never tries to resolve the disputes, but only records the

total number of bytes this mobile user claimed to serve as a proxy or forwarder but

not recognized by the destination client and the total number of bytes other peers

claimed to provide for this mobile user but has been denied.

Feedback Report Protocol

The peers issue feedback reports to the trust server independently after one file portion

downloading has finished. A feedback report protocol based on public key encryption is

developed to provide a secure way to report feedback information to the trust server.

Other techniques such as a digital signature may also be used in this protocol.

Fig. 7.3 shows the diagram of feedback report protocol. In this figure, C represents

the client, P represents the service provider, a proxy or forwarder and TS represents
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Figure 7.3: Feedback Report Protocol Diagram

a trust server. The protocol could be represented in three stages: service request,

feedback report and report forward. In the service request stage, the client sends a

file portion download request along with an unique nonce (sequence number or time

stamp) encrypted with the private key of the client to the service provider. The

service provider performs the file download service for the client. After the service

transaction has finished, the client and the service provider issue feedback reports

to the trust server independently along with the encrypted service request in the

feedback report stage. In the last report forward stage, the trust server forwards

the feedback report from the client to the service provider and also from the service

provider to the client.

There are five messages exchanged between the client G, the service provider P and

the trust server TS regarding one file downloading service. The details of the mes-

sages are shown below, where KC‘ 1, K1;1 and K; are private keys for G, P and TS

respectively. qu is a service request, containing the number of bytes requested. Xfep
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and Xfi’ep are feedback reports from C and P reporting the number of bytes received

and provided in this service transaction. NC is the unique nonce generated by the

mobile client for this service transaction.

1. c .4 P: C, X.,.,.,, N,, {C,X,.,,, NC}KC.1

2. C —> TS: C, X0 (C, Xfep,{C',X.,.,3q,NC}KC_1}K_1
rep,

3.P—>TS: P,XP
rep: {Ple‘jepl{01XTBQ1NC}Kc-l}1{p—l

4. TS "f C: {{P, X‘IPCPI {C7 XTEQ1NC}KC_1}K;1}K;1

5. TS "‘> P: {{C, Xfepa {CvXTeqa NC}KC*1}KC—1}Kt—l

The feedback report protocol could be idealized and authenticated by BAN logic [172].

Several conclusions can be drawn by the analysis of the protocol. We conclude that

two feedback reports are sent to TS by P and C independently. TS honestly forwards

these feedback reports to the counterpart. P and C read the feedback report from the

counterpart and believe that TS also gets these reports. The details of the protocol

analysis are omitted due to page limitation.

Dispute Resolution

Feedback reports from the client and the service providers may not be consistent with

each other for a given download of a portion of a file. The disagreement may be caused

by the unreliability of the mobile environment or a malicious peer. When a dispute

occurs, it could be difficult, if not impossible, for the trust server to determine who
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is telling the truth. To avoid complexity within the reporting protocol, we simply let

the trust server record the difference between the amount of service reported in the

disputed fields in the trust table for both the client and the service provider. The

disputed fields can be used as indicators for the trust of a peer. A distrusted peer

may have large values in these fields.

For example, the client C may report that P downloads 600 bytes for G as a proxy.

However, P may report that it downloads 1000 bytes for C. The 400 bytes difference

in the reports may be caused by route failure or cheating in P or G, which is difficult to

distinguish by the trust server. Therefore, the trust server simple adds 600 bytes into

P’s total bytes that have been downloaded as a proxy and C’s total bytes downloaded

by a proxy simultaneously. The other 400 bytes is added in both P’s and C’s proxy

disputed fields.

The trust server matches feedback reports issued by different peers for the same

portion of a file that has been downloaded. This is based on the unique nonce, the

identification of the destination client and the identification of the service provider.

The trust server may have to cache the reports for a short period since different peers

may issue the reports at different times. The unmatched reports will be counted as

disputes, which will be recorded at both sides. This mechanism encourages peers to

issue reports to avoid a reputation to be ruined.

There are several mechanisms provided in the feedback report protocol to prevent

peers’ reputation to be ruined by malicious reports. First, the unique nonce included

in the service request makes the client and the service provider able to issue only one

feedback report for each portion of a file downloaded. Second, the disagreement is
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recorded at both sides, making cheating reports unattractive. The reputation of the

cheating peer will be ruined by a false feedback report. Third, the amount of service

requested by the client is included in the secured service request. The reported service

amount cannot exceed that amount, therefore limiting the reputation damage caused

by one false feedback report. Last, the trust server forwards the feedback reports

from the client to the service provider and from the service provider to the client.

The malicious feedback reports are read by the affected peers, which can refuse to

provide further service in the future.

7.3.2 Proxy and Forwarder Decision

The proxy and forwarder decisions are made based on the trust information and

the available credit for the service requester. The peer will not provide service for

distrusted peers (peers with negative trust value) or peers without positive available

credit. The trust value is based on the perceived trust and the recommended trust 8,

where the perceived trust is updated based on the transaction conducted between

two peers and the recommended trust is computed based on the trust information

obtained from the well-known trust server. On the other hand, a peer will refuse

to continue to forward a request if the identification of a malicious peer is included

in the route path. The client also filters out distrusted proxies or forwarders in the

proxy selection process mentioned in section 7.2. Gradually, the malicious users are

excluded from the system without anyone accepting their service, forwarding their

requests, or providing them service.
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7.4 Performance Evaluation

We established a testbed and conducted experiments on a real network environment

to justify our motivation that proxies may be used as IEEE 802.11 relays to reduce file

downloading latency in Section 7.4.1. We also evaluate the performance of cooperative

parallel file downloading by various simulation scenarios. The simulation models,

metrics, and methodology are shown in Section 7.4.2. The simulation results, which

investigate a wide range of parameters, such as the node density, mobility and degree

of parallelism, will be presented. We start with the simplest scenario of a single

client, downloading a fixed length file in Section 7.4.3, and then move to scenarios

with multiple file downloads in Section 7.4.4.

7.4. 1 Experiments

The experimental testbed consists of three Linux-based laptops (C, P1 and P2),

an IEEE 802.11 router/access point, and a Linux server. We use the IEEE 802.11

wireless LAN to simulate the 3G cellular network with the access point acting as the

base station. Each laptop is equipped with two IEEE 802.11b wireless cards. One

of them operates under infrastructure mode, which connects to the access point via

channel 1. The other operates under ad-hoc mode, which connects to the other laptops

via channel 11. Since channel 1 and channel 11 use non-overlapping frequencies, the

traffic will not have interference between the IEEE 802.11b WLAN and the ad hoc

wireless network. The Linux server connects to the router/access point via Ethernet

as an Internet file server. C is a client to download a file from the Linux server,
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and P1 and P2 are two proxies for G. The downlink bandwidth of the laptops’

WLAN interfaces are limited by Linux iprouteZ traffic control tools in order to emulate

different downlink bandwidths in cellular data networks. We conduct experiments

over different combinations of downlink speed in laptops C, P1 and P2.

A file server is established in the Linux server that can accept requests to download

portions of a specific file. A TCP server is set up in each proxy to accept proxy

requests from the client. File downloading requests are sent by the client to a proxy,

which in turn sets up another TCP connection to the file server to download the

requested part of the file. Packets are forwarded in the proxy between the two TCP

connections.

We conducted experiments in three cases to download a 2 Mbyte file: without a

proxy, with one proxy, and with two proxies. In the first case, the file is directly

downloaded by C via its WLAN interface. For the other cases, the file is split into

portions with 20 Kbytes each and downloaded in parallel by C’s WLAN interface

and the ad hoc interface. When downloading via the ad hoc interface, the data

streams are routed from the access point either to the proxy P1 or the proxy P2

in the WLAN, which further forwards to the client via their ad hoc interfaces. For

each downlink bandwidth combination, we conducted the experiment three times and

computed the average downloading latency. The downlink bandwidth of G, P1, P2

and the corresponding downloading latency are recorded in table 7.1. The gain field

shows the throughput gain in comparison to the case with no proxy.

The results of the experiments show that the mobile devices can fully utilize the

nearby idle cellular links by using cooperative parallel file downloading. The client can

144



Table 7.1: Download Latency and Throughput Gain w/o Parallel Downloading
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512K 512K —— 17.603 87%

512K 512K 512K 12.223 169%

512K 256K 256K 18.833 75%

1M —— —— 16.433 ~—

1M 1M — 9.16s 79%

1M 1M 1M 6.663 147%

IM 512K 512K 10.123 62%

1M 512K 256K 11.243 46%      
achieve up to 169% throughput gain by utilizing two proxies. Because of increasing

collisions on the ad hoc network, the gain decreases slightly as the downlink speed

increases.

7.4.2 Simulation Model

We implement the cooperative parallel file downloading scheme in the n32 network

simulator. N mobile nodes are randomly placed in the area of 886m x 886m. We

vary the value of N to show the effect of different node densities. Each node has

a cellular interface and an IEEE 802.11b interface. The cellular interface is used

to communicate with the base station, which in turn connects to the Internet. It

uses an one-hop routing scheme from the base station to the mobile node. Different

cellular interfaces use different radio channels and do not interfere with each other.

The base station is located in the center of the simulation area and the mobile nodes

can connect to the base station from any location in the simulation area.
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We use the IEEE 802.11b implementation in 113-2 version 2.1b9, where 11 Mbps data

rate is supported at the 115 meter range. The radio propagation model for IEEE

802.11b uses the two-ray ground reflection model. Node mobility is set according to

the random waypoint model. Each node moves toward a random destination within

the field at a random speed within the range of 1 to the maximum speed parameter.l

After reaching the destination, the node pauses for 4 seconds and then starts moving

again. We vary the maximum speed to investigate the impact of node mobility.

We use four metrics to evaluate the performance of the cooperative parallel down-

loading scheme and the effect of various simulation parameters: the download latency

of a file; the minimum, maximum and average performance gain in comparison to a

non-proxy download; the average number of proxies used for each file download; and

the routing overhead in the proxy discovery protocol, which is represented as the

number of routing messages transmitted in the IEEE 802.11 network.

7.4.3 Single File Downloading Scenario

In this section, we start with a simple scenario of a single client with one file to

download. We assume that all mobile nodes have the same cellular link bandwidth.

We limit the maximum number of proxy request hops to be 3. We vary the size of the

download portion from 5K to 950K, the maximum moving speed of the mobile nodes

from Om/s, 5m/s to 15m/s, the cellular link bandwidth from 256 Kbps, 512 Kbps,

1 Mbps to 2 Mbps, the file size from 100 KBytes, 500 Kbytes, 1 Mbytes, 2 Mbytes

 

1The minimum speed is not set. to zero according to the results shown in [173].
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Figure 7.4: Performance with different node density

to 4 Mbytes, and experiment with different client densities by placing 35, 50, 80 and

100 clients, including the destination client, in the simulation area.

Figure 7.4 shows the impact of the size of the file portion downloaded under different

node density. The results indicate that a small size will increase the downloading

latency due to the high overhead of routing and limited pipelining. On the other

hand, a large size does not provide enough modularity for parallel downloading, and

also results in performance degradation. It is obvious that the optimum size for this

simulation scenario is between 5K to 50K. As expected, mobile nodes more easily find

proxies when there is a higher node density, which are also shown in the results of

Figure 7.4.

Figure 7.5 shows the performance gain with different degree of parallelism settings

under different cellular downlink bandwidth. The results indicate that the average

147



performance gain (Speed=5, N=80)
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Figure 7.5: Performance with different cellular link bandwidth

number of proxies used increases linearly with the increasing of degree of parallelism

without affection by the cellular downlink bandwidth. However, increasing the degree

of parallelism using a slower cellular downlink results in higher performance improve-

ment. The reason is the IEEE 802.11-based MANET more easily saturates with

higher cellular link capacity with the same number of proxies, which is also justified

by the experiments. A higher degree of parallelism may be chosen by mobile nodes

with a slower cellular downlink capacity. Figure 7.6 reveals the relation between dif-

ferent downloading file sizes and the performance gain. The results show that the

larger files benefit more from parallel downloading.

The effect of request pipelining is shown in figure 7.7. The simulation result shows the

maximum, minimum and average performance gain for downloading a 4M file with

or without pipelining proxy discovery and downloading requests for the case of 50
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Performance Gain (Speed=5, N=80)
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Figure 7.6: Performance with different file size

mobile nodes density and 5m/3 maximum moving speed. Pipelining may significantly

increase the system performance. For example, with a degree of parallelism of 5, the

average performance increases 127% with pipelining.

7.4.4 Multiple File Downloading

The next scenario we investigate has a cellular downlink that is a normally distributed

random variable with average 600 Kbps and variance 200 Kbps. The link capacity is

also limited by a minimum speed of 38.6 Kbps and maximum of 2 Mbps to simulate

different cellular downlink bandwidth in the real network. We select the node density

to be 50, and randomly select 5 or 10 mobile nodes to start downloading files of size

1 Mbytes simultaneously to simulate low and high traffic load. To make the case

simple, we assume mobile nodes are self-interested. A mobile nodes will accept proxy
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Figure 7.7: Effect of Pipeline Technique

requests from other mobile nodes when its cellular link is idle and it always accept

forwarder requests. In order to reduce the contention in the IEEE 802.11 network,

one mobile node can only accept one proxy request at a time.

Figure 7.8 shows the performance gain with 5 simultaneous file downloads under

different degree of parallelism and different mobility. The error bars represent the

maximum and minimum performance gain. The result shows that the performance

increases as we increase the degree of parallelism. With higher node mobility, the

IEEE 802.11 connection from the proxy to the client is more likely to break, which

slightly decreases the performance gain. Figure 7.9 shows the similar result with

10 simultaneous file downloads. With higher traffic load, increasing the degree of

parallelism has no effect on increasing the system performance. In both figures, the

maximum performance gain increases linearly with DOP, which indicates some nodes

150



can fully utilize the parallelism. The minimum performance gain is always positive,

which means the performance is at least same as the non—proxy scheme.

Performance Gain (5 downloadings)
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Figure 7.8: Performance Gain by 5 Downloads

7.5 Summary

We propose a novel cooperative parallel file downloading scheme to utilize multiple

paths in the cellular data network with the help of the IEEE 802.11—based mobile

ad hoc network. A simple and efiicient proxy discovery protocol is used to find new

proxies. A new trust model is presented to improve the incentive to cooperate. The

experimental and simulation results show that cooperative parallel file downloading

can significantly reduce file downloading latency without changing the network archi-

tecture.
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Chapter 8

Promoting Fairness Among

Strangers in MANET

8.1 Introduction

In pervasive computing environments, many applications require cooperation among

a group of users to gain benefit for the whole group. However, when the users do

not belong to the same authority, they lack the motivation to cooperate when selfish

behavior may provide more benefit. For example, mobile ad hoc networks work

properly only if the participating nodes cooperate in routing and forwarding. A

selfish node may be unwilling to spend its precious resources, such as battery life,

CPU cycles, or available network bandwidth, to forward packets for others, although

it expects others to serve on its behalf.

The situation becomes more difficult when cooperation is needed among strangers

in temporarily formed mobile ad hoc networks. In this case, the strangers have
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neither initial trust information nor a long term relationship with each other. Why

should one stranger provide service to others? How should one assure that others will

return service in the future? These are all questions that make strangers reluctant

to cooperate even if it will bring benefit to all of them. If the users are not charged

money for their access to the shared resource (charging may be difficult in pervasive

computing environments), it appears rational for them to use the service provided by

others without contributing their own. However, if all in the group free ride on the

service of others, the whole system will not workl. It is what is called “the tragedy

of the digital commons” [102].

In this chapter, we present a distributed trust model and a credit system to pro-

mote the incentive of cooperation among a group of strangers in the highly mobile

environment. In this model, peers evaluate the trust they have for other peers. A

peer that obeys the established protocols trusts other peers who are perceived to fol-

low the protocols. Trustworthy peers reap the benefit of service provided by others.

This trust model and credit system promote fairness and remove “free riders” in the

CHUM (Cooperating ad Hoc environment to sUpport Messaging) project. The same

idea may also be extended to other pervasive computing applications.

A description of the approach for distributed evaluation of trust and building the

credit system is given in section 8.2. Section 8.3 provides the mechanism to promote

cooperation and improve fairness among group members. An evaluation is given in

section 8.4 and conclusions are given in section 8.5.

 

lFree riders are those users that use a service but do not contribute. Researchers at Xerox

PARC determined that almost 70% of Gnutella users do not share files, and 50% of all responses

are returned by the top 1% of sharing hosts [101].
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8.2 DeveIOping Trust Knowledge

We develop trust knowledge to support a distributed scheme for proxy scheduling.

Peers might only contribute to CHUM if they believe others will provide service for

them (share the costs) and be prevented from intruding upon their privacy. While

privacy should be maintained with appropriate encryption schemes, fairness will be

promoted using the credit system that is built on top of the trust model. Good

behavior should be rewarded, and cheating should be punished. The trust knowledge

is further used in the credit system to ensure that each peer receives the benefit from

the group in proportion to the service it provides.

We assume that peers have no initial knowledge of trustworthiness of each other.

They are considered to be strangers when they first meet. Although there may exist

some solutions that use centralized trusted authorities (TAs) to develop knowledge

of trust of two mutually mistrusting peers, these TAs are either not available or too

costly to access in mobile environments. Since the members within a cooperating

group may change frequently, it is difficult for a mobile node to be trusted by all

the others and acts as a TA. On the other hand, a highly secured protocol is needed

for the communication between the mobile node and a centralized TA located in the

Internet, which results in a high communication overhead and power consumption for

a mobile device. Here, we consider the cases that peers are all equal and there is no

expert upon whom to rely. The only manner for trust knowledge to evolve is that

peers exchange messages among themselves to describe the behavior of others.
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8.2.1 Trust Among Peers

Let N 2 {p1, ...,p.,,} be the set of peers within a cooperating group. A trust value

TRUST,”- within the range [—1,+1] is defined between two different peers p,- and pj.

It represents the trust level p, has of pj. TRUSTM and TRUST”- are not necessarily

equal. The value -1 represents “total mistrust”, the value +1 represents “total trust”,

and the value 0 represents “neutral” or “no knowledge.” We chose a similar range

as used in [129]. Instead of viewing +1 as blind trust in [129], we consider it as a

high trust level. The continuous range reflects a trust continuum and allows quan-

titative trust evaluation. The positive and negative values easily represent positive

and negative trust without misunderstanding.

Trust will be derived from two different types of trust information. One is called

perceived trust, which is the information obtained from a peer’s direct interaction

with another peer, such as a successful transaction, or a perceived cheating regarding

a transaction. Perceived trust is a value within the range [-l,+1]. We represent the

perceived trust p,- has of p, by PTM. The other type of trust information is called

recommended trust. This trust value is summarized from other peers’ opinions and

is obtained from the trust update messages obtained from other peers. Recommended

trust may or may not be true since some peers may provide false information. It is

also within the range [-1,+1]. The recommended trust p,- has of pj is represented by

RT“;

The trust p, has of p,-, TRUST”, can be derived from the perceived trust of pj, PT,,,-,

and recommended trust of pj, RTE-J. Parameter 6 is used to place a weight on the
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perceived trust value. If we are more willing to trust our own “eyes”, a larger 6 will

be used. On the other hand, if we are more willing to accept the “opinion” from

others, a smaller 6 would be used.

TRUSCEJ' 1“— Pfij X 6+ REJ X (1— O)

In our trust model, trust is a nontransitive relationship. For example, if A trusts B

with level 0.7 and B trusts C with level 0.3, the amount of trust that A has of C

is determined by the direct interaction between A and C with some influence from

the trust A has of B and B has of G. The detailed algorithm is presented in the

section 8.2.2.

8.2.2 Trust Evaluation and Update

Each peer determines its trust value of others based on the knowledge it acquired

when other peers perform service or report the trust they perceive of one another.

The Trust Information Exchange and Query Protocol (TIEQP) is used to exchange

and request trust information among peers, and the Trust Update Algorithm is used

to modify the perceived and recommended trust at the peers.

After an evaluation of a new perceived trust value of another peer, a peer broadcasts

the new value via the TIEQP. The trust information message contains the identifi—

cation of the sending and receiving peer, the identification of the peer for whom the

recommendation is specified, and the recommended trust value. By collecting trust

information from others, the recommended trust for a particular peer may be eval-
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uated. Furthermore, a new member may also request trust information from other

peers via the TIEQP.

Trust Update Algorithm

The recommended trust that a peer has of others is based 011 trust update informa-

tion obtained from others. When a peer receives new information from other peers

regarding their perceived trust of others, the peer first evaluates how much the peer

trusts the information provider. If the provider is trusted, then the provided trust

information has greater effect on the calculated updated trust perception of the peers

for whom reported information is received. Suppose p,- receives a message from p,-

using TIEQP regarding p33 perceived trust of another peer pic in the group. The new

recommended trust that p,- will have for pk, RTi’Jc, will be a function composed of

the old recommended trust value of pk and the new perceived trust that pj has of pk

multiplied by the trust that p, has for p,-, that is:

If TRUST,”- Z 0, then RT,”k 2 RT“, x a + TRUST”- x PT“, x (1 — a). Otherwise

RT,’,,C 2 RT“.

This means that if p,- is not trusted by p,, then pj does not affect p,’s view of others.

The parameter o, where 0 g a S 1, smoothes the value of the current recommended

trust with the past recommended trust.

Furthermore, perceived trust is updated based on the amount of service provided in

one service provision transaction after this transaction has finished. Different kinds

of services may have different definitions for the service provision transaction and

the amount of service. In CHUM, the service provision transaction is defined as the

158



time period from the beginning of a proxy service to the end of a proxy service. The

amount of service of one transaction is defined as the length of the service provision

transaction.

Let’s suppose one service provision transaction t)", (in this notation, the first index is

the service provider while the second is service receiver) has finished between p,- and

pj, while pj is the provider and p, is the receiver. Furthermore, let’s say that 51,, is

the amount of service given to peer p, in this transaction.

A new perceived trust value PTi’J- will be computed in the service receiver p,- for

the transaction t“. This new perceived trust value depends on service provider pj’s

honesty in this transaction. If provider pj is honest, the perceived trust of p,- will

increase in peer p,- since p,- receives some service from pj. Otherwise, p,- will set

PT,-’J = —1. In the example of CHUM described in the next section, the honesty

of a peer may be determined by periodically contacting a message server through

the proxy. If contact to the server can be made, it is assumed the proxy is honest.

Otherwise it is assumed that the proxy is dishonest.2 The updating algorithm is:

If pj is honest in transaction t”: P713 2 min{PT,-,j + hi(8:j,i)7 1}. Otherwise:

PTi’J = —1.

The function h,- is a satisfactory function defined in peer p,, expressing the perceived

trust increase in p,- of the other peer for one successful transaction. The satisfactory

 

2If the IM server is down, then the peer could contact other well known Internet sites to determine

if the proxy is honest. If the IM server is truly down, the peer would likely want to leave the group.
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function may vary in different peers. The parameter S, where 0 S 6 g l, smoothes

the value of current perceived trust with the past value.

P722]- : PTij X l3 ‘1‘ PTi/J’ X (1‘ 5)

The same update is performed in peer pj if p]- also receives some service from p,- during

this transaction period.

8.2.3 The System of Credits

A system of credits will be built on top of trust to promote cooperation and achieve

fairness among peers. This credit system has some features resembling a credit card

system. It enables one peer to enjoy service now and “pay” later.

Peer p,- assigns a credit limit CLM for all other peer p, in the group. This credit limit

represents the maximum amount of service that pJ- may “borrow” from p,. In other

words, pj may enjoy the service of p,- at most for CLM without providing service

for p,. In order to reward good behavior, a larger credit limit will be assigned to

“good” peers (peers that have a larger trust value). The CLM may be formalized

as a function of TRUST”; GLM = g,(TRUST”). Function 9,- is the credit limit

updating function used in peer p,. It should be monolithic increasing on TRUST,”-

and be positive for non-negative trust.

Each peer also maintains a table that records information and credit limits for all

other peers in the group. The information in the table may be obtained locally. The

protocol TIEQP is needed only for updating the recommended trust. This table has

as many entries as there are peers in the group. For a given peer, the entries include
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trust values, a credit limit assignment and a transaction history. A more detailed

description of the table is given below. Within peer p,’s entry for peer pj, it includes:

0 PIDj: unique ID for 1),.

0 PT”- and RT”: perceived and recommended trust values for pj. They are

maintained by TIEQP and update algorithm of section 8.2.2.

o TRUSTU: current trust value for p,-, which is derived from PT,”- and RT“.

0 CL”: credit limit that peer p,- has assigned for peer pj. It is computed by the

function g,- on the current trust value TRUST“.

e SR4,,- and SR”: Time length of proxy service that p,- has provided for pj and

pj has provided for p,-.

The available credit ACM- for peer pj in p,- is the amount of service that pj may receive

from p, without providing service to p,. It is computed as:

ACI'J' = CLi’j — SRI'J‘ ‘1" SR.“

Peer p,- refuses to continue providing further service for pj if the available credit

ACL-J- 3 0. For pj, the only way to make AC,” positive is to provide service for p,,

which increases the value of SRj,,. Another choice for pj is to ask for service from

another peer other than pi. However, after pj has consumed the credit limit from all

other peers in the group, and if it still wants the service, it must provide the service

itself. The trust knowledge together with the credit system provides an incentive of

cooperation for peers. The longer they honestly cooperate in the system, the higher
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Table 8.1: Notation of Trust Model
 

 

 

 

 

 

 

 

 

 

 

 

   

Symbol Description

TRUSTM Trust level between peer p,- and p,-

PTiJ Perceived trust p,- has of p]-

RTM Recommended trust p, has of p,-

The weight placed on the perceived trust value

a Smooth the value of current and past recommend trust

[3 Smooth the value of current and past perceived trust

h,- The satisfactory function in p,-

CL,” Credit limit p, assigns for p,-

g, The credit limit updating function used in p,-

SRa'J Length of proxy service p,- has provided for p,-

ACM- Available credit p,- in p,-  
 

trust others have for them. Thus the more free and continuous services they can

receive from others. To make the notation accessible, we present it in table 8.1.

8.3 Promoting Fairness in CHUM

The proxy provides the message notification service for all the clients in the group,

which requires it to maintain a continuous cellular channel to the Internet. A peer

may send a service request to the current proxy. When accepted, the peer becomes a

client and receives service from the proxy. The proxy decides to accept or reject the

initial request from a peer, or stop providing service for a current client. It may also

quit being a proxy and request service from others. A peer or client may announce

itself to be a proxy and begin to provide service for others. There are several questions

need to be answered before we lead to the peer’s strategy:
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1. When will a proxy accept the service request from a peer?

2. When will a proxy stop providing service for a current client?

3. When will a proxy quit being the proxy and request service from others?

4. What will a client do when it is rejected by the current proxy?

. When will a client or peer become a proxy?C
I
!

To answer all these questions, we need to examine the peer’s behavior and the features

of the trust model and the credit system. In the following section, we will present an

analysis of the peer’s behavior from the view of game theory. A basic introduction to

game theory may be found in [174].

8.3.1 Game Theoretic Analysis

The mobile nodes (peers) are the players in this game. We assume that a peer’s

action is economically rational, which is a basic assumption of game theory. Each

peer knows that other peers are rational. Peers choose the strategy that maximizes

their profit. The trust and credit system described in section 8.2.2 and section 8.2.3

have been implemented for all peers. All of the peers in the group want Internet

access continuously.

Suppose that the unit cost for the Internet connection is G and the connection is

charged by the time length. The total cost for t seconds Internet connection can be

represented as C x t. This is the value of profit when a client receives free service

from a proxy. The proxy requires an additional cost to provide service for the clients
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(such as additional power consumption). This additional cost will be proportional to

the amount of services provided by a small constant factor A. On the other hand,

when a proxy provides service for a client, it expects some reward from the client in

the future. The reward is proportional to the service it provided by a factor meard,

0 S Reward g 1. The value of Emma, depends on the trust of the client and the

available credit of the client. We can imagine that a trusted client with a large

available credit is more likely to stay in the system.

To illustrate the game theoretic model, we only present the analysis of a 2—peer group

(peer x and peer y). The N-peer model is similar. During the time period to, suppose

x acts as a proxy for length tp and acts as a client for length tc, the net profit for x can

be represented as the free service it received from y when it acts as a client (G x tc)

x—>y

plus the rewards it expects from y when it acts as a proxy (C X tp X reward) minus

the additional cost required for being a proxy (C x tp x A). Here, to, tp and tc follow

the constraint: to 2 tp + to. If we define Pas—w — A as 6; and qux — A as 6y,
reward reward

the utility functions for x and y can be represented as:

Ux(t0,tp,tc) = C X (tC + tp X 93)

Uy(t0,tp,tc) = C x (t, + t, x 9,)

Here, since A is a constant value, 6,, represents the expectation of reward a: has of y

and 6,, represents the expectation of reward y has of x. The expectation of reward

is closely related to the available credit. The available credit that y has on x is the

maximum amount of reward x expecting from y based on the credit limit (which is

determined by the current trust level x has of y), the amount of service x provided for
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y and the amount of service y paid back for x. Therefore, we may assume a positive

reward expectation from y (6, > 0) when the available credit AC“, > 0 and a zero

reward expectation from y when the available credit AC“ 2 0.

   

     

C( tc+ tp' 9x)

Nash Equilibrum

Nash Equilibrum 9x> 0

ex= 0 6y> 0

C( tp+ 12 By)

 

     
Nash Equilibrum

°x<=° 2

ey<= 0 Nash Eq'uilibrum

C‘ ‘0' 9y 0x>0

i=0

Figure 8.1: Graph to find equilibrium

We graph the utility functions for x and y in figure 8.1. The Nash equilibrium of the

game can be identified in the graph by maximizing the profit for both x and y. We

present four different cases of the Nash equilibrium based on the value of 6, and 6”.

For 6,, 5 0 and 61’ S 0, we get tp = tc = 0, which results in zero profit for both x and

y. It means if the peers view each other as selfish freeriders in the beginning, they

tend to stay outside the system. Therefore, we have to assign a positive credit limit

for zero trust. For 6, > 0 and 6,, > 0, we get tp = tc X £2 and positive profits,

which means that the peers gain profits by cooperating in CHUM. When 6,, = 6,,,
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tp = tc = t0/ 2. This result is reasonable since we expect x and y to share the burden

of proxy when they have the same reward expectation for each other. For 6,, = 0 and

6y > 0, we get tp = 0 and tC = C x to x 6y. It means that if the reward expectation x

has of y is equal to zero, :1: will not provide any proxy service for y. In other words,

x will stop or reject service for y when 6:, = 0 or the available credit AC“, 2 0.

To summarize, x maintains a trust value for y, which is used to assign a credit limit

C'Lx,y for y. Based on the credit limit and the service :1: provided for y and the service

x received from y, x can compute the available credit y on x, which in turn is used to

determine the acceptance of the service request from y. Thus the algorithms of the

proxy and the client can be explained as follows. The proxy stops or rejects service

for another peer if the available credit is negative. It will quit being a proxy when

another proxy is available, which can be explained in the graph that being a client

can provide more profit than being a proxy. When rejected, the client will announce

itself as a proxy and begin to provide service for those with positive available credit.

When tc = 0 (since the client is rejected by the proxy), increasing the value of tp for

a positive 6 will increase the total profit.

8.3.2 A Peer’s Strategy

Based on the game theoretical analysis on the previous section, we define the state

machine for CHUM in figure 8.2 to illustrate the peer strategy. A peer may be in

one of the following six states: IDLE (outside a CHUM group), REQUEST (wait for

response to a service request from the current proxy), CLIENT (receive service from

166

 



the current proxy), SLEEP (power saving mode), PROXY (provide service for other

peers), and COMPETE (compete with other peers to become the proxy).

RS:

RR:

RA:

NP:

Tr:

Ts:
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Figure 8.2: State machine for a peer in the group

A proxy competition protocol is defined to resolve the collision of several peers com-

peting to be a proxy at the same time. For the protocol, first broadcast a message

that this peer wishes to become a new proxy. Then, listen for a random period. If
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there is no other proxy available during this period, announce itself as the new proxy,

and start providing service for others. If another peer announces its availability as a

proxy during the listening period, broadcast the cancellation of the competition and

ask the new proxy for service.

An IDLE peer may join the group by broadcasting a service request (RS) message

to all other peers in the group, and then enter the REQUEST state. An IDLE peer

learns the identity of the peers in group via group formation protocols that we do not

address in this paper.

For the peer in the REQUEST state, if it receives a request rejected (RR) message

in response to the RS message or does not receive a response from the current proxy

by the T, timeout, this peer begins the proxy competition protocol by sending a

proxy competing (PC) message while entering the COMPETE state. If a request

accepted (RA) message is received in response to the RS message, this peer enters

the CLIENT state after replying with a request confirm (RC) message and begins

enjoying the proxy service from the current proxy. A peer stops providing proxy

service when it receives a new proxy available (NP) message. Then it sends a RS

message to request service from the new proxy, and enters the REQUEST state.

A peer may leave the CLIENT state and begin the proxy competition protocol by

receiving the RR message from the current proxy (it means this peer has consumed

its available credits on the current proxy and the proxy refuses to serve further) or

not receiving a response from the current proxy within Tp time (it means the proxy

may have left the group or stopped providing service). A peer may change to a

power saving mode while entering the SLEEP state. A sleeping peer may “wake up”
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periodically, and return to the CLIENT state to contact the previous proxy. If the

previous proxy remains active, this peer will receive the message waiting on the proxy

and then return to the SLEEP state. Otherwise, this peer sends out a RS message

to request service from the new proxy and enters the REQUEST state.

The competition for the proxy is successful if the competing peer does not find any

other proxy available within the random T, timer. When a peer in the COMPETE

state receives a NP message, it leaves the COMPETE state and requests service from

the new proxy by sending a RS message. Otherwise, it announces itself as the new

proxy by broadcasting the NP message and enters the PROXY state.

8.3.3 Discussion

In this section, we discuss some potential attacks on the approach and the possible

solutions. We also compare our approach to another possible approach to deal with

the “free riding” problem.

Comparison to simple round robin: A simple round robin scheme may be con-

sidered for the “free riding” problem in CHUM. In a round robin scheme, a token is

assigned to the group, which is organized as a ring. The peer holding the token acts

as the proxy for a predetermined length of time. The token is passed among all peers.

The peers with bad behavior will be removed from the group. Nevertheless, there

are two major restrictions preventing this scheme to work well in CHUM: first, to-

ken management causes high overhead because of the highly dynamic and unreliable

characteristics of the group; second, it is difficult for all in the group to agree when a
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bad behaving member should be removed from the group. In section 8.4, simulation

results show that our approach works well even when compared to a perfect round

robin scheme.

Flooding false trust information: A malicious peer may broadcast false infor-

mation about other peers in order to destroy their reputations. However, only the

recommended trust is gathered from other peers, which is only part of derived trust.

The peer may also increase the 6 value to reduce the effect of the recommended trust.

On the other hand, the update of recommended trust depends on the trust of the

peer who sends the information. Flooding false information can be detected. The

trust of this peer may be set to a negative value to prevent malicious false information

affecting other peers’ reputations.

Refuse to provide service: A proxy may refuse to provide service for peers that

have suitable credits. However, rejecting service for other peers does not benefit the

proxy. The proxy will not be able to increase its available credit at other peers, and

therefore may not enjoy the service from other peers. A malicious peer may also

pretend to be the proxy, and then neglect to provide service to others. It will prevent

other peers from becoming the proxy. Again, when detected, the trust value of the

malicious peer may be set to a negative value. Its future messages may be ignored

and its credit line reduced.

Frequently join and leave: Because the credit limit is always positive for a newly

joined peer, this may become a source of an attack. A selfish peer may join one

group, using up all its credit limit from other peers, and then leave the group. He

may later rejoin the group, and restart the whole process. This kind of attack is
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very difficult to prevent without some long-term accountability, which is impossible

in CHUM. However, a clever design of the credit increase function 9, may reduce the

loss on this attack to an acceptable level.

Proxy recovery: The proxy may stop providing service or leave the group without

providing notice to its clients. The missing proxy needs to be detected and the system

needs to recover. A lost proxy is detected by asking a proxy periodically to broadcast

its existence to all group members (by the proxy active (PA) message). If the preset

timer (that may equal to twice of the broadcasting period) has expired, a client will

notice that the proxy disappeared, and begins the competition process.

Sleeping mode: The power-saving mode creates some problems. First, we need

to distinguish between a sleeping peer and one that has disappeared. A timeout is

then set up in the proxy for each client. If after a certain amount of time, the proxy

does not receive a response from the client, it will assume the client left the group.

Second, if the proxy stops providing service when a client sleeps, there is no simple way

for the client to determine when a proxy stopped its service. One simple approach

approximates by assuming half of the sleep time the proxy provided service. Our

performance evaluation section shows that this approximation is useful. Furthermore,

a sleeping peer misses recommended trust update information provided by TIEQP.

However, the peer may still update its perceived trust, and therefore update its final

derived trust value. For those peers that periodically go to the SLEEP state, we may

set 6 to zero to ignore the recommended trust information from others.
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Table 8.2: Parameters for Simulation

 

 

 

 

 

 

 

 

 

 

 

[ Para J Description ] Value ]

a Weight for updating RT 0.6

6 Weight for updating PT 0.7

6 Weight for derived trust 0.7

Tr Timer for REQUEST state 2 3

T3 Timer for COMPETING state 4 s

CLSm-rt ' Start credit 60 s

CLmC, Increase credit 300 s

L Average peer lifetime 120 min

/\ Peer join rate 0.05     

Message delay: Message delay may cause a transaction recording synchronization

problem. Our performance evaluation shows that message delay does not have much

effect on the results.

8.4 Performance Evaluation

We conducted simulations to evaluate our trust model and reputation system in the

CHUM project. The simulation is done via a event driven simulator developed for

CHUM following the strategy described in the section 8.3.2. Since the routing model

in CHUM is limited in one hop [171] and messages are broadcasted to all peers in the

group, we do not consider mobility in the simulation. When a peer moves outside

the radio range of the proxy, we just consider it as has left the CHUM group. Three

different metrics are used in the evaluation:

1. Fairness (or Unfairness): The peer will consider that it receives fair service if

and only if its proxy length is proportional to the group size. For example, if
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there are 10 peers in one group, a peer will feel satisfied if it spends 10% of

its time acting as the proxy providing service and 90% of its time acting as

client receiving service from others. For a peer, suppose the average group size

during its lifetime in the group is 39, the length of time that it stays in the

group is 19 and the length of time that it acts as proxy is lp. Fairness for this

peer will be defined as fairness : (1,, x sg)/lg. Fairness = 1 means absolute

fairness. Fairness < 1 means the peer used more service than that which it

was entitled. Fairness > 1 means that the peer contributed more than its fair

share. Unfairness = [Fairness — 1|.

2. Stability of the system is measured by the average length of each proxy service

period. Longer periods mean that the system was more stable with fewer proxy

changes.

3. Overhead: Peers that stay either in state PROXY or in state CLIENT may

receive IM service. The overhead of system is defined by the fraction of time

that peers stay in other states.

8.4.1 Simulation Setup

The peers join the group according to a Poisson process with rate A. The lifetime of

peers in group is exponential distributed with mean L. The stability of one simulation

is evaluated as the total length of simulation divided by the number of proxy changes.

The unfairness of one simulation is measured by averaging the unfairness of all peers

generated.
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For simplicity, we assume that all of the peers use the same satisfaction function and

credit limit increase function. The credit limit increase function 9,- used in peer p,- is:

g,-(TRUST,-J-) = TRUST,-J- x CLincr + CLsmfl. Here CLstm is said to be the start

credit. It is the parameter used to represent the credit limit peer p,- assigned for p,-

when p,- has zero trust of pj (pj is a new comer). And CLinc, is said to be the increase

credit. It is the parameter used to represent the credit limit increase for trust increase.

The satisfaction function h, used in peer p,- is: hi(8[j'i) = 8;.“ /(Cmer +CLstart)-

Since GL1,,” + CLstm is the maximum length of one service provision transaction,

the value of function h, is always within the range of [0, 1].

With regard to fairness and stability, we measured the stability of the peer strategy,

and the influence of the start credit CLstm, increase credit Cme and the average

group size L x A. Table 8.2 lists the parameter settings for the simulation.

We also compare our trust model with a Perfect Round Robin (PRR) scheme. In

this scheme, peers join into the group according to a Poisson process with rate A and

stay in the group with mean L. Peers in one group form a ring and take turns to

become the proxy. The proxy rotates every X seconds to the next one in the ring.

Here, we do not consider the overhead of the maintaining the ring. PRR X is used

to represent perfect round robin in which the proxy rotates every X seconds, where

X = 60, 120 or 240 seconds.

We first assume all the peers honestly follow the protocols, and present the simulation

results on Section 8.4.2. Then some unpredictable behavior of the peers, such as

leaving group without notification, message delay, and influence of sleeping client will

be simulated in Section 8.4.3 to show the robustness of the system. In Section 8.4.4,
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Figure 8.3: Proxy rotation in one CHUM group

we simulate two different kinds of attacks on the system: free-riding and flooding

false information.

8.4.2 Simulation Results of Honest Peers

We first run simulation for a single group with six static group members (P1, P2,

P3, P4, P5 and P6), which stay in the group for 120 minutes. Figure 8.3 records the

proxy rotation of the group over time. The result shows that the responsibility of

proxy distributes fairly over six peers. Over time, the peers build trust for each other,

which in turn extends the length of each proxy period. Figure 8.4 illustrates the state

transition in peer P1. P1 spends most of its time either in the PROXY state or the

CLIENT state. The system is stable and has a very low overhead.

Figure 8.5 reveals the relationship between the peer lifetime and fairness based on the

fairness of 30,000 peers with an average group size of 6. The simulation runs for one
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Figure 8.6: Effect of Credit/Rotate Cycle

group with dynamic members. Peers continuously join the group, stay for some time

and then leave the group. One point in the figure represents the fairness of one peer,

which is recorded when it leaves the group. The fairness of 95% of the peers ranges

between 1.66 to 0.34. More than 80% of peers have fairness between 1.29 to 0.71.

For peers that stay within the group for more than 30 minutes, 95% have fairness

between 1.34 to 0.66, and more than 80% have fairness between 1.19 to 0.81. For a

better understanding of the fairness value, let’s assume a peer stays 120 minutes in

a group with size 6. By the definition, the fairness value of 1.19 for this peer means

it spends 23.8 minutes as a proxy for others. However, its fair share in the group

will be 20 minutes. In other words, it provides 3.8 minutes additional proxy service

during the 120 minute period. This shows that our approach is relatively fair. For

peers that remain within the group for an extended time, fairness improves.

Figure 8.6 shows the effect of the start credit and the increase credit on the system

performance. For the start credit, the y value of every point represents the fairness
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or stability when we fix the increase credit and set the start credit to the value of

the x axis. Similarly, for the increase credit, we fix the start credit and change the

value of the increase credit. Since the start credit and increase credit determine the

proxy rotate cycle in our trust model, we draw the simulation result of PRR X in

the same figure. The y value of every Point in the line PRR X represents the fairness

or stability when we set the proxy rotate cycle in PRR X to the value of x axis. The

left figure of figure 5 shows that the average unfairness of peers increases linearly as

the start credit and increase credit increase. Nevertheless, the right one shows that

the stability of a group also increases linearly as the start credit and increase credit

increase. A larger start credit and increase credit mean less frequent proxy changes.

By varying the starting and increase credit, we trade off fairness and stability. This

figure also shows that by choosing a small start credit and a large increase credit, the

trust model may be more fair and stable than a perfect round robin scheme.

Figure 8.4.2 shows the influence of the average group size. The left figure shows that

unfairness increases linearly as the group size increases. Larger groups mean greater

benefit achieved for an individual peer, since more peers contribute as proxies. The

trust model and credit system do not limit the group size in theory. However, as

shown in the figure, smaller groups are more fair. On the other hand, as group size

increases, the overhead of communication also increases due to the high probability

of packet collision which is not desirable. A group size that reaches 10 may be most

suitable for CHUM. This figure also shows that with same group size, if the proxy

rotates more frequently, the PRR approach may increase the fairness by a small value.

Nevertheless, a smaller proxy rotate cycle also makes the system less stable than our
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Figure 8.7: Effect of Average Group Size

but less stable. On the other hand, PRR 240 is more stable with smaller fairness.

The satisfaction level of a service provision is determined by the length of the service

in the simulation setup. The choice of satisfaction function does have influence on

the result of the simulation. When we set the satisfaction level to a fixed low point,

0.1, the simulation result shows that the fairness of peers increases a little bit with

a significantly decreased efficiency. On the other hand, when we set the satisfaction

level to a fixed high point, 0.9, the fairness of the peers decreases significantly with

a more efficient system. It can be explained as follows. With a low satisfaction level,

the trust increases slowly between peers which results in a high fairness but a low

efficiency. The selection of the satisfaction is a trade-off between the fairness and

system efficiency.

In all situations, the overhead of system is less than 1%.
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Figure 8.8: Effect of Peer/Proxy Leaving Group without Notice

8.4.3 Simulation Results of Unpredictable Behaviors

For the influence of the unpredictable behavior of peers, we first simulate the scenario

in which the peers may leave the group or the proxies may stop providing service

without notifying other members. Figure 8.4.3 presents the effect on unfairness and

stability when there are varying possibilities to leave a group without informing the

other group members. The X axis represents the possibilities that a peer may leave

group or stop service without informing others. The flat lines in the graphs shows

that the system is robust. Even if all peers leave without notice and all proxies stop

service without notice, the unfairness and the stability of system only increases about

7%. Therefore, the performance of the system does not suffer significantly by the

unpredictable behavior of peers.

Message delay has some effect on the results. For a maximum delay of 1 3, unfairness

increases from 0.213 to 0.217. Stability decreases from 179.21 to 144.27, mostly due
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to message delay during the proxy competition protocol. Also, there is an average of

5.17 3 difference in the amount of service recorded between peers.

For peers that periodically enter a power saving mode, the major problem is they

lose contact with the proxy during sleeping, and if the proxy changes, there will be

differences in the amount of time recorded for serving peers. The selection of the

sleeping period is based on two considerations. A longer sleeping period reduces

power consumption, but increases the possibility that contact with the proxy is lost.

In our simulation, we set the sleeping period to 60 s. This amount is related to

the selection of CLstm = 603, which causes the minimum time that a proxy serves

to be 60 s. The clients go to a sleep mode for 60 s, then awaken to contact the

proxy as described in section 8.3.2. They immediately return to sleep mode if the

previous proxy remains active. Otherwise, they ask for service from a new proxy. The

simulation shows that the average lack of synchronization of service recorded between

peers is 129.15 3. This is not large, and should not affect fairness significantly for

peers that remain in a group for periods of tens of minutes.

8.4.4 Cheating and Attacks

We simulate the effect of free riders. The free riders will join the group, enjoy all the

possible free services and never give service to other peers. In the first scenario, there

is always a client in the system trying to obtain free service. The simulation result

shows that for an average group size of 10, if there is only one free rider, only 8.1% of

the time the free rider may receive service. For average group size of 6, this fraction
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Figure 8.9: Effect of Free Riders in the System

drops to 4.9%. In the second scenario, we change the probability of free riders in

the system. The simulation result is shown in figure 8. Figure 8(a) illustrates the

free service that can be obtained by the free riders. The result shows that a small

group size and small start credit may limit the damage of the free riders. Figure 8(b)

shows that the unfairness increases as the number of free riders increases. In a system

that full of free riders, the unfairness is very high. However, everyone can only get a

small fraction of service. Figure 8.4.4 is also a very good example of how the system

collapses with free riders. As we have discussed in section 8.3.1, in our system the

peer will gain more benefit by providing service to the others. Therefore, a rational

peer will not chose to be a free rider.

We also simulate an attack of flooding of false trust information, which will ruin the

reputation of an honest peer. We simulate a Single static group with six peers. Peer

6 will flood the system with negative trust information (—1) for peer 2. First, we do

not limit the rate of exchanging trust information. Peer 6 will broadcast the false
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trust value into the system every 10 seconds. Second, we limit the rate of exchanging

trust information by 120 seconds. In figure 8.4.4, we show how the trust about peer

2 evolves in peer 1 over time. The result shows that even without any prevention

of flooding of false information, the trust of peer 2 by peer 1 still remains positive.

It means that peer 2 can still get service from peer 1 within a relatively short time

period. The simple limitation on the information exchanging rate or an increase in

the value of 6 will help limit the damage due to false information.

8.5 Summary

We developed a distributed trust model and a mechanism for using credits in order

to promote cooperation among strangers in mobile ad hoc networks. Peers benefit

cooperatively when they follow the scheme. Malicious peers are excluded from the

system. This approach has its advantages and disadvantages. First, it is simple

and easy to implement even in resource limited mobile devices. It does not require

183

 

 



sophisticated encryption algorithms or security protocols. Second, the distributed

model eliminates the necessity of a costly centralized trust authority connection. All

the trust information and decisions are made locally. However, the disadvantages

are also obvious. First, the trust information of every other peer in the group needs

to be stored locally, which makes the scheme difficult to scale. Second, the lack of

a security mechanism and long-term account leaves open some holes for attack, for

example, the “frequently join and leave” attack in CHUM. Nevertheless, the model

is most suitable for applications that have an incentive to cooperate and does not

require strict security.

Our evaluation shows that peers who remain in a group for a long period are more

likely to share services fairly. Nevertheless, short periods of cooperation are also

relatively fair. The scheme is efficient, since proxy changes are only likely to occur

every few minutes. When malicious peers join the group, they may be identified and

excluded. Malicious peers or unexpected proxy failures do not significantly affect

the fairness and stability of the scheme. Although the work in this chapter focused

on a solution for CHUM, the ideas may be extended to other pervasive computing

applications.
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Chapter 9

Conclusion

9. 1 Summary

Several different wireless technologies co—exist in today’s wireless networks. We en-

vision that mobile devices will carry multiple wireless interfaces to access them si-

multaneously. Mobile users are demanding for “anywhere, anytime, always-on and

high-speed” wireless services. However, this requirement can not be meet by cur-

rent wireless technologies. The popular WLANs and WVVANs are limited in either

coverage range or transmission data rates.

In this document, we try to utilize and combine the current wireless technologies to

leverage their advantages and share the resources of the mobile devices without any

changes to the underlying network infrastructure. A novel Cooperative Integrated

Wireless Network Architecture (CIWNA) is proposed to take the advantage of both

the high-speed WLANS and the cellular data networks for a better utilization of the

costly cellular resource. The mobile devices cooperate and share their idle cellular
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links to the WWAN via a mobile ad hoc network (MANET) formed from WLAN

technologies. Some of the peers may act as servers or proxies, providing different

kinds of services for the other members in the same MANET by contributing their

idle cellular resource. By joining the cooperative network, the mobile devices may

reduce their power consumption, improve the QoS, or reduce the latency of large file

downloading. No modifications in the underlying wireless infrastructure and special

hardware in the mobile devices are needed. The performance improvement in the cel-

lular data networks comes from the efficient peer—to—peer sharing of the idle resources

among the mobile users.

With the basic network architecture and the concept of peer-to—peer resource sharing,

four different applications are proposed aiming to reduce the power consumption of

the cellular interfaces, to improve the QoS of the cellular links, and to reduce the

download latency of large files from Internet servers. A new set of network protocols

are developed for CIWNA to address on the network formation, group management,

proxy rotation, message routing, service discovery, failure recovery, and security and

privacy.

In the application of Cooperating ad Hoc network to sUpport Messaging (CHUM),

a new message notification protocol (MNP) is developed to enable a continuous IM

presence in mobile devices with limited power consumption. The similar idea is

used in a new framework to support a continuous WWAN event/message notification

channel. We proposed a simple group management protocol to resolve the problem

of high overhead in maintaining the precise group information in the highly dynamic

and unreliable environment. The QoS Aware Wireless Bandwidth Aggregation system
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can utilize both the cellular network interface and the IEEE 802.11 ad hoc network

for an integrated network architecture that provides QoS aware wireless bandwidth

aggregation. The capacity of several low throughput cellular links are shared by all

mobile nodes to provide better QoS support for the application. The same idea of

aggregating cellular data links is applied in another application for a novel cooperative

parallel file downloading scheme to reduce the latency of downloading large files. This

scheme utilizes multiple paths in the cellular data network with the help of the IEEE

802.11-based mobile ad hoc network. A simple and efficient proxy discovery protocol

is used to find new proxies.

CIWNA requires cooperation among a group of users to gain benefit for the whole

community. A distributed trust model and a mechanism for using credits are pre-

sented to promote the incentive of cooperation among a group of strangers in CIWNA.

Peers benefit cooperatively when they follow the scheme. Malicious peers are excluded

from the system. Game theoretical analysis is provided to justify the proposed trust

model and credit system.

9.2 Future Work

9.2.1 Potential Applications

We have explored four applications of the cooperative integrated wireless architecture

in this document. In these applications, the integrated wireless architecture is formed

by utilizing cellular interfaces and WLANS interfaces in the mobile users. The mobile
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resources such as the batter power and the cellular bandwidth are shared among a

group of mobile users. More wireless applications may be benefit from the CIVVNA.

In these applications, the integrated network may be formed by all means of wireless

technologies not only the cellular and the WLANS interfaces, and the shared resource

may not be limited to the batter power and the bandwidth as we have discussed.

Let’s imagine a scenario that a mobile user A is equipped with Bluetooth wireless

interface and the IEEE 802.11 wireless interface. A nearby mobile user B may have

both the 3G cellular interface and the IEEE 802.11 wireless interface. With the Blue-

tooth interface, A is capable of accessing nearby devices, while B has the Internet

access via his 3G interface. Follow the similar idea we have discussed in this doc-

ument, an integrated wireless network may be formed by utilizing all the wireless

interfaces. The IEEE 802.11 based wireless interfaces can be used to form a mobile

ad hoc network. Thus, A and B can share their different mobile resource: the Blue-

tooth connection to the nearby devices and the cellular link to the Internet. Still no

infrastructure support or special hardware are needed. In another example, a mobile

device with the GPS ability may contribute its precise location information to the

nearby mobile devices. In return, it may be entitled to access the MP3 music col-

lections in another mobile device. Content, storage, and processing power are other

examples of resource that can be shared among mobile users. The similar idea may

be extended into sensor networks and vehicle networks.
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9.2.2 Centralized Infrastructure Support

The performance gain by CIWNA is limited by lacking the centralized infrastructure

support. For example, in the parallel file downloading scheme described in chapter 7,

the downloading path from the proxy to the destination client is determined on-

demand by the proxy discovery protocol. The selected path is used for the whole

piece downloading without considering the changing environment during this period.

With some extent of centralized infrastructure support, packet level stripping may

be achieved by letting the base station to select the best path for each packet to

the destination client. Similarly, the QoS aware path selection is also limited by

the incomplete information maintained in each mobile node in QAWBA. The mobile

node may report its current traffic load and neighbors to the base station. With the

complete information from all the mobile nodes, the utilization of the cellular network

will be improved in both parallel file downloading and QAWBA.

On the other hand, a centralized secure charging scheme may be used to eliminate

the burden of the distributed trust and credit system. Some kinds of micropayment

scheme may also be considered.
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