THE ROLE OF VALUES IN THEORY CHOICE:
DEBATING BIOLOGICAL RACE

By

Anthony E. Givhan

A DISSERTATION
Submitted to
Michigan State University
in partial fulfilment of the requirements
for the degree of
Philosophy — Doctor of Philosophy

2014



ABSTRACT

THE ROLE OF VALUES IN THEORY CHOICE:
DEBATING BIOLOGICAL RACE

By
Anthony E. Givhan

Can so-called non-cognitive values be used legigipan good science? | argue that
they have a legitimate role in several areas @ms®, namely the context of discovery, the
context of investigation, and the context of apgtiien, but that they do not have a legitimate role
in the area of scientific theory assessment. idlea they ought to be avoided because their
use in this area makes for bad science. | themhgsdebate about whether or not race is a
biological concept as an application and case simdiustrate the use of the values which ought
to be used for assessing theories, cognitive valuesclude that biological race is not real and
we can make this judgment without using non-cogeitialues.

In the introduction | clarify various issues invetl in the values debate. | then explain
why | believe that the disagreement regarding wdreti not race is biologically real makes for a
helpful case study when considering the role ofi®@alin science. | show that tsagreement is
often seen as being motivated by various non-civgnvialues; that is to say, each side claims
the other is being inappropriately influenced by+ognitive values.

In Chapter 1 | lay out the various arguments fa against whether ancient civilizations
held to the concept of race and show thate are problems with both sides of the issu
thus, neither side can say that the fact that ticeeats believe one way or the other helps their
case, as is often claimed. In Chapter 2 | critjcakamine some of the major theories of race and
suggest that thego not work. | conclude that while we can findkatids of differences between

groups these differences do not seem to allow usatkce any meaningful biological distinctions.



| then raise the question again whether or notcagnitive values have influenced the race
debate.

In Chapter 3 | work through an account of how nogsative values function in various
areas of science and argue that in good scienceogmitive values ought to be avoided in the
context of assessme@hapter 4 lays out an account of why cognitive, tWltall epistemic and
non-epistemic values, are to be used to assesyttignice. | argue that other so-called non-
cognitive values for instance, ideological, psydgatal, ethical values, etc., ought not to be
used. | argue that only those values that aidstifying or directly assessing beliefs as true
(epistemic values) or those that aid in our undeding and explanation (non-epistemic
cognitive values) ought to be used to judge a thasrgood, and non-cognitive values do not do
this. Finally, | suggest that the lack of conseansu the biological reality of race may be due to
different approaches motivated by different rede@rograms and not necessarily the
inappropriate influence of non-cognitive values.

Chapter 5 attempts to apply the notion of the appate use of values in scientific
assessment. | make a distinction between the guesWhat is a biological race?” and the
guestion, “Do biological races exist?” | maintamat these are two different questions and result
in different metaphysical assumptions about theterce of race, and thus lead to different
research programs. | pose two problems facingethosesearch programs that assume and posit
the reality of biological race, a classificatioroplem, which seems to cause the notion of race to
fail what | call the non-epistemic cognitive valuest, and a sorting problem, which seems to
cause the notion of race to fail what | call thesegmic values test. | maintain that as a redult o

these problems race is not biologically real.
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INTRODUCTION

Anthropology has been called the study of humaesrxlalm 2001 and 2002, Ann Morning
interviewed over 40 university professors in bigl@nd anthropology about their definitions of
the term “race.” AlImost 40 percent described rasegroups of people who share certain innate,
inherited biological traits. In contrast, over@rcent argued that races do not correspond to
patterns of human biological variations (Mornin@@R This implies that there is no scientific
consensus in this important area. George Gill ssiggthat, “slightly over half of all
biological/physical anthropologists today beliemdghe traditional view that human races are
biologically valid and real.” He believes that tedbat do not are biased. He states:
Why this bias from the "race denial” faction? Thigs seems to stem largely from socio-
political motivation and not science at all. Foe time being at least, the people in "race
denial” are in "reality denial" as well. Their maition (a positive one) is that they have
come to believe that the race concept is sociahgérous. In other words, they have
convinced themselves that race promotes racisnreldre, they have pushed the
politically correct agenda that human races arébmapbgically real, no matter what the
evidence (Gill 2000).
In a 1985 survey of some 365 biological anthropsiisghe question of whether or not
biological races existed in Homo sapiens was areivges by 181 of them and no by 148 of
them (Lieberman and Reynolds 1996). An earliedystwy the same authors indicated that the
position that physical anthropologists take on tbssie tends to correlate with their social status

and cultural background (Lieberman and Reynold8)1.9%pecifically, this earlier study tested

! Paul Topinard is considered the first to write aegal text on anthropology in 1876. His
definition indicated it is, “the branch of natuhastory which treats of man and the races of man”
(Smedley 1999).



the assumption that those with greater privilegelass social marginality, labeled “overdogs,”
would be more likely to accept the dominant viewtlom existence of races which prevails in the
larger American society and those who experienessl privilege and more social marginality,
labeled “underdogs,” would be more likely to questihe outlook which prevails in the larger
society. It was found that the overdogs were ntikedy to hold that races do exist (the
dominant view in society) and those labeled as tdags were more likely to hold that races do
not exist. The above suggests that there may be somelation between social position, the
social values that are held at various social st and that these things work together to
effect theory choice.

This highlights at least two issues independenhef‘side” that Gill takes. First, the
guestion of whether or not human race is a bioklgioncept does not seem to be settled by
scientists and it is worth trying to understand wiSecond, according to Gill and the earlier
Lieberman and Reynolds study, perhaps non-cognitee social values influence the opinion
of scientists on this issue.

This raises further questions: Do these correlatlmetween views and values indicate
that something has gone wrong with respect todlenee here? Should anthropologists and
other scientists check their values and politicaws at the door when they do science, in order
to remain objective? Or should they quite exgiamot do this because of the importance of the
values-issues at stake?

The role that various values play in theory chaegcan important and much debated issue
in the philosophy of science, and thus, the issaised above lead to a broader set of issues of
more general significance: Do non-cognitive sq@qalitical, even personal values have a

function in scientific theory choice? If so, whahction do they have? Ought non-cognitive



values (as opposed to cognitive values, like exgitaly power or predictive ability), to be used

to determine theory choice?

The Question of Values
Traditional objectives of the philosophy of sciemeelude the justification of science’s
claim to objective knowledge and the explanatiortoémpirical success. Logical empiricism
sought to do this by giving a special role to fokiogic in the philosophy of science and an

appeal to observation as the basis of objectivitycience or at least some special set of

statements which have a close tie to observatmhilaus free science from biasZeQThese
attempts were already beginning to show all thessaf their eventual failure from their own
internal problems when the ideas of Kuhnian histenmh came on the scene.

Kuhn'’s historicism is a view that approached questiin the philosophy of science by
looking at the social structure of science andstb@al and psychological mechanisms
underlying scientific change. In regard to thecdhnpice logical empiricism made a distinction
between the “context of discovery” and the “contejustification” and had dismissed social
notions as being part of the “context of discoveagd thus not logically analyzable. The logical
empiricists thought that there was a reasonabbr destinction between epistemic and social
values. Science, it was believed, should be guisidy by cognitive values, and the logical
empiricists believed that this was the case (Raioheh 1951). However, Kuhn and others retold
classic cases of great advances in science widlyamo exposing the role of social values rather
than relying on the impotence of the logical engists’ epistemic values to decide which theory

was right. An attempt was made to show that saeikles played an important role in scientific

2 See Ayer, A.J. (ed.) 1959. Logical Positivism. Neéark: The Free Press, for various articles
written by the Logical Positivists.



change and theory evaluation. Observations wexe ag theory-laden and theories across
paradigms were seen as incommensurable. Sciersceega as a form of organized behavior
with a specific social structure. Kuhn’s argumienthis area can be summarized as something
like this: if theories are underdetermined by enmks then something else is contributing to
theory choice. He suggested that perhaps cognisiltees were being used and thus, this would
allow us to hold on to our traditional picture of @bjective science. But, he argued, these values
do not seem to be sufficient to justify theory @®oi These values seem to be too imprecise, or
the use of them inconsistent, or theories thatealthem incommensurable. Therefore, theory
choice seems to be based on subjective preferémaesllow for social, political or personal
values to enter into theory choice and thus perbgssit in some way. Kuhn argued that theory
evaluation was judgmental rather than algorithragcthe logical empiricists had thought (Kuhn
1977).

Kuhn’s ideas came in for quite a bit of criticishgwever, they were very influential in
promoting a more social basis for science. Fdaamse, feminist critiques of science have
embraced some of Kuhn’'s ideas. They have argudtme theories, especially in biology,
contain male bias. These theories are considefie@inted by personal, social or political values
and thus are androcentric. Sandra Harding 1986%oirt that there are some rather different
perspectives one can take here. She has prop@ssifyihg feminist criticisms of science into
three categories: feminist empiricism, standpemstemologies, and feminist postmodernism.
Feminist empiricism regards science as essenballctive; however, when its methods and
rules are not followed it results in the influerafesocial, political and gender biases leading to
“bad science.” Standpoint epistemologists maintla@t contextual (i.e., non-cognitive) values

are essential to science and that some are bedteiothers. Feminist post modernism abandons



objectivity and maintains that different standpsitdll different stories about the world and none
are any better than any other (Harding 1986).

The “strong program” in sociology of science alstbeaced Kuhn's ideas. These
sociologists and other social scientists soughbtudy the close details of scientific work and
concluded that scientific agreement was “constdictea negotiation between people whose
main interests may not be in describing the waytbdd works. It is argued that non-cognitive
social values to a large extent determine the tesfilscience and that scientific knowledge is
not the result of the relations between scientifeories and the structure of the world but is a
social fabrication (Latour and Woolgar 2003).

While most philosophers of science do not beliéa the “strong program” has it right,
they do believe that in various ways social and-cognitive values play a part in theory choice.
What part these values play in theory choice issme of much disagreement. For instance,
some argue that social values influence the fooonatf research agendas and perspectives taken
or the range of experiments deemed relevant augbdo which research results are put,nmat
the actual findings of science (Nelson 1996). Gilodim that if non-cognitive values determine
scientific theories then they influence which thesibecome contenders and thus the leading
program is in part the result of these values anod tnevitably influenced by them (Okruhlik
1994).

While much of the dispute has been whether epist@alues alone can suffice to guide
science, a rather recent line of thought (espegciadith Longino 1990) is to argue that there
really isn't any way to draw a sharp epistemic/abealues distinction. The idea here is that

scientific objectivity can be properly understoaodyoin social terms.



One of the goals of this dissertation is to exanti@se issues and see if there is a way to
develop a strategy for choosing between theorigsmtheses and models that considers the role
of these various values while still achieving ajeobve connection to the world. Is some form
of the epistemic/social value distinction even t#e@@ And even if social (hon-cognitive) values
influence the decisions that actual scientists md&ehey only contribute biasing factors to
theory assessment or do they aid in some typejettty?

James R. Brown 2001 has laid out what seems tdhledpéul way to conceptualize this
issue. | would suspect there are several mordipasithat could be taken regarding these
issues, for instance, each of the areas Hardingdeasified but it would take us too afar field to
consider all of them. Brown identifies four atties towards the question of epistemic and social
values. He labels the distinction as that betwssgmitive and non-cognitive values:

1. There are no non-cognitive values at work in saenc

2. All of science is impregnated with non-cognitivdues; there is no objective

distinction to be made between good science and bad

3. Non-cognitive values sometimes play a role in sebut they invariably lead to bad

science; good science is free of non-cognitive eslu

4. There is an important distinction to be made bemwgeod science and bad science,

though both are shot through with non-cognitiveueal
Most philosophers of science would dismiss (1)doks seem that non-cognitive values do play
some role in science as | will show below. Alsbelieve that most would dismiss (2). This is
the position of the “strong program” in the socmof science and there does seem to be some

objective distinction between good and bad science.



Position (3) is close to the traditional positiorddo what Harding labeled as feminist
empiricism and (4) is close to positions such asduao’s. | prefer a position somewhere
between (3) and (4) and will attempt to explain detend it. | will argue that non-cognitive
values play a legitimate role in several areasgfiee. However, in the assessment of
hypotheses and theories they lead to bad sciemtscantists ought to work to rid science of
non-cognitive values in this area.

| believe the debate regarding whether or not huraee is a biological reality makes a
helpful case study to aid in examining the roleaties in theory choice. This is because it does
not seem that scientists have come to a generakaosuas regarding the reality of biological race
and it has been claimed, as was seen above, ams gdsusible that the disagreement may be
motivated by various non-cognitive values.

There are several questions that | want to consedfarding race. First, what do we
mean by race? There are various views on whatisadeor instance, many view race as only a
social construct. If this is the case then theatielabout whether race is a biological concept or
not is over. So | will lay out the various views @ce and give some reasons why it is important
to consider whether or not race is a biologicalosm.

Second, | want to ask the question, “Has race avib@gn recognized?” That is, did
ancient civilizations hold to the view that biologl races exist? Many that argue that race is
only a social construct also argue that the vieat thce is a biological entity is a modern
concept and that it came into being during theagbscovery (Montagu 1974, Smedley 1999,
Zack 2002). On this view biological race was aificsttion of the different treatment of those
who were, for instance, in slavery, where enlightent ideas did not seem to allow for this

since these ideas held to human equality. Whilethdreghe ancients held to a biological concept



of race or not will not ultimately settle the dedabout the reality of biological race, it stanals t
reason that if the ancients did hold to a biololgicecept of race, one who holds that races have
no biological reality and only recently came intos¢ence because of social and political reasons
would need an explanation of why it seemed to emiancient times, that is, why it is not recent
as they claim. Further the establishing of theterise of a biological notion of race by the
ancients would seem to allow the questioning ofclaen by those who deny its existence that
since race is recent it is a social, not a biolaigtoncept.

After considering the ancient views | examine madéeories of race. | will consider
two approaches to the notion of biological races based on the typological concept of race and
one based on the populationist concept of racdl take a critical look at these various theories
of biological race showing the strength and paldidy the weaknesses of each. This will allow
us to see that no theory of biological race seenetable to do the job, that is, give a definitive
answer to the question of the reality of biologi@de. No theory gives a satisfactory account of
what a race is; all seem to fall short and haveouarproblems. If the various theories of
biological race fail then that leaves open the joesdoes biological race even exist. This
guestion we will take up in Chapter 5.

The discussion about the various theories of iokd race will allow us to think through
the issues| will argue that non-cognitive values play an impattrole in science. They
function in various scientific contexts. Therdhs context of discovery, the context of
investigation, the context of application, and tlatext of justification (which I will call the
context of assessment). | will argue that non-dognvalues playa legitimate role in the

context of discovery, investigation, and applicatiut not in the context of theory assessment.



How theories ought to be assessed seems to rukelegitimate role for non-cognitive values.

However, first, | want to give a fuller accountwaliy race is a helpful issue to consider.

The Question of Race
As | have indicated | believe race and variougasssurrounding race can be a helpful
case study to aid in examining the role of valuetheory choice. There are several reasons for
this; first, the issue of race is controversiall aecond, the proponents and opponents of race as
a biological reality seem to use the same datagioesto different conclusions, this may be a
result of their values, and finally, argumentstfog social construction of race imply that the

position is justified for social and political, tha, non-cognitive reasons.

Race is Controversial
First, the issue of race is controversial and lyigihibject to the influences of non-
cognitive values. This is the case for severaarg, they include: emotional attachment issues,
the social consequences involved, opponents’ pgoreypof bias in those holding an alternative
position and thus as being motivated by socialaessand for historical reasons.
Emotional attachment issues: Each person seena/&dome emotional attachment to
what he or she perceives as his or her race. Gosssdrks that:
There could hardly be a subject more likely to imegrejudice than that of race. Unlike
religious, political, or social ideas, human diéfeces which we have elected to call racial
differences are a part of our physical endowmencthvive are born with and cannot
change. All of us belong to one race or anothé¢o @ combination of races, and thus all

of us are involved to some extent in an emotiottachment to the idea that our own



race is at least potentially equal to others. Mdebate over the merits and defects of
race has taken place in a peevish and ill-tempatradsphere, one in which the
opponents frequently “get personal” and tell memsloérother races home truths about

themselves (1963, 409 — 410).

Emotional attachment and “getting personal” can eafailure of objectivity. While emotional
attachment to a view may allow for a high degremofivation, scientists can also miss
important evidence because of attempts to hola@gdosition for personal reasons when it is
no longer warranted. Thus, it can be argued thattiemal attachment when it leads to this type
of error can be viewed as a psychological valueithaot part of “good” science.

The social consequences: Also, there is a differémsocial consequences between the
results of holding that a race exists or not asepg to coming to conclusions about other
subjects. Unlike more impersonal subjects likeipkrphysics for instance, race is controversial
because it bears more directly on our self-imageaam view of human nature (Brown 2001).
Domains such as particle physics and the like,llysdaal with issues remote from our lives and
personal interest. What the inherent charactarsafbatomic particle (spin, charm) is and the
inherent character of a person of a particulareétas, arguably results in different social
consequences. Thus, there is a case to be mattefposition that social values ought to be
brought in that is, they need to be taken seriously

Domains like biology and in particular anthropolagem particularly vulnerable to
social and political value influence. Since humaresboth subjects and objects, classification of
humans seems inevitably a social issue as welbas@gical issue, and therefore the recognized
categories have power to validate inequalitiesiajustices which are irrelevant to say, the study

of fruit-flies (Marks 1995). In discussing eugenbdarks indicates:

10



In humans, the biological differences among humanggs reinforce the social divisions
that may also exist. If all social groups receiegdal treatment-had equal rights and
equal opportunities for advancement-the study efdilelogical differences among them
would be straightforward. It is not so straight¥ard, however, since the differential
treatment often accorded to different groups cad & validation in the biological
differences that may accompany them. In other wdodsiting constitutional differences
among human groups can provide a justificatiortrieating those groups differently

(1995, 101-102).

Thus, racial classification seems more susceptibtbe influences of social and other non-
cognitive values because of the social consequeéhaesay apply to various racial
designations.

Opponents’ perception of bias: Race is also coetsial because opponents perceive the
reasons for holding an alternative position asdpenotivated by social reasons and thus admit
bias. For instance, the issue of intelligenceedéhces between races seems to fit this bill. In
1981 Stephen Jay Gould’s highly influential andydapbook (winner of the National Book
Critics Circle Award)The Mismeasure of Mamas published. In it Gould argues that in thd pas
two hundred years the history of intelligence meagLhas been characterized by two fallacies,
what he calls the fallacy of “reification”, which the tendency to convert abstract concepts into
entities, and the fallacy of “ranking”, which isetipropensity for ordering complex variation as a
gradual ascending scale. He maintains that réibicallowed for intelligence to become an
entity located in the brain and that ranking alldvier assigning all individuals their proper
status in the single series by assigning an obgctumber which in the twentieth century was

represented by their 1Q (intelligent quotient). ubargued that scientists were influenced by

11



social and cultural prejudice leading them “to iimv@&onclusions from adequate data, or
distorting the gathering of data itself” and “tligterminist arguments for ranking people
according to a single scale of intelligence, noterdiow numerically sophisticated, have
recorded little more than social prejudice” (Goi#B1). That is, social and cultural values lead
to these conclusions.

Neven Sesardic is not impressed witie Mismeasure of Maand in his boolvaking
Sense of Heritabilitgays that others were not either. He indicatesithaontrast to typically
favorable and laudatory comments in the populasgrine reviews in Nature, Science and other
professional journals were highly negative and ssyecritical. He quotes a portion of
Blinkhorn’s review in the Journdature

With a glittering prose style and as honestly feetgkt of prejudices as you could hope to

meet in a day’s crusading, S. J. Gould presentattespt at identifying the fatal flaw in

the theory and measurement of intelligence. Ofsmueveryone knows there must be a

fatal flaw, but so far reports of its discovery badeen consistently premature... [The

Mismeasure of Man] is a book which exemplifiesowen thesis [that science is

necessarily influenced by social prejudices].s laimasterpiece of propaganda,

researched in the service of a point of view rathan written from a fund of knowledge

(2005, 38).

Sesardic goes on to claim that the important psititat Gould’s central argument against
hereditarians is based on a misunderstanding gidkiion he is criticizing. However, for our
purposes we see here that both Gould and his revigeek to indicate that social values drive

the positions that they are criticizing.

12



Another example might make the point clearefhilippe Rushton in his bodRace,
Evolution, and Behaviomaintains that race is biologically real. He gates that from his
twenty years of study he has found that “in brame sintelligence, sexual behavior, fertility,
personality, maturation, life span, crime and fgmstiability, Orientals fall at one end of the
spectrum, Blacks fall at the other end, and WHa#sn between” (Rushton 2000). Yet in his
review of Rushton’s book Armelagos argues “afted g8ars on which race has been the subject
of intense study, and even with the advances ireautdr biology made in the last 40 years, race
as a viable biological unit of study still eludess LExcept for the study of gene flow, race is dead
as a scientific method for understanding humaratian” (Armelegos 1995).

One can ask how race is dead if Rushton foundwsdhravidence for it. Rushton seems
to answer this when he says, “data on race diftm®neviewed in this [his] book and the
evolutionary models proposed to explain them conflith what has become known as
“political correctness,” a mindset that subordisdtaowledge and inquiry to ideological
discipline about social equality. Presenting nicgimation, and the deliberate withholding of
evidence, have become all too characteristic of @u@lutionary scientists when they write
about race.” (Rushton 2000)

So Armelegos claims that race is dead as a saéentéthod for understanding human
variation, yet Rushton maintains that race is yeuogh alive and the reason that his views are
rejected is due to “political correctness,” thatisn-cognitive, political and social values
entering into science.

Others who hold to the biological reality of raas,Ruston does, argue in a similar vein.
Thus, Sarich and Miele, while putting the idea lesmtedly, make a similar claim: “the

apparent intractability of America’s ‘race proble(or what some would say is more accurately
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described as ‘problem with racism’) have led mardiiiduals, perhaps even a majority, in the
media and the social sciences to come to the @rmdief that eliminating the word ‘race,’ or
downgrading it from a biological concept to meralgocial construction, is a necessary if not
sufficient condition for eliminating racism as wgl2004, 2). George Gill complains, “At the
beginning of the Z1century, even as a majority of biological anthioggsts favor the reality of
the race perspective, not one introductory textbafgkhysical anthropology even presents that
perspective as a possibility. In a case as flagrauhis, we are not dealing with science but
rather with blatant, politically motivated censash(Gill 2004). And Michael Levin quips,
“Ironically, denial of the reality of race oftengfaces a denunciation of race bias, with little
explanation given of how people can respond taiatttat no one possesses and no one
understands” (Levin 1997). Levin goes on to safteh hereditarianism is rejected not on
evidential but moral grounds, because it is badiamist’.” Many of these writers see
motivations other than scientific consideratioms,ihstance social consequences, overriding
what may be clearly seen by them, that biologiaaéris real. Thus, the issue of race is
controversial because of the perceived reasortsolding an alternative position by its
opponents — “they” are bias.

Historical reasons: Finally, the issues surrougdacte are controversial because of
historical reasons. Historically, the classificatof races has been associated with hierarchical
ranking, eugenics, the justification of genocide] ather social ills. For instance, in the United
States and other parts of the world race was usedusstification for slavery. Blacks that were
brought to the United States from West Africa ava$ were viewed as a different race than
whites; they had different features and charadtesishat allowed for their subjugation. In the

Dred Scott decision of 1857, which helped spark&Ateerica Civil War, Chief Justice Roger
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Taney wrote that the treatment of Africans in Aroanvas justified because they were “beings

of inferior order” (Olson 2002, 181). Montagu ge®tn anonymous source who indicates:
The Negroes were not beasts, but neither weregbiégy men. They added another link
to the Great Chain of Being, strengthening it. yivere designed to be subordinates,
with faculties proper to their station. They wareant to hew and delve, and the
gentleman and his lady need have no qualms asviiegs floated in from the fields or
up from the kitchen. The British public could gomilg ahead rattling the coins in a full
pocket and relishing the taste of sugar.... Wereslinees to be released and hoisted out
of their rank, they would quickly drop back againthere they belonged. They simply

lacked the innate abilities of the whites (1974.240).

This history has made the subject of race highhtrowersial. For instance, in 1964 Congress
passed the Civil Rights Act, which banned all formhsacial discrimination. However, it was
soon noticed that the elimination of discriminattaws was not producing the fully integrated
society that leaders of the civil rights movemeaud lenvisioned. Thus, in 1965 President
Johnson issued Executive Order 11246 in which tgaltment of Labor was enjoined to issue
government contracts with construction companietherbasis of race. He called this
affirmative action toward equality (Pojman 2008@jifirmative action can be defined as an
“effort to rectify past injustice as well as to guxe a situation closer to the ideal of equal
opportunity by special policies” (Pojman 2006, 618ffirmation action is controversial because
it can be viewed as reverse discrimination, thadigcrimination on one race in the present for
discrimination toward another race in the pastisTiplies the existence of identifiable races
both in the past and present. But, why should ptaseividuals be punished for past acts that

they did not commit? And if race is not “real” theho was discriminated against in the past
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and who ought to be discriminated against in tlesent? Further, affirmation action is
paradoxically race-conscious, since it uses rateitg about a society which is not supposed to
be race-conscious (Pojman 2006). So the issuscefis controversial because of the various
past social practices and remains so even whee than attempt to address those practices.
These four reasons then, emotional attachmentdsgige social consequences involved,
the perceptions by opponents of the reasons falifgpbn alternative position, and historical
issues make the study of race controversial anusée allow for non-cognitive values to
influence various positions on race. Hence, isseigarding race can be helpful in the discussion

about the role of values in theory choice.

All Sides use the Same Facts

The second reason | believe that issues regardagycan be helpful in the discussion
about the role of values in theory choice is beeauseems that the very ideas that one would
expect to be used in providing a case for the emcs of biological race have been used to show
that biological race does not exist. All sidesite modern debate seem to use similar ideas and
evidence yet interpret them in different ways. t@at 1998 indicates that to a surprising extent,
physical anthropologists in both camps make sinaitsertions, cite similar sources, and express
similar fervent opposition to racist practices &atiefs. The difference between them is mainly
one of emphasis. The findings that one group algnitdgingly and seeks out reasons for
disregarding are spotlighted by the other grouthasentral facts that reveal the way things
really are. For instance, in a 1995 issu&wblutionary Anthropologytwo physical
anthropologists (Armelagos 1995; Harpending 199%evasked to provide separate reviews of

the same four books (Shipmaisolution of RacismMurray and Herrnstein$he Bell Curve
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Rushton’sRace, Evolution, and Behavjdvlark’'s Human Biodiversitydealing with issues of

race and human genetic diversity. Each reviewas@dahe very books that the other

condemned (Cartmill 1998). Thus, one could comé&éaconclusion that aspects other than
physical facts are driving the debate, i.e. samiglolitical values. And then one can ask ought
these values to be used to drive the debate villsgitimate for them to do so because it makes
for “bad science”. If it is illegitimate to allovhése values to drive the debate then one can ask
what happens when there is an attempt to elimih&i@®. Are they able to be eliminated? And if
they are not does this mean that “bad sciencdrf w8eacan have in this debate. That is, are
illegitimate values so deep, so entrenched indalzmte that the issues are not able to be resolved

satisfactorily, i.e., scientifically?

Race as a Social Construction

The third reason | believe that issues regarding can be helpful in the discussion about
the role of values in theory choice is that manyehargued that race is a social construct (Blum
1999, Graves 2002, 2004, Smedley 1999, Root 1% Z002). These theorists argue
negatively, that race is not biologically real,tttigere is no biologically objective way to define
race, it is not a biologically objective categdngitt exist independently of human classifying
activities. And they argue positively, that raseonstructed socially. It is a social category.
We see both the negative and positive aspectsumBlremarks:

| want to make it clear that | join the current sensus in regardinmgceas a

scientifically invalid concept, and one that is l@&ling in ordinary discourse because it

tends to imply the validity of some scientific ratiofrace However, the notion of a

racial group is meant to denote a group whosefnisicand social experience is/has been
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shared by being regarded as a “race” and treatedds This definition confers a

certain social and historical reality on the notadmace, but makes it clear that such a

concept can be understood only as a socially asetetl one, not a biologically authentic

one (Blum 1999, 261).

Note that Blum indicates that race exists, howewet biologically but as a social construct. Itis
“real” but it has a social and historical realitgo Blum can both deny that race exists but affirm
that race is real. For him there is no paradoxabse two different notions of race are being
considered, a biological one and a social one.

Thus, social construction arguments for race seeatiow for the existence of race to be
based on what we, as social agents, believe anohnoature. That is, these theorists view race
as dependent on us, not independent of us likesrwages or flowers. Thus, race exists because
we believe it exists. For these theorists raceas fior social reasons, and thus it would seem that
at least some non-cognitive reasons are part gligtdication for it.

So, since race is controversial, and the proporeemsopponents of race as a biological
reality seem to use the same data to argue ta@iffeonclusions, and finally, because
arguments for the social construction of race inipat the position is justified for social and
political reasons, it seems that a case study aloatand the questions surrounding its
biological reality will provide a helpful way to nsider the role various values play regarding

theory choice.

Values and Race
As has been indicated, there are at least founmaagas in science where non-cognitive

values may influence scientific theory choice. Thearious areas can be seen as various
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scientific contexts. First, there is the contextisicovery. The context of discovery can be
considered the theory generation phase of sciehbeories can be generated in any number of
ways including through dreams, political ideologiasd even religious views. The source of a
theory however, is generally not considered ancatdr of it truthfulness, explanatory power,
usefulness, etc. It can be argued though thatnfeognitive values influence theory generation
in the context of discovery, and the theories #natgenerated by these influences are the only
theories we have, then non-cognitive values muktance theory choice. Applying this to our
discussion of biological race, one could argue ifitieories of biological race are generated due
to racist ideology or if the position that there ao biological races is generated to avoid racist
ideology and these are the only theories we hase tlon-cognitive values must influence theory
choice, because these are the only theories tcsetfoam.

Next, there is the context of investigation. listbontext non-cognitive values may
influence how researchers conduct their work, vafiservations they may make, how well they
appraise the evidence, why they show interestsbgect, and how diligently they pursue it.
Value influence in these methodological and motiret! aspects is not considered problematic.
Why a person shows interest in an area or howethtlg they pursue the research is not
considered a way to determine why we should choosgheory over another. However, it can
be argued, that if non-cognitive values so permseignce in this area then they inevitably
influence theory choice. For instance, if the degtirshow that biological races do or conversely
do not exist influence how researchers conduct theik, what observations they may make,
how well they appraise the evidence, and how diligehe subject is pursued, then it seems that
these types of non-cognitive values so permeatesearch that theory choice is inevitably

influenced by these values.
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Then there is the context of application. In gostext non-cognitive values function as
guides to the application of our scientific knowdedn practical decision making. Whenever the
application of scientific knowledge has non-episteaonsequences, especially adverse social
effects, then we are obligated to refrain from gipyg that knowledge. However, it can be
argued that these types of adverse consequeneeghedry allow a role for non-cognitive values
to enter into theory choice. A theory ought to hesen because it has the least adverse practical,
social, or perhaps political consequences. San&tance, a theory about biological race can be
chosen because it has the least adverse sociaqoarsces.

Finally, there is the context of assessment. Asin@isated, the logical positivist made a
distinction between the context of discovery arel¢bntext of justification. The context of
discovery was considered the theory generationgybiscience and the context of justification
(what I am calling the context of assessment) wasre/theories were tested, confirmed, and or
corroborated. This context served as the meansteyrdine or assess which of the variety of
theories that were generated from various sourcegdabe recognized as the one that most
matched the world. One way that values may entertire context of assessment is to recognize
that no theory is ever completely confirmed or abarated, etc., theories are underdetermined
by evidence. That is to say, that facts can be tsedpport more than one theory; two or more
theories can be empirically equivalent, and siheeis the case room is open to allow non-
cognitive values to enter into the assessment psoag a way to select between competing
theories.

Thus, we see that there seems to be many oppaesifot various non-cognitive values
to enter into science. And based on this, it Gaangued that the various roles that non-cognitive

values have in these scientific contexts allow nognitive values to influence the choice of
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theories.
Arguments for non-cognitive value influence in theohoice include then:
e That theory generation allows for the influencaoh-cognitive values in theory
choice;
e That in the context of investigation non-cognitixaues so pervade science that
they inevitably influence theory choice;
e That the consequences of a theory allow a roladorcognitive values to
influence theory choice;
e That the underdetermination of theory by eviderimva a role for non-cognitive
values to influence theory choice.
The first two arguments seem to indicate that negndive values have an inevitable influence
in theory choice. That is that, non-cognitive valaee unavoidable because of scientific
methodology. The latter two arguments do not seemdicate that non-cognitive values are
inevitable but that they in fact ought to be us€dr instance, the argument regarding
consequences indicates that if adverse consequaressen as a result of accepting a theory
then the adverse consequences, be they socidicabletc., ought to be used to determine if that
theory should be selected. The underdeterminatigenaent indicates that non-cognitive values
are needed to arbitrate between empirical equivéteories.
| will attempt to show that non-cognitive valuesplay a legitimate role in science. They
are appropriate in the context of discovery, thatext of investigation, and the context of
application, but they invariably lead to bad sceemaden they are used to assess the merits of
various theories in the context of assessment. Gomthce often is and always ought to be free

of non-cognitive values in the assessment of tlesotiwill conclude with an attempt to reach
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some conclusions about the existence or nonexesteia biological concept of race.

Approach
There are several ways to examine the issue dfithegical reality of race. We could give a
definition of race and then see if theories of naeet that definition. But there is a problem
here. A dictionary definition for instance, candsen as a claim about the standard meaning of
words in a particular language. Thus, if we defiee as the way it is used in English, we are
assuming that race is real because it is usedvnain the language. However, from the history
of science we know that there have been many tdratsvere given very precise definitions that
were later discovered not to refer to any entisy, iphlogiston, caloric, the electromagnetic
ether, etc.

Another problem with definitions is that definit®onften are based on assumptions that
may have theories built into them and if one dastsagree with the underlining theory then the
definition will not be accepted. For instance,riiecheld that skull size and shape determined
race, which was implied with the nineteenth cenfiglg of anthropometry — the physical
measurement of human body form with special emghaseranial features - then all one has to
do is go and measure heads and determine whiawvefa groups of people are different races.
But if the theory is not accepted then this “safeitenterprise does little to convince one that
biological race exists.

Sometimes different definitions emphasize diffeffeatures. Molnar 2001 lists several
different definitions with different emphasis framore than fifty years in biology and
anthropology. They include the following: Dobzhiepemphasizes incident of genes, “Races
are defined as populations differing in the incideincertain genes, but actually exchanging or

potentially able to exchange genes across whabewerdaries (usually geographic) separate
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them.” Mayr emphasizes geographic subdivision, BAspecies is an aggregate of local
populations of species, inhabiting a geographidsigion of the range of the species, and
differing taxonomically from other populations tietspecies. Brues emphasizes traits, “A race
is: a division of a species which differs from atldevisions by the frequency with which certain
hereditary traits appear among its members. Antlo@sg traits are features of external
appearance that make it possible to recognize msnatbelifferent populations by visual
inspection with greater accuracy. Members of sudlvigion of a species share ancestry with
one another to a greater degree than they sharthiindividuals of other races. Finally, races
are usually associated with particular geograptea®” Montagu substitutes ethnic group for
race in order to emphasize the cultural aspeataagf, “An ethnic group represents one of a
number of populations, comprising the sinble speEiemo sapiens, which individually

maintain their differences, physical and cultubglmeans of isolating mechanisms such as
geographic and social barriers. These differemgkésary as the power of the geographic and
social barriers acting upon the original genetftedences varies.” As a result of different
theoretical assumptions or the emphasis of diftespects of human variation there seems to be
little agreement about a definition.

Even if we start with an acceptable definition &hare still problems. For instance,
Graves suggest that a biological definition of rec&a population of organisms differing from
others of the same species in the frequenciesretiiary traits; a subspecies.” He accepts this
definition but then argues that when we apply tl@Bnition to the human species, we readily
arrive at the conclusion that no biologically defiraces exist in the human species because if
race is defined as a population that has achidwedubspecies level of genetic differentiation,

no such divergence currently exists in our spe@eaves 2002). Thus, the problem here is that
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even though Graves accepts the definition there@rgonents of it that are still problematic for
him. How much difference are we to consider? W/liaits should be examined? Graves does
not believe these types of questions can be andviei@manner that would allow for the
existence of race. Definitions must come into @agome point, but often it is best to consider
various theories first and then let the specifierstific definition emerge at the end of an
investigation.

Another way to examine the issue of race is tologtee the various positions and then
attempt to discover which position fits the biokcagireality. However, for the layman, at least
without some background it would be very diffictdtdetermine which theory fits. It has been

argued that when we say that someone understgmatsieular discipline, among other things,

we are saying that she appreciates what constiéugesd reason in that area (McPeck 1?‘981
However, a minimal condition for understanding adjoeason in any field is that one
understands the meaning of the often specializéexithical language in which the reasons are
express, because in deciding upon a questiomugually not the logical validity of an argument
that we find difficult but rather the task of detening whether certain premises are in fact true.
We frequently cannot determine whether evideng®dl or not, because such a judgment
depends upon special knowledge. One has to bellawfparticipant” in the particular domain
of meaning to appreciate the proper significanciefevidence. With this warning in mind and

in an attempt to gain some background and undelisiguof the terminology, concepts, and

3 McPeck holds that the way to teach critical thigkis to teach students the epistemology of a
subject, which for him is the analysis of good meesfor the various belief claims of the subject.
And since these claims are different for differsmbjects the standard approach of teaching
general critical thinking skills is not only wrotgit also useless. While | agree that teaching the
epistemology of a subject is a good way to assiktarning a subject | do not agree with
McPeck that this makes teaching critical thinkinggeneral wrong and useless. We can and do
talk about and teach about critical thinking asilgject in its own right. There do seem to be
some general principles of critical thinking.
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ideas used in the race debate, and thus helphectime more of a “fellow participant”

regarding this issue, | will examine the variousdtes of race. | will in Chapter 2 give a
catalogue of the various positions and then attemexplain why people on one side or the
other believe that the various positions work an'tlevork in terms of the fit of a position to the
biological reality. The watching of this disputedasiebate will, | hope, give a sense of the nature
of the problems and some insight into how they Haeen attempted to be resolved. But first, in
Chapter 1 | will consider whether or not the cortagdpace is a recent invention or not, then in
Chapter 2 | will consider the various theoriesaife and highlight the most salient problems

with each.

Taxonomy of Racial Views

At this point it might be helpful to clarify thestinction between race as a social
category and race as a biological notion and tmlayseveral positions regarding the reality of
race. What do we mean by “race”? That is to sdngt are we purporting to talk about when we
are talking about race? What are we attemptingfer to with the term “race”? There are
various ways to answer this question. We couldlisatywhat we are purporting to talk about
when we talk about race is something we thinkas bet it is not, it is an illusion as was done
when scientists held to the Ptolemaic view of thverse, the caloric view of heat, phlogiston,
or when common folks held to belief in witches, lweks or fairies. On this view race does not
exist, there is no such thing as race and wherpeaksabout race we are in error. We can say
that on this view race is an illusory conception.

Another view of race talk has it that what we al&ihg about when we speak of race is a

socially constructed reality, as when we speak @@y or husbands or the government. On this

25



view race is not something studied by natural s@enbut by social scientists. Thus, race
exists, but it exists because we have construtteakce is a social construct.

Yet another view of race talk has it that when alk about race we are talking about a
biological entity. On this view race is a scierttikind like water or more specifically, a
biological category like tiger or mammal. This viéwlds that races are real biologically, they
exist in nature and can be discovered by scientifiestigation and are even known by common
sense folk notions. This position in its histdoem ignored the issue of race as a social reality
or in its more contemporary form has rejected thwas reality of race.

Or finally, we can combine the latter two ideasw#trace and understand race as both a
social and a biological thing. In this view the isbceality of race is built on the biological
reality of race. Since race is a biological redlitere are social realities that emerge fromat th
are based on the biological reality.

So when we ask the question does race exist wedeangal options. We can say no,
race is not real, it is an illusion. We can chistracial skepticism. Or we can say yes, race is
real and it is either a social construct or a lmatal concept or some combination of the two.
This would be a racial realist response and thwaroptions under this response would be
various theories of race. Thus, we need to be eleaut what we a proposing when we say we
are talking about the reality of race. If we aeial skeptics we would say that we are not
talking about anything that exists in the worlflwe are racial realists we could be talking about
race as a social construct or race as a biologatalyory. Table 1-1 sets out these various

positions.
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Table 1-1 Views on Race
Position Is Race a Biological Reality | Is Race a Social Reality
Skepticism No No
AU S G I e D
R1 - Social Reality No Yes
R2 - Biological Reality Yes No
R3 - Social and
Biological Reality Yes Yes

The question | want to focus on is whether or ageris a biological category. Does race exist
in the natural world? What are the biological ans of race and do they refer to something in
nature? | will call someone who holds to the bgidal reality of race a racial realist and
someone who does not a racial skeptic. Althoughatuld be understood that even if race does
not exist as a biological entity that does not nuéthe existence of race, the option of race as a
social entity is still open.

Before we move to considering some theories of Fagnt to first look at the debate
about the views of the ancients. Can ancient vielsis anything about race? | want to ask the
guestion, “Has biological race always been recagiitZ That is, did ancient civilizations hold to
the view that biological races exist? As mentioowa) many that argue that race is only a social
construct also argue that the view that race isladical entity is a modern concept, it came into
being during the age of discovery. While whetherdhcients held to a biological concept of
race or not will not ultimately settle the debatghbsides, skeptics and realist, claim that the
position of the ancients strengthens their arguniRealists can argue that if the ancients did
hold to a biological concept of race, then skeptib® hold that biological race is not
biologically real and was just a reaction to a absituation that arose out of a conflict of
Enlightenment ideals would need an explanation iwvegemed to exist to the ancients.

Conversely, skeptics can argue that if the ancigidtsiot hold to the existence of biological
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race, this fact adds strength to their claim thaeris just a recent invention in response to
Enlightenment ideals. Also, skeptics can argueiftthe ancients did not hold to the existence of
biological race, this shows that they were conststeth what science shows today. But realists
can say that if the ancients had racial categdhi@smatch those produced by today’s science,
then it would be a miracle to produce such agre¢mémere was no underlying biological

reality. Let’s consider this debate.
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CHAPTER 1

RACE: MODERN INVENTION OR ANCIENT REALITY

As we consider ancient civilization’s views of rage are immediately confronted with
controversy. Is the concept of race old or new@ tBe ancients hold to some notion of different
races? If so, what was it? If not, when did theai of race come about? How did it begin? If
they held to some concept of race did it mean dineesto them as it does to us? As might be
imagined, theorists are divided on these questions.

Many racial skeptics hold that the notion of rexa relatively new concept while racial
realists hold that the concept is as old as theeatec Thus, Gossett maintains recognition of
racial differences is ancient, “what is certaithiat the tendency to seize upon physical
differences as the badge of innate mental and teanpntal difference is not limited to modern
times. The racism of ancient history, even thoudtad no science of biology or anthropology
behind it, was real, however difficult it may be fes to judge the extent of its power” (1963, 3).
Montagu notes, “A study of the cultures and literas of mankind, both ancient and recent,
shows us that the conception that there are natukzblogical races of mankind which differ
from one another mentally as well as physicallgnsdea which was not developed until the
latter part of the eighteenth century” (1974, 1&) &urther, “within any society, in earlier times,
men might be persecuted or made the object ofidiswtion on the grounds of differences in
religion, culture, politics, or class, but neverany biological grounds such as are implied in the
idea of ‘racial’ differences” (1974, 21). But Sdriand Miele argue that “early civilizations
clearly depicted the distinctive physical featuséthe major races with which they were

familiar. Their literature shows that they alstriatited behavioral characteristics (fairly or
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unfairly) to the different races and explained thenording to the knowledge of their day”
(2004, 29).

Each one of these authors and others who holduspositions on the biological reality
of race, seem to come to different, in fact, cagtnclusions as they examine ancient societies
with regard to the existence of race. Their cosiclis more often than not correspond with their
conclusion about the existence of race. For ingtaBarich and Miele hold to the existence of
biological reality of race, while Montagu does not.

What we want to do in this section is to lookatv the facts from history is used to
argue for one or the other position. Both sidésiawledge that the ancients recognized
physical differences in different groups of peoplad both sides agree that different groups
treated other groups differently. Racial skep#icgue however, that the recognized physical
differences did not amount to racial differenceg tire different treatment of one group toward
another was based largely on social and cultufedrdinces and not biological differences. While
racial realists argue that ancient societies’ radamn of physical differences was based on race
and the difference in treatment of one group tovearother was based on biological and not just
social and cultural differences. The questionlid,the recognition of physical differences
amount to the recognition of different races and i different treatment of one group toward
another based on racial differences or only onad@eid cultural differences.

We will briefly look at some of the various clairasd then attempt to assess why and
how claims were made and what can be determinedll first give a summary of the
arguments against the ancient belief in races lthelh give a summary of the arguments for the

ancient belief in races.
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Race - Modern Invention

Those who argue against the view that ancienlizations held to race differences
usually hold the position that race was createthduhe age of discovery when Europeans came
in contact with people who were very different frdmemselves. This position maintains that
race was socially constructed at this time dueriaraber of reasons but foremost that of slavery.
“The modern conception of ‘race’ owes its widesgrddfusion to the white man. Wherever he
has gone he has carried it with him. The riseaofsm is associated with slavery and the
growing opposition to it, so that it is not untiket second half of the eighteenth century that one
begins to encounter its development” (Montagu 1954, Snowden maintains that based on his
research:

Nothing comparable to the virulent color prejudatenodern times existed in the ancient

world. This is the view of most scholars who haxamined the evidence and who have

come to conclusions such as these: the ancientsodli@ll into the error of biological

racism; black skin color was not a sign of infeit\grGreeks and Romans did not

establish color as an obstacle to integration aetp (1983, 63).
Two arguments are advanced to show that biologaza is a modern concept not held by the
ancients. First, it is argued that in the ancveoitld social position was not based on physical
features, anyone could and did advance sociallypalitically. Second, it is maintained that
ancient civilizations for the most part did not raakstinctions among each other based on
biological characteristics. When distinctions werade, the argument goes, it was based on

cultural or other non-biological differences. Wdl\riefly consider each claim.
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Social position was not based on physical charsties

Snowden indicates that Blacks, like other foreignptayed an important role in the Egyptian
army. “Not all Kushite mercenaries in the Egyptaamy were inducted by force: volunteers
saw the advantages of a career in the Egyptian-am@venue to prestige in Egypt” (1983, 39).
Kushite was the name given to those with black #kat live south of the Nile delta. As the
above indicates, they were able to gain staturargheence in the Egyptian army. History also
shows that during the period of the Twenty -fiftriasty in Egypt a black skinned Kushite ruled
in Egypt (Snowden 1983). Thus, there seemed twlwrrier for social positions in ancient
Egypt.

In Greek civilization, we find that there was apg#ly no relationship between slavery
and race. Blacks and whites were slaves and, dlaskaptured peoples might be slaves; but
there is no indication that they were either markess suitable than others for this state and we
find environmental and cultural explanations foctsqgualities as courage and military prowess
(Gossett 1963). In Rome the various wars produoesharmous number of slaves that
encompassed members of many racial groups incluboge from Syria, Galatia, North Africa,
and Gaul (Graves 2002). Thus, it seems that imticeent world social position was not based

on physical characteristics.

The ancients made distinctions based on cultureottret notions not biological features
Montagu indicates that for the Egyptians “the pebwere those who lived in Egypt, without
distinction of race or color. Once a foreigner cameeside in Egypt, learn to speak the
language, and adopted Egyptian dress, he mighhyfina accepted as one of ‘the people’ and

was no longer the object of superior ridicule. yahs, Asiatics, Africans, foreigners of every
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kind, once they had become acculturate, could oliEgiptian citizenship and achieve the
highest positions” (1974, 16).

In India high-caste individuals had lighter skarsl narrower noses, but there was no
consistent correlation between caste and featuagstams (Gossett 1963). The position of the
ancient Hebrews can be seen in their Scriptureth®torink of entering into the promise land
Moses warns the ancient Israelites that they adeive out and destroy the nations that they find
there. They are not to make treaties with themamerthey to intermarry with them. But this is
not based on Israelite biological distinction but feligious reasons, “for they will turn your
sons away from following me [the Lord] to serveatigods, and the Lord’s anger will burn
against you” (Deuteronomy 7:1-4). When individualshe land did accept the God of Israel
they were accepted as part of the nation. Foamt#t, as Joshua leads the nation in taking
Jericho, Rahab the prostitute, who had confesskeef bethe God of Israel and helped the men
sent out to spy out the city was accepted as paneaation along with her family when the city
fell, “She lives among the Israelites to this d&jdshua 6:25).

The Greeks felt that all non-Greeks were barbaridh®vever, non-Greeks could shed
their barbarian status by simply adopting Greek@al Hippocrates felt that the Greeks were
superior to the Asiatics but his explanation waselblzon environment rather than race: he
believed that the infertility of the soil made Greeself-reliant (Graves 2002). Isocrates thought
of Hellenism as a thing of the spirit rather thédmaze. He wrote, “So far has Athens distanced
the rest of mankind in thought and in speech tkeaplpils have become the teachers of the rest
of the world; and she has brought it about thatdrme ‘Hellenes’ is applied rather to those who
share our culture than to those who share a conimoma” (Montagu 1974, 18). Menander the

Attic poet wrote:
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For me none is a foreigner

If so be he is good. One nature is in all,

And it is character that makes the tie of kin.
Montagu notes, “The Greeks, as also the Romang, swegularly free of anything resembling
race prejudice. A study of the culture and literasuof mankind, both ancient and recent, shows
us that the conception that there are naturalaogical races of mankind which differ from one
another mentally as well as physically is an idééctvwas not developed until the latter part of

the eighteenth century” (1974, 18).

Race - Ancient Reality

If the notion of race is a recent concept, as doeat skeptics argue, then one would not be
expected to find references to race in the aneienkd. If race is not a recent concept then the
argument that race is not real and was only sgataélated as a result of Enlightenment liberal’s
attempt to justify their treatment of slaves seéofall apart. That is, for many racial skeptias,
premise in their argument against the biologicalitgof race is that it is recent and a result of
the social conditions that arose during the agéismfovery. But if the ancients did hold to race
then this reason for maintaining that race is pat rs defeated. Sarich and Miele suggest:

Examination of the art and literature of non-Eumpeivilization shows that race was not

suddenly “constructed” out of thin air by Europeanthe Age of Exploration to justify

dispossessing and oppressing people of color. r@yrb the ... consensus view of

contemporary social science, the art of ancienlizations of Egypt, Greece, Rome, India,

and China, and the Islamic civilization from AD 701400 shows these societies classified

the various peoples they encountered into broadlrgups. They sorted them based upon
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the same set of characteristics-skin color, hamfand head shape-allegedly constructed by

Europeans when they invented “race” to justify odddism (2004, 30).
Racial realists point to three lines of evidencslttow that race is not a new concept; that it
existed in the ancient world. First, the anciertgnized distinct physical features of the
various people around them. Second, the ancisets the same set of physical features that we
recognize as races today. And lastly, ancientizations’ notions of superiority were based on
these various physical features. Racial realigigeathat while the ancient recognition of races
does not prove that race is a biological realitgoes make it plausible because it shows that the

notion of race is not a new concept. Let us loogaah of these claims in turn.

Distinct physical features were recognized by artaevilizations

Early civilizations clearly depicted the distinaiphysical features of the major races in thejr art
literature and oral traditions. They distinguisipemple by their skin color, facial features and
hair texture as is done today.

In Egypt, there is indication of the recognitidirace differences in the portraits on the
walls of the royal tombs from as early as 1350 BQur colors were used for the various kinds
of people represented: red for the Egyptians, veftwr their enemies to the east, the Asiatics,
white, with blue eyes and fair beards, for the ped@m the north, and black for their southern
neighbors (Gossett 1963). Sarich and Miele, sugbasthe Egyptian monuments were not
mere portraits, but also an attempt at classifice004, 33).

The Great Hymn to the Aten looks at the diversigt was recognized in early Egypt.

The author is unknown but has often been identdiedkhenaten (1379-1362 BC). The hymn
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suggests that Akhenaten considered Aten as thegmalyand creator of the universe, and the
various peoples in it.

How manifold it is, what thou hast made!

They are hidden from the face (of man).

O sole god, like whom there is no other!

Thou didst create the world according to thy desire
Whilst thou wert alone: All men, cattle, and wilkekists,
Whatever is on earth, going upon (its) feet,

And what is on high, flying with its wings.

The countries of Syria and Nubia, the land of Egypt
Thou settest every man in his place,

Thou suppliest their necessities:

Everyone has his food, and his time of life is oaed.
Their tongues are separate in speech,

And their natures as well;

Their skins are distinguished,

As thou distinguishest the foreign peopf’es.

It is argued that this hymn documents the eaniegten account of race differences.

The earliest civilization on the Indian subcontinexisted along the Indus valley
between 2500 and 1750 BC. There are few explitgreaces in ancient Indian literature to race,
however, in the Rig-Veda, a sacred text, theredeszription of an invasion by the Aryans, of
the valley of the Indus where there lived a darkéhpeople (Gossett 1963). It is noted, “The
Hindi word for caste isarna It means color (that is, skin color), and iagsold as Indian
history itself” (Sarich and Miele 2004).

In ancient Chinese literature historians of the IBgnasty in the third century BC speak
of a yellow-haired and green-eyed barbarian peiopdedistance province (Gossett 1963). The
ancient Han Chinese applied the term “Hu” to badves, like, for instance, the Yuezhi who had

hairy, white ruddy skin, deep eye sockets, prontimeses and beards. These people were

4Taken from Wikipedia, http://en.wikipedia.org/wisreat Hymn_to_the_ AtenLast accessed
on October 26, 2013.
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likened to monkeys. But they did not apply thisrtéo the Qiang, another barbarian group, who
had a Mongoloid appearance and among whom sonie ofuezhi lived. Both groups were
denigrated as uncivilized to the Chinese, but tr@were deemed to belong to the same racial
stock, where as the Yuezhi were viewed as beinggbar very different stock (Sarich and Miele,
2004).

The ancient Israelites were forbidden to intermarith the nations around them however
some of them did anyway. In the Song of Songsya poem attributed to King Solomon, he
pursues a lover who describes herself as “dark, gt lovely.” She asked that others “do not
stare at me because | am dark, because | am ddrkgribe sun” (Song of Songs 1.5 and 6).
The prophet Jeremiah asked the rhetorical quest@an the Ethiopian change his skin or the
leopard its spots” (Jeremiah 13:23)? It is suggkstat this rhetorical question “shows that they
considered skin color to be a permanent, inherrxdal characteristic” (Sarich and Miele 2004).

For the ancient Greeks and Romans the Africanst eeas regarded as their most
characteristic and most unusual feature. The Gréelkswed by the Romans were the first of
many peoples to apply to blacks, or their coumiggmes emphasizing color-Ethiopians, Negroes,
blacks, colored peoples (Snowden 1983).

Manilius (&' century AD.) in his poem on astrology mentioneel gnoups who were to
be included most frequently in a familiar anciecwlor scheme”: Ethiopians, the blackest;
Indians, less sunburned; Egyptians, mildly dark} Btauri (Moors), whose name was derived
from the color of their skin (Snowden 1983).

Xenophanes, the first European to apply to Africamhysical characteristic other than
color, described Ethiopians as black and flat-npbkstlodotus was the first to call attention to

the hair of African Ethiopians, the “woolliest” afl mankind. Diodorus described Ethiopians
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who lived near the Nile as black, flat-nosed, amMy-haired; and the idea that a white man
could pass for an Ethiopian by merely blackenirggldudy was ridiculed by Petronius, because
color alone does not make an Ethiopian; a comji#iepian disguise requires several basic
modifications in the white man’s makeup-in haipsli and facial scarification (Snowden 1983).
Thus, we see that distinctive physical featuresewecognized by ancient civilizations.
However, racial skeptics maintain that this is @mbugh to show that the ancients recognized
race. They suggest that accepting any historefalence to color and other physical
characteristics of populations as a referencede isadefining race too broadly (Smedley 1999).
That is, if shades of skin are enough to indicate what about other physical characteristics?
On the Egyptian tomb walls are whites with bluessye ancient Chinese literature historians of
the Han Dynasty in the third century BC speak péllow-haired and green-eyed barbarian
people in a distance province; does the recogndforariation in eye color raise to the level of
race, if no, why not? Racial skeptics see reatisteeading their own racial notions into the

ancient descriptions.

Ancient civilizations used the same set of featas®/e recognize today

Racial realists also argue that the ancients useddme set of physical features as are
recognized today to distinguish between varioussadVe can call this the “clairvoyant
argument.” If ancient civilizations had racial@gories that match those produced by the DNA
methods that did not come into existence untilmédgethen ancient civilizations would have to
have been clairvoyant to produce such agreemémené was no underlying biological reality to

race (Sarich and Miele 2004).
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It is noted by historians that the blacks of ancaetists often bear a close similarity to
racial types designated in the modern world asctyieor “negro” (Snowden 1983, 17). As
early as the latter part of the third millennium ,BRe Egyptians depicted blacks with broad
noses, thick lips, and tightly coiled or woolly hahe same characteristics by which European
anthropologists of the nineteenth century wouldraethe Negroid race (Sarich and Miele
2004). Snowden also notes, “in addition to theseslations on color, classical writers
commented on the Africans’ woolly or tightly coilédir, the broad, flat nose, the thick, everted
lips, and occasionally other traits. Xenophand®) described Ethiopians as black and flat-
nosed, was the first European to apply to Africampdysical characteristic other than color”
(1983, 10).

When Alexander the Great’'s army reached India@texks described the people as
being blacker than all other peoples except thepitns. Sarich and Miele note,
“Foreshadowing nineteenth-century anthropologistsial classifications, the Greeks recognized
that black Africans’ hair form differed from that even the darkest-skinned Indians. In other
words, the Greeks believed in race and did noetelit was just ‘skin deep’™ (2004, 37).

One of the most detailed descriptions of charasties of black Africans from the ancient
world appears in the poefihe Moretumattributed to Virgil (3 century AD). A female
character is described as “African in race, herle/ffigure proof of her country-her hair tightly
curled, lips thick, color dark, chest broad, bregsndulous, belly somewhat pinched, legs thick,
and feet broad and ample” (Sarich and Miele 20@Howden remarks, “In this succinct
metrical description the author ©he Moretundelineated several characteristics of the Negroid
division of mankind in language remarkably simtiathat of modern anthropologists” (1983,

10), as table 2-1 shows.

39



Table 1-2 A comparison of Blacks as described in The Moretum and by
anthropologists E. A. Hooton and M. J. Herskovits adapted from Snowden,
Frank M. 1983

Racial Trait  The Moretum E. A. Hooton M. J. Herskovits

Color Dark color Integument rich in Reddish brown to
color deep brownish-black

Hair Tightly curled hair Tiny curls Hair wiry, tightly

curled and lying
close to the scalp

Lips Puffy lips Thick lips Lips thick

Shoulder or  Broad chest Omitted Broad shoulders

pectoral area

Waist Belly somewhat  Omitted Narrow waist
pinched

Legs Thin legs Thick legs Arms and legs

slender and long in
proportion to stature

Feet Broad and ample Flat feet Omitted
feet

Breasts Pendulous breasts Omitted Omitted

Other Omitted Wide nose, narrow Broard nostrila, high
heads, round cheekbones,
foreheads, prognathous faces,
protruding jaws with an acute facial
and receding angle; short stocky
chins, integument build and heavily
poor in hairy muscled, triangular
growth shaped torso

Note that the clairvoyant argument indicates itilddoe a miracle if the agreement
between the ancients and modern categories dighpbdy an underlying biological reality to
race. However, at best it seems to show thatribeeats recognized the same human variation
that is in existence today. But again, noting hamwariation does not seem to rise to the level of
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recognition of race. One could argue that clairvimgais not needed to recognize human
variation, in fact since humans have not signifigachanged since ancient history began to be
recorded; it would be a miracle if ancient civilibas did not recognized the similar variations
that are seen today. But does that mean they remmjthem as various biological races? What
does it mean for them to recognize the same categibrat we do? Gossett notes:
The confusion over methods of determining raceetgfices shows up most sharply in
the widespread disagreement over the number of huats. Linnaeus had found four
human races; Blumenback had five; Cuvier had thlelen Hunter had seven; Burke had
sixty-three; Pickering had eleven; Virey had twpésies,” each containing three races;
Haeckel had thirty-six; Huxley had four; Topinaradmineteen under three headings;
Desmoulins had sixteen “species”; Deniker had seemraces and thirty types (1963,
82).
It seems at least in these examples, that how mear@g there are depends on how they are
counted, that is which features are used to determaice, if this is the case it seems difficult for
modern racial realists to say that the ancientshesssame set of features we use today to

distinguish races.

Notions of superiority for the ancients were oft@sed on physical characteristics

Finally, it is maintained that notions of superipand discrimination in the ancient world were
often based on physical characteristics and thiseaseen as recognition of race. For instance,
difference and inequality was an integral part efdieval Europe. But the serf, the slave, the
peasant, the artisan, the lord, the king — werallgtted their place in society by divine sanction

not physical characteristics. If physical charastes seem to determine one’s status in society
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then, one could argue that recognition of race tivageason. Gossett observes that in ancient
Egypt color prejudice depended on which ethnic groeld sway. When lighter-skinned
Egyptians were dominant they referred to the dagkeup as “the evil race of Ish.” When the
darker-skinned Egyptians were in power, they retbliy calling the lighter-skinned peoples

“the pale, degraded race of Arvad” (1963, 4). Moot notes, “The ancient Egyptians
considered foreigners to be rustic and uninitiased] indeed, distinguished between themselves
as ‘men’ and Libyans or Asiatics or Africans” (1924). The ancient ruler Sesostris 11l (1878-
1843 BC) characterized the Kushites, blacks froaitsof Egypt, as “craven,” “poor and broken
in heart,” and “not a people of might” (Snowden 398

In India the same sacred text that tells of thagmn of the Aryans into the Indus valley
indicates that the god of the Aryans, Indra, iscdbed as blowing away with supernatural might
from the earth and from the heavens the blackwhkiich Indra hates. The dark people are
called “Anasahs”- nose-less people- and the acqoaceeds to tell how Indra “slew the flat-
nosed barbarians.” Having conquered the landhie®ryans, Indra decreed that the foe was to
be “flayed of his black skin” (Gossett 1963).

The claim about superiority, however, seems tthbemost difficult to maintain. For
instance, Snowden suggests that worthy of noteeiact that the Great Hymn to the Aten
guoted above “looks objectively at mankind’s divigré skin color, speech, and character,
making no claim to Egyptian superiority. Seeingoabples as creations of the Aten” (1983,
39).

A virtual laundry list of counter-examples could lissted to show that the ancients did
not consider their own physical features as supeitacks became rulers in ancient Egypt

(Snowden 1983). The Persians had “respect forubms and languages of others, and
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Alexander the Great exhorted his soldiers to miagie intermarry with the people they

conquered (Smedley 1999). In ancient Israel Mas&sied a black woman described in

Numbers 12:1 as a Cush‘r?teWhen his brother Aaron (the first High Priesissfel) and his
sister Miriam began to talk against Moses becatisercthey were punished by the Lord.
Miriam turned leprous and Moses had to intercedbed_ord on her behalf. Seneca
emphasized that there was in reality nothing unuso@ut the physical characteristics of
different racial types: Amongst his own people ¢héor of the Ethiopian is not notable, and
amongst the Germans red hair gathered into a knaitiunseemly for a man. You are not to
count nothing odd or disgraceful for an individudlich is a general characteristic of his nation”
(Snowden 1983).

It seems therefore that there are problems with the claims that the ancients did not
believe in races and that the ancient did beliavaces. What this brief study seems to show is
that if we distinguish between ethnocentrism (greuperiority based on cultural differences)
and racism (group superiority based on biology sidal features and genetic make-up) it seems
that most ancient groups exhibit ethnocentrismauthracism but racism was seen at various
times and places. And so it seems neither sidesaathat the fact the ancients believed one way
or the other helps their case. But even if theamotif race arose recently it could be that the
reason it did so is because science finally was tabtletermine it. If this is the case then racke di
not have to arise recently as a result of politeaad social reasons. It could have arisen even
recently as a result the discovery of biologicaksa Thus, | want to consider some of the

modern biological theories of race.

> In Egyptian texts and in the Old Testament the lemath of Egypt where blacks lived was
called Kush (Cush). It was known as Aithiopia (Bffia) by Greek, Roman, and early Christian
authors (Snowden 1983).
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CHAPTER 2

RACE: THE MODERN THEORIES — WHAT IS BIOLOGICAL RACE

Often scientists begin their research with a pnobie be explained and, broadly speaking, we
can say that scientists use theories to explaiplleaomena they investigate. In an attempt to
explain scientists may askhatquestions (what is water? water is® or, using examples for
our purposes, what is raceRpw questions (how did races come to be), @hgquestions (why
do groups appear different in different geograpghmaations). This chapter seeks to examine
efforts people have made to answer the questiorat\glbiological race? We will examine
several theories of race and consider the probéssgciated with each. We will see that no

theory seems to overcome the problems that areiasss with it.

The Essentialism Concept of Race
“No man who thoroughly investigates with an unbthsend, can doubt that the Negro belongs
to a distinct type... we may safely say that theiie the Negro that assemblage of evidence
which would,ipso factg induce the unbiased observer to make the Eurogedthe Negro
distinct types of man” (Dr. James Hunt (1833-18@@nder of the Anthropological Society of
London 1863).

Two major theoretical frameworks have emerged stolny as a way to define races;
there is the idea of race based on essentialiggpology and the idea of race based on
populationism. As Sankar 2008 explains, typololgiaee refers to the theory that humans are
divided into natural, discrete groups that candemiified and distinguished by their intrinsic
properties revealed in appearance and the likesd properties vary across races but are

consistent among members of the same race anbarght to pass as a bundle from parents to

children and thus maintain the races as separatgpgi(2008, 275).
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Typological race, however, fell from favor alongvscientific support of races as
naturally existing, discrete groups with the redisgry and development of Gregor Mendel’s
work in genetics. It was found that no hereditasgemce passes from generation to generation
and thus there was no basis for the typologicéktthat proponents unsuccessfully sought in
support of their theory. An alternative idea oenpopulations emerged as the model. This
theory holds that population groups exist but teyot have natural or fixed limits. They are
distinguished based on differences in gene freqasrf2008, 276). Today race realists reject the
idea that there are essential, unbridgeable, umgeadne differences between populations. Race
realists today base the idea of race on some aaas founded on populationism. | will
examine essentialism first and consider the problassociated with this concept and then
consider notions of race based on populationism.

Aristotle is usually considered one of the firsafaply an essentialist analysis to living
things. Elliott Sober explains that Aristoteliassences, as the defining component of species,
were constitutive: The essence of a species araiddind was believed by Aristotle to be
present in each member of the species, and it aas mvade it a member of that species (Sober
1994). So an attribute is essential to an obfattd a property that an object must have in orde
to be that kind of thing. For instance, the essafavater is HO. Nothing can be water and not
have the quality and if something does not haveytiaity it is not water. Early race theorists

picking up on Aristotle defined races as naturatkiin terms of an essential property possessed

6 . .
by all and only the members of the same racEhe existence of an essential property would
allow for certain characteristics to be transmitigkther. So for instance, there might be

specific biological traits that were present in all at least most, people who were considered

6 See Eze, Emmanuel Chukwudi. 1997. Race and thigliehment — A Reader. for various
Enlightenment views on race.
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black, and descriptions of those traits could leluess a biological foundation for definitions of
blackness. The explanatory entity may not be knonable to be observed but if there is
evidence that a cause exists, the inability to ofesthe entity does not take away from it being
posited. Thus, the one-drop rule, which says thmgraon is black if he or she has at least one
black ancestor anywhere in the family history, yussified during the nineteenth century by a
belief that physical racial essences were passed tlirough the blood. The foundation for the
rule was a belief in racial essences. The essdresch race was assumed to be in the blood,
melanin, or cranial shape and size and it was fetiea appearance, temperament, morality, and
intelligence. Thus, race was embodied in a pefstarks 2008), every representative of a race
conforms to the type and is separated from theesgmtatives of any other race by a distinct gap
— there are fixed characteristics that distinguisé from the other.

On this view racial differences originated long @&l ended long ago, and man’s physical
character, and therefore his racial types, hadecetsundergo profound changes, except through
the intermixture of existing races, and one godliofogy or anthropology is to classify people
into the fundamental racial types, using the sligbtphological variations discovered in the
species, variations which are assumed to be unafg(tepan 1982). Individuals from a
particular group have traits that are present mlwoations peculiar to their group. Thus,
physical differences are proof that races exist, it3s not hard to distinguish a dark-skinned
African from an Australian aborigine or a dark sied Indian and all of these from a European
or an Asian because these people tend to have tsaitsan association that others do not have.
For instance, Europeans tend to have light skiaigéit or wavy hair, noses of narrow to

medium width. Sub-Saharan Africans tend to havk deown or black skin, wiry hair, and the
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like. East Asians tend to have pale-brown to slygyellowish skin, straight black hair and
brown eyes.

There are two major problems with the essentiadipfgroach. First, there is so much
variability in nature that one rarely finds a sm@roperty possessed by all and only members of
the same group identified as a race. We know fetairce, that blood types do not co-vary with
other traits. That is, for most blood group sys€dBO, MN) they appear in all groups that are
identified as races, and there are no uniform tiana that correspond to the identified races. If
there are no properties found in all and only meisibéa particular group, then there are no
racial essences.

The second major problem with the essentialistscgmh is that it is based on an outdated
pre-Darwinian model. As Lisa Gannett 2004 nota#) the evolutionary synthesis of the 1930’s
and 1940’s and rise of population genetics, notafiraice that prevailed in the eighteenth,
nineteenth, and early- twentieth century were éidited. Once Darwinian ideas took hold
combined with Mendel’s genetic ideas it was recpgdithat populations are always changing
and evolving in their genetic composition and thasges could no longer be conceived as
permanent, static entities.

Population thinking, with its emphasis on the etgdn which populations are genetically
heterogeneous and genetic difference, or are daawn or relative not qualitative or absolute,
replaced typological or essentialists thinkinghesdccepted way to conceive of species’
biological diversity. If there are no genes that present in all and only members of particular

racial groups then there are no racial essencam@ia2004).
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Populationism Concepts of Race
The population idea recognizes races, not as ugahgeategories, but as the average difference
between groups. Thus, Graves 2002 defines raceaagaphically isolated subpopulations.
Collins 2010 adds to this that the subpopulaticaresh certain characteristics in higher
frequencies than other populations of that spe8edhe populationist concept maintains that
there are no unigue common features or ‘essencehtirely distinct groups, but only average
differences in certain traits. But this is suffiti¢o divide the world into races. Thus, Europeans
are more likely to have blue eyes than Africans.aBcording to the populationist view of race
just because there are no pure races does nottheyanare no races.

Based on populationism there are several possibfgreal bases for race; phenotypic,
geographical, genotypic, and genealogical. S&@ uses most of these in his definition of
race. He argues that races are populations, apgrof populations, within species, that are
separated geographically [geographical] from ohueh populations and distinguishable from
them on the basis of heritable features [geneaddjgicot unique, fixed genetic features but
statistically, in the frequencies of particulaedds [genotypic]. | will begin with phenotypesas

basis for race.

Phenotypes as a basis for race

Phenotypes are observable traits that are thetsesiuthe genetic code working in
combination with environmental factors. The argatrfeom phenotype is rather straight
forward and probably the most common; that iss the one that folk concepts of race seem to
depend on, and seems to be the most obvious. idiidig from a particular population have

traits that are present in combinations peculidh&x group. Thus, physical differences are
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proof that races exist. So, it is not hard toidggtish a dark-skinned African from a dark

skinned Indian and both of these from a Europeanadksian because these people tend to have
some traits in association that others do not h&ag.instance, Europeans tend to have light
skin, straight hair, noses of narrow to medium widSub-Saharan Africans tend to have dark
brown or black skin, wiry hair, and the like. EaAstans tend to have pale-brown to slightly
yellowish skin, straight black hair and brown eyes.

Also, there seems to be a wide agreement on ascigpdf race. Levin surmises that one
hundred randomly chosen individuals sorting pasigrsn an urban street would, without
hesitation or collusion, almost always agree on whaack, white, or Asian. Moreover, the
race others would non-collusively ascribe to anvigdial is almost always the race he
unhesitatingly ascribes to himself. Thus, suclesgatic agreement must rest on some objective
basis — possibly misconstrued, but present anctiddte (Levin 1997).

Skin color seems to be the major common senseiontéor racial membership and
identification. Skin color differences are taken iranted as evidence of racial difference, if not
considered to be racial differences in themselaled,skin color is assumed to be the
evolutionary result of ancestral geographical emvinent. Thus, dark skin is seen as increasing
fitness in sunny climates, because it offers ptaia@gainst ultraviolet (UV) rays that can cause
skin cancer. Light skin facilitates the synthedisitamin D in climates with little sunlight.
Absence of vitamin D can cause rickets thus ligdrt gave a selective advantage in these
climates.

There are several ways that the notion of racedasghenotype can be criticized. First,
one can attempt to show that for each individuat,tsay skin color differences, does not

provide a basis for race. For instance, Zack itcezing skin color differences as a basis for race
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indicates that structurally, hair and skin cola part of the same epidermal systems in
mammals, and differences in epidermal coloraticthiwiother species are not normally used as
a basis for subspecies or racial taxonomies (ZAORR The argument here is that skin color
does not determine race because that is not hospsuaies are determined by scientists. This
trait is thus ruled out as a trait for race by gahscientific method. Or we could note that for
other traits such as blood groups for instance;, thstributions do not match the division of the
world into races.

Or one can attempt to criticize the whole approdtiere are at least two ways to criticize
the whole phenotypical approach; one we can calf¢hnes” argument and the other we can
call the “no covariance” argumentet us first consider the clines argument.

A cline is “a geographic continuum in the variatimina particular trait” (Park 1999). The
change in a trait from one area to another is grbaisiopposed to sudden and absolutely distinct,
and it is usually correlated with a gradient in thenate, geography or ecology of the groups.
The clines argument maintains that traits accepsagcial criteria do not fall into discrete and
mutually exclusive categories as required by theroon sense taxonomy, but instead are
matters of degree, and are continuous among, betwaed within different social racial groups.
Thus there is no clear distinction between grouqygss® no phenotypical basis for race

One way to argue against the clines argumentgs/®the “bald counter-example.” The
“bald counter-example” maintains that the claint thare is no distinction between being bald
and not bald, because there is a continuum bettiretwo states, is a slippery slope fallacy.
One can divide individuals into categories of bahdl not-bald, everyone in the not-bald
category will have more hair than everyone in takl lzategory. So, even though baldness is a

matter of degree and the trait measures continy@mbng the individuals the division and the
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distinction is clear. The same can be said ofowarracial traits and a clear distinction can be
made.

Zack 2002 does not buy the bald counter-examplenaegt when it comes to racial traits.
She reasons that racial divisions based on saycekom, are not orderly in the common sense
taxonomy of race as the trait of being bald istatfial division based on skin color were orderly,
then every black person would have darker skin &y white person. But, in society, some
black individuals have lighter skin than some wimigividuals and some white individuals have
darker skins shades than some black individuate c®ncludes that skin color as a primary
racial phenotype, is therefore not an empiricaldBs common sense racial taxonomy, despite
what is generally believed.

Other racial skeptics believe the issue is eversevtran this, because even if there was an
orderly continuum, that is, even if every blackgmer is darker than very white person (which is
not the case), the problem would still stand. iBsae is not; is there a place to make the
division, the issue is, why make the division iregulace rather than another. That is to say,
what would be the biological basis to make theicaine place as oppose to another (Glasgow
2009). Thus, the clines argument shows that anigidh seems to be based on an arbitrary, non-
biological decision. In other words, the clinestangnt grants the reality of difference sides of a
line drawn but says that there is no biologicasogato draw the boundaries in a particular way
and call different sides of the line different &ayroups.

The second way to criticize the whole phenotypaggroach is the no “covariance
argument.” It maintains that traits that are suppld® be associated with the various racial
groups are largely independent of one another,sh#tey do not cluster to form a particular

racial type. The distribution of one trait rarelatches another. Thus, a racial division based on
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the distribution of one trait will invariably diffdrom that based on another. The expression of
one trait does not predict a particular expressicanother (Park, 1999). For instance, Sri
Lankans of the Indian subcontinent, Nigerians, @moriginal Australians share a dark skin tone,
but differ in hair type, facial features, and genetedisposition for disease. Kenyans and
Peruvians have greater lung capacities and redlldelb counts from living at high altitudes, yet
they differ in skin color. Or take the genes fak# cell anemia. It occurs in large amounts in
people who live in tropical areas because if youeh@ne sickle cell message and one normal
message, you have a better chance of survivingrimal&o the sickle cell anemia message is in
high frequencies in populations in western Afrittee Middle East, the Persian Gulf, the
Mediterranean, and India. Thus, someone from Glsganetically closer to someone from
Syria than to someone from Kenya, because Kenyams lsave a high frequency of sickle cell
messages (Graves 2004). So, for instance, fromdecaleliagnosis perspective, if sickle cell is
suspected, then the correct diagnostic approaot it try to determine the race of the
individual, but to ask which if any of the high dngency of malaria regions the person’s
ancestors are from.

Thus, there is no such thing as a discrete groafostdistinguished by certain features that
are unique to that group. There are no featuisatte possessed by one group to the exclusion
of others; no ‘race’ traits present in all membarsne group and none of another. All
populations overlap when traits are considered im@atmost all populations, all traits are
present. Thus, the distributions of individualtga@re not concordant: they do not match up. We
could carve up the world into a number of differgraups depending on which traits we decide
are important. But if this is the case, then tbgam of race based on phenotype seems

meaningless.
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A final issue with this basis for race is that pbigpical variations represent evolutionary
adaptations, many of which are very local. Sudmngmg traits within populations, and the
presence in every population of traits that coalgninciple be present in any population,
undermine the division into groups, and the unifigyrwithin groups that the traditional concept

of race seems to connote (Zack 2002).

Races are geographically and genetically distiopupations
The notion that races are geographically and geatidistinct populations isne way

of expressing the generally recognized fact thatdmugenetic variation is correlated with
geography. That is, one can argue that some geraiants that produce physical or behavioral
traits occur significantly more often in some areasn some ethnic groups, than in others. For
example, most of the worlds’ people who have vemkdkin and woolly-textured, tightly curled
hair live in Africa south of the Tropic of CanceAlthough many people who live elsewhere also
meet this description, the great majority of them@escended from people who lived in sub-
Saharan Africa and who immigrated into other pafthe world. For instance, in North
America they have formed persistent ethnic groupls &tendency toward preferential mating
within the group and thus, maintaining high freqtiea of recognizably “African” facial
appearance and other traits, (Cartmill 1998).

However, Cartmill 1998 criticizes this approache &tgues that studies usually draw data
from individuals born in some particular geographiegion, for instance, in North America, but
if North American individuals are racially differenthen races are not geographically distinct

because all these people inhabit the same rediarther, if Negroid and Caucasoid people
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occur on every continent, it makes no more sensgesoribe these groupings as geographical
subspecies than it would to describe redheadsapl@evith type A blood as human subspecies.

Another problem for this approach is what mighthbéed the “within/between” argument.
This argument maintains that virtually all of gao&tariation is within a population, not between
‘races,’ and very few genes are exclusive to omegddhe world (Lewontin 1976). Thus, if we
were to take any two people from anywhere in thddythe basic genetic difference between
these two people would typically be around 0.2 getceven if they came from the same
geographic location. But the racial charactestiat many think are major differences account
for only 6 percent of this 0.2 percent variatiomietn amounts to a mere 0.012 percent difference
generically (Cameron and Wycoff 1998). Thus, thealadifferences are trivial and overall, there
IS more variation within any group than there isAen one group and another.

There is a bigger problem for this approach. Ifdeéne a race as a division of a species
which differs from other divisions by frequencyaartain genes, then were we to test for enough
genes we could find a statistical difference betwagually any two populations, for instance,
between populations in two different cities, andnly population in the world can be defined as

a race then as we saw with the phenotypical conteptoncept is meaningless (Malik, 2008).

The Genealogical basis of race — ancestors’ camttioieorigin

As we saw above, to define race it is insufficiiemttwo populations to be geographically
separate and genetically distinct. We requiredhtional means of affirming that the peoples of
say, Europe and Africa are distinct but those fteim adjacent cities are not. The next common

definition of race suggests that it is based oregtagy - that is, that ancestry might be the
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answer (Malik 2008). On this account Africans peeple with primary ancestry in sub-Saharan
Africa and Caucasians include those with ancestBrope and West Asia.

According to the out of Africa theory various pesphigrated out of Africa and moved
across the various continents to form differenug Thus, groups that migrated from Africa
some 60,000 years ago by chance would have hddlgldjfferent genetic profiles and would
have picked up genetic mutations that would hawsgéon from generation to generation in the
particular location. Different ancient migratios® acknowledged by different sets of genetic
markers. So for example, as Malik 2008 notes somegbetween 80,000 and 50,000 years ago,
a man living in northeast Africa suffered a mutatan his Y chromosome called M130. This
man or one of his sons joined the first band tefitAfrica and eventually ending up in Australia.
The M130 mutation is virtually unknown in populatgwest of the Caspian Sea but as one
travels east it becomes more common, and is foung ito 60 percent of Australian Aborigines.
Thus, this type of effect can be an indicator efvarious races.

But defining race by continent of origin is realbyestablish in which of the first major
migrations a group’s ancestors took part. About fuercent of total human variation comprises
differences between the major continental groupsei® this transforms contemporary
descendants of the original wanderers into distoes depends on how one wishes to interpret
that difference.

So, for instance, Michael Levin’s account of rageuses on the geographical location of
ancestors. He believes that the definition of the¢ captures ordinary usage and the usage of
evolutionary biologists refers to birthplace of astors. Thus, he asked us to assume the out of
Africa hypothesis that is generally favored by aogiologists and molecular biologist is correct,

according to which mankind evolved in Africa, braad off into Europe about 100,000 years
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ago, and branched off from there into Asia aboytOD® years ago. He maintains the branches
have interbred in historic time. So, letting 2&ggemark a single generation, a Negroid may be
defined as anyone whose ancestors 40 to 4400 gemsreemoved were born in sub-Saharan
Africa. Mongoloid and Caucasoid are defined sinhlawvith Asia and Europe in place of Africa.

Further, Levin indicates that because comparisbbtood group frequencies in the white,
African, and conventionally identified American tkapopulations indicate a white admixture of
about 25% in the blacks in the American North a@%1in blacks in the American South, an
American Negroid can be defined as anyone 75% oe mowhose ancestors 40 to 4400
generations removed were born in sub-Saharan Africa

Finally, Levin maintains that familiar observabl&eria for race like, skin color, hair texture
and facial bone structure, do not define race h&athese traits serve as contingent indicators of
ancestry, observable correlates of geographicgimnised to identify that less observable trait
(Levin 1997). Thus, the geographical origin of ‘srencestors determines ones race and typical
racial features help to identify it.

One guestion that this view raises has to do witl these particular branches were chosen.
Why not choose when humans branched into Austoavehen humans branched into the

Americas? In fact the out of Africa consensus hraspted some writers to claim that the sole

human race is the Negro or black one since every@e®graphical origin is out of Afric?al.
Also, if any American 75% or more of whose ancestfy to 4400 generations removed

were born in sub-Saharan Africa is American Negraidat do we call Americans for whom

74% of their ancestors 40 to 4400 generations resh@xere born in sub-Saharan Africa, or

73%7? And why not call those conventionally ideetfiAmerican black populations that indicate

! See Zack, 2002
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a white admixture of about 25% in the American Name race, and those about 10% in blacks
in the American South another race? It seems tbanlLhas predetermined what a race is and
then come up with a way to distinguish them. Ireotlvords the criteria seem to be arbitrary.

So to say that continental group is how race igédfis to say something trivial. For it to be
non-trivial two questions need to be answered. Mhihabout continental groups that
distinguish them as races? And why should contalgrbups, as opposed to other groups, be
defined as races? One might argue that genetereliftiation is greatest when defined on a
continental basis; such differentiation is sigrafit because many illnesses and diseases appear
to be racially distributed. But while each contited group does possess a genetic profile
slightly distinct from others, the consequencesarfy human migration, continental groups
represent neither the greatest degree of gendfiszahtiation within humankind, nor necessarily
the most useful way of dividing up human populasios we will see in Chapter 5 the greatest
genetic differentiation is not between continegralups, but between Africans and non-Africans
and as was indicated above, from a medical diagmpsispective, the best diagnostic approach
is not to try to determine the race of the indiafuhat is the continent of ancestral origin, taut
get a clue to the problem by asking which if anyhaf high frequency regions the person
ancestor’s is from, regions that could encompadsipteicontinents. Thus, it is an arbitrary

choice defining continental groups as races.

Racial Cladism
Racial cladism is very similar to the views we dissed when we were considering
geographical origins of ancestors. In fact, it Woseem that racial cladism is just a special case

of the geographical origins of ancestors. A mdjstinction is that given this concept there is no
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reason to believe that races exist now or at lgdlséxist for long. Andreasen 1998, a major
proponent of this view, believes that races ongsted, but due to recent historical events, they
are on their way out. They are fading out of exiseedue to the voyages of discovery,
colonization and immigration.

Cladism views races as monophyletic groups, gradpsare ancestor-descendant sequences
of breeding populations that share a common origfidescribes the evolutionary history of a
species in terms of a phylogenetic tree whose biesepresent the subdivision of ancestral
breeding populations into multiple descendant bregpopulations. A breeding population is a
set of local populations linked to one anotherdyyroductive ties that are reproductively isolated
from other such populations. Cladistic classifica have both a conventional and an objective
aspect. The way groups get assigned to a lewelngentional. Thus, one can cut the branches
of the tree at any particular level. Racial diets are objective because they represent a process
of evolution branching that has taken place inddpatly of human classification activities

(Andreasen 1998).

The cladistic concept of race has it crit?cé[here seem to be several problems with the
concept. First, the cladistic concept of race ismtteatment of breeding populations and groups
of breeding populations require the maintenanaxténsive reproductive isolation. Many
would not agree that the isolation required hasrigdace. Second, the phylogenetic tree model
that is used is based on computer programs usgehterate trees from genetic distance data.

The construction of these trees assumes the watilthe “candelabra model” of human
evolution that characterizes races as branchireggjas. But there are other possible models. For

instance, Templeton favors the “trellis model”, allhessumes that gene flow has always

8 See Zack, 2002 and Lisa Gannett, 2004.
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occurred among the world’s populations, and thusygnting evolutionary branching
(Templeton 1998). The cladistic concept of racemsepremature given the lack of empirical
data regarding which of the two models is corr&ar(nett 2004).

Also, as Zack points out, cladistics as a taxormamethodology has always been applied
to taxa at the species level or higher. If clacssivere applied to the subspecies level, there
would have to be independent evidence that thepgagiess groups were already well-delineated
according to some other biological classificatorgtem such as phenetics. Without independent
justification for an application of cladistics toogips more specific than species there would be
nothing to stop the application of cladistics toywemall genealogical groups with distinct
hereditary traits, such as families, and the prmobhath applying cladistics that far down is that it
fails to preserve the taxonomic feature of cladiZeck 2002, 77). Zack here attacks the
conventional aspect associated with cladism,wkere to choose to draw the lines. That is to
say, if the way groups get assigned to a levebiwventional, then how do we determine at what

level to stop?

Summary

There are several conditions that nature could haed to divide our species into biological

significant varieties. First, isolate a breeding population. Secondt feasome distinctive
heritable characteristics to appear. Third, ghagrtconjunction a selective advantage. Fourth,
let selection operate for a very long time in tha@ated population. But, human evolution did not

proceed this way. According to our best evidehcean populations have not been

o Parks, 1998, uses a similar list. They includeSdme degree of population isolation with
limited gene flow; 2) Environments different enougltpromote adaptive selection in different
directions; 3) Genetic variation among the popalati 4) Enough time. Regarding time, he
believes that if the other conditions were meteéheould have been enough time.
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geographically isolated for long enough periodsl| daring all of natural history there has been
too much inbreeding between populations. And wivgecan find all kinds of differences
between groups they do not seem to allow us to raaiganeaningful biological distinctions.

As Malik 2008 has pointed out, the problem for regadists today is the opposite of that for
the 19" century racial scientists. Then, racial sciestishew’ the significance of race but could
not find a way of defining differences. Today venclearly define differences between
populations but the significance of such differenne longer seems clear.

If essences, geography, phenotypes, genotypegeamglogy are the only known candidates
for biological race and they all fail, then we @gue that either we have not found the correct
theory of biological race or it would seem thatréhis no correct theory of biological race. If we
have not found the correct theory we can eithep keeking or question whether or not there are
races. | question the assumption of race in chdipte If there is no correct biological theory
for race then one may suggest that since the \&atlmories of race do not work and yet people
still clearly posit biological races perhaps nompuitive values are driving race realists. So has
non-cognitive values influenced this debate? Ituiln to this issue next. We will first consider
the role of values in science in general and themwll consider how they work in theory

choice.
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CHAPTER 3

WHAT IS THE ROLE OF VALUES?
Introduction: How Values Function in Various SciéntContexts

In considering the complex relationship betweeprsm and values it is important to distinguish

the various ways values can enter into sciencee Wy is to consider how values function in

various scientific contextls(? First, there is the context of discovery. Irstbontext theories and
hypotheses are generated. Non-cognitive values|aidm appropriately play a role in the source
of theories and hypotheses that are generatedie Thalso the context of investigation
(designing a study, collecting data, etc.). Reigardollecting data for instance, non-cognitive
values can justify placing procedural constraimsoientists — for example, requiring
experimental subjects to be treated humanely oramusabjects be give informed consent. In the
context of application, non-cognitive values calpltetermine what level of certainty in a
scientific theory is demanded before it is accepiged guide for action (Anderson 2004).
Reviewing the main issues in each of these contdfdss an opportunity to stress the
unavoidability of values in science while allowiag to see how non-cognitive values need not
be involved in theory choice even if they are pddoing science. | will argue that non-
cognitive values plag legitimate role in the context of discovery, istigation, and application
but not a legitimate role in theory choice whickill call the context of assessment. How
theories ought to be assessed rules out a leg#iré for non-cognitive values. In Chapter 4 |
lay out an account of why some types of valued@be used to assess theory choice and why

others ought not to be used.

10 This list of “contexts” while not the same, aretmated by discussions in Longino 1990,
Anderson 2004 and Dorato 2004.

61



The Context of Discovery

The context of discovery can be considered theryhgeneration phase of science. Theories can
be generated in any number of ways. The soureglodory though, is generally not considered
an indicator of its truthfulness, explanatory povetc. However, as | have suggested above,
both sides in the race debate seem to indicatahbaither side is motivated by non-cognitive
values. Realists maintain that one of the soun€esiti-race theories is the desire to be
politically correct and that this calls into questithe conclusion. Skeptics maintain that at least
one of the reasons theories of race were genenatedbecause of the need to justify how people
who were perceived as different, were being treatetthus, race was “discovered” as a result
of political and social motivations. So one caguarthat if theories of biological race are
generated due to racist ideology or if the positleat there are no biological races is generated
to avoid racist ideology and these are the onlgrilee we have, then non-cognitive ideological
values must influence theory choice because alihtberies available have been so influenced.
Thus, in general, one can say that if non-cognitaleies influence theory generation in the
context of discovery, and the theories that aregead by these influences are the only theories
we have, then non-cognitive values must influehe®ty choice.

The issue | want to consider here is whether thages about the generation process
mean that theory choice is inevitably influencedioy-cognitive values. That is, if theories are
“contaminated” as a result of being influenced by+tognitive values when being generated,
does that mean there is no way to avoid non-cognitalues entering into theory choice? 1 will
argue that a) the theory generation phase (theexbat discovery) does not have to be
influenced by non-cognitive values and b) evenid,itheory choice does not have to be so

influenced, and c) if the choice of theories isrdtuenced it results in bad science. Social,
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political, ideological and other non-cognitive vasuought not to influence theory choice because

these various values do not help to determine tettve world is and in fact are very likely to

hinder us from doing s%)l. A theory or hypothesis is more likely to be tréisupported by
epistemic and cognitively relevant reasons, butktieno good argument that a theory is more
likely to be true if supported by social, political ideologically commitments.

The logical positivists made a distinction betw#®s context of discovery and the

context of justificationl.2 The context of discovery was considered the thgeneration phase
of science and the context of justification was kehtheories were tested, confirmed, and or
corroborated. Martin Curd indicates:

On the one hand, there is the psychological questiimut how a scientific hypothesis

first arises in the mind of the individual scientig his often involves ... nonrational

1 While this may not be a surprise to those on theragide of this issue, there are some who
argue that there is no way to know the way the dvisil There is no fact of the matter with
regard to the world. For instance, Putnam 199@estg that internal realism denies that there is
a fact of the matter as to which of the concepgehkmes that serve us so well...is really true.
He asks us to imagine a world in which there areetlobjects x1, x2, x3. Then he asks, “How
many objects are there in this world?” On a comreass notion of “object” there are three
objects in this world. But, Putnam suggests, “Sigep... like some Polish logicians, | believe
that for every two particulars there is an objebtol is their sum... [then] | will find that the
world of “three individuals”... actually contains ssv(x1, x2, x3, x1 + x2, x1 + x3, x2 + x3, and
x1 + x2 + x3) objects (Putnam 1992, 96). ThusHotmam it seems that one’s conceptual
scheme, to a certain extent, determines the wawdiel is.

| think there is a way the world is and what Putnaally shows here is that there can be
various descriptions of the world and of courss thitrue, but it is not true that every descriptio
of the world is the way the world is, that is, eotry possible description will be true. Thus,
one’s social, political, ideological, and other rmognitive values do affect one’s conceptual
scheme, and so one’s description of the world] o suggesting that these various
descriptions need to be supported by epistemicagditively relevant reasons in order to
believe one is getting at the way the world is.
12 The phrases were introduced by Hans Reichenbdgh 1Reichenbach was attempting to
clear up an interpretation of the hypothetico-déideanethod as an “irrational guessing.” He
writes, “The act of discovery escapes logical asialythere are no logical rules in terms of
which a ‘discovery machine’ could be constructeat thould take over the creative function of
the genius... logic is only concerned with the cohtéjustification” (Reichenbach, 1951).
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influences as well as a liberal amount of inspgadsswork. Anything that helps answer
the psychological question about the origins oéstific hypotheses falls within the
context of discovery. On the other hand, oncaensitic hypothesis has been
formulated, questions about what kind of evidenggpsrts it and to what extent place us
in the context of justification, where we are camesl with relations of inductive support

and confirmation (Curd and Cover 1998).

Thus, the source of scientific theories could lbesalt of any number of things, political or
economic ideology, and even various religious,ceihor aesthetical beliefs and this would not
count as a reason to call something bad or iliegite science. But the context of justification
served as the means to determine which of thetyasfeheories that were generated from
various sources would be recognized as the onertbst matched the world. It was believed
that while social, political, ideological, etc.,luas played a role in the context of discovery, as
indicated above, only concerns of inductive suppaod confirmation were legitimately
considered in the context of justification.

However, this notion has been questioned. Foaimtst, Kathleen Okruhlik argues that
the generation phase allows for the influence obus non-cognitive values even in theory
choice because current models of scientific ratipnaold that theories are not directly
compared to nature (as the logical positivists ¢finbubut view theory choice as “irreducibly
comparative”(Okruhlik 1994). Thus, the distinction betweea ttontext of discovery and the
context of justification may not be lost but itasleast blurred and scientific theories are far
more the products of social, political, even psyobal sources than the logical positivist
understood. She lays out a scenario where themmgesompared with their extant rivals and a

decision point is reach based on the competingig®o
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Okruhlik argues,
Traditionally, philosophy of science has been quiléng to grant that social and
psychological factors (including perhaps gendesy @ role in science; but that role has
been a strictly delimited one, contained entireithim the so-called context of
discovery... all that matters is the context of flisdition.... You test the hypothesis in
the tribunal of nature and if it holds up, then yeyustified in holding on to it-whatever
its origins. The idea here is that the canons@ngific theory choice supply a sort of
filter which removes social, psychological, andificdl contaminants as a hypothesis

passes from one context to the next. (Okruhlik4)99

But, she indicates, that if social values influettosory generation in the context of discovery
and the theories that are generated by these intiigeare the only theories we have; then social
values must influence theory choice. This is beeaas Okruhlik maintains, we can only
compare a hypothesis to its extant rivals, to ofiypotheses which have actually been
articulated to account for phenomena in the sameagtoand developed to the point of being
testable. Thus, “if our choice among rivals isdueibly comparative... then scientific
methodology cannot guarantee ... that the prefehredry is true-only that it is epistemically
superior to the other actually available contend@&st if all these contenders have been affected
by social factors, nothing in the appraisal mactyinéll completely ‘purify’ the theory”

(Okruhlik 1994). So, even if one grants that stadd of theory assessment are free of bias from
non-cognitive values, non-cognitive values stillynpgrmeate the very content of science. We
can call this the “contamination by generation”wargnt; it implies that once theories have been
generated by means of non-cognitive values thesenof criteria can guarantee the elimination

of non-cognitive values in theory choice.
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The argument can be structured as follows.

P1 - Social (non-cognitive) values inevitably irghce theory generation in the context of

discovery.

P2 - Theories generated in the context of disgogaez the only theories we have.

P3 - Theory choice is irreducibly comparative.

P4 - Thus, theories generated in the context @abaesry can only be compared with other

theories that are generated in the context of d&go

C - Therefore, theory choice is inevitably infleed by social (non-cognitive) values.
Thus, Okruhlik maintains that the content of thesiis inevitably influenced by social values
and only by recognizing this and taking steps tglothe social arrangements of science to
include diverse viewpoints can science hope to av@objectivity. Diverse viewpoints can
contribute rival hypotheses that can help bringésadue to non-cognitive values to light. So we
see that the justification for this view seemsédhmat the invention of rival theories brings to
light biases and can lead to a much sharper emti@f accepted theory than does the mere
comparison with observation. In this view then, {oognitive values are not only unavoidable
but also are helpful to the process of scientlfeotry choice. The restructuring of science that
allows for non-cognitive values that operate in¢batext of discovery to bring in other
viewpoints aid in coming up with a diversity of trees that can be considered in the context of
justification. Let us examine this position a étttloser.

First, P2 and P4 seem to amount to the truismvieatan only compare theories with
other theories that have been generated, so PR4dd not seem to present a problem. Next,
regarding P1, clearly theories can be generatechamper of ways and there can be the

unavoidable influence of non-cognitive values dgriime generation of theories. So if P1 is
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correct then values inevitably influence theoryegation. But, | am not sure that theories must
inevitablybe influenced by non-cognitive values during teaeayation stage as P1 indicates. For
instance, recently philosophers have argued that éwough there may not be a logic of
discovery in terms of an algorithm, there does seebe certain methods that can be used as
heuristics that can aid in discovery. For examiplegley Darden 1980 has argued that
“interfield connections” can be a source of thedeyelopment, where connections to well-
developed related fields can be a source of neasidéharon Kantorovich 1993, suggests that
novelty in science is generated through events dated by “serendipity and tinkering.” Robert
Pennock 2000, has suggested that Darwinian mecharmian be used to make novel discoveries.
| would suggest that even given these various simes, this does not rule out the fact that
scientific discoveries can come from non-ratiormlrses but | think that they indicate they do
not have to come this way.

Also, if P1 is correct, | am not sure her solutsmives her problem. Her solution is to
allow for circumstances to exist that enable theegation of theories (inevitably influenced by
non-cognitive values) from different perspectivefopes to add variety to the theories that are
generated. But recall that her issue with relyinghee context of justification was that it could
not guarantee the truthfulness of the preferredrthe&She indicated, “if our choice among rivals
is irreducibly comparative... then scientific methtmiyy cannot guarantee ... that the preferred
theory is true-only that it is epistemically superio the other actually available contenders. But
if all these contenders have been affected by bfagtors, nothing in the appraisal machinery
will completely ‘purify’ the theory” (Okruhlik 1994 However, it does not seem that adding
theories that are unavoidably influenced by nonagtoge values in the generation stage can

guarantee that the preferred theory is true eitharould seem that adding a variety of theories
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can only help to show that one theory may be epistly superior to the others, but this is the
same result that she says is obtained during thieexbof justification without adding other
value-laden theories to the mix. That is, we aftetétewonder given Okruhlik’s account, that if

all theories, even those generated that help lmages to light, are contaminated then can there
ever be objectivity in science. It could be possiiblat we are only increasing the amount of
biases that are imported into theory content. \(gs the fact that many people generating
various theories mean that we have gotten rid@gds in theory content if they are inevitable in
the context of discovery? Neither numbers nor faseems to “guarantee” that we gain
objectivity in theory generation. It could be tha are just increasing the number of bad
theories. So if all available theories are biasexhtbias will continue to infect the theories we
have to choose from and it does not seem to maliéeaence how many are generated. Thus, it
does not seem clear that theories generated asila o€different perspectives based on different
values and interests eliminate biases nor guaranté®e In other words, her solution does not
seem to solve the problem.

This leads to another issue with P1. We mighttsayOkruhlik’s position indicates a
type of genetic fallacy. For instance, let's dagttl generate a theory about some phenomena
from tossing tea leaves. This seems like a veayianal way to generate a theory. However,
can we say that the theory is irrational just beeatiwas generated in an irrational way? Can
we say that the theory is “contaminated” by theigadf superstition? What if we test the theory
against what we find in the world and find thateturately describes the phenomena and makes
accurate predictions about it, in fact that it se@mbe true. Does this mean that we would still
have to label the theory as contaminated just sscawvas generated in an irrational way? |

would think not. | think we need to make a didtimie betweergeneratinga theory as a result of
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non-cognitive values aracceptinga theory because of non-cognitive values. Theéormay

be appropriate, the latter is not. It does notrst#eat non-cognitive values contaminate theories
that are accepted just because they may help dertkeam. Non-cognitive values would seem
to contaminate a theory in the justification pracesly if one accepts a theory because of why
or how it was generated. Or put another way, tipeiitiously generated theory could prove to
be true in spite of how it was generated; if theotty is shown to be true it makes no difference
how it was generated. The source of the generdbes not matter to its truthfulness.

Thus, P1 seems to be problematic and, just byngdtieories even from different
sources, does not seem to eliminate bias thatdhglexists. Also, it may not be the case that
theories are inevitably influenced by non-cognitwadues in the generation stage, there may be
ways to generate theories without value influeacel finally, even if they are so influenced that
does not mean that the contamination necessafégtafthe justification stage. In fact it is bad
science to accept a theory based on how it wag agteae

We have also seen that P2 and P4 are just a treganding comparing theories. This
leaves P3 - theory choice is irreducibly compagativwant to argue that P3 should be
weakened. While inference to the best explanahoough theory comparison is surely a part of
theory selection sometimes, | do not think tha @lways the case that theory selection is
irreducibly comparative. | think sometimes theoaes compared directly to the world without
being compared to other theories to determine venethnot they are true. That is, it seems that
we can say that even if theory evaluation partake®mparison with other theories sometimes
as part of the process, the most salient featutleenfry assessment seems to be how well a

particular theory matches the world. Scientisésjastified in accepting or rejecting a theory
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only if it meets a particular standard of evidenu#, just because it is the best theory available
when compared to others.
Ana Smith llitis 2008 makes this point, althoughiiadtly, in her discussion about human
subjects of research and the assessment of outartreatment:
At one time, we accepted that ulcers should beddeaith rest and dietary changes
rather that antibiotics, which we later learnedeveecessary to fight the bacteria
Heliobacter pylorithat caused ulcers ... Similarly, it was accepted pinemature infants
should be exposed to high concentrations of oxygéich we later learned led to
blindness... These are only examples of cases inhwhiertain approach to treating a
condition became a standard of care without theeryatic assessment of outcomes.
Once outcomes were measured, the error in judgwantlear. The medical community
has learned that true knowledge is available oglgnbasuring outcomes, that is, by

engaging in research (lltis, 2008).

Note that Iltis is concerned with “measuring outesinot with comparing one theory to
another. This is because the world pushes backiotheories. Exposing infants to high
concentrations of oxygen led to blindness and wlendi need another theory to see this. In fact,
in order to eliminate a theory there is really eed for a comparison between theories. It
would seem that one could make an honest evaluaditout necessarily having to compare
two or more different alternatives. For instarmm@g could determine that a particular key does
not fit a lock without having to compare it to otl@ys. Or one could determine that some
notion has an internal contradiction and thus aadibmissed without the need to compare it
with another position. A distinction can be maeééAeen a ‘test’ which can be interpreted as a

way to determine if something does what it is sigepo do and ‘comparing alternatives’ which
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may mean determining if something is the best wagot something. We can evaluate
something in its own right by testing it withoutMrag to compare it with something else.
Dembski asks us to “consider the following hypotfi€dhe moon is made of cheese.” One does
not need additional hypotheses (e.g., ‘The moe@ngeeat ball of nylon.’) to eliminate the moon-
is-made-of-cheese hypothesis.” He argues that:
There are plenty of hypotheses that we eliminatedlation, and for which additional
competing hypotheses do nothing to assist in etmg them. Indeed, often with
scientific problems we are fortunate if we can o#een a single hypothesis as a
proposed solution .... What's more, a proposed smutiay be so poor and unacceptable
that it can rightly be eliminated without proposimg alternative (e.g., the moon-is-made-
of-cheese hypothesis). It is not a requirememb@t that eliminating a hypothesis

means superseding it (Dembski 2002).

Thus, while in many instances we compare theooi@me another to assist in choosing one over
another it is not the only way theories are chasegliminated.

Another way to put this is to say that sometimesam®e know a theory is not a good one
because of its failings even before there is amdtieory to compare it with. McMullin, 1987
suggests, “A theory with features that are perakagad hog for example, may be perfectly
adequate as a means of accurate prediction, s fhatures will count against the theory as
explanation and will prompt efforts to find an aitative.” Note that in this instance even before
an alternative is found the theory is not considere a good explanation.

In chapter two we considered two approaches toate question. One approach was the
essentialism concept; the other was the populaomoncept. We found that when new and

better science was done essentialism was replactekpopulationism concept. In this instance,
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it seems theory comparison was at work. The neeared showed that populationism is a better
explanation in biology. However, when we considdtredvarious theories of race that were
based on the population approach we did not contpare with one another we considered each
theory in its own light and found it wanting. Thtiseory choice is not irreducibly comparative;
theories can be compared directly to the worldiéad the theories we have are problematic |
think we would have to say that none are acceptatdeve need to keep looking, but | do not
believe we should say we need to accept theorycause it is the best of what we have.

What | have attempted to show then, is that regasdbf what takes place in the context
of discovery, theory choice does not have to betaminated” by non-cognitive values. First, it
is not clear that theories generated in the comkaiscovery must be inevitably influenced by
non-cognitive values. Second, while it is apprageria many instances to compare theories to
help determination the best explanation, this istin@® only way to choose a theory, nor should
we accept a theory just because it is the bestyvee have, we can always withhold judgment

until something better comes along.

The Context of Investigation

Research has been defined as gathering informiatianswer a question that solves a problem
(Booth et. al. 2008). Non-cognitive values careentto this context in a variety of ways. They
may influence how researchers go about their wahgt observations may be made, and how
well evidence is appraised; why we show interest subject and how diligently we pursue it.
They may function as selectors of different fietddsnvestigation, what looks interesting and
important to us, and the choice of problems tonvestigated as well as how resources will be

committed to those projects and how many resowdebe committed. They determine what
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the moral constraints on investigation are, and@ptace restrictions on experimentation,
especially but not exclusively on humari&y making value judgments explicit, scientists vod
more likely to pay attention to them and thus as#iesm in critical waysThus, it seems like

why we show interest in a particular question aod diligently we pursue it are legitimate roles
for non-cognitive values to play in the contexirofestigation.

However, because a problem is important for sawiglolitical reasons or because a
scientist is interested in solving it does not séemive it a direct bearing on whether a theory
regarding that problem is true, confirmed, or nadilly credible. As Mauro Dorato has indicated,
economic, moral, or religious points of view mdyihinate some phenomenon and may
function as a selector of some facts as causdbyaat factors. However, once we try to explain
the causal relevance of say, economic factorsdrptienomenon, by using economics as a
selective principle, the causal link we therebybksh is (or is not) valid, according to the
evidence it has, independently of our particulameenic (or religious) convictions. For
instance, military and political interests may haweativated the study of the theory of trajectory
of projectiles but the epistemic warrant of theottyeenabling us to do the calculations does not
depend on the different military and political irg@sts (Dorato, 2004). Thus, while non-cognitive
values may legitimately provide motivation for rassh and even motivation to believe a claim,
they should not be understood as reasons thatd@eupport for a claim. That is, while non-
cognitive values can be completely acceptableeinestigation stage, we can hold that such
judgments are not acceptable at the evaluatior sidwey should not be used to determine the

truth about what they motivated us to find.
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The Context of Application

In this context non-cognitive values can have #ilagte function as guides to the application of
our scientific knowledge in practical decision nraki That is, they may play a role in
determining at what level of certainly a scienttheory needs to be before it is used as a guide
for action. Whenever the application of scientkimowledge has non-cognitive consequences,
especially adverse effects, then we may be oblig@teefrain from applying that knowledge.
Also, when we are ignorant about the outcome ofyapg a theory we should consider the
consequences of our decision to apply the thespea@ally if the application could result in
adverse consequences. Notice we are not talkiogtathether we should accept or reject a
theory because of the perceived consequenceis ifjgplied. If we believe a theory is true it
should be accepted regardless of the outcomésifapplied. If we believe a theory is false it
should be rejected regardless of the outcomasfapplied. If we are unsure whether a theory is
true or false we should withhold judgment until nsse more evidence, especially if the
application of the theory could result in unwanéelyerse consequences.

Note how this position might be used in our exaton of theories of biological race;
legitimately we could chose to apply or not to gmpkheory about biological race because it has
adverse consequences or perhaps, little adversegoences. The argument could run
something like: in the debate about biological rdmeeapplication of scientific knowledge has
non-epistemic consequences that could be adversiestance, in determining the biological
status of others in society that status may be tesedpport social injustice or inequitable
divisions, so the relevance of the consequencaddie involved in determining whether to
apply a theory or not because there are politicdlethical, that is non-cognitive values involved

in the application. Thus in this scenario, non-abga values ought to be involved in whether
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the theory should be applied. Or in the debate ahiological race the application of scientific
knowledge has consequences that could be benefaiahstance, in determining the biological
status of others in society we could find thataertiseases and treatment responses cluster by
race and thus, in determining race we will be aigedietermining who has what diseases and
how they might be treated, so the relevance ottimsequences should be involved in
determining whether the theory should be appliad.iBthe debate about biological race we do
not acceptance or reject race as a biological oagdgecause doing one or the other may lead to
adverse consequences. That is, we ought not teviedinat races do not exist or do exist just
because there could be adverse non-epistemic aoersegs as a result of so believing. This
would be to allow, | believe illegitimately, for necognitive, perhaps social and political values
to determine the way we believe the physical walchade up, or at least our fear about the way
the world might be made up to determine the was;, iind our social and political values and
fears do not seem to have a direct bearing on whetkheory about the world is true, confirmed,
rationally credible, or epistemically warranted.

One way that this context has been used to amuedlbwing non-cognitive values to
influence theory choice has been called the argtifinem “inductive risk.” This argument has
several supporters (Rudner 1953; Kitcher 1985, 1868@ Douglas 2000, 2006, 2009). The
argument maintains that the envisioned consequari@theory if wrong should be an input in
deciding whether a theory should be accepted ectayjl.

While | believe that in theory application conseqces should be considered, the
guestion here is, “should consequences determewmtithoice?” That is, should the
envisioned results of what may happen if a thesapplieddetermine whether or not the theory

should beaccepte@ | believe not. A theory or hypothesis is makely to be true if supported
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by empirical evidence, and epistemic and cogngivelevant reasons than being supported by
my desire to avoid adverse consequences if theythedalse. My desires ought not to influence
theory acceptance because they do not determimacirthe way the world is. A key question
in this regard is can the acceptance of a thead\tlaa application of that theory be separated
from one another; | believe scientists can makedrstinction and | will argue this below.

| will briefly examine Rudner’s and Kitcher’s clagmegarding this matter and argue that
allowing consequences if wrong to determine th@bigice is bad science, and then | will
consider Douglas’s argument from inductive risk angue following Mitchell 2004, that it
conflates the role of the scientist in determirting acceptance of a theory with the scientist’s
role in applying policy regarding a theory, thatiisonflatesactionregarding a theory with
beliefabout a theory.

An early statement of the argument from inductig& comes from Rudner 1953 who
argues that scientists make value judgments ingthgdetween hypotheses because a scientist
must decide whether or not to accept or rejectptinesis. But no scientific hypothesis is ever
completely verified. Therefore the scientist mustke a decision that evidence is sufficiently
strong to warrant the acceptance of the hypothé&diss decision is not based solely on the
evidence but for Rudner, on theportancen an ethical sense (and thus a non-cognitiveevalu
judgment), of making a mistake in accepting oratgy the hypothesis. He indicates, “how
great a risk one is willing to take of being wrangaccepting or rejecting the hypothesis will
depend upon how seriously in the typically ethsztse one views the consequences of making
a mistake” (1953, 3). Thus the acceptance ortiejeof a hypothesis is based on non-cognitive
value judgments.

Rudner’s argument can be formed as follows:
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P1 — Scientists either accept or reject a hypathesi
P2 - But no scientific hypothesis is ever compietadrified

P3 — Thus, before accepting or rejecting a hypahesalue judgment must be made in

light of the importance of a mistake if wrong.

C — Therefore, value judgments about the conse@senicbeing wrong are unavoidable

in accepting or rejecting a scientific hypothesis.

Kitcher 1985, in arguing against sociobiology, ntaiims that the envisioned consequences of the
acceptance or rejection of a given scientific tlyesdrould be part of deciding whether the theory
is accepted or not. He is concerned that “if weevarong about the bases of human social
behavior, if we abandon the goal of a fair disttid of the benefits and burdens of society
because we accept faulty hypotheses about oursateesur environmental history, then the
consequences of a scientific mistake may be gradeeid” (1985, 9). Thus, given this important
concern he argues that political considerationsilshplay a role in determining when evidence
is sufficiently strong for accepting a theory:
Everybody ought to agree thgiyen sufficient evidender some hypothesis about
humans, we should accept that hypothesis whates/political implications. But the
guestion of what counts as sufficient evidenceotsimdependent of the political
consequences. If the costs of being wrong arécgeritly high, then it is reasonable and
responsible to ask for more evidence than is deewidsituations where mistakes are

relatively innocuous (1985, 9).

Lest we not be clear, Kitcher clarifies his positia a later paper:
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...where the stakes are high we must demand motesétwho claim to resolve the
issue. So, it was relevant to point to the pditmonsequences of accepting some of
Wilson’s claims about human nature because doingaaes us aware of the need for

more rigorous arguments and greater certaintyignatea (1997, 280).

| understand Rudner’s use of “tmportance,n an ethical sense” as the use of non-cognitive
values and Kitcher’s “political consequences” datesl to non-cognitive values. Also, it needs
to be pointed out that Rudner and Kitcher are al@irig only about the application of theories
but the acceptance or rejection of theories, thawhich theories ought to be believed or not. As
Steel 2010 puts it, “what makes the argument froductive risk controversial is its claim that
nonepistemic values should influence what hypothasel theories scientists believe, not merely
what research projects they choose to pursue athgpes they choose to investigate” (2010,
17).

Thus, for this position acceptance is in view; tbasequences of a hypothesis help
determine the level of evidence that is neededteat it. If my hypothesis has bad
consequences if | am wrong, | need strong evidérae before | accept it and if my hypothesis
does not have bad consequences, if it is “relativelocuous,” as Kitcher says, then the
evidence need not be as strong to accept it. ISextomple, if | have evidence that race is
biologically real and you give me reasons why htig this has bad consequences if wrong,
according to this view those consequences ougtduse me to need a greater level of evidence
before | should believe race is biological real, €mversely, if | have less evidence to show that
biological race does not exist and we agree tleahtnexistence of biological race does not lead
to bad consequences, then | should believe thaeldence suffices to accept the position that

biological race does not exist. But this seemswgro
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There are several ways one might criticize the rment from inductive risk:
One could argue that it is not the scientist’stlaccept or reject a theory (Jeffrey 1956) or
similarly one could argue that the scientist wheretl with uncertainty just needs to be clear
about the uncertainty without making a judgmenardong a theory. One could argue that
concern about consequences does nothing to refbeogy, that is, show it to be wrong, and
thus it should not be used to determine theoryaghd@r one could argue that the argument from
inductive risk fails to make a distinction betweescientist’s belief and a scientist’s action
toward that belief and as a result unnecessatiljpates non-cognitive value judgments to
theory choice. Let’'s consider these various objpesti

Accepting or rejecting a theory: Consider Rudn€xls- Scientists either accept or reject
a hypothesis. Is it the scientists’ job to acaepteject a hypothesis? Richard Jeffrey 1956
argued early on that it was not. Jeffrey felt tihat activity proper to the scientist is the
assignment of probabilities to theories. For &gffscientists do not accept or reject theories,
this is left to others. The work of the scienissto assign probabilities.

Jeffrey asks us to consider a sample of polio vecii a certain lot. It is tested and
found to be free of active polio virus. This imigaa certain probability to the hypothesis that the
entire lot is good. He asks, “Is this probabihigh enough for us to rationally accept the
hypothesis?” He then contrasts this with a sinplablem regarding roller skate ball bearings.
A sample is tested and found satisfactory and gines evidence at the same level of probability
as the vaccine case that the whole is good. Hgestigy as he believes Rudner points out, that if
the probabilities were just enough to lead us teptthe bearings, we should reject the vaccine
because of the graver consequences. But, hevalsisdetermines these consequences? There

is nothing in the hypothesis, “This vaccine is ffiemm active polio virus,” to tell us what the
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vaccine is for, or what would happen if the statetweere accepted when false (1956, 242). He
adds that for all we know from the hypothesis ightibe intended for inoculating pet monkeys
and thus, one’s confidence might be high enouglthisraction without being high enough for
inoculation of children. So, for Jeffrey, theraislistinction between accepting a hypothesis
(this vaccine is free from active polio virus) vessan action as a result of accepting a hypothesis
(let’s inoculate children with this vaccine). Heds, “in the case of law-like scientific
hypotheses the distinction seems to be invariabbgssary; there it is certainly meaningless to
speak of the cost of mistaken acceptance or rejedir by its nature a punitive scientific law
will be relevant in a great diversity of choiceusitions among which the cost of a mistake will
vary greatly” (243). Thus, one can take from d8ffs argument that there is a distinction
between accepting or rejecting a hypothesis andgaapon a hypothesis, and what determines
the consequences of a hypothesis is how the hygistlseacted upon. Since the scientist cannot
determine or know all the ways a hypothesis mighatted upon, the scientists cannot know or
determine all the consequences of accepting octiegea hypothesis. Thus, the scientist’s
proper role is to provide the rational agents enghciety which he represents with probabilities
for a hypothesis in given situations; it is not business of the scientist as such, least of all of
the scientist who works with law-like hypothes@satcept or reject hypotheses.

Rudner had attempted to already deal with this tfppebjection in his paper. He
suggests that even with this type of account tiengst is stillacceptingthe degree of
probability:

But a little reflection will show that the plaudiby of this objection is apparent merely.

For the determination that the degree of confirarais sayp, or that the strength of the

evidence is such and such, which is on this viemdeld to be the indispensable task
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of the scientisjuascientist, is clearly nothing motiean the acceptance by the scientist
of the hypothesis that the degree of confirmatsop or that the strength of the evidence

is such and such (1953, 4).

Douglas, in weighing in on this discussion, accépidner’s rejoinder to Jeffrey regarding this
issue. She suggests that Jeffrey provided notdiesponse to Rudner’s argument (2009, 54).
But it seems to me that Jeffrey did acknowledge dfjection. He replies that it is no more the
business of the scientist to “accept” hypothesesiatlegrees of confidence than it is to accept
hypotheses of any other sort (1956, 246).

Now what of Jeffrey’s probability objection? Itesas Jeffrey’s distinction between
accepting or rejecting a hypothesis verses actag @ hypothesis gets it right and | will say
more about this below, but what about his claim fltgéentists do not accept or reject theories but
that the activity proper to the scientist is theigigment of probabilities to theories? This does
not seem to be the case. Consider the followirenséic theories: the Ptolemaic view of the
universe, the caloric view of heat, the phlogidtogory of burning, and the existence of ether
wind. Scientists have not assigned degrees ofghibities to these theories, they have rejected
them. They have determined that these theoriesaneliable, do not warrant belief, and are not
supported by the evidence. If to reject a theoeans that one does not believe the theory is
correct in these ways, then it seems that sciertiste rejected these theories. And since
scientists do make these types of claims aboutigeet seems, contrary to Jeffrey, that
scientists do accept or reject theories.

However, it does seem that Jeffrey gets it righhwegard to his distinction between
accepting a hypothesis verses an action as a sadtepting a hypothesis. If we do not know

how a hypothesis is going to be applied it seerfidlt to maintain that the consequences if
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wrong need to be considered. Thus, while | agnéle Rudner that scientists can either accept or
reject hypotheses, | do not agree that the conseggaf wrong need to be taken into
consideration for the acceptance or rejectiontbieary, as | believe Jeffrey shows, we need to
know how the theory will be applied to determineviend if the consequences should be
considered before we take action. This separatidrelief from application and the
understanding that non-cognitive values may emntet the application stage and not the belief
stage of theory development seems to show the projeefor non-cognitive values.

However, there does seem to be another stanceaorale towards a theory, scientists
do not have to accept or reject a particular thethigre are instances in which a scientist can
remain neutral about a theory. That is, as inddtatbove, one can always withhold judgment
until something better comes along or until thermbre evidence. Thus, if the consequences if
wrong appear to be too adverse then the scietmsjust hold out applying the hypothesis until
more is known about the hypothesis. Why accepgject a theory that we do not have enough
information about to make a good decision? Preblynee make a decision from ignorance
like this because we need to apply the theory mesevay and thus we are not afforded the
luxury of waiting, but as we have suggested, thedrte apply a theory is different from
accepting or rejecting a theory.

Finally, as noted in the previous section, a theany be rejected by just considering the
merits of the theory, that is, the evidence foagainst it, even before the consequences if wrong
are considered, and thus the intrusion of valuemge be eliminated in this instance.

Consequences and evidence: As we have seen, Kgaggests that if the costs of being
wrong are sufficiently high, then it is reasonadhel responsible to ask for more evidence, and

Rudner says, “Obviously our decision regardingeielence and respecting how strong is
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‘strong enough’, is going to be a function of thgpprtance, in the typically ethical sense, of
making a mistake in accepting or rejecting the ligpsis” 1953, 2. As | understand it, the claim
seems to be about the function of the importanceaking a mistake plays in our decision
regarding the strength of the evidence. That isp@bkng to the proponents of the inductive risk
argument, we need stronger or less strong evidesed on the importance of making a mistake
in accepting a hypothesis. If the importance okimgia mistake is high we need greater
evidence in order to accept a theory, if the imgooee of making a mistake is low we need lesser
evidence in order to accept a theory.

Thus, if | believe T because of E but T has thesasly consequence of A if wrong, then
A must cause me to need more evidence. Thusgli¢\e race is biological real because there is
variation in human populations but holding thatibgical race exists if wrong, has the
consequence of unjust social inequality, then wetreay that the fear that unjust social
inequality may exist if the belief that races ai@dgical real causes me to desire more evidence.
They, Rudner and Kitcher, both seem to be conceabedt the high cost of being wrong and the
cost seems to be undesirable consequences. Rednrethe “seriousness of a mistake” and
Kitcher fears “the costs of being wrong.” The digshere is should my desire to avoid the bad
consequences of a theory, if wrong lead me nottefa it? It does not seem that this is the case.
It seems more correct to say that | should seeleraaidence if | believe my theory is true and
you have reason to believe my theorfaise as oppose to saying | should seek more evidénce i
you have reasons to believe that my thdwy bad consequences if wronfwe are inclined to
demand more or less evidence for a theory becaadeelieve it will bring about good or bad
consequences, then it seems our desire for go@kqaences or to avoid bad consequences and

not the evidence is driving our beliefs. SesaPdig5 suggests:
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Kitcher's recommendation that political considesat should play a role in determining
when evidence is “sufficiently strong” for acceptans a recipe for epistemic

irrationally. He exhorts us to “over-believe” thigss with beneficial political
consequences and “under-believe” theories with hdroonsequences. The result is that
the fine Humean advice that “a wise man proportiuedelief to the evidence” is
thereby being replaced with the advice that “a wnsa proportions his belief (at least in

part) to the envisioned consequences of his bgl&f05, 195).

Now there is a way to allow consequences to beitegfiely considered when judging a theory.
But this notion of consequences has to do with wlagpens after a theory is applied not before
a theory is accepted. If the theory predictedt@teonsequences that did not come about then
we would have rational grounds for questioningttte®ory. But this is different from seeking
more evidence for a theory because the consequesmcebtain if we are wrong may not be
desirable. In fact this argument from inductivskrseems to have the result that for any theory if
its consequences have sufficiently great adversmmes if mistaken then we should never
accept it no matter how much evidence there ishietheory. That is, the greater the adverse
consequences if wrong the greater the evidencesddedaccept the theory and if the adverse
consequences mean ultimate destruction then tleytsbould never be accepted. Let’s
consider a real life example.

Albert Einstein postulated the equivalence of matel energy in his famous theory
E=m¢. Given this theory physicists in the 1940’s knéatta fission bomb was possible. With
the right amount of uranium a chain reaction ofred@ould release a large amount of energy.
So Einstein’s ideas lead to a theory about theipitisg of producing fission bombs. Chet

Raymo tells of one fear in this regard:
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Physicist Edward Teller considered another possibilrhe huge temperature of a fission
explosion -- tens of millions of degrees -- couldd together nuclei of light elements,
such as hydrogen, a process that also releaseagydlader, this insight would be the
basis for hydrogen bombs). If the temperature @étanation was high enough, nitrogen
atoms in the atmosphere would fuse, releasing gn&guition of atmospheric nitrogen

might cause hydrogen in the oceans to fuse. Thetyfexperiment might inadvertently

. . . . . 13
turn the entire planet into a chain-reaction fussomb:

First, note the consequences of testing the fidstomb theory if wrong is the end of the earth, as
least as we know it. If we believe those who supihe inductive risk claim then we should say
not only should the theory not have been tested thiely had gotten more evidence, but it should
have never even bearceptedecause of the adverse consequences if wrongh€bey should
never have been believed. That is, no amount olieee would warrant an acceptance of the
theory because of the adverse consequences if wieadnaps we would have been better off if
they had not accepted the theory but of coursevibatd not have meant that the theory was
wrong and this kind of head in the sand decisiog heve allowed the Germans, who were also
working on a fission bomb, to develop it before de.
Rudner wondered about this issue. This is whéidseto say:
It would be interesting and instructive, for exampb know just how high a degree of
probability the Manhattan Project scientists denegnidr the hypothesis that no
uncontrollable pervasive chain reaction would ocbefore they proceeded with the first

atomic bomb detonation or first activated the Chacpile above a critical level. 1t would

13 This was found atttp://www.sciencemusings.com/2005/10/what-didmgen.htm| last
assessed, August 15, 2013.
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be equally interesting and instructive to know wihgy decided thahat probability
value (if one was decided upon) was high enoudterahan one which was higher; and
perhaps most interesting of all to learn whetherpgtoblem in this form was brought to

consciousness at all (1953, 542).

Note what Rudner’s concern is. He is not concewmigtd whether or not the hypothesis was
accepted but with “just how high a degree of prdligithe Manhattan Project scientists
demanded for the hypothesis that no uncontrollpbtgasive chain reaction would occur, before
theyproceeded with the first atomic bomb detonatidimat is, whether or not the hypothesis
warranted application. Now clearly, fission thewargs accepted, but there was a concern (and
rightly so) about the application of the theorttts what would happen when it was first tried.
Rudner seems to be equating acceptance with appfiGnd as has been indicated these are two
different notions. Acceptance has to do with miebeapplication has to do with my actions. |
can accept that a theory is true but choose nevapply it because of the adverse consequences
if  am wrong. For instance, | accept that Jama Bay assassinated Martin Luther King. But

if you were to ask me to bet my daughter’s lifeitonvould not accept the bet. The
consequences if wrong would be far too adverse.

Or suppose | watch for several hours as an expegbat high in the air rolls a
wheelbarrow across a wire. He does this with aptgnvheelbarrow, he does it with the
wheelbarrow filled with materials, and he even dibesveral times with a person in the
wheelbarrow. If after | watch this feat one wasi$@& me if | had sufficient evidence to believe
and even claim that the acrobat could roll his ilbeseow across the wire, even with someone in
it  would have to say, yes. However, (and youwrmehat is coming) if one were to ask me to

get into the wheelbarrow | would probably say Mdhy? Because the evidence that is sufficient
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for me to believe that the acrobat can role hiseMyerow across the wire with a person in it
would not be enough for me to take the act of treigtiired to get into the wheelbarrow, the
consequences if wrong are too high (no pun intended

Thus, as we have seen, the Rudner/Kitcher thegbdsthat for any theory, if its
consequences have sufficiently great adverse o@sanmistaken then we should never accept
it no matter how much evidence there is for thethe That is, the greater the expected adverse
consequences if wrong the greater the evidencesddedaccept the theory and if the adverse
consequences mean ultimate destruction then tleytsbould never be accepted. This is not a
correct approach since a theory could be acceptedds tested because of the adverse
consequences if wrong.

What we can say is, the greater the adverse coesegsl if wrong the greater the
evidence needed #cton a belief and claim, and if the adverse consecgsemean ultimate
destruction (in our wheelbarrow case my fallingry destruction) then the belief and claim
should never be acted upon. Thus, we can sea titef is different than an action regarding
the belief and confusing the two leads to the irexirsuggestion that non-cognitive values are
unavoidable in theory choice.

What if we took the Rudner/Kitcher proposal seripand downgraded the plausibility
of theories that were politically or ethically seéive, that is, “according to the new rules of the
game, a scientific theory is pronounced less aabdpin proportion to the perceived political
[or ethical] danger of its [consequences]” Sesar2lO5. It seems that several effects could take
place:

1. We would have to wonder when scientists proneuntheory as acceptable if it was a result

of the evidence or the lack of adverse consequehttestheory were wrong.
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2. If my scientific paper regarding a theory wasepted for publication or more importantly
rejected would | need to wonder if it was a resfisome adverse political or ethical
consequences of the theory? | am reminded of hdygppened to Galileo. His theory was
rejected in part because of the adverse religionseguences that the theory implied. In fact,
for the Church no amount of evidence would be awmred for the theory.

3. Or perhaps, would there be stricter standandpdpers, presentations, etc. on political and
ethically adverse theories.

4. Even worse, would censorship be appropriatedare works. “This theory should be
condemned because of the adverse consequencespted!”

These ideas seem silly but if adverse consequeéihwesng determine the level of evidence

needed for acceptance of theories, why not forrabpects of sciencle4?

The idea about accepting or rejecting of a thesrg eesult of the perceived adverse
consequences seems to be the type of thing tHaiwBid we quoted earlier, was concerned
about with regard to race. He called it bias. Pashawill be helpful to look again at what he
had to say.

Why this bias from the "race denial" faction? Thigs seems to stem largely from socio-

political motivation and not science at all. Foe ime being at least, the people in "race

denial” are in "reality denial" as well. Their maition (a positive one) is that they have
come to believe that the race concept is sociahgeérous. In other words, they have
convinced themselves that race promotes racisnrefdre, they have pushed the
politically correct agenda that human races aréormbgically real, no matter what the

evidence (Gill 2000).

14 See Sesardic 2005 where he attempts to make #éheddbese very things have happened.
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While one may take issue with Gill's questioning thotives of those who do not agree with
him, | agree that holding or rejecting a theoraassult of the belief that the theory may have
“dangerous” consequences is bad science. It allmmscognitive values to illegitimately enter
into theory choice.

Claims and actions: Douglas 2009 argues that ssisshould not (a normative claim)
decide which empirical claims are adequately sugepowrith no thought to the importance of
these claims to society. She maintains that ssiesnghould consider the potential social and
ethical consequences of error in their work andenspecifically they ought to take into account
the consequences of being wrong when making eraptiaims. They should weight the
importance of consequences and set burdens of pegofdingly. Thus, non-cognitive ethical
and social values ought to be involved when sa@e&nhtre determining which claims to make.
Douglas’s position is similar to the Rudner/Kitclpasition except that her focus is on scientific
claims rather than scientific theory acceptancen-slagnitive values enter in because scientists
ought to consider the consequences of error whdsmnignalaims about theories. This position
seems to be based on two theses; first, Respats{Bl) - the notion that all of us have a
responsibility to consider the consequences of evhen deliberating over choices, and that
scientists do not have any special status thatvaltbem to avoid this general responsibility.
Secondly, Authority (A) - that since scientists Bavtype of public authority in our society and
empirical claims are public actions, scientists lbarconsidered reckless or negligent if they
improperly consider the consequences of erroreir tlaims.

For Douglas, (R) gives scientists the moral obigyato take into account ethical and
social, that is, non-cognitive values when they enakoices about what to believe and claim,

and (A) highlights the importance of the responibi | will question whether scientific belief
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claims apply to society in the way that Douglasgasgs, and | will argue that (A) is at best only
applied to scientists when they are acting as advid.et us consider first the case of (R).
Douglas notes that the literature on moral resplitgiin recent years has focused on
three different sorts of issues: (a) competencéerwis a person morally capable of making
moral decisions, (b) coercion — what forces uppergon make their moral decisions not their
own, and (c) causation — what conception of catysalliows for a person to be responsible for
their action. She does not believe that any afe¢hssues are illuminating for her concerns. |
note these issues because while | agree that sbtiis bterature is not relevant to science per
se, | believe she dismisses the issue of competenasasily and so | will return to it shortly.
Rather than deal with a, b, and ¢, Douglas mowe® the question of what do we mean
by moral responsibility and what our responsil@tare with respect to consequences that we do
not intend to cause. To start, moral responsjagitnot the same as causal responsibility. One
may be partially causally responsible for the awiof one’s great-grandchildren, but most
would say that one is not morally responsible thathat one should not be blamed or praised for
what they do. She believes the notion of givifegrie or praise is a marker of the distinction
between moral and casual responsibility.
When does a causal responsibility turn into a m@sponsibility? Minimally, we are
morally responsible for those things we intendriadpabout. In these cases, a person
chooses to do something deliberately, either becthey think it is inherently the right
(or wrong) thing to do or because of a particutarght consequence. The deliberate
choice brings in the moral responsibility. Thud,iiitend to help or harm someone and |
succeed, | am morally responsible in both casetpanally praiseworthy in the former,

blameworthy in the latter (2009, 68).
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So when does causal responsibility turn into maggponsibility? She believes, first, that we are
morally responsible for those things we intendriadpabout but additionally, that if we intend
an action we are also morally responsible for sifiects of that action even if these side effects
are not intended. She suggests that two gendejardes cover unintended consequences,
recklessness and negligence. She writes, “Whelkoowingly creates an unreasonable risk to
self and others, one is reckless; when one unkrglwisut faultily creates such a risk, one is
negligent” (2009, 68). Thus, recklessness is baimgre of creating an unreasonable risk, while
being negligent is unknowingly but faultily creagia risk. By “faultily” she means that the risk
the negligent person created should have been knkerstarting a fire on a windy dry day that
then spreads to the neighbor’s house. Any “redser@erson” should have taken steps to
control such a fire before it was started and thisperson was negligent. The distinction
between recklessness and negligence, then, resthather the person reflected on the potential
consequences of events going as planned or errowrong, and on whether there was any
attempt to prevent possible harms arising fronmcti@sen action. Thus, recklessness is
proceeding in the face of unreasonable risk antigeawe is the failure to foresee and mitigate

such risk.

Douglas believes that this type of analysis of ri@sponsibility applies not just to our
actions but also to descriptive claims. She sugfes “making empirical claims should be
considered as a kind of action, with often idealife consequences to be considered, and as a

kind of belief formation process” (2009, 70).

Her example is the unattended briefcase.
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Suppose one sees an unattended briefcase. Shautdmort the possible presence of a
bomb? There are clear risks of error for makirgdlscriptive claim that a bomb may
be present. If one does not report it and ith®m@b, death and destruction may result. If
one does report it and it is not, disruption ofglets daily lives and distraction of
resources away from more serious problems maytredif] the briefcase is spotted in a
busy subway station... one should report... this is¢@sonable weighing of risk and
uncertainty in this context.... [if the] briefcass][left in a college classroom, where the
classroom is known to be used by a particularleatminded colleague... while the
consequences are similar, the uncertainties sinift it is far more likely that it is the
colleague’s briefcase than a bomb. Checking wiéhcblleague first is the more prudent
measure. In both cases, we expect each othefl@¢otrepon the risks of making a claim,
particularly the consequences of error and thegio¢ies and likelihoods involved.
Thus, we can be negligent or reckless in the magirthe descriptive or empirical claims

(2009, 70).

Douglas maintains that this general moral respdlitgibolds also for scientists. Their scientific

claims are a kind of “reporting”, and they will lmgonsequences so they have the same moral

responsibility we all share for the intended conserges of their choices and claims, as well as

for some of the unintended consequences, and teagsponsible for the foreseeable

consequences of their choices and claims, whetlhemded or not. And thus, (R) applies to

scientist’s empirical claims as well as their regudctions.

What of (A), the claim that since scientists havgpee of public authority in our society

and empirical claims are public actions, scientisits be considered reckless or negligent if they

improperly consider the consequences of erroreir ttlaims? In arguing for (A) Douglas says
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that scientific work is developed and discussedhiwit society that takes the claims made in the
name of science with special authority. She maiastthat there are two kinds of unintended
foreseeable consequences that may be of concesui@atists. First, the consequences that will
likely result as a side effect even if the knowleggoduced is perfectly reliable and accurate.
She set this aside because she indicates thaisthesgions regarding this center more on policy
for science and democratic input into research @gethan on science for policy and its
implications for scientific reasoning. The secosdhe potential unintended consequences of
making inaccurate or unreliable empirical clainghe focuses on this latter aspect and
comments:
Given the public authority scientists wield, and tinderstanding of making empirical
claims as a public action, there can be clear apresgces for making a well-intended but
still ultimately incorrect claim, just as with theiefcase example above. Thus, it seems
that scientists can be reckless or negligent ¥ thgroperly consider the potential

consequences of error based on their basic mapbnsibilities” (2009, 72).

Thus, we see that scientists have the same basat reeponsibility as anyone else but because
of the authority they have in our society it makesr claim especially important. Douglas’s

general argument can be formed as follows:

P1 - Scientists have public authority in our societ

P2 - The empirical claims that scientists makepatdic actions

P3 - There can be social and political consequewbes scientists make empirical claims in

error
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P4 - Thus, scientists can be morally reckless agtigent if they do not adequately consider the

consequences of error when they make claims

C - So, scientists should consider (which involsesial and political value judgments) the

consequences of error when making empirical claims.

Thus, we see for Douglas that making value judgsahbut the consequences of being wrong is
obligatory when scientists make scientific claims.

Douglas considers three objections to her thdsist, perhaps someone else should have
the burden of moral responsibility of the conseaesrof error and not the scientist; we can call
this Burden (B). After all why should the scientistve to worry about this? Regarding (B) she
suggests that a) the scientist is probably in #st position and thus more qualified to know the
consequences of error if wrong and, b) she doebelmve the constant oversight that this
would require would be desired by scientists. $&eond objection to her thesis, we will call it
Knowledge (K), is that scientific knowledge is saluable, that is the search for truth is held in
such a high esteem that all other values are uwaalebefore it. Thus, scientists should be exempt
from considerations of the consequences of ei®bie does not believe that the evidence suggest
that the knowledge gained allows for this. Aftkylanits are placed on for instance, the type of
experiments that can be administered to humangéoned consent is required. The third
type of objection, we can call it Distinction (09,that a distinction should be made between
when scientists are making general empirical clam$when they are considering actions that
might harm others or when they are acting as advisShe dismisses this claim as dubious
based on the authority that scientist have. Thesgeneral responsibility that is commonly
shared is made more important because of scieatificority and because of this authority the
making of claims by scientists cannot be separfated any actions regarding theories that they
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may make. In fact, as we saw above, Douglas cerssgtientific claims as “a kind of action.”
Let us take a closer look at Douglas’s claims.

First, | want to go back to (R). It will be reta that Douglas maintains that general
moral responsibilities holds for scientists. Tlye the same moral responsibility we all share
for the intended consequences of their choicesckmahs, as well as for some of the unintended
consequences, and they are responsible for theeleable consequences of their choices and
claims, whether intended or not. And thus, (R)li@sgo scientist’'s empirical claims as well as
their actions.

Of course, there are scientific disciplines thahdbseem to have socially adverse
consequences if a scientific claim is in errorelflr instance, astrophysics. It does not seem
that a claim by a scientist that there may bedifeother planets would have any adverse
consequences if wrong. Or perhaps the consequédneesg in this type of case would be so
small that maybe it does not warrant responsibility error.

But are there any instances when scientists mapaatvare of the consequences of
error in making a claim but perhaps others mordiftechare aware? This is a question about
competence that Douglas dismissed as not illunmgdbor her concerns and argued that scientist
are the ones who are the most aware of the wogkareedoing and so are the most able to
consider the consequences if they are wrong. Sleeaatjued that scientists would not want to
give up this responsibility in turn for constaneosight that this would require. It would seem
that scientists may be able to fairly easily deteenthe consequences of an error when there are
direct consequences to individuals involved. Batneed to ask the question, “Are scientists
always in the best position to know how the consegas of their errant claims might affect

society”?
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Let's consider a geneticist’s claim that indeeceraca biological concept. Now we need
to ask, how might this type of claim if wrong affed! of society? Should we expect the
geneticists to know how this claim might affectisbg? Douglas suggests that the scientist is in
the best position to know the effects of theirmgibecause they are the most familiar with their
work. But why would one expect an expert in gargeto know how her claims may affect
society? Presumably, a claim about race would bate political and social consequences and
So it seems we must expect the poor geneticistéavkboth the political effects of the claim and
the social affects. Would we want the genetidistdo this evaluation in private? Consequences
about a claim about race would seem to depend @y faators; it would seem that this type of
analysis is far too complicated for any one pergomd it would seem that it will depend on
expertise that will be quite different from whaetbcientist making the claim will have. Should
this not happen at another level? Should thisuastan be a social process especially if social
consequences are involved? It would seem soach this would seem the purpose for review
boards, scientific advisory panels, and the like.

One might object that Douglas is talking about mgpecific claims and the claim, “races
exist” is too broad a claim for the type of anatyiat Douglas is attempting do. The more
appropriate example would be the claim that siace is real, a certain drug that seems to have
an adverse effect on some population should nasbd on that segment of society. Thus, the
consequences of error from this type of claim (@@e who may benefit from the drug would
not get it) should be considered before the clasimade. But notice we have moved from a
claim regarding the existence of races to a cldaouahow this possible fact should be applied
and | have already suggested that non-cognitiveegatan have a legitimate function as guides

to the application of our scientific knowledge iragtical decision making. Whenever the
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application of a scientific knowledge claim has fomgnitive consequences, especially adverse
effects, then we may be obligated to consider dmsequences of error before we apply them.

We need to consider another issue regarding (Rijs i$ a concern regarding how
Douglas attempted to link claims and actions. Siggested that making empirical claims
should be considered as a kind of action. Shehisdaith her briefcase example. The issue was
should one report the presence of a bomb to theasties because of the presence of a briefcase
or not. Recall Douglas asked:

Should one report the possible presence of a boitig?e are clear risks of error for

making the descriptive claim that a bomb may begme If one does not report it and it

is a bomb, death and destruction may result. éfdmes report it and it is not, disruption

of people’s daily lives and distraction of resowesvay from more serious problems

may result... (2009, 70)
She suggested that location and our background lkedge along with the consequences of error
should be considered in determining how to regérst, let’'s agree that we have a general
responsibility to report the briefcase. And lettgee that the possibility of there being a bomb in
the briefcase may be more probable depending onevthe briefcase is located. And finally,
let’'s agree that we have some general respongibilterms of how it is reported, given the
consequences if we are in error. After all, oneusth not yell “fire” in a crowded theater unless
one is fairly sure of it. Still  am not sure wiwe would jump to the far more serious claim of a
bomb when all we can see is an unattended briefdA8 not just report the presence of an
unattended briefcase to authorities and then leesoe in a better position than we are make a
determination what the contents of the briefcasg lb@a That is, why say bomb, why not just

say unattended briefcase? Even if the unattendefitdise was in the classroom of our
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absentminded professor friend, why not just repiwt‘fact” of an unattended briefcase to the
proper authorities? If we do feel an obligatioroto friend we can let him or her know that we
saw an unattended briefcase in the classroom gadteel it to campus security. After all better
safe than sorry! And by the same token one camedittat scientists have a similar responsibility
to give the “facts” when making empirical claimsdahwould seem that part of the facts could
include the consequences if indeed the claim &rior. There does not seem to be any reason to
go further than the evidence suggests unless dmgng asked to make a decision about an
action based on the claim. But at this junctusedtientist becomes an advisor and the
responsibilities regarding advising seem to beed#iit than holding a belief or making a claim.

Mitchell 2004 makes a distinction between a potjagstion and a scientific question:

To make reasoned choices in evaluating and acceptitypothesis, epistemic values,
broadly speaking, must play a role in determinimgse choices. In the context of
science policy, however, the issue at hand is whatlons or policies should be adopted
on the basis of the beliefs that are warrantechbgd epistemic values. When scientists
are involved in policymaking, the very same induadimight invoke both sets of
values.... One role is that of a scientist and ab slue goals that determine the
appropriate values that enter into judgment arsdhbat securearranted belieffor
example, replicated experiments and large data 3dis other role, sometimes
contractually acquired, is that of a governmentsahin which the appropriate goals of
government, often contested goals, determine theoppate values that enter into

judgment ofwarranted advicdemphasis added), 2004, 251.

Thus, she indicates that in the science aspeadgijent, the overriding goal is something like

reliable information about the world. Any judgmeimat invokes a value known to counter the
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obligation to this goal would be deemed illegitimathile in the policy area the goals regarding
warranted advice are determined by for instanceeigunental organizations, and may include
political and social, that is, non-cognitive values

Now we are in a position to speak to Douglas’ dss@al of (D). It will be recalled that
the third type of objection, (D), is a distinctishould be made between when 1) scientists are
making general empirical claims and when 2) theycansidering actions that might harm
others or when 3) they are acting as advisors wsissed as dubious based on (Al).

Based on our considerations above it may be thag@s dismissed (D) too quickly. There
certainly does seem to be a distinction betweemvglegentists are making general empirical
claims and when they are acting as advisors. Ashdlil indicates, in the policy area the goals
regarding warranted advice are determined by govental organizations, and may legitimately
include political and social, that is, non-cogrgtivalues. But the including of these values are
not appropriate when scientists are consideringaméed belief.

Finally, do all scientists have an authoritativaiion in society as Douglas seems to
imply? Authority, to a first approximation, seemsde based on one’s knowledge or skill and
one’s position. It would seem that the more salgrthe conditions is one’s position. One can
have knowledge or skill but not be taken very sesip because one does not have the requisite
position. Gregor Mendel had a tremendous amoukhoWledge about the laws of the
inheritance of traits but at least one of the raagbat his work was not recognized at first is
because he did not have a position in the scie@d@mmunity that allowed it to be. However,
one can have the right position and little knowkedgd still others must give way to one’s
authority. We can think of the President of sormentry who does not have any economic

expertise speaking about what she plans to do eaicatly in the next year that has a bullish or
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bearish effect on the stock market. So it woukhsé¢hat a scientist may have to be in a certain
position in society in order to be authoritativerlpaps on some government committee or
advisory board. The fact that a scientist is areexip an area does not seem, by itself, to give
that scientist an authoritative position in society

Secondly, if a scientist does have the positiopetdeard, it still may not be the case that
his or her claims carry prima facie authority. Ewea scientist can be heard there may be other
experts with competing claims. Who would carrynmifacie authority in this case? If we
examine the dozens of articles that appear in s8fieejournals in a year we see that scientist
make many claims and other scientists sometimeeagrd sometime do not agree. Often
unless the claim is very controversial the pubéger even hears about the claims. In the
biological race debate, there are scientists oh bidies of the issue. Who should one listen to?
Even if there is scientific consensus on an isBigedoes not mean that the society as a hold
agrees. For instance, while many anthropologiditsigethat race is only a social concept, folk
theories of race hold that races are based ondralbtraits (Glasgow, 2009).

It does not seem that scientists have the authibvdiyDouglas believes they have. That
is, it does not seem that Douglas’s argument gigess reason to believe that each scientist’s
claims are equivalent to actions that influencaetgcSince the linking of their claims with
action was based on the authority that scientete Iin society the link does not seem to hold.
That is, scientists in general, except or unlesy #re on some panel or such, do not have the
authoritative position in society that Douglas se¢mthink and so their claims do not qualify as
a “type of action” as Douglas maintains and theeftheir claims can be separated from their
actions. And so while | believe the consequenéesror ought to be taken into account, they

should be done so when one is considering appthi@glaim, that is, when considering the
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actions that may be the result of claims. Thuscitnsequences of error do not seem to require
that non-cognitive values be required in scientiigtief claims. We will move next to the

context of assessment.

The Context of Assessment

Supporters of the position that non-cognitive valaee unavoidable in science have available for
them a very powerful argument when it comes toctird@ext of assessment. It is found in the
notion of underdetermation. According to this tegalthough evidence can enter into the
explanation of theories, it is never enough to axpthem because any evidence we might
possess underdetermines the theory, that is, oftee than one theory is compatible with the
evidence. Thus, if evidence alone does not deterhieory choice then perhaps something else
is doing it, i.e., non-cognitive values. There &ave major sources for the argument from
inderdetermination, one historical and the othgrdal. The historical source is derived from
Thomas Kuhn and the logical source is derived fRierre Duhem and expanded by Willard van
Orman Quine. | will examine these sources and centran how their ideas have been
suggested to allow for non-cognitive values to emt® scientific theory. We will begin with

Kuhn

Kuhnan inderdetermination: Clearly the most corgrsial aspect in Kuhn has to do with what
he has to say ifihe Structure of Scientific Revolutiaegarding scientific revolutions and how
paradigm change takes place. Critics and supgoatide took comments about religious
conversions and political revolutions as an attatkhe objectivity of science. Traditional
cognitive values for theory choice, like predicteved explanatory power, seemed to be replaced

with social and political ones. Notions of gestalitches, incommensurability and the theory-
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ladenness of observation seem to take objectivityrationality out of the picture. Kuhn’s
account of theory change claimed that the histbresard showed change to be one of
revolution. Logic and data together were inadegt@require abandoning a prevailing theory
or accepting a new one. The new theory’'s acceptaas based on non-logical judgments.

On the traditional view, theories are replaced beedhey are false, that is, they
misrepresent reality, and the theories that reptlaeen are accepted because they sometimes
reveal this misrepresentation but more importathgy demonstrate that they represent reality
more accurately. Kuhn’s position in this area barsummarized as something like this: theories
are replaced by revolutions which are not basetthemational standards of normal science,
choice between one paradigm and another cannatdieed! using only the values of normal
science, something else, contributes to theorycehai seems to be based on subjective
preferences that allow for social, political or gmmral values to enter into it.

| want to briefly look at Kuhn'’s view of scienceofn pre-paradigm to revolution. Then
look at an example of how it was criticized, Kuhrésponse, and give some evaluation of his
response in light of our discussion regarding tiileieénce of non-cognitive values in theory
choice. In Chapter 4 we will return to some of Kishideas when we consider the types and
function of values in science.

Kuhn describes movement in science from pre-panadigence to a paradigm. In a
paradigm normal science takes place until a doisisight on by a buildup of anomalies results in
a scientific revolution which leads to a new pagadli Let us briefly look at each of these ideas.

The pre-paradigm period is a period before the ldpweent of a paradigm when science
is not well organized and usually not very effeetiit begins with some confusion as scientists

attempt to explain new phenomena, which requiratitiéng criteria and assumptions capable
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of supporting explanations. At some point some irtgrd piece of work appears which is taken
to provide insight into some part of the world gmdvides a model for further investigation and
thus, a paradigm appears. A paradigm is a wholeakdging science in a particular field. Itis
a package of claims about the world, methods ftregang and analyzing data, and habits of
scientific action that is the result of a spec#ehievement or exemplar that serves as a model
that inspires and directs further work.

A paradigm’s role is to organize scientific workiaitn produces normal science. Normal
science is work aimed at extending and refiningpwedigm. During normal science scientists
tend to agree on which problems are important,awm to approach these problems, on how to
access possible solutions and also on how the wslikke. Little to no debate about the
fundamentals takes place, and work is done “puzaleing,” that is, attempting to get new cases
to fit smoothly into the framework provided by tharadigm. Failure is the fault of the
scientists, not the theory.

However, under normal science anomalies build ummalies are puzzles that resist
solution. A crisis occurs when a large amountradraalies have built up and confidence in a
paradigm is loss. Revolutions are the rejectioarsd paradigm for another as a result of crisis.
Kuhn indicates that the shift is like a conversiora gestalt switch or a political revolution
where persuasion has to take place. He indichés t

“As in political revolutions, so in paradigm choieghere is no standard higher than the

assent of the relevant community. To discover bow@ntific revolutions are effected,

we shall therefore have to examine not only theaichjpf nature and of logic, but also the

techniques of persuasive argumentation effectithimihe quite special groups that

constitute the community of scientists” (Kuhn, 1999).
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Thus, paradigm acceptance seems to be a politicaaological, and not a rational
phenomenon. Itis a matter of persuasion andatmmnal argument. One may ask why this is
the case. Kuhn answers this by indicating thatl paradigms cannot be judged on a common
scale because they are incommensurable, thaeisctnnot be compared using a common
standard of measurement. This means first, thatlpen different paradigms will not be able to
fully communicate with each other, they will useykerms in different ways and thus, seem like
speaking different languages. Second, this measswhen it is possible to communicate,
people in different paradigms will use differerdaraiards of evidence and arguments, because
paradigms tend to bring with them their own staddaf what counts as good evidence and
arguments. Standards of evaluation vary too moobsa paradigms to be of decisive use.
Third, if paradigms are incommensurable, then ggradtonversion is not likely to be a rational
process, for reasoning itself would seem to beradigm-relative activity. What counts as good
reasons for adopting a certain paradigm will diffedifferent paradigms.

Kuhn adopts a holistic conception of meaning. &se the meaning of a term or
statement derives from the role it plays in a thgohanges elsewhere in the theory or paradigm
can bring about significant changes in the meaafregterm or statement and thus people in
different paradigms tend to talk past each otlfard as we have mentioned, the two sides may
appear to use the same terms when they attemettte differences through debate with each
other, but they don’t both mean the same thinghleyuise of those shared terms and so, the
attempt fails.

The idea that competing paradigms are incommebkuisalso supported by the theory-
ladenness of observation. For Kuhn, observatidhdery-laden. What people see depends in

part on what they already believe or expect. TKugn denies that we have access to a realm of
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observational evidence that is independent of thand could count as a source of meaning and
evidence. As a result of this, paradigm-neutraleobations cannot be used to judge between
paradigms. That is, if it is true that all obseiwas are contaminated by our theories or
paradigms then the merits of each paradigm carsobpared by subjecting them to testing,
because different people in different paradigms$ mat agree about what is observed. Thus we
see for Kuhn, that social and psychological vaplag an important role in scientific change and
thus, science change is not free of non-cognitalaes.

As was mentioned in the introduction, Kuhn’s argatsevere embraced by social
scientists, historians, literary theorists, and sghilosophers of science, who saw them as
legitimating a critique of objectivity to which thevere sympathetic. For instance, some
feminist critiques of science have embraced sont@ubh’s ideas. They have argued that some
theories, especially in biology, contain male biEtsese theories are considered androcentric and
thus influenced by personal, social or politicdlues. Sandra Harding has proposed classifying
feminist criticisms of science into three categ&riéeminist empiricism, standpoint
epistemologies, and feminist postmodernism. Feshempiricism regards science as essentially
objective; however, when its methods and rulesiatdollowed it results in the influence of
social, political and gender biases leading to “beidnce.” Standpoint epistemologists maintain
that contextual (social and political) values assemtial to science and that some are better than
others. Feminist post modernism abandons objécawvid maintains that different standpoints
tell different stories about the world and noneamrg better than any other (Harding 1986).

The “strong program” in sociology of science alstbeaced Kuhn'’s ideas. These
sociologists and other social scientists soughbtudy the close details of scientific work and

concluded that scientific agreement was “constdictea negotiation between people whose
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main interests may not be in describing the waybdd works. It is argued that non-cognitive
social values to a large extent determine the tesfilscience and that scientific change is not
the result of the relations between scientific theoand the structure of the world but a social
fabrication (Latour and Woolgar 2003).

Overall however, Kuhn’s views came in for quiteoadf criticism. Kuhn'’s philosophy
of science was accused of being irrational. Imakatos dubbed his account of paradigm change
as “mob psychology.” He has been accused of kemajativist and of being a constructivist
(Ladyman 2000). As an example we will considerds&cheffler’s criticisms of Kuhn'’s ideas in
Science and Subjectivjt$982.

Scheffler offered several arguments against Kutiieas. We will consider four of
them. First, he felt that Kuhn’s overall projectsaself-refuting. He argued that if paradigm
debates are characterized by an “incompletendsgjictl contact” between proponents of rival
paradigms, and the transition to a new paradigns doeoccur “by deliberation and
interpretation,” then it is self-defeating to jigtihis view itself by deliberation, appealing to
factual evidence from the history of science. Buistorians can transcend particular paradigms
and evaluate them by appeal to neutral evidenceasacientists, i.e., they can engage in
rational paradigm debates which are perfectly ligible (1982, 126).

Secondly, he argues that observational differedoasot imply different objects. He
maintains that it does not follow, from the facitllifferent paradigms organize their
observations differently, that they are directedifterent objects — that “after a revolution
scientists are responding to a different worldrork the fact that certain items are seen in
varying ways under different categorizations, irat be inferred that they are not identical.

One is reminded here of the story of the threedaliven touching various parts of an elephant
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and each proclaiming that the elephant is likepidue that he alone is touching. Scheffler
indicates that there is a contrast between seearglxseeing x as something or other (1982,
126).

Third, Scheffler argues that incommensurabilitysloet imply incomparability. He says
that competing paradigms, for Kuhn, are addresselifferent problems, embody different
standards and different definitions of sciencey e based on different meanings and operate
in different worlds; and therefore, Kuhn argueg, pinoponents of competing paradigms are
always at least slightly at cross-purposes anchaarsion must take place before they can
communicate. However, Scheffler maintains, if pagms are indeed so different how can they
be in competition? If they are indeed “rivals,eyhmust be accessible to some shared
perspective within which they can be compared (1923).

Lastly, Scheffler accused Kuhn of being inconsiste his criticism. He indicated that
notions criticized by Kuhn reemerge often under ihavels, in his theory. Thus,
commensurability is implied by his emphasis ondagincompatibility. Falsification returns
under the guise of anomaly, crisis, and loss dlf fainterpretation and deliberation are
acknowledged in his emphasis on the promise ofnapagadigm ‘to resolve some outstanding
and generally recognized problem that can be metimer way.” Scheffler noted that the critical
distinction between theory-genesis and theoryifjoation is thus, in effect, reinstated. So
Kuhn’s denials taken alone form a radical and egeng departure from older views, but they
seem clearly untenable. But Scheffler maintaias iffwe take just his affirmations of older
concepts under new labels, we have a plausibladidnger novel view.

Kuhn’s reply: InObjectivity, Value Judgment, and Theory Chpik®77 Kuhn sought to

distance himself from extreme views which give ole ito rationality in the progress of science,
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and which do not allow for comparison of the meoitsheories within different paradigms. He

offers a partial list of the characteristics ofad scientific theory which he assumes will be

agreed upon by proponents of all paradigms. Thewas follows:

1.

Accuracy: A theory should be accurate within itendan, that is, consequences deducible
from a theory should be in demonstrated agreeméhttiae results of existing
experiments and observations.

Consistency: A theory should be consistent, nog orternally or with itself, but also

with other currently accepted theories applicablestated aspects of nature.

Scope: It should have broad scope: in particuléineary’s consequences should extend
far beyond the particular observations, laws, trtheories it was initially designed to
explain.

Simplicity: It should be simple. Bringing orderpbenomena that in its absence would be
individually isolated and, as a set, confused.

Fruitfulness: A theory should be fruitful of newsearch findings: it should that is,
disclose new phenomena or previously unnoted oglsliips among those already

known.

These principles provide the shared basis for thelooice. But Kuhn thought that when these

principles were expressed in a broad enough wag tmtommon across all of science, they would

be so vague that they would be powerless to dudtié cases. Also, these goals must be traded

off against each other; emphasizing one will regidiownplaying another.

Kuhn maintained that when scientists must choe$e&den competing theories, two

people fully committed to the same list of criteiga choice may nevertheless reach different

conclusions. Perhaps they interpret simplicityedéntly or have different convictions about the

108



range of fields within which the consistency citarmust be met. Or perhaps they agree about
these matters but differ about the relative weigiise accorded to these or to other criteria
when several are deployed together (Kuhn 1977).

So, in the end, since differing interpretationshefse principles are inevitable and to
some extent irresolvable by rational debate, tla@eshstandards cannot provide a common
ground for settling paradigm conflicts. Scientistsst have recourse to personal, subjective, and
psychological factors to tip the balance one watherother.

Thus, we see that Kuhn divides science up intodistnct activities, normal science and
revolutions. Looking within a period of normal eece one can determine good work from bad,
rational moves from irrational, and progress frakl of progress. But in a scientific revolution
the rules break down, and subjective rather thgectibe factors seem to obtain and irrational
factors seem to dominate. And it does not seemilh helped his case very much with his
attempts to reply to his critics in Kuhn 1977 thé principles or values are not sufficient to
determine what decisions scientists ought to miaa do they really aid his case for
rationality?

Or perhaps Kuhn just over stated his case; whialdvoe something like the claim that
in theory change in science both rational andiona elements play a part. We can characterize
Kuhn’s worries about the conflicts in his five priples as a worry concerning their imprecision;
they are interpreted differently by different sdists or across different fields, and
inconsistency; they may conflict with each otheewlbeing weighted. Since in the next chapter
| will discuss the nature of cognitive values amavithey work | will hold off on commenting on

how principles like these might be used toward theboice.

109



However, we should keep in mind that if this sepfciples or something like them is
so imprecise and inconsistent and they are usedibwtists, why are we not faced with
centuries of unresolved conflict regarding rivadahes? Perhaps a set of principles like these
have enabled scientists to come to consensus ragardal theories. As one critic notes “[w]e
can now see how to reply to Kuhn’s point aboutali#hces in judgment concerning the
application of the five ways and concerning thatreé importance in cases where they point in
different directions .... We can argue that the ddsdectical process which we do use in
science to resolve these differences has servelland hence we are justified in having
general faith in it (Newton-Smith, 116).

The Duhem/Quine thesis: Tradition held that sdiiertheories could be confirmed based
on observations, experience and experiment. Miosn we base predictions on a certain
theory, and those predictions turn out to be cortbcs provides some evidence that the theory is
correct. Popper 1959 argued that this was notdke, that scientific theories could not be
confirmed by evidence but only falsified by it. ®ben scientists deduce a prediction from a
hypothesis and then if the observation does natdugtathe prediction when a relevant
experiment is performed the hypothesis is falsjfteds, while positive instances could
corroborate theories they could not confirm theérhe job of the scientists for Popper was
conjecture and refutation. Since the inductiorbfm arises because no matter how many
positive instances of a generalization are obseitvsdstill possible that the next instance will
falsify it, Popper believed that his falsificatism went a ways toward solving the induction
problem. The Duhem/Quine thesis (DQT) can be ts@dgue against falsificationism. It
maintains in its radical forms that theories camdiained “come what may.” After explicating

the DQT problem and explaining its relationshigdoine’s strong underdetermination thesis |
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will explain, following Laudan, why it is not thease that any statement can be retained “come
what may” in the face of “recalcitrant experience.”

There are three ideas associated with the DQ®dlisnh thesis, the no crucial

experiments thesis, and an underdeterminationsrﬁ%sThe holism thesis maintains that our
beliefs face the “tribunal of experience” not singut in a body. One cannot understand a
particular thing without looking at its place inaager whole. Our individual beliefs all by
themselves do not carry empirical implications dmity in conjunction with others, so only
theoretical systems as a whole can be tested agxipsrience. Thus, several auxiliary
hypotheses as well as background assumptionsvaagysheeded to derive predictions when
testing a theory. When faced with disconfirmingdence there are almost always auxiliary
hypothesis and background assumptions involvedctrabe rejected rather than the theory
being tested. For instance, some theory, T, tegetith auxiliary hypotheses, A, and
background assumption, B, implies that some ewentjll be observed. But supposed that e is

not observed. The form is like this:
T&A&B > e
Not e
Therefore, not (T&A&B)

The scientist can either deduce that theory Tisefar she can blame the failure on auxiliary

hypothesis A or background assumption B and mairiai

So, given the role played by auxiliary hypothesid hackground assumptions when we

are testing a particular theory we are not real$y festing the theory but we are also testing all

15 For this way of laying out the issues see DeVRitthard 2004.
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the auxiliary hypothesis and background assumptiosisare associated with the theory. Thus,
the holism thesis of DQT maintains that a hypothestypically not tested in isolation but rather

what is tested is a whole group of claims, any biclw could be rejected.

Another idea associated with DQT is the notion thate are no crucial experiments.
The basic idea here is that when faced with twopetmg theories it should be possible to
design a crucial experiment that would give coftifig predictions and this experiment should
show at least one of the theories to be in errtowever, given the holism of DQT, if tests are
not just of theories but also of the various aaxylihypothesis and background assumptions,
then it seems that crucial experiments are notilplessThis is because, as we have seen, when a
theory is tested and disconfirming evidence is tbane can make adjustments to or reject the
auxiliary hypothesis or background assumptiondhavit rejecting the theory. Thus, the
negative result obtained by an experiment couldvstialy that an auxiliary hypothesis or a
background assumption is false but not the theenyghtested. Since no experiment can

conclusively falsify a theory, no critical experimas possible.

The third idea associated with DQT is the underdatsation of theories.
Underdetermination arguments indicate that the dadéten compatible with more than one
theory. Thus, data underdetermines a theory wiedata are insufficient to determine which
of several theories is true. As seen above, beaafuhe holism thesis, theories can generally be
preserved in the face of disconfirming evidencel generally it will be difficult to design a
crucial experiment to decide between competingrtbeo As a result we can see that the
available data, including the outcomes of experisiezan never fully determine that a particular
theory is the correct theory, and that the compgetaeories are incorrect. Thus, a variety of

competing theories will often be compatible witle tvailable data. We can say then that the
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theories are undetermined by the available datalaads the idea of the underdetermination

thesis.

Each of the three notions of the DQT explicateovalbcan be taken in a weak and a
strong sense. Duhem is usually thought of as ¢getkiam in a weak sense and Quine has been
charged with taking them in a stronger sense (DeX0id4). Quine’s more radical stance has
been criticized, as we will see below. Before wasider the criticisms of Quine’s more radical

views let us first understand these notions in lblo¢ir weak and strong sense.

We noted above that the holism thesis maintaiatsvttnen a theory is tested, the test is of
a whole group of beliefs and not just an individiory. Auxiliary hypotheses and background
assumptions are always tested when a theory edte&ut, we may ask, how large a group of
beliefs are we speaking about? Are we testinggushall subset of our collections of beliefs, a
few auxiliary hypotheses, and some background gssans or are we testing our whole “web
of beliefs?” The conservative view holds that althh a test might involve a large collection of
beliefs, it is not typically our entire collectiaf beliefs. Duhem was of this opinion (Duhem
1954). He held that the holism thesis obtainéacgrally in physics. Quine at times defended a
more radical view. He maintained that one’s wheéb of beliefs face the tribunal of
experience as a whole (Quine 2001). He saw alliobeliefs connected like a fabric with the
stronger held beliefs in the center and the wehkkt beliefs around the periphery. Thus, when
information conflicts with our experience we norigare willing to change the beliefs around
the periphery to make adjustments for the configctlata but usually leave untouched the more
solidly held beliefs in the center, however, they subject to change as well. In point of fact,

for Quine “the unit of empirical significance isstiwhole of science” (2001, 42), and if this is the
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case, whenever a theory is being tested all oknawledge is being tested. This is the strong

version of holism.

With regard to the idea of no crucial experimettisre is also a weak and strong view.
We can take the weak view as maintaining that whsts of competing theories give conflicting
results these results can be accommodated withimdighe conflicting theories. Again, this is
because auxiliary hypotheses as well as backgrassuimptions can be adjusted to
accommodate that data. However, there is a stromggto take the no crucial experiments idea
of DQT. In this view the claim is that any expeeintal result whatsoever can be accommodated

within any theory whatsoever.

Finally, let us consider the weak and strong vidthe underdetermination thesis. The
weak version simply holds that the available dat@schot uniquely point to one of two or more
competing theories. Note that this is not tooaesiof a problem as long as there is a possibility
that there is some observation or experiment theoowe of which could give reasons for
choosing one theory over the other. In this vieevtheories may be empirically equivalent so
far. Or we could make the thesis even strongenamtaining that the competing theories may
be thoroughly empirically equivalent but not evitlally equivalent. That is, there may be no
observations that allow one to choose one theoey the other but there may be other evidence
that allows for theory choice. For instance, ib#ories may have the same observational
consequences but one may be simpler or have gegilmatory power than the other and thus
simplicity or explanatory power is here used aslence that one theory is to be accepted over
the other (these, of course, are consider cogniaiges and we will discuss this further later).
On the stronger version of underdetermination, h@awneno evidence forces particular changes

in a theory. Theory is always underdetermined dtad No beliefs are insulated from the
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possibility of revision. Any statement can be nta@imed, no matter what experience says, if we
are willing to make enough modifications to othartp of our theory, we will always be able to

preserve a commitment to the truth of any the@wine put the matter as so:

Any statement can be held true come what may, imake drastic enough adjustments
elsewhere in the system. Even a statement vesg ¢tothe periphery can be held true in
the face of recalcitrant experience by pleadingulalation or by amending certain
statements of the kind called logical laws. Cosebr, by the same token, no statement

is immune to revision (2001, 43).

Thus, Quine defended a more radical form of theetstetermination thesis. For this view, there
will always be more than one theory to fit the dai@matter how much evidence comes in.

Theories are both empirically equivalent and eviddly equivalent.

What does this have to say about our issue wehritiuence of non-cognitive values in
theory choice? Well, some philosophers of scierseethis strong sense of DQT as a way to
indicate how non-cognitive values can enter infersme. For instance, Longino 1990 explains
that there is a logical gap between data and hgseth “Data, even as represented in
descriptions of observations and experimental tesdbes not on its own however, indicate that
for which it can serve as evidence. Hypotheseshemther hand, are or consist of statements
whose content always exceeds that of the staterdeatsibing the observational data” (1990,
58). For Longino this gap between evidence and thgses allows contextual (non-cognitive)
values to influence scientific reasoning. Longi@ieves that hypotheses and evidence are
related by background assumptions that scientigtg ko inquiry. She indicates that, “a state of
affairs will only be taken to be evidence that stinmg else is the case in light of some

background belief or assumption asserting a cororebetween the two... In the absence of any

115



such beliefs no state of affairs will be takenag@nce of any other” (1990, 44). Thus,
contextual background beliefs that include subyechiases bridge the gap between hypotheses
and evidence. This can be illustrated as follows:

Figure 3- 1 Data becomes evidence for H

Background Assumptions
— —>—,

Hypothesis Data
V\—/

And by invoking background assumptions Longinohkedo explain how the same data can

support competing hypotheses.

Figure 3- 2 Data becomes evidence for H1 and the same data becomes evidence for
competing Ho

Background Assump{in‘/Background Assumption

Hypothesig Data Hypothesis

Proponents of different theories bring to inquirffedent background beliefs and assumptions,
and “in the context of their differing backgrouneliefs and assumptions different aspects of the
same state of affairs [become] evidentially siguaifit” (1990, 47-48). The background
assumptions that allow our inference from evidetodeypotheses also make room for the
influence of non-cognitive values in inquiry. Beasa the background assumptions that mediate
our reasoning about evidence are value-laden, tsti€rvalues will shape scientific knowledge.
As a result Longino understands the demand foratibjgy as the demand “to block the

influence of subjective preference at the levdvatkground beliefs” (1990, 73). Longino
suggest that observation and logic in their classitse are insufficient for addressing the
problem of underdetermination. Thus, we see thangLongino’s analysis of the

undertermination thesis non-cognitive can be brougtwvhen choosing one theory from another.
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Larry Laudan raised several questions in a vergfbkctritique of underdetermination and |
would like to consider his ideas next.

Laudan and underdetermination:Demystifying Underdeterminatid®90,Laudan argues
against strong underdetermination by making ardistin between what he calls deductive or
Humean underdetermination (HUD) and ampliative am®@an underdetermination (QUD).
Under QUD he makes a further distinction betweeanrauniqueness thesis and an egalitarian
thesis. He attempts to show that HUD is true buiad and that QUD cannot sustain the

conclusions that are claimed to be derived from it.

First, how does Laudan describe HUD and why dedsdhieve it is true but trivial?
Laudan indicates that HUD amounts to one variamtioer of the following claim:
For any finite body of evidence, there are indéglyi many mutually contrary theories,

each of which logically entails that evidence (1,9269).

Laudan argues that the weakness in HUD is 1) thatéstricted to deductive logic and thus
only shows that the fallacy of affirming the consenqt (if theory T then evidence e, and
evidence e therefore, theory T) is indeed a dedei¢éillacy, and 2) it provides no motivation for
the claim that all theories are reconcilable witly Aody of evidence, that is, even if we accepted
as rational any belief that logically entailed ghedence it would not allow us to hold that all
rival theories are thereby equally belief-worthyegually rational to accept. Thus, logical
entailment does not equal or force rational acce@a

Next, Laudan moves on to QUD. He makes a distindbietween two theses, a
nonuniqueness thesis and an egalitarian thesisndimeniqueness thesis is the weaker thesis. It
holds that: for any theory, T, and any given boflgwadence supporting T, there is at least one

rival (i.e., contrary) to T that is as well supmati(by that evidence) as T. The stronger thesis is
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the egalitarian thesis. It insists that: everotlyas as well supported by the evidence as any of
its rivals (1990, 271). Laudan believes that bajtthese notions are ampliative, that is, they
involve the notion of “empirical support” and thimglude epistemic notions like simplicity and
explanatory power that go beyond deductive entaitraad logical consistency. Laudan thinks
that Quine is committed to both doctrines, nonuearggss explicitly, and egalitarian implicitly.
Laudan links Quine to the egalitarian thesis by wb@Quine’s claim that - MAY: “one may hold
onto any theory whatever in the face of any evidembatever” (1990, 272). Laudan gets this
from Quine’s statement that we will recall from a&bdany statement can be held true come
what may, if we make drastic enough adjustmentsadisre in the system” and maintains that in
order for this not to be a truism, Quine must l@@nsing something like - RAT: “it is rational to
hold onto any theory whatever in the face of angewe whatever” (1990, 272).

Laudan argues that Quine nowhere provides an skikialexamination of possible rules
of rational theory choice with a view to showin@miimpotent to decide between all pairs of
theories; he only examines the Popperian rulejeztréheories that have known falsifying
instances and uses this as the bases for his wtderdnation. But Laudan points out that most
of the strategies like changing word meanings pandoning the laws of logic, or pleading
hallucination are “made of pretty trifling stuff1990. 273). He indicates that Quine gives no
constraints on when it is reasonable to uses teseus strategies.

The only strategy that Laudan believes is nontrivées to do with Quine’s proposal that
a threatened statement or theory can always be mzed from the threat of the recalcitrant
evidence by making suitable adjustments in ourleuyitheories (1990, 274). He calls this

Quinean underdetermination (QUD):
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Any theory can be reconciled with any recalcitraviience by making suitable

adjustments in our other assumptions about nali®@0( 274).

Laudan’s main point about QUD is that it drops egfgrence to the rationality of theory
choices. It is possible to take out a whole lobduxiliary theories in order to save a threatened
theory. But Quine does not establish the reasenalk or rationality of doing so, as RAT
demands. Saving a threatened theory by abandtmenguxiliary theories once needed to link it
with recalcitrant evidence comes at a price. Ifgiv@ up those beliefs without replacement, we
not only abandon an ability to say anything whateeout the phenomena that produced the
recalcitrant experience; we also give up the ahititexplain all the other things which those
now rejected auxiliaries enabled us to give an aectof, with no guarantee that we can find
alternatives that will match their explanatory seop

Laudan concludes, “if it is plausible, as | beliéis, to hold that scientists are aiming
(among other things) at producing theories withaldrexplanatory scope and impressive
empirical credentials, then it has to be said @ane has given us no arguments to suppose that
any theory we like can be doctored up so as tohigh marks on those scores” (1990, 276).
Thus, giving up some auxiliaries does not guarattegve us the same degree of explanatory
power or empirical support as the original group d is likely to diminish the predictive and
explanatory power of the new group as comparebldmltd and so Quine has not proven his
underdetermination thesis.

It will be recalled that Longino claims the backgna assumptions that allow our
inference from evidence to hypotheses also make ffoo the influence of non-cognitive values
in inquiry. Because the background assumptionsniieg@iate our reasoning about evidence are

value-laden, scientists’ values will shape scienkhowledge. It will also be recalled that Kuhn
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came to a similar conclusion regarding non-cogaitiglue influence although for him it was a
result of failure to apply and consistency intetphe various cognitive values. But we can ask
why do background assumptions need to be influebgatbn-cognitive values? And if they
are, why can’t they be judged by a list like Kuhtiiat does not include non-cognitive values. If
this is done then non-cognitive values do not hawenter into theory appraisal.

Also, we need to understand that underdeterminadiaiways underdetermined.
Underdetermination can never be demonstrated. b&gstuse underdetermination may be shown
with one set of rival theories does not prove isexwith all. And also along these lines,
empirical equivalence can never be justified beeaus can never know what new future
evidence may be developed. If empirical equivadeaseen as temporary, then we may choose
to pursueone theory over the other based on non-episteatiees but this gives us no reason to
choose to hol@ne over the other: from an epistemic point ofwiene should conclude that we
do not know. Finally, if two theories are empiriegjuivalent on all the epistemic values it would
seem that they are the same theory — the differeeicg only verbal. Thus, it does not seem that
the issue of underdetermination forces us to usecognitive values to choose between theories.

So what is the difference between cognitive andcagnitive? We will move to this issue next.
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CHAPTER 4

VALUE FUNCTION IN THEORY CHOICE

In this chapter | will lay out an account of whyns® types of values (cognitive) are to be used to
assess theory choice and why others (ideologisgthmlogical, ethical, etc.) ought not to be
used. In so doing | will respond to three objetsioThese objections are based on the idea that
non-cognitive values are unavoidable because there clear distinction between cognitive and
non-cognitive values. Finally, I will suggest tlzat important way to determine how legitimate
theory assessing values ought to be used is bydarirgy the particular research program that a
scientist is involved in.

We have seen that non-cognitive values play an ftapbrole in science. In the context
of discovery, theories and hypotheses are geneaai@ton-cognitive values can provide the
source of theories and hypotheses that are gederltehe context of investigation (designing a
study, collecting data, etc.) non-cognitive valaas direct how investigation is carried out by
for instance, justifying placing procedural consttaon scientists — or, requiring experimental
subjects to be treated humanely or human subjedis given informed consent or perhaps non-
cognitive values can be used to determine whicltsogre most important to learn about; for
instance, considering what would advance science aftectively or what are the greatest needs
for society. In the context of application, norgadive values can legitimately assist in
determining what level of certainty in a scientifi@ory is demanded before it is accepted as a
guide for action.

While supporters of the position that non-cognitiraues are unavoidable in science use
these various contexts to make their case, | hayeed that each context offers an opportunity

to stress the importance of values in science vdhitaving us to see how non-cognitive values
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need not determine theory choice even though thepart of the scientific process. | have also
maintained that non-cognitive values are not appaipfor the context of assessment. How
theories ought to be assessed rules out a legéiroé for non-cognitive values. | will attempt to
defend this position in this chapter.

However, one other issue regarding non-cognitiveesaneeds to be addressed. Steel
2010 has identified a set of arguments that mairttat non-cognitive values are unavoidable
because there is no clear distinction between twgrand non-cognitive values. One line of
these arguments, he points out, maintains thaé shrere is a lack of agreement between
proposed lists of values that this is groundsliere being no clear distinction (2010, 21). For
instance, Rooney, 1992 argues: “That an analydiseobperation of the social within science
warrants closer examination of the ‘epistemic’ eslthemselves, and that this examination is to
proceed in a way that undermines the usefulneiseaépistemic/non-epistemic distinction itself.
The fact that there is no consensus about whatlgxthe epistemic values are surely provides
our first clue here. We haven't seen anything rddgmg a clear demarcation of epistemic values
because there is none to be had” (1992, 15).Wealathis the disagreement objection. If there
IS no agreement on what the epistemic values laga,liow can a demarcation be made between
epistemic and non-epistemic values. Another ligcates that it is impossible to disentangle the
social from the epistemic. We can call this theedianglement objection (Steel 2010, 22). A
third objection along these lines indicates thanitive values do not have the depth to guide
scientific inquiry. We can call this the dependgenbjection. On the dependency objection Steel
writes:

This objection is a challenge to the usefulnegh®iconcept of epistemic values rather

than to the cogency or existence of that concépe thought behind the objection seems
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to be that defenders of epistemic values belieat th a perfect world, epistemic values
alone would guide scientific inference. Hence,dbgction goes, if epistemic values can
be shown incapable of this, the reason for diststgng epistemic from nonepistemic

(sic) vanishes, and the distinction is useless@203).

It should be noted that Steel takes issue withetiobgections as well. In order to respond to these
objections in the way | would like to we need tdige what is meant by the various values and

how they can be distinguished.

Types of Values

To help understand the distinction between whahaxee been calling cognitive values from
non-cognitive values | want to briefly lay out aig@ment for why so-called cognitive values as
opposed to non-cognitive values ought to be thg onés used to assess theory choice. Then we
can use this general argument to help us make dastiections between the various values.
The argument goes like the following.

1. We use values to assist in judging somethingpasl.

2. Social values are those values we use to jusigects of our societal relationships as

good.

3. Cognitive values are those values we use tcejadg theories and beliefs as good.

4. What makes various aspects of our societalioalsthips good is different from what

makes our beliefs and theories good.

5. Therefore, different values ought to be usgddge a theory as good as opposed to

judging aspects of our societal relationships aslgo
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Let's look a little closer at how this works. Thenee different standards for judging something
as good depending on what is being judged. Wegadcar as good in a different way, by
different standards, than we judge a police offabeing a good police officer or a scientific
theory as being a good theory. What determinestdredard of judging something as good or
bad is based on the purpose of the thing beingggdildd hus, if the purpose of a police officer is
to serve, protect, and keep the peace then weaudge whatever he or she does as good in terms
of how that action stands in relation to that pggoCan this analysis be applied to science?
First, we need to consider the goal or goals adrsm. Most people’s pre-reflective notions of
science view it as the model of rationality, asgh®eminent search for knowledge and the most
successful way for finding it. The approach te@ace known as scientific realism explains this
by maintaining that science and its theories gwea true picture of the world. Another
approach, instrumentalism says that science isesstul for other reasons and its goals include;
obtaining theories that work, that solve problethat explain the world and make its workings
seem less puzzling. Under this notion to maintaat truth is the goal or purpose is to assume
far more than is necessary to explain why scientifeories work as well as they do. Rather than
attempt to defend a particular view of the goad@énce | will maintain thad goal rather than

the goal of science is the search for knowledge bgifig significant truths. So, if a purpose of a

theory is to give us knowledge by helping us firgh#icant truths then we can judge a theory as

. . . . . 16 . . .
good in terms of how it stands in relation to thatpose. Gettier problemsnotwithstanding, if

16 A Gettier problem consists in showing that a persan be justified in believing something
as true without having knowledge. Bahnsen, 200&W@f@ests two criticisms against Gettier
arguments. First, the examples involve an equivmecand second, they fail to recognize that
appropriateness is a necessary attribute for ijcestibn. He gives the example of Smith, having
spoken to the company president and having couh&edoins in Jones’s pocket, Smith has
strong evidence for the conjunctive propositiome¥is the man who will get the job, and Jones
has ten coins in his pocket. This proposition &nthe further proposition; the man who will get
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knowledge generally consists of justified true &elthen an important way to judge a theory is
by whether or not it gives us true or approximatale beliefs that are significant and justified.
Some values do not aid in directly assessing lsetieftrue. Other values do aid in justifying or
directly assessing beliefs as true; so only th@dees that aid in justifying or directly assessing
belief as true ought to be used to judge a thesigoad, i.e., giving us true or approximately true
beliefs. It should be noted that justification @sn degrees, that is, propositions or belieff wit
a lot of evidence in their favor are more probahbn propositions or beliefs with only a little
(Kirkham, 1995). So when | speak of approximatéitas though some beliefs are truer than
others | am taking this to mean a project to jysdibelief as true, that is to say, some belieds ar
more highly probable or perhaps better justifieghtbthers.

What we have been calling cognitive values as oppmson-cognitive values are the

values that can be used to judge for truth. Thasees have been variously categorized as

the job has ten coins in his pocket. But it tuwnsthat Smith, who also has ten coins in his
pocket, gets the job. Hence, Smith justifiabledyed the entailed proposition and that the
proposition was true. Yet we realize that Smith miot genuinely have knowledge. The first
problem, as Bahnsen sees it, is that by its vagseie entailed proposition from the example
allows for an equivocation: “The man who will geetjob” means “Whoever gets the job” at one
point and “The particular man, Jones” at anotheis clear that what is justified (*Jones...”) is
not what is true (Whoever...”). Secondly, a persas justifying reasons for his belief only if
those reasons are relevant to the truth of thagfbebtrong evidence would not be considered
such if it were inappropriate evidence. Irreleviaaasons are not reasons at all. In the example
the entailed proposition is justified with refererto Jones but true with reference with Smith;
hence his justifying reasons are irrelevant tdoeisef.

Even if one does not agree with Bahnsen’s critisistimough | tend to agree, Schlesinger,
1983, suggests that the Gettier problem is reltivevial and unimportant with regard to
epistemology. He maintains that everything thamisortant in epistemology can be adequately
studied if we concentrate solely on the notiorustified true belief. He claims while it is
important to know under exactly what circumstareegserson igntitledto believe a
proposition, it is not at all important to be aldedecide under what circumstances a person
gualifiesas knowing a proposition. He believes Gettiemgxlas are aimed at getting at the
notion of what a person is qualified as knowingppposed to what one is entitled to believe.
This seems correct to me, and so since in our sisson of theory choice we are considering the
criteria that entitle belief | will take the positi that we do not have to be concerned with Gettier
type problems.
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empirical values, epistemic values, and cognitiai®@s. For purposes that will become clearer

below, let us call a value that aids us in detemgitruth an epistemic value rather than a

cognitive value. If trut%7 is a relationship between a proposition and thedythat is, if a true
proposition corresponds or conforms to the worl@uports to report an actual state of affairs,
then epistemic values help us determine the trirtbs of the proposition. An epistemic value
has value because we believe it is an aid or italicd truth.

So, for instance, observational verification, oftatied empirical adequacy, is an
epistemic value. If we can verify by observatibatta proposition indicates an actual state of
affairs or conforms to the world then we say theppsition is true. Accuracy is another
epistemic value. A theory should be accurate wittsimlomain, that is, consequences deducible
from a theory should be in demonstrated agreeméhttiae results of existing experiments and
observations. What about a notion such as predigiower? If accurate predictions are true
statements about the future (Steel, 2010, 18)itheauld seem that predictive power is an
epistemic value.

Given the definition of epistemic value as a valech is an aid to or indicator of truth
then, it seems, some values can be ruled out agpistemic. So for instance, ideological,
economic, political, or psychological values ar@+fepistemic values. My psychological desire
for ambition, or social recognition, or the expéciafor monetary gain might motivate me to
pursue a theory, but these values do not seentdicate the truthfulness of the pursued theory.

We would not say that because | am able to gethmgry funded, that is, because it has what we

17 How | am defining truth here is closely relatedrioat has traditionally been called the
correspondence theory of truth (truth is what csppomds to reality) as opposed to for example,
the coherence or pragmatic theories of truth. mbet salient problem with the correspondence
theory is the question of how does one determinervehbelief or proposition “corresponds” to
reality. | take it that part of the project of dehining criteria for theory choice is attemptiiog t
answer this question.
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might call “fundability” then it must conform to ématural world. Fundability might be
considered an economic (social) value of a theatynbt an epistemic value; it does not seem to
tell us anything about the natural world. As Mabarato has indicated, any possible inquiry
into the natural world presupposes our assumingthieae is a way things are, that there are facts
that are independent of our wishes and preferendathout this assumption of independence of
facts from non-epistemic values, trying to find botv things are would be a meaningless
enterprise (Dorato, 2004).

This distinction then, seems to allow us to overedhe disentanglement objection. We
distinguish an epistemic value from a non-epistevaiae in terms of the values ability to aid in
assessing as true. Note here we are not attentptoigtermine which of the various epistemic
values are the most important, we are merely ati@gnpo show that there does indeed exist a
distinction between an epistemic and a non-epistealue.

However, there does seem to be a set of valueslthadt seem to be obviously
epistemic values but still seem to be legitimateeory choice. For instance, what status
should be given to some of the values that Kuhimdated? Scope: a theory’s consequences
should extend far beyond the particular observatitaws, or sub-theories it was initially
designed to explain. Scope does not seem to bkia theat allows a theory to be directly
conformable to the world but it does seem to balaable aid in theory choice. Simplicity: a

theory should be simple; bringing order to phenoatat in its absence would be individually

isolated and, as a set, confused. Slmpﬁc;tﬁt least in the way it is defined here, doesseeim

18 Simplicity is a notoriously difficult concept t@tegorize because of the various ways it can
be defined. For instance, a theory could be sinmpterms of having few ad hoc hypotheses or
auxiliary theses. Or a theory could be simpleemmis of being easy to understand. | think the
notion of simplicity in any of its various defiroins does not seem to apply to the idea of
epistemic value because it does not seem to rdilaetly to a notion of a theory being true. A
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to aid in determining truthfulness, but it doesrsde be valuable in aiding to determine a
“good” theory from a “bad” theory. Fruitfulnesstteeory should be fruitful of new research
findings: it should disclose new phenomena or nesly unnoted relationships among those
already known. Again, just because a theory igftruidoes not seem to aid in determining its
truthfulness that is, we can say that just becaubeory is fruitful does not mean that it is an
indicator of truth, but fruitfulness does seem ¢osbmething that adds value to a theory.

Laudan, 2004 has argued that since science isxohtsévely epistemic, many of the
historically important principles of theory appaisised by scientist have been, though
reasonable and appropriate, utterly without epigteationale or foundation. He maintains that
several important rules of thumb in theory appitapaak to concerns regarding scope and
generality. For example, he suggests that accleptiadories are generally expected to explain
the known facts in the domain (“save the phenomemexplain why their rivals were successful
(the Sellars-Putnam rule), and capture their rieglimiting cases (the Boyd-Putnam rule). He
maintains that none of these rules can have ateeqisrationale since it is neither necessary nor
sufficient for the truth of a statement that it ésthany of these attributes. Thus, these values a
not epistemic because they address questions #imhbteadth and scope of our theories rather
than questions about their truth or probabilitye $tiggests that these values should be called
cognitive rather than epistemic and thus they areepistemic values.

Thus, Laudan concludes that we would like to h&veeties that are true. But we would
also like theories that are of great generalitgf tbcus on the things we are particularly

interested in understanding, that explain as wefiradict, and that consolidate existing

simple statement about the world may not be astatement about the world in the sense that
say, a predicatively accurate statement is a tateraent. | consider these notions of simplicity
as cognitive rather than epistemic values. SeenbfEloan explanation of how | understand the
difference between cognitive and epistemic values.
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successes while moving us beyond them, and thegersfor the most part are not epistemic
Laudan 2004, 21.

It would seem that Laudan is correct. There donsteebe a group of values related to
theory appraisal that do not focus on truth. “Gtiga’ seems to capture the nature of these
types of values because they seem to help us daddrand explain. Using both of these notions
as criteria for theory assessment, we can say thergpistemic values can guide our search for
truth, and these “non-epistemic cognitive” valuesig beyond the narrow epistemic ones, can
guide our search for theories which are also exgitag, and the like. So how do we reconcile
these various types (epistemic verses non-episterhi@lues with regard to theory appraisal, if
as it seems both are legitimate in theory asse48méall, as | have argued, what determines the
standard of judging something as good or bad istas the purpose of the thing being so
judged. That is, there are different standardsuidging something as valuable depending on
what is being judged. So it seems what Laudarpbghis finger on is the very legitimate notion
that different scientists have different purposesshat they want theories to accomplish. Some
primarily want theories that are true to the wo@dher scientists want theories that help us to
understand or explain the world. Understandingeplaining are not the same as truth seeking.
So there does not seem to be one goal or purposestoentific theory to be considered a good
one, there are various purposes and thus theraaoeis ways to appraise theories. This then
allows for other views, for instance, instrumersisliones, of the goal of science to be
considered. One holding to an instrumentalists wa@uld consider understanding and
explaining as more important for a theory thanhrut

However, it should be pointed out that none of\takeies that Laudan has identified

could be considered social, political, ethicaldealogical even though they are non-epistemic. It

129



would seem that since social, political, ethictéd, &/pes of values do not assist in appraising
theories with regard to truth, understanding, glaxation as the epistemic and the non-
epistemic cognitive values seem to do, they shbaldot be considered in terms of theory
evaluation and assessment. As Longino has pointeth slightly different terminology; “the

rules of inquiry... are a function of the goal ofesute.... While the choice of areas or aspects of
the world to be illuminated by application of thees is a function of social and cultural
contextual values [like those listed above, i.ditipal, ethical, ideological], the conclusions,
answers, and explanations reached by means ofube@and guidance are not. Even those
contextual values [social, political, etc.] thataftect science remain external to the real thiag,
the doing of science. When they do not, we hawasa of bad science (1990, 85).

What Longino indicates is that using the variousatxshe calls contextual values, which

would include social and cultural values, resutissome case#) bad sciencel.9 From the
explanation we have been using, bad science isudt i attempting to use the wrong values for
the wrong purpose. So regarding the disagreemegattaim, we can see that scientists may
disagree between proposed lists of values withrdegatheory choice but this does not allow a
legitimate “infiltration” of social values into theory evaluation process. And when it does
this is bad science. Nor does disagreement meathr@ is no clear distinction between values.
We can disagree about the number of chairs inl#ssimom but that does not mean that my
estimation of the number of chairs is not distiingtn your different estimation of the number of
chairs or that there is not an objective numberhaiirs that is the correct number. Disagreements

do not eliminate distinctions, they highlight thelor do disagreements imply that there is no

19 It should be noted that Longino does not beliéa this “external model” captures all the
cases of science.
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fact of the matter. Thus, just because scientisegdee about proposed lists does not mean that
there is no clear distinction to be had.

How then does one determine which set of valuest@pic or non-epistemic) apply
when assessing a theory since both are legitinVedl? it seems that one has to look at the type

of problem one is attempting to solve with any giveeory. Laudan, 1977, suggests two kinds

of scientific problems: empirical problems and cgpical problemép It seems to me that
positing a theory to give us the truth about soimenpmenon can be considered an attempt to
solve an empirical problem, thus an epistemic isshas, an empirical problem asks a question
about the make-up of the world. For instance, whatson and Crick posited the double helix
as the structure of the DNA molecule | take it tiety were attempting to give a true conception
of the structure of DNA. We can say that their eloglas meant to represent or conform to the
actual state of affairs in the world. Thus, we gmpistemic values when we are evaluating
theories attempting to solve empirical problems.

Conceptual problems have to do with the concesiwmatture of the theory that exhibits
them. Laudan 1977 identifies two kinds of concapproblems, internal conceptual problems
that arise when a theory exemplifies internal irsistencies and external conceptual problem
that arise when a theory conflicts with other vesitablished theories or doctrines which the
proponent of the posited theory believes to bemnatiy well founded, that is, when the theory is
incompatible with other accepted theories and gisoheld beliefs.

| would suggest that positing a theory to help ustdad or explain some phenomenon,

to remove ambiguity, to reduce irregularity to wnmhity, and to show that what happens in the

20 . . .

Laudan does not believe that empirical problemstedb the truthfulness of theories. He sees
empirical problems, in general, as anything abloettatural world that strikes us as odd and in
need of explanation. But it seems to me that edgtian is a conceptual not an epistemic issue.
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world is somehow intelligible and expected can twestdered an attempt to solve a conceptual
problem. Broadly speaking, conceptual problemsyrwraw have to do with understanding and
explaining the world. We thus, apply non-episteraties when we are evaluating theories
attempting to solve conceptual problems.

Laudan lists ambiguity and circularity as a secolags of internal conceptual problem.
He suggests that the increase of the conceptuélyabd a theory through careful clarification
and specifications of meaning is one of the mogioirtant ways in which science progresses
(2977, 50). | agree but would suggest that theeis®f clarification, etc. are indicators of
attempts to understand and explain and this istivby qualify as conceptual problems.

Non-epistemic values such as those that Laudardbasfied and some of those that
Kuhn has identified like simplicity and fruitfulnesssist in assessing how well a theory is doing
regarding helping solve conceptual problems. Sanfgtance, regarding simplicity, a theory
could be simple in terms of having few ad hoc higpses or auxiliary theses. Or a theory could
be simple in terms of being easy to understanch Bbthese notions of simplicity assist in our
assessing the ability of a theory to help us erpaid understand the world so simplicity is a
non-epistemic value. A fruitful theory not onlylpg to explain the problem that the theory deals
with but also leads to explanations in other aseabkso aids us in understanding other parts of
the world. Thus, fruitful theories assist in ous@ssing the ability of a theory to help us explain
and understand the world, so fruitfulness is a epistemic value.

What of external conceptual problems? Laudan arthue the history of science
illustrates that conceptual difficulties from platiphy, theology, logic and mathematics, political
theory, and general world-view considerations pteviegative evidence for the rational

acceptance of scientific theories in the form deexal conceptual problems. This makes sense
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because if one has good reasons for holding to gwop®sition and if a scientific theory
conflicts with that proposition without as leastga®d of reasons, then the proposition itself
provides some evidence against the scientific theswen if the proposition is related to a
discipline outside of science. So in our effortsitaerstand and explain the world we want an
integrated world view and if specific scientificetiries go against what we have strong evidence
to believe in other domains, both inside and oetsidscience, then conceptual problems are
raised regarding the theory.

| am sure there are a number of ways to categuadeus values. The following may be
a helpful way to see how they relate to our disicunss

Non-cognitive Values

1. Ideological - values pertaining to politicalc&d, economic and religious agendas
2. Psychological - values pertaining to our inteseseeds, and desires
3. Ethical — values pertaining to our moral judgitsesoncerning right and wrong

Cognitive Values

4. Epistemic — values pertaining to the truthfuthesclaims

5. Non-epistemic — values pertaining to the undeding or explaining of phenomenon
| am suggesting that 1-3 do not pertain to thessisg of scientific theories. They are for other
purposes. | am suggesting that 4 and 5 are vaha¢sérve to assess scientific theories. This list
then distinguishes between theory assessing veduasd 5) and non-theory assessing values (1,
2, and 3). When | use the term “non-epistemic” aelavill be referring to number 5 type

values.
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Research Programs and Values

Earlier, | criticized Okruhlik who argued that ttieeory generation phase allows for the
influence of various non-cognitive values evenhedry choice because current models of
scientific rationality hold that theories are natdtly compared to nature but view theory choice
as “irreduciblycomparative”. Thus, she argued, theory choice is unavoidalflyenced by
non-cognitive values because the theories geneaatadesult of non-cognitive values may be
the only ones that we have. So, if the correcefttheory is T10 and our generation process has
only produced theories T1, T2, and T3, then thiksertes are the only ones we have, and thus,
we can only consider these three theories and a@mpem with one another and the world to
determine the better theory. However, | arguedékean if theory evaluation has elements of
comparison as part of the process, the most sdéatire of theory assessment seems to be how
well a particular theory matches the world. Sdstatare justified in accepting or rejecting a
theory only if it meets a particular standard atlewnce, not just because it is the best theory
available. We see that the world pushes back othaaries. So, even if T3 seems to be better
than other options, it can still be rejected ifrthare clear areas where it does not fit the world.

As | indicated above, an example of this was selaernvwve examined the various theories
of race. We did not compare the various theorgset on populationism with one another, and
even if we had and found that one or another seembke better than the others, at explaining
the phenomenon say, we would still have beenfigdtin rejecting it because of the reasons
given. What we can see is that the specific wagveduate theories, regarding their truthfulness,
i.e., fitness to the world, has to do with whatt/b been calling the epistemic nature of theory
assessment. The concern is to determine if therythe true. But we can also see that when we

want to know how well a theory helps us understamidow well a theory has explained a
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phenomenon we do consider the comparative natuteeofy assessment and in so doing we
consider various cognitive values that are nontepig associated with the theory. Thus, the
emphasis on the comparative nature of theory chein®re appropriate when considering a
theory with regards to understanding and or expigin

We can say that a particular theory may not belitdet is a working hypothesis to help

us understand and explain. It may be argued tleaCtpernican theory was somewhat sim%]er
than the Ptolemaic system and so helped us tor hettkerstand the phenomenon even though it
was not correct. It could be used to aid in reaglaitetter theory. So, in attempt to discover the
truthfulness of a theory, comparing may not beltbs&t approach, but when considering how
well a theory helps us understand or explain thddhbseems, the comparing nature of theory
choice is more effective. However, as we have siendoes not allow for the influence of non-
cognitive values because, as | have suggestesatimis non-cognitive values are for different
purposes.

There are two obvious responses to all of thise fiiist is to ask if a theory can have the
purpose of both being true and enhancing our utateisig and explanation of phenomenon.
That is, is it legitimate to apply both epistemndaon-epistemic values in assessing theories?
The second would be to ask, if it is legitimatapply both types of values; in what
circumstances should one or the other purposesgraorgy? | will briefly answer the first
guestion and it will lead us into an answer togaeond.

Anti-realists like Laudan would say that the pugo$theories is to solve problems and

thus the truthfulness of the theory is of lesserseguence. Scientific realists would say that the

2 Unlike the Ptolemaic system, the Copernican theafynot require for instance, equant points
(the point with respect a planet moved with unif@peed). See DeWitt 2004 for a helpful
discussion of this issue.
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reason a theory enhances our understanding andiexphenomenon or solves problems is
because it is true or approximately true.
| suggest that answers to these questions, i.ehehee should seek truthful theories or
theories that enhance our understanding and atoliégxplain, show theesearch progranthat
the proponent is working in and the research pragralicates the purpose for a theory. Whether
science ought to aim for truth or merely empiri@déquacy, whether science ought to postulate
the existence of unobservable entities to expladirectly observable phenomena or to be
content to describe, predict, and control the olsd@e phenomena is a function of the research
program in which one is working.
Thus how we determine the purpose for which a thebould aim is determined by the
research program that the proponent is workingSa.what is a research program?
Laudan has suggested that:
“It is necessary to distinguish, within the classvhat are usually called ‘scientific
theories,” between two different sorts of propasitil networks... We often use the term
‘theory’ to denote a very specific set of relatedines (commonly called ‘hypotheses’
or ‘axioms’ or ‘principles’) which can be utilizéddr making specific experimental
predictions and for giving detailed explanationsafural phenomena... by contrast, the
term ‘theory’ is also used to refer to much moreegal, much less testable, sets of
doctrines or assumptions.... In each of these caseare referring not to a single theory,

but to a whole spectrum of individual theories” T971.

Laudan calls this higher level propositional netiwar‘research tradition.” What recognizing this
level allows us to do is to answer questions akdwt which types of values are being used.

That is, what determines the purpose of some woskience, or perhaps the problems that arise
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and thus the types of questions we should be askidghe way evaluation should take place are
what | will call research programs. A particulesearch program is situated around a particular
problem and understanding a particular researcfrano starts with identifying the problem on

which that program is focused. The problem coul@d$simple as a question — How many races

are there? Or a complex of issues — How is vanatihhuman species patterned? And how did it

come to be this wa§3 The research program then specifies the metayiyaic

methodological commitments of members of the reteprogram; it helps to establish the
appropriate entities and processes to investigateyus other appropriate questions to ask about
those entities and processes, the appropriate a@tiges to employ in seeking to answer those
guestions, and the appropriate criteria of appr&sdhe various theories associated with the
research program.

Let me now summarize where we are. First, | gagereeral argument as to why certain
kinds of values (cognitive values is what we itigi@alled them) ought to be used to assess
scientific theory choice as opposed to other tygfesalues (non-cognitive values). | suggested
that the distinction is based on the purpose ofhihmg to be evaluated. Scientific theories are
for a purpose that makes the use of so-called ngnitve values in their appraisal illegitimate.

It seems this distinction untangles the disentangl objection.

Next, | distinguished between two kinds of valuest tare used to assess theory choice.
Epistemic values are for the purpose of helpindatsermine truthfulness of theories and non-
epistemic values are for the purpose of helpintpussess theories in their aiding in our
understanding and explaining of phenomena. Thees dot seem to be one purpose or goal that

scientists want theories to accomplish. By makimg distinction between the epistemic and the

22 These questions come from Marks 1995.
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non-epistemic | tried to take this into accountm@cscientists want to understand why for
instance, an entity acts the way it does while istlage concerned with explaining how an entity
acts the way it does. So, for instance, we migptanr the disagreement between Einstein and
Bor as a disagreement over wanting to know why teui@ particles acted the way they did
(Einstein) and wanting to know how they acted (Bbigte that the preference for one purpose
over another may be driven by values (non-cognitalees) other than the values (theory
assessing values — non-epistemic and epistemiesjalised to best explain the entity or
determine how the entity acts.

| suggested that the purpose of the theory detesrtime kind of values used to assess it. |
think this helps meet the disagreement object®o.we can say that while scientists may lack
agreement between proposed lists of values to asesries, this disagreement does not show
that there are grounds for there being no cleainditon between types of values that are
legitimate for theory assessment and those thaliegégimate.

Finally, | suggested that a research program détesithe purpose of the theories that
are generated to solve the problems it seeks e sa$ well as how it should go about
accomplishing that purpose in terms of the onta@algentities that exist, the methods used to
meet that purpose, and the criteria with whichuval@ate the theory. By introducing the notion
of research programs | am acknowledging that tipeni@ency objection, that cognitive values
do not have enough depth to guide scientific engisriegitimate but that does not mean that
ideological, psychological or ethical values neetd¢ used in theory assessment. Research
programs help to determine which of the variougtilegte values (non-epistemic and epistemic)
are to be used in theory assessment and they taprogide the depth that these legitimate

theory assessing values are not able to do.
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Thus, cognitive values alone are to be used inrfhassessment and research programs
help determine how they are to be used. | beliegartability of scientists to come to a settled
consensus regarding the reality of biological fa&e to do with the various research programs

that are being used to consider the data.

Race and Research Programs
An analogous issue in the philosophy of biologyht® race issue is the nature/nurture
debate, and the IQ controversy most famously wagéte 1970’s between Arthur Jensen and

Richard Lewontin over the best explanation of tliedence in 1Q scores between black and

white populations is a case in p0|2r?t.Most philosophers of science have sided with Lo
However, Sesardic iMaking Sense of Heritabilify2005 criticizes Lewontin and others with
regard to their position on the nature nurture teebén commenting on the criticism that
Sesardic raises between Lewonton and Jensen, T&0€¥ notes,
“When faced with the ongoing existence of herii@piesearch and defenders of such
research long after Lewontin published his crititssin the 1970s, the Lewontonians
attributed the persistence to either lack of undeding or socio-political subversions.
Sesardic joins this game. When faced with the lagttitability consensus in the
philosophy of science long after Jensen respomalédwontin’s critiques, Sesardic
attributes the persistence of the consensus terestieer ignorance, deliberate
misrepresentation, or (you guessed it) socio-malitsubversions... ‘The sheer level of
ignorance, distortion, and flawed reasoning tharatterizes the ‘anti-heritability’ camp

is unprecedented in science and philosophy of seigbould it be that, in accordance

23 For details see Block, N.J. and Dworkin, Geralds.EL976. The 1Q Controversy. New York:
Random House.
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with the above description [i.e., the weaknes$iefarguments against heritability], the
drastic decline of standards is here due to theimmmh intellectual atmosphere, in which
those set to undermine heritability can hope tpragsed for their political sensitivity and
for opposing a dangerous theory, while at the stame they do not have to worry about
being severely penalized for possible shortcomindkeir logic and methodology?

Could this be an explanation?’ Needless to sayarfasthinks so”, 2009, 207.

So both sides of this debate are criticizing theeoside for either misunderstanding or social
and political influences. Tabery, however, offediféerent account of what is going on instead
of the alleged socio-political subversions, he sstgthat one way to explain the discordance
between the opposing sides is to appeal to epistgcal positions in different research
traditions rather than different intellectual aydiés or different political persuasions. He
suggests that Lewontin and Jensen were operatidiffément research traditions—Lewontin in
the developmental tradition and Jensen in the biooeadition. While members of both
research traditions have focused on the etiologyooiplex phenotypes and phenotypic
differences, they have gone about addressing thiekmgical phenomena in very different
manners.

Tabery notes that members of the biometric tragjtsuch as Jensen, took their problem
to be partitioning the relative contributions otur@ and nurture responsible for variation in
populations. Their approach to causation involveihaestigation into the causes of variation,
or the genetic and environmental differences, nesibte for such variation. They asked how
much of the variation in a particular populationswue to individual differences in genes and/or
individual differences in environment. And they ghtito answer those questions with statistical

methodologies such as the analysis of variancetsui@rivative heritability measure.
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Meanwhile, he suggests, members of the developineadi#ion, such as Lewontin, took
their problem to be elucidating the etiology ofilndual development. Their approach to
causation involved an investigation into the cansathanisms responsible for that
developmental process. They asked how do diffeseimcgenotype and differences in
environment relate during individual developmengémerate differences in phenotype? And
they sought to answer those questions with inteéimeist methodologies that directly
manipulated genetic and environmental factors vewlin the developmental process.

Thus, Tabery suggests that one way to explainideiance between the opposing
sides is to appeal to epistemological positiondifierent research traditions. If Tabery is
correct, then perhaps what is often contributetthéanfluence of non-cognitive values in
scientific theory choice may not be the whole stdrguggested above that the issue of race is
controversial and highly subject to the influenoéson-cognitive values. That this is the case
for several reasons, they included: emotional httemnt issues, the social consequences
involved, opponents perceptions of the reasonkdtiting an alternative position as being
motivated by social reasons, and for historicatoea. So, for example, | could argue that some
notions of race are motivated by social and ortigalireasons and not biological ones:

1. At different times race has been sorted diffdyen

2. Often the way race was sorted was due to palliticsocial pressures that were not

dictated by biology alone.

3. Therefore some notions of race are motivatesidayal and or political and not

biological reasons.

This can be illustrated by what Glasgow, 2009 gomit: “the one-drop rule effectively

increased the number of African-descended slavesmrdely attempted to rationalize a corrupt
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notion of “white purity,” while a higher quotient dAmerican Indian ancestry (at least a quarter)
has been required for one to be officially recogdiby the U.S. as an American Indian,
effectivelyreducingthe number of indigenous Americans,” 2009, 89uslhn Glasgow’s
example we see two different kinds of sorts foerdbe one drop rule and the one quarter rule.
We also see that each seems to be motivated fiticpb&nd or social and not biological
reasons.

But just because the issuesishjedt to these influences does not mean that it hag to
determined by them, perhaps the use of non-cognitilues influencing theory choice may not
be the only culprit regarding the lack of conseriaube race debate. Perhaps various research
programs, asking different questions, seeking beesdifferent problems can account for some
of the lack of consensus. | think this is the case.

In a recent book (Longino, 2013) Helen Longinorekees five approaches to the study
of behavior they include; quantitative behaviorahgtics, molecular behavior genetics,
developmental psychology, neurophysiology and angt@nd social/environmental methods.
She attempts to highlight the underlying assumgtimiithese disciplines, as well as the different
guestions and mechanisms each addresses. In degdrér finding she notes the standoff
among different research approaches in bio-beha\vsoiences and writes:

Classical behavior geneticists look for and develgthods for identifying and

interpreting intergenerational behavioral correliasi (“concordances”), and molecular

behavior geneticists look for and develop methodsdentifying correlations between
genetic structures and behaviors. Social envirotah@pproaches, including family
systems and developmental systems approachesoioaikd develop methods for

identifying environmental and social determinarftoehavioral differences. Members of
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each side characterize the other as politicallyidadlogically motivated (Longino 2004,

138).

What | want to highlight here is the idea thateli&nt approaches can lead to different
conclusions and thus, facts are not self-intempgetiBare facts alone do not tell what is going on
or how to understand what is going on. That isa@, meaning is not inherent in nor does it
arise naturally out of the bare facts. Facts dtialye meaning as they are seen within a system;
they take their meaning from an interpretive maae therefore are distinct from an
interpretation. An interpretation is the tranglatof facts into theories. If this is the case then
the real debate about race may not be whether #nerany differences between populations but
about the meaning of such differences. And the answthis question may have a lot to do with
the research program that is seeking to solve ribiglgm.

For example, Moreland, 1990 points out, Linnaeuwks@her early taxonomists who
worked on classifying organisms were guided byeadarch program that was a] combination of
Christian theology and Aristotelian philosophy thadduced the conviction that living things
had fairly fixed essences that would permit therhdmrganized into a hierarchy of classes.

And Jonathan Marks, 1994 makes a distinction betiee two questions asked by those
studying human variation; how many races are th&se@pposed to the question, how is
variation in the human species patterned? And havit dome to be this way, 1994, 51? The
first kind of question assumes the biological tgadf races and attempts to discover them. The
second kind of question is seeking an answer aooetiological question about human species
pattern, and appears to assume nothing about r#toesuld represent a different research

program.
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Research programs determine what questions to Hsk.questions asked determine
what theories will be generated. Once a theogerserated, as was argued above, scientific
methodology can determine if it should be acceptetependent of both the values that
generated the questions and the envisioned redultiat may happen if a theory is applied. We
see this very clearly in the race debate. Througtie 18th, 19th and early 20th century the

guestions; Does race exist? How many are there? iWgyaare? dominated the research.

Theory after theory was proposed to answer thesstiquns and each one was found Wan%Ahg.
Many scientists came to believe that there werkuroan races, in spite of the fact that there is
human variation.

And this same kind of issue seems to exist toddgaEand Hunley writingn the
American Journal of Physical Anthropology 139:128009)indicate that they argued about how
best to describe and interpret human biologicaktian. The disagreement focused on whether
human races exist, and, even if they do, whetheyr should continue to use the term “race” in
research and teaching. They eventually realizettieg were re-hashing an argument that has
taken place for generations and that their diffetenning, research interests, and life
experiences had led them to approach the studyrafih biological variation from very different
perspectives. One is a genetic anthropologistested in the global pattern of neutral genetic
variation. The other is a bioarchaeologist intexésh how patterns of phenotypic variation are
shaped by culture in the United States. The exanaswupled with reading of recent literature
from various subfields of biological anthropolodgd them to suspect that their inability to
communicate is widespread within the discipline #vat it hampers effective collaboration.

Inadequate communication and collaboration likebd to less than optimum progress in solving

24 See Stephen J. Gould, 1981 for an illuminatingpant of this issue
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important anthropological problems and send catirilicsignals about human variation to
students and the public, they concluded.

And as we have already noted, Cartmill 1998 inéisdhat to a surprising extent,
physical anthropologists in different camps malkeilsir assertions, cite similar sources, and
express similar fervent opposition to racist pigiand beliefs. The difference between them is
mainly one of emphasis. The findings that one gradmits grudgingly and seeks out reasons
for disregarding are spotlighted by the other grasphe central facts that reveal the way things
really are.

This leads to two questions. First, does postasgarch programs get rid of the question
of the influence of the wrong kind of values? Setdiow do we solve a debate where
competing research programs are coming up witlerdifft answers? The solution to both
guestions is to realize that the approach of variresearch programs have consequences.
Whatever a person chooses as his or her researghapr will lead to theories and beliefs, which
will lead to others and so on. However, some Eetle not comport with each other, having
internal contradictions and others do not map ahéovorld very well. If a research program
leads to beliefs that do not comport well with wisafound in the world this is an empirical
problem that indicates it may have failed in ddsnog phenomenon in the world and thus, it fails
the empirical values test. If it leads to beligfat do not agree with other well supported
theories and it generates terms and definitionsléicl clarity and are ambiguous, vague, and
circular, these are conceptual problems that indiadack of understanding and a failure to
clearly explain the phenomena being considered, théails the non-epistemic values test. |
suggest that this is what is happening in the daetrate with the race realist position. With this in

mind, | want to move to a consideration of the &xse of biological race.
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CHAPTER 5

THE BIOLOGICAL REALITY OF RACE — DOES RACE EXIST?

In chapter two the question had to do with givintheory of race. We asked, “What is

biological race?” That is to say, we examined aftisnpeople made to show what is it about an
individual or group that makes that individual oemmbers of that group the same as others in the
group and different from others in another grouyp&te that this type of research project seemed
to assume that races exist. | suggested that @yorrtheoretical frameworks had emerged in
history as a way to define races, the idea of based on essentialism or typology, and the idea
of race based on populationism. The idea of rasedan essentialism answers the question,
“What is race?” by indicating that a race is a grthat shares a certain essence with others in
the group and does not share that essence withsatbitside the group. | argued that this
typological view of race fell from favor along wititientific support of races as naturally
existing, discrete groups with the rediscovery dadelopment of Gregor Mendel’s work in
genetics. It was found that no hereditary esseasegs from generation to generation and thus
there was no basis for the typological traits graponents unsuccessfully sought in support of
their theory.

The populationist concept maintains that therenaranique common features or
‘essence,’ no entirely distinct groups, but onlg@age differences in certain traits. Race based
on the population concept answered the questiomgtis race?” by indicating that race is the
average difference between groups. We noted tls&tban populationism there were several
possible empirical bases for race; phenotypic, ggggcal, genotypic, and genealogical. After
examining each of these, | concluded that humamlptipns have not been geographically

isolated for long enough periods, and during ahatural history there has been too much
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inbreeding between populations for any of thesenstof race to be correct. And while we can
find all kinds of differences between groups theyndt seem to allow us to make any
meaningful biological distinctions.

In this section | will consider the question: Ddrslogical race exist? This question,
unlike the previous one questions the assumptiatréites exist. It does not ask, “What are the
races?” but asks “Are there races?” This questigslies another research program from the
previous one. The previous question, what is ok race, carries with it the metaphysical
assumption that there are entities in the worltl tbarespond to some notion of biological race
and implies the epistemological assumption that tan be discovered. It carries with it the
methodological process of examining those entthas are considered races and pointing out
just what it is that allows for the distinctionhe question, “Does biological race exist?”, does
not carry with it the metaphysical assumption rdgay the reality of race as an entity. In fact, it
guestions that assumption.

| want to pose two problems facing those who pib&itreality of biological race, a
classification problem, which considers the notidmace with regard to the issue of non-
epistemic cognitive values and a sorting problemmctv considers the notion of race with regard
to the issue of epistemic values. | will maintdiat when so examined the notion of biological
race seems to be an incoherent concept, one thatrad seem to match the actual state of
affairs in the world, and results in arbitrary ghistions that do not fall along biological lines.
While this type of examination cannot show thaesado not exist (it is difficult to prove a
negative) it does show that it is reasonable t@lcale that the notion of biological race is not

correct.
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The Classification Problem

The classification problem starts with the obsgovethat racial classifications do not
seem to possess the properties associated wittssifatation system. Bowker and Star 2000
define a classification system as a set of boxeggpiorical or literal) into which things can be
put to then do some kind of work. They suggesfdiewing as ideal properties for a
classification system:
1. There are consistent, unique classificatoryqgipies in operation. So for instance, one type of
principle of ordering would be to classify thinggtheir origin and descent. A genealogical map
of a family’s history of marriage, birth and deatbuld be an example. Another type of
principle would be when biologists order the livivgrld; they use the same rules to define
humans (Homo sapiens) as a species as they ddine deimpanzees (Pan Troglodytes) as a
speciesz.5
2. The categories are mutually exclusive. Categaare clearly demarcated bins, into which any
object addressed by the system will neatly anduetigfit. So in the family genealogy, one
mother and one father give birth to a child, foreared uniquely attributed to them as parents.
Or a rose is a rose, not a rose sometimes ancy oldier times.
3. The system is complete. With respect to thasteactions, or areas under its consideration the
system provides total coverage of the world it dbss. So, for example, a botanical classifier
would not simply ignore a newly discovered plantt Wwould find a place for it in the system.

Now while this is an ideal set of properties thare systems that come close to it. The
Periodic Table of the Elements comes to mind asgem that comes close to this ideal.

However, racial classification seems to fall veayfrom it. There does not seem to be any

25This second example comes from Malik, 2008, 45
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objective rules for deciding what constitutes aerads we saw above, using population as a
theoretical framework does not seem to work assehlar race. And the notion of population as
applied to race does not seem to be a very conaigptliear notion. For instance, there are no
generally accepted answers to the following quastidHow many generations of isolation are
necessary to form a racial population? How largstra racial population be? How much
difference in gene frequency does there have teebgeen populations before we call them
races (Zack 2002, 69)?

Also, there do not seem to be any objective rudesiétermining to what race a person
belongs. People can belong to many things thatalleaces at the same time. One can be of
the white race, the European race or Caucasianlratee classification of the natural world, the
same animal can be a chimpanzee, a mammal antednate but the species Pan troglodytes,
the class Mammalia and the phylum chordate — asimah backbones- occupy different levels
of the taxonomic hierarchy; each is a distinctgifésatory unit. White, European and Caucasian
are all considered to be the same classificatoity amace (Malik 2008). But White designates a
color, European a geographical area, and Caucasace.

Also, there do not seem to be any objective rudeslétermining how the various terms
and categories for race should be used. Notegb®iterms for race that Malik 2008 found in
the following article in the New England JournalMédicine entitled, “The importance of race
and ethnic background in biomedical research anctal practice.”

The genetic determinants of the majority of theiserders are currently poorly

understood, but the few examples that do exist destnate clinically important racial

and ethnic differences in gene frequency. For exanfi@ctor V Leiden, a genetic variant

that confers an increased risk of venous thrombodimbisease, is present in about 5
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percent of white people. In contrast, this variamarely found in East Asians and
Africans (prevalencesl percent). Susceptibility to Crohn’s diseasessoaiated with
three polymorphic genetic variants in BARD15gene in whites; none of these genetic
variants were found in Japanese patients with Csafisease. Another important gene
that affects a complex trait @CR5— a receptor used by the human immunodeficiency
virus (HIV) to enter cells. As many as 25 percdnivbite people (especially in northern
Europe) are heterozygous for tB€R5-delta32variant, which is protective against HIV
infection and progression, whereas this variamirtsally absent in other groups, thus
suggesting racial and ethnic differences in pradecagainst HIV...

Genetic variants of NAT2 result in two phenotypdew and rapid acetylators.
Population-based studies of NAT2 and its metabsli@ve shown that the slow-
acetylator phenotype ranges in frequency from apprately 14 percent among East
Asians to 34 percent among black Americans to $dgo¢ among whites...

One of the best-known examples of a gene thattafeecomplex diseaseA$?OE A
patient harboring a variant of this geA®OE e4has a substantially increased risk of
Alzheimer’s diseaséAPOE e4s relatively common and is seen in all racial atithic
groups, albeit at different frequencies, rangirmgfO percent in Japanese populations to
14 percent in white populations to 19 percent ackAmerican populations. However, a
recent metaanalysis has demonstrated that thd effA®OE edon the risk of
Alzheimer’s disease varies according to race. Homaogity for thee4 allele increases
risk by a factor of 33 in Japanese populationskand factor of 15 in white populations,
but only by a factor of 6 in black American popudas; similarly, heterozygosity for the

e4 allele increases the risk by a factor of 5.6apahese populations, by a factor of 3.0 in
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white populations, and by a factor of 1.1 in bl&eskerican populations, (Burchard et al,

2003, 1170-1175).

Malik 2008 points out that what is striking abolog fpassage is the contrast between the
technical quality of the language regarding disiussf genes (V Leiden, CARD15, CCR5-
delta32, NAT2, APOEe4), diseases (venous thromboimitisease, Crohn’s disease), and the
explanation of the consequence of allelic variaf@enetic variants of NAT2 results in two
phenotypes, slow and rapid acetylators) versusléiseriptions of population differences.
Population differences are entirely non-technical aften vague and confusing. Groups are
described as “white”, “white people (especiallynorthern Europe)”, “East Asians”, “Japanese”,
“Africans”, and black Americans.

Also, the racial categories are unclear, speakirggaups that do not seem to belong
with each other. Whites, a group defined by skilmic@re compared to the Japanese, a group
defined by geographic origin. In one instance thitee groups being compared are a
Continental group (East Asian), an admixed groap tlas both African and Caucasian
American ancestry but is socially defined as “bfatikack Americans) and a group with a
particular phenotype (whites). Yet all these ddfd categories are treated as equivalent. Malik
2008 asks us to imagine a zoologist studying aihgttehavior and comparing dogs (a
particular species) with reptiles (a class) witinhanimals (a description of physical
appearance). The study would yield no useful méttion. The same seems to be true of
comparisons of diseases between East Asian, widpl@ and black Americans.

Further, regarding how scientists use the ternimet al. suggest that, “no explicit
conceptual framework guides the procedures by wiasbarch participants are assigned to one

category rather than another. Instead, the resea’'amplicit beliefs about the meaning of race
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(e.q., physical appearance, self-designation) seswle operational definitions of racial
categories and, consequently, the independentolaiimalso amorphous” (2005, 29).
Confusion is multiplied by the use of self-idemsttf race as a way of assigning racial
categories. Wang et al. note, “Research partitgpare typically asked to indicate their race
(and/or ethnicity) by choosing one of a mix of ops that reflect the researcher’s notion of race,
ethnicity, national origin, or ancestry. Becaugeeson’s self-reported identity incorporates a
complex mix of biological, cultural, psychologicahd behavioral factors not necessary
determined by genotype or biology, racial self-refies can be highly variable and arbitrary,
varying as a function of time, history, law, palgj social context, and emotions” (2005, 41).
Confusion also exists in the designation of raaradestry. We saw above that Michael
Levin’s account of race focuses on the geograplhocaltion of ancestors. He believes that the
definition of race that captures ordinary usagetaedisage of evolutionary biologists refers to
birthplace of ancestors. But consider African Aiceens. As was noted above they form an
admixed group, that is, their ancestry derives froare than one continental group. If Levin is
correct that because comparisons of blood growuéecies in the white, African, and
conventionally identified American black populatsindicate a white admixture of about 25%
in the blacks in the American North and 10% in k&ain the American South, then as was noted
above, why could we not say that African Americahsuld be considered a series of races
depending on the percentages of the racial ance8sWalik notes, “The belief that genetically
all African Americans should be regarded as Afrjcahatever, their Caucasian ancestry, fits
neatly into the political view of what constitutas African America (2008, 51) and thus not a
biological view. Or consider Hispanics as an exanglhe Hispanic population is made up of

three continental groups: European, African, antivdaAmerican and thus if race has to do with
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one’s ancestry then “Hispanic” does not seem ta bmlogical category for race. Thus, the
notion of ancestry in human genetics, like therdedéin of what generally constitutes a racial
group, is ill-defined and unclear.

What | have attempted to show is that races afiedifto define and there do not seem
to be objective rules for deciding what constitiaesace or to what race a person belongs.
Racial classifications do not seem to possessrtifgepties associated with a classification
system and thus they fail to overcome the clasgiba problem. It will be recalled that | made a
distinction between theory assessing values (nasteapic and epistemic values) and non-theory
assessing values (ideological, psychological, ethetc. values). This distinction was based on
the idea that values are good making qualitiesrenvdwe determine what is good is different
depending on the thing we are evaluating and whaneeevaluating it. The classification
problem deals with an issue of conceptual clarityclv is a failure to meet the requirements of
what we have defined as a hon-epistemic cognitaheer A theory fails to meet this criterion
when it does not help us to understand or explammesphenomenon, or when it does not help us
to remove ambiguity, or to reduce irregularity tofarmity, or when it fails to show that what
happens in the world is somehow intelligible andested. As | have indicated, conceptual
problems have to do with assisting us in understanand explaining the world. The failure of
the classification problem for “race” is reallyail@re to meet these various criteria — it fails th
non-epistemic cognitive values test - it does rehp lus in explaining or understanding the world.

An objection to this line of thought comes fromm#and Leroi, 2005. His comments
suggest that a clear classification system is aetlad to determine that races exist and what the

races are.
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The physical topography of our world cannot be aataly described in words. To
navigate it, you need a map with elevations, canlioes and reference grids. But it is
hard to talk in numbers, and so we give the worltbse prominent features—the
mountain ranges and plateaus and plains—namesoWe despite the inherent
ambiguity of words. The Pennines of northern Englare about one-tenth as high and
long as the Himalayas, yet both are intelligiblgd&ed as mountain ranges....

So, too, it is with the genetic topography of opedes. The billion or so of the world's
people of largely European descent have a setradtigevariants in common that are
collectively rare in everyone else; they are a.rat@a smaller scale, three million
Basques do as well; so they are a race as welé Ranerely a shorthand that enables us
to speak sensibly, though with no great precisatnout genetic rather than cultural or

political differences.

Thus, for Leroi all that is needed to determineeriacto look at our genetic make-up and name
the most prominent features that we find. Theipree that comes with a classification system
is not needed to determine race, it is in the gehEsssays, “Study enough genes in enough
people and one could sort the world's populatiom I, 100, perhaps 1,000 groups.”

It seems what Leroi is rightly describing is tleality of human variation. Yes, humans
do vary but does that variation equate to racenaoiie specifically, does that variation allow for
meaningful classification? Physical topographyhagoints outs, varies as well, but is every
“bump” a mountain range? As Malik notes, “if anythifrom the compost heap at the bottom of
my garden to Mount Everest is a [mountain], therthe.category [mountain] tells me little that
is interesting or useful about the real world.dtiyhave to wonder whether you need crampons

and oxygen to visit the compost heap or if youdvaithat you can turn up on Everest in shorts
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and sandals, then something is clearly wrong wailr glassification of ‘ground elevations’™
(Malik, 2008, 34-35). Now, just because there #assification problems that result in
conceptual confusion, this does not mean thatrgyttioes not exist after all many would argue
that until recently there was conceptual confusegarding the term “planet” that resulted in
classification problems (and as a result Pluto @etsrmined to be a dwarf planet) but that did
not mean that planets did not exist. But if any mgwbody in the sky can be called a planet then
the term seems to lose its meaning. And in a simianner, if we can have 10, 100, or 1,000
groups that can all be called a race the concefatoaf seems to lose its meaning. Second, Leroi
has raised the issue of genes and we need to@skiéistion what happens when we do consider
the genes. That is, what happens when we movettiernonceptual (is there a way to clearly
classify human variations that does not resulbimceptual confusion, which it does not seem to
be) to the empirical (does looking at genetic \aratell us anything meaningful about race)? In
other words, just because the notion of race seeins conceptually confused, it still might be
the case that we can find various patterns in timeam genetic makeup that allows for us to say

that races do exist empirically in the world. Se mvove to this empirical issue next.

The Sorting Problem
The sorting problem has to do with the amountdisttibution of genetic variation.
Research today considers genes in the broad carsftgenomes. Ayenomas defined to be one
complete copy of all the genes and accompanying BiMA species. Each person holds two
copies of the genome, one copy obtained from thether’'s egg and other from their father’s
sperm. Each copy of the human genome consistsasftbxee billion pairs of the repetitive

building blocks of DNA. These building blocks amdled nucleotidesof which there are four
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different kinds, denoted by the letters A, C, Gd @n The letter designations for nucleotides are
used as a short hand for the chemical bases tatlge four kinds of nucleotides their

distinctive properties. Surprisingly, the genomatems far more DNA than is required to

encode all of the information in our genes. In facty about two percent of the genome encodes
genes, and about half of the genome consists ehted nucleotide sequences with no known
function (Long, 2004).

In a study in Nature by Yu et al. entitled “Larggmetic differences within Africans than
between Africans and Eurasians” (2002 May; 161Z69-274), DNA sequences comprising a
total of 25,000 nucleotides from 50 different gen&ici were obtained for each member in a
sample of 30 individuals. Ten of these individuatye African, ten Asian, and ten European.
The individuals on each continent were selecteahfiacal groups residing in widely spaced
regions. Two key observations were made. Firstlabel of genetic diversity in the human
species is more consistent with a small populatan it is with a large population. This
suggests that the human population grew extrenaslyffom a small group. Second, and more
important for our purposes, nested subsets desitrgbstructure of genetic diversity across
geographic regions. What this means is that thetgediversity in people outside of Sub-
Saharan Africa is for the most part a subset dffthand in Sub-Saharan Africans. Thus,
nucleotide diversity within Europeans is nearlytthghin Asians while it is much higher in
Africans. An interesting implication of this findins that most common variations in the
genome could be identified by studying a samplepmsead only of Africans, but a good deal of
the common variation would be missed by studyisgrmaple composed only of Europeans or

Asians.

156



The pattern of genetic diversity displayed by whatet al. found is consistent with a
model that postulates a succession of ancient fugifiects that occurred with range expansion
and the human occupation of new continents, th@bafrica model. Genetic differences are
not just a result of natural selection but alsgeretic drift and founder effect.

Genetic drift refers to the random (not selectadl dbanges in gene frequencies that can
occur over time, especially in a small populatidm.a small population alleles for genes can
appear by chance in the next generation in difteirequencies than what would be expected in
a large population and this drift can become peenarust like a few coin tosses might result in
five heads in a row where as with the increasé@humber of tosses the ratio of heads to tails
will even out. Genetic drift is a similar phenomanthe genetic frequencies can be unexpected
and permanent.

The founder effect is the most extreme case oftgedsft. If a small number of people
leave the original population and a member of & nommunity happens to possess a rare
gene, that gene may well become common in the meupg An example is Huntington’s
disease in the Afrikaner population of South Afritang 2004). Thus, under the out of Africa
model the combination of founder effect and gengtiit may have helped create genetic
differences between the groups as small groupshabdaslightly different genetic profile
migrated out of Africa and the genetic profileslod new and old population continued to move
apart as these migrants picked up mutations. fnview, the origin of the species was in Africa
and the species expanded out of Africa to Asiappeiland the Americas.

Long 2004 compares the nested finding with esdesttand population concepts of race
(see figure 6-1). He notes that the essentialdtapulation concepts of race describe the same

basic pattern of variation, but the two views diffe how they attach meaning to it. According to
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essentialist views of race, variation among indmaild is insignificant (represented by the dotted
circles), while the ideal types are paramount @sented by the solid circle). Population race
concepts recognize that variation is the centreéssity of the evolutionary process and omit the
notion of an ideal type. But neither of the two ttaps the actual pattern of DNA variation
(nested subsets) and thus both theories fail edland to empirical adequacy. Empirical
adequacy is an important epistemic value the ldekhich, as | have tried to argue, can spell

doom for a theory.

Figure6-1
A Comparison of the Essentialist, Population and Nested Subset Pattern of
genetic diversity, adapted from Long, 2008

Essentialist Pattern Population Patte Nested Subset Patt

In both essentialist and population patterns o the three races are drawn to show about the
same amount of variation and roughly the same apdyetween centroids. The implication is
that each race attains about the same level ohdisieness. But surprisingly, the variation in

human DNA sequences does not show this patteilh Btifa nested subset pattern, Long 2008.

If Yu et al. and Long are correct then the actw@dteyn of DNA variation creates some

unsettling problems for the definition of racesr Egample, it implies that non-Africans
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constitute a race with respect to Africans, buidsins are not a race with respect to non-
Africans. This contradicts the intuitive expectatibat a race classification is symmetrical, i.e.
that if A is a race with respect to B, then B imee with respect to A. But under the nested
subset pattern, non-Africans (A) may be considereate with regard to Africans (B) because
they are a subset of Africans but Africans (B), Ibeing a subset, are not a race with regard to
non-Africans (A). Yet we would expect that if noririsans are a race with respect to Africans
then Africans would be a race with respect to ndrneAns. Also, Long notes these finding show
for instance, that Asians and Native Americans wdid a single race with respect to Europeans,
but Native Americans would be a distinct race wébpect to Asians (Long 2004). Thus, race
concepts fit very poorly to the actual pattern efetic variation.

The major objection to the sorting problem comeshgyway of a computer program
calledstructure Thestructureprogram implements a model-based clustering methatfer
population structure from genotype data taken freamy loci and then allocates individuals into
populations. It takes any set of data and attetodisad a rational way of dividing it into as
many subsets as requested. Thus, it can be usstinmate the number of genetic clusters or
populations present in a given data set (Bolnidd&0 Rosenberg et al. 2002 studied 377 DNA
sequences from 1056 individuals spread acrosstfifoypopulations world-wide, and using
structurethey identified six main genetic clusters, fivendfich correspond to major geographic
regions (Rosenberg et al. 2002, 2381). Sinceitieenhajor geographic regions comprise Africa,
Eurasia, East Asia, Oceania, and America thesdtsdgave been interpreted as showing that
racial divisions based on continental ancestrybasgically significant (Bolnick 2008). Thus,
it seems that the program divides the populatiothefworld according to the continent on which

they live and when the world’s populations are didd into six groups five of them correlate
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closely with what we call races: Africans, Caucasjd&ast Asians, Australasians, and Native
Americans.

The study seems to suggest that however smalliffieeeshces between races, the
differences are sufficient enough to distinguisgeslips as various races (Malik 2008). If this is
the case then the sorting problem has been soRades can be picked out from the sorting of
our genes. So our issue seems to be how do wedikxbmo empirical studies that seem to give
different results, the Ning, et al. study that shdhat the pattern for population groups is a
nested subset pattern and thus implies that tienecaraces, and the study usstgicturethat
seems to show that there are five population gramplsthey correspond with what we call races.
Which study gives the correct view? As we mightext they both do. But it depends on the
guestion to which one is seeking an answer.

Once we understand where the number five or sixsthacture came up with as the number
of population groups came from it is easy to seatwhgoing on with thetsicture program.
When running the program tlhuserdefines the number of populations (called K) statcture
is asked to find and then given any value K thegymm searches for the most probable way to
divide the sampled individuals into the pre-defimeainber of clusters based on their genotypes.
Thus, the fact that structure identified a parculumber of clusters is insignificant; it does so
simply because the user told it to do so. As Bddmoted, the program also identified 2, 5, 10,
and 20 genetic clusters using the same data arfdghest probability was associated with a
particular replicate of K = 16 (2008, 77). Thussiuncertain what number of genetic clusters
best fits the data set, but there is no clear emiéé¢hat K = 5 is the best estimate. So Bolnick
asks why so much emphasis has been placed onsthlesref the analysis using K =5. She

suggests that these particular results have bephasized simply because they fit the general
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notion in our society that continental groupings biologically significant (2008, 77). But to
repeat what was indicated above, while each camihgroup does possess a genetic profile
slightly distinct from others, the consequencesarfy human migration, continental groups
represent neither the greatest degree of gendfizahtiation within humankind, nor necessarily
the most useful way of dividing up human populasiohhe greatest genetic differentiation is not
between continental groups, but between Africamsraom-Africans and as was indicated, from a
medical diagnosis perspective, the correct diagnagiproach is not to try to determine the
continent of ancestral origin, but to get a clug¢haf problem by asking which if any of the high
frequency regions the person ancestor’s is frogipres that could encompass multiple

continents.

Conclusion

So let us take a look at where we have arrivedhérsection on biological theories of
race we found that two major theoretical framewahkegerged in history as a way to define
races, essentialism or typology and the idea & based on population. Typological or
essentialist race referred to the theory that hsnaae divided into natural, discrete groups that
can be identified and distinguished by their irditnproperties revealed in appearance and the
like. These properties vary across races but@msistent among members of the same race and
are thought to pass as a bundle from parents kdrehiand thus maintain the races as separate
groups. Typological race fell from favor along watientific support of races as naturally
existing, discrete groups with the rediscovery dadelopment of Mendel’s work in genetics, the

modern synthesis. It was found that no hereditasgece passes from generation to generation
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and thus there was no basis for the typologicéktthat proponents unsuccessfully sought in
support of their theory.

The alternative idea of open populations emergdteamodel. This theory holds that
population groups exist, but they do not have rior fixed limits. They are distinguished
based on differences in gene frequencies. Ratistsg@day reject the idea that there are
essential, unbridgeable, unchangeable differenewggen populations and base the idea of race
on some aspect that is founded on populationism.

We suggested that based on populationism therefaergossible empirical bases for race;
phenotypic, geographical, genotypic, and geneatbgiRegarding the phenotypical basis for
race we found that considering traits does notidea basis for race because differences are
clinal and therefore there is no clear distincti@tween groups, and we saw that the distribution
of traits do not match each other, that is, themo co-variance of traits.

Regarding the genotypical basis for race we fotmadl ¥irtually all of genetic variation is
within a population, not between ‘races,” and viemy genes are exclusive to one part of the
world. Thus, the racial differences are trivialaverall, there is more variation within any
group than there is between one group and another.

The major problem with the view that race is basedhe geographical location of ancestors
is that it does not spell out why geographical fmraof ancestors are to be taken as races. It
cannot be because genetic differentiation is gseéathen defined by continent because, as we
have seen, the greatest amount of genetic differenisetween Africans and non-Africans and
not between continents. It cannot be becauseshigeimost useful way to divide up humans

because continent of origin is too broad of a aatggvith groups within them too
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heterogeneous to lump together. Thus, it was cdedthat defining continental groups as races
is an arbitrary choice.

When we asked the question does race exist we foumgroblems, what we called the
classification problem and the sorting problem ciRleclassifications do not seem to possess the
properties associated with a classification systéims results in a lack of conceptual clarity
which is a failure to meet the requirements of whathave defined as a cognitive value. The
amount and distribution of genetic variation, tbetisg problem — shows a problem with both
essentialist and populationist theories of race @$sentialist and population concepts of race
describe the same basic pattern of variation,hmitwo views differ in how they attach meaning
to it. The correct pattern seems to be a nesttigming and it contradicts the intuitive
expectation that a race classification is symmaitand also, it implies that there is no good way
to sort groups genetically into multiple races. §hihe results of the classification problem and
the sorting problem seem to show again, that ratséihctions are arbitrary.

As has been suggested, the scientific data seebesttee same with regard to human
variation regardless of who does what study, bw tiee data is interpreted determines what
claim about the existence of biological races islenaThe interpretation of the data is based on
the question that is asked, and thus, the res@aogjfiam one is engaged in. In other words, the
epistemologically based question coming out ofseaech program implies a metaphysical view
about the world and this view suggests various otilogical approaches to get at the implied
metaphysical view in order to answer the epistegiofily based questions. But the study about
the biological reality of race has shown that thaaus theories that come out of the various
research programs can be assessed in the light ebtues that are used by science to determine

the way the world is. If a theory coming from sorasearch program is found wanting in terms
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of epistemic and/or cognitive values, then we hgvad reason to suspect it to be wrong. In this
way we see that these various “scientific” value®pposed to social, ideological or other values
are used, are sufficient, and ought to be usedswer scientific questions about the world.

Thus, our overall project has aimed to show thatenthere is a legitimate place for
various non-cognitive values in science, i.e.hie ¢ontext of discovery, investigation, and
application, because of the nature of the conteassessment in determining what a good theory
IS, non-cognitive values are ruled out of the centé assessment. Our project also implies that
when scientists disagree the disagreement doasgessarily mean that non-cognitive social
and political values are the motivating factor.dgreement can be the result of a particular

approach, question or research program drivingléieate.
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