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ABSTRACT

COUPLED ELECTROMAGNETIC THERMAL AND KINETIC MODELING FOR

MICROWAVE PROCESSING OF POLYMERS WITH TEMPERATURE- AND

CURE-DEPENDENT PERMITTIVITY USING 3D FEM

By

Rensheng Sun

Polymer processing is an important application of microwave heating in industry.

Microwave assisted curing of thermoset polymers has the advantage of heating the

polymer precursor materials volumetrically and hence can lead to superior cure with

efficiency not available with conventional convection heating. However, due to the

complex interactions between the electromagnetic fields and the material, achieving the

promise of microwave assisted curing is challenging. This is due to the fact that electrical

properties (e.g. the complex permittivity) of the material change non-linearly with

temperature and composition during the curing process. Hence, the field distribution

within the cavity applicator changes as a function of the extent-of-cure and local

temperature of the materials being processed. It is vital in modeling the curing process

that the microwave power deposition, heat transfer, and polymer curing kinetics be

coupled together.

In this work, we develop a self-consistent 3D marching-in-time multiphysics

model, which includes electromagnetic field distribution, microwave power absorption,

heat transfer, and polymer curing kinetics. Temperature- and cure-dependent permittivity

and curing kinetics for DGEBA/DDS based on experimental data are explicitly included

in the model. An edge-based finite element method (FEM) is implemented as an

electromagnetic model to ensure the tangential continuity of electric field and



divergence-free condition for source free region, while node-based FEM is used in

thermal model to solve for the temperature distribution. The numerical results can be

used to determine the time-dependent temperature distribution and curing profile across

the polymer sample, as well as the electromagnetic field distribution within the cavity

applicator. With the help of this numerical model, robust control strategies can be

developed for the polymer curing process. The numerical results are compared with the

measured data and a good agreement is achieved.

In this research, the electromagnetic modeling of a novel adaptable multi-feed

multimode cylindrical cavity applicator is performed, where the spatial distribution of the

electric field can be specified a priori to accomplish a desired processing task. The

electric field intensity inside the cavity can be tailored by varying the power delivered to

each port, and mode-switching can be realized without mechanically adjusting the cavity

dimensions. An orthogonal feeding mechanism is developed to reduce the cross coupling

between the ports. Numerical simulations are performed for the cavity applicator to

verify the theoretical analysis.
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CHAPTER 1 INTRODUCTION

Polymer processing is an important application of microwave heating in industry.

Microwave assisted curing of thermoset has the advantage of heating the polymer

precursor materials volumetrically and hence can lead to superior cure with efficiency not

available with conventional convection heating. However, due to the complex

interactions between the electromagnetic fields and the material, achieving the promise of

microwave assisted curing is challenging. This is due to the fact that electrical prOperties

(e.g. the complex permittivity) of the material change non-linearly with temperature and

composition during the curing process. Hence, the field distribution within the cavity

applicator changes as a function of the extent-of-cure and local temperature of the

materials being processed. It is vital that in modeling the curing process microwave

power deposition, heat transfer, and polymer curing kinetics be coupled together.

In this work, first in Chapter 2, the research objectives of this interdisciplinary

project are discussed in a little more detail, with the emphasis on the multiphysics

modeling and the adaptable multimode applicator design. In Chapter 3, a review of the

background on microwave processing of materials is performed, including the

electromagnetic fields in a cylindrical single mode cavity and microwave/materials

interactions during microwave heating.

In Chapter 4, node-based finite element method (FEM) and edge-based FEM are

presented since they will be used for heat transfer model and electromagnetic model

separately in the multiphysics model in Chapter 5. Some numerical results generated

from EM model are compared with existing data in literature for the purpose of validation

of the code.



In Chapter 5, which is the main body of the dissertation, we develop a self-

consistent 3D marching-in-time multiphysics model, which includes electromagnetic

field distribution, microwave power absorption, heat transfer, and polymer curing

kinetics. Temperature- and cure-dependent permittivity and curing kinetics for diglycidyl

ether of bisphenol A (DGEBA) / diaminodiphenyl sulfone (DDS) based on experimental

data are explicitly included in the model. Edge-based FEM is implemented for

electromagnetic model to ensure the tangential continuity of electric field and

divergence-free condition for source free region, while node-based FEM is used in

thermal model to solve for the temperature distribution. The numerical results can be

used to determine the time-dependent temperature distribution and curing profile across

the polymer sample, as well as the electromagnetic field distribution within the cavity

applicator. With the help of this numerical model, robust control strategies will be

developed for the polymer curing process. The numerical results are compared with the

measured data and a good agreement is achieved.

In Chapter 6, we present the electromagnetic modeling of a novel adaptable multi-

feed multimode cylindrical cavity applicator, where the spatial distribution of the electric

field can be specified a priori to accomplish a desired processing task. The electric field

intensity inside the cavity can be tailored by varying the power delivered to each port,

and mode-switching can be realized without mechanically adjusting the cavity

dimensions. An orthogonal feeding mechanism is developed to reduce the cross coupling

between the ports. Numerical simulations are performed for the cavity applicator to

verify the theoretical analysis.



Finally, in Chapter 7 and Chapter 8, we summarize the conclusions and outline

the future work, respectively.



CHAPTER 2 RESEARCH OBJECTIVES

2.1 Microwave Heating vs. Conventional Heating

Microwaves are one form of electromagnetic radiation. It is a wave motion

associated with electric and magnetic forces. Microwave refers to electromagnetic waves

in a frequency range from 300MHz to 300GHz or a free-space wavelength range from

1m to 1mm. Heating is one of the major non-communication applications of microwaves.

The fundamental electromagnetic constitutive property of nonmagnetic materials for

microwave heating and diagnosis is complex dielectric constant (8* = 8' - js"). The real

part of the complex dielectric constant is the dielectric constant, which is related to the

microwave energy stored in the materials. The imaginary part is dielectric loss factor,

which is related to microwave energy dissipated as heat in materials. The dielectric loss

factor of materials is generally due to contributions from the motion of dipoles and

charges, conductivity, etc. Polymers have polar groups to interact with electromagnetic

fields and exhibit dielectric relaxation. These polar groups can absorb microwave energy

directly and the localized heating on the reactive polar sites can initiate or promote

polymerizations that require heat.

Microwave processing of materials has been studied as an attractive alternative to

conventional thermal processing. Thermal heating is a surface-driven, non-selective

process. The heating efficiency is controlled by the heat transfer coefficient at the

material surface and the thermal conductivity of the material. During thermal heating,

heat flows from the surface to the interior of the material. This tends to cause remarkable

temperature gradients in thick materials. Residual thermal stresses resulting from large

temperature gradients can impair the physical and mechanical properties of the materials.



In addition, the production cycle is long because of the difficulty in heating poor thermal

conductors such as polymers.

Microwave heating offers a number of advantages over thermal heating in a wide

range of heating applications. A comparison between microwave and thermal heating is

summarized in Table 2.1. Microwave heating is selective, instantaneous, and volumetric

with heat loss at the boundaries while thermal heating is nonselective and depends on

temperature gradient. Microwave heating can be easily controlled by rapid changes in the

applied electric field whereas thermal heating is characterized with long lag times and

difficult composite cure control. The heat source of microwave heating can be readily

removed to prevent thermal excursion. Microwave processing has potential for rapid

processing of thick-section and complex-shaped composites.

Table 2.1 Comparison between microwave and thermal heating methods

 

 

Thermal heating Microwave Heating

Heat conduction/convection Energy coupling/transport

Surface heating Molecular level coupling

Slow Fast

Surface Volumetric

Non-selective Selective

Less property dependent Material property dependent

Surface temperature control Intelligent control

Established technology Emerging technology
 

In recent years, microwave has been investigated as an attractive alternative (and

efficient) energy source for material processing, including polymers and composites.

Results have been reported on enhanced polymerization rates [1-2], increased glass

transition temperatures of cured epoxy [1], improved interfacial bonding between



graphite fiber and polymer matrix [3], and increased mechanical properties of the

composites [4].

Practical application of microwave heating in industry is however still limited due

to difficulties in achieving optimal temperature control for microwave heating. Although

microwaves can penetrate materials, thus resulting in volumetric heating, it is not easy to

achieve desired field distribution within the material. This is especially true for thermoset

polymers. The processing of these polymers involves an autocatalytic reaction (cure)

with a large heat of reaction. Curing is difficult to control and uneven cure has

detrimental effect on material properties such as mechanical strength. A uniform or

controlled temperature history is also desired for reducing residual stress in polymeric

composites. This is difficult to achieve without active cooling. It is however possible to

initiate cure at precise locations or almost uniformly. In addition to temperature

uniformity (or a temperature distribution that minimizes residual stress buildup), curing

temperature level is desired to be precisely determined in order to obtain optimal product

qualities. For example, a precise temperature cycle should be applied to carbon/epoxy

prepregs in order to obtain satisfactory manufactured components in which the matrix

crosslinking is almost complete [5].

Hence, the industrial use of microwave as an alternative (energy efficient)

approach to inefficient pressurized ovens has been impeded by the lack of proper

applicator design, process modeling, and control/monitoring methods. The objective of

this interdisciplinary research therefore includes three firndamental elements:

1. Development of a coupled e1ectromagnetic-thermal-kinetic (CETK)

multiphysics model that will be used to understand the curing process and to develop



robust control strategies. This combined effects model is unique in that the permittivity

(and hence electromagnetic field) variations attributed to temperature and composition

changes is explicitly included.

2. Design of an adaptable multi-feed multimode microwave applicator,

where the spatial distribution of the electric field can be specified a priori to accomplish

a desired task.

3. Development of a process control methodology that utilizes non-invasive

process monitoring.

In this dissertation, the multiphysics process modeling and the adaptable

multimode applicator design are emphasized. The process control strategy will be

developed later based on the numerical results from the multiphysics model and the new

applicator system. Next, the numerical modeling and the applicator design will be

discussed in more detail.

2.2 CETK multiphysics modeling

To gain a fundamental understanding of polymer/microwave interactions, to

reduce risk, and to help develop control/diagnosis scheme, a multiphysics process

simulation package is required. This simulation will include all the relevant physical and

chemical properties required to assess the field distribution within the applicator during

processing and the resulting temperature profile of the polymer sample. The simulation is

supported by three parts: electromagnetic, thermal and curing kinetics modeling.

The critical aspect of our modeling approach relies on the fact that

electromagnetic interactions occur much faster, 0(ns), than thermal effects, 0(ns), or the



kinetic/composition effects, 0(5). Hence, the electromagnetic analysis can be performed

with an efficient steady-state (e.g. time-harmonic) analysis method whose results are used

in solving the energy balance equation for heat transfer problem. The numerical results

from this process model can be used to determine the time-dependent temperature

distribution and curing profile across the polymer sample, as well as the electromagnetic

field distribution within the cavity applicator. With the help of this numerical model,

robust control strategies can be developed for the polymer curing process.

2.2.1 Electromagnetic Modeling

We are using the edge-based finite element method (FEM) with tetrahedral

elements for the applicator and polymer sample since this method offers a high degree of

geometrical and electrical fidelity. In particular, the spatial variation in permittivity can

readily be accommodated and by using “snapshots-in-time”, time-dependant thermal and

composition influences on the local permittivity can be included in the model. Recall that

such quasi-stationary analysis approaches are valid since the evolution of thermal and

composition effects are relatively slow compared to the rate of electromagnetic field

oscillation within the applicator.

The finite element method is well-suited for resonant cavity simulation since it

can incorporate the presence of a sample as well as determine the response of the system

to single frequency excitation in an efficient manner. Once the fields are determined

throughout the cavity for a given excitation, local power absorption rate can be

determined for the heat transfer model.



2.2.2 Thermal Modeling

Node-based FEM with tetrahedral elements is used for heat transfer model. The

temperature distribution will be obtained by solving the energy balance equation, which

includes microwave power absorption, heat transfer and heat generation from chemical

reactions. After the node-based FEM representing spatial variations is performed, a first-

order ordinary differential equation (ODE) system is obtained and the finite difference

scheme for temporal variations will be used for time-marching process. The primary heat

transfer mechanism within the sample is conduction, while the free convection boundary

condition will be applied between the Teflon/air or epoxy/air interfaces.

2.2.3 Curing Kinetics Modeling

As the polymer heats, chemical reactions occur that result in composition

changes. Such composition changes lead to different dielectric properties with

consequential impact on the electromagnetic fields and power absorption (input power)

within the applicator and material. In addition, reaction heat needs to be included in the

energy balance equation. For polymer curing, existing reaction kinetics models include

an nth-order reaction model [6-7] and an autocatalyzed reaction model [8-10]. The curing

reactions for an epoxy are characteristic of autocatalyzed reactions. The reactions

between amines and epoxide are autocatalyzed by the hydroxide group formed in the

reactions. The generalized form of the autocatalyzed reaction kinetics for epoxy curing

was derived from the reaction kinetic mechanism [11]. The extent of reaction can be

measured experimentally as a function of time and temperature. The reaction constants

and parameters can be determined with regression of experimental data.



2.3 Adaptable Applicator Design

Microwave heating is nearly instantaneous, volumetric, and uneven in nature.

Heating is most effective when resonant modes are excited inside the microwave

applicator, characterized by low power reflectance. Different resonant modes have

different electric field distributions, which are typically not uniform. In a multi-mode

oven, the applicator is over-moded, time averaged, and heating uniformity can be

obtained by frequency sweeping [12]. Single-mode cavities can provide uniform heating

using the mode-switching method, in which several modes with complementary heating

patterns are alternatively excited [13-14].

With a fixed frequency microwave power source, mode switching can be

achieved by mechanically adjusting the volume of the cavity. This mechanical process

slows the response of the system to temperature changes. With a variable frequency

power source, modes can be changed by changing frequency. As a result of the

instantaneous variable frequency mode switching, not only the speed of the process but

also the controllability of the process is much improved. Variable frequency mode

switched heating of flat graphite/epoxy panels has been presented in a recent paper [15]

and dissertation [16]. Results showed the success of controlled uniform heating.

However, variable frequency sources are inherently less efficient than the single

frequency versions; the equipment is also very expensive. In this research effort, with our

novel adaptable multi-feed cavity applicator, mode switching can be obtained by varying

the power delivered to multiple ports, hence eliminating the need for mechanical

applicator adjustments.

Specifically, this microwave applicator is designed with the goal of:

10



1. Reducing the processing cycle time.

2. Maximizing the processing efficiency (e.g. maximize power delivered to the

material at desired locations and at the desired moment in time).

3. Improving processed material uniformity.

The applicator developed in this effort will be unique since:

1. It is a multi-port, multi-mode applicator that operates at a single frequency

using a coherent high-power source.

2. Since the input power is divided between several ports, the applicator can be

constructed using components rated for low power application. The use of

such components will reduce applicator construction cost.

In this adaptable multimode cavity applicator, we can tailor the field intensity to

achieve high field strength in the regions of the applicator requiring high fields (and

hence regions where heating is desirable) and low field intensities in regions where

heating is not desired. And as we mentioned earlier, this can be done by just varying the

power delivered to each port, and the mode-switching can be realized without

mechanically adjusting the cavity dimensions. An orthogonal feeding mechanism is

developed to reduce the cross coupling between the ports. Numerical simulations are

performed for the cavity applicator to verify the theoretical analysis.

11



CHAPTER 3 BACKGROUND ON MICROWAVE HEATING

3.1 Electromagnetic Fields in a Microwave Enclosure

Electromagnetic field strength and distribution patterns are essential factors that

influence microwave heating efficiency and uniformity. They are determined by

microwave operating conditions, applicator dimensions, and material properties. To

understand microwave heating characteristics, fundamentals of microwave processing are

reviewed.

3.1.1 Maxwell’s Equations

The basic laws governing electromagnetic wave phenomena are Maxwell's

equations, which describe the relations and variations of the electric and magnetic fields,

charges, and currents associated with electromagnetic waves. Maxwell's equations can be

written in either differential or integral form. The differential form is widely used to solve

electromagnetic boundary-value problems and is usefirl for FEM formulations. These

coupled partial differential equations (PDE) are given by

V x E = 3%]; (Faraday's law) (3.1)

V x H = J + gt)- (Ampere's law) (3.2)

V - D = p (Gauss law) (3.3)

V -B = 0 (Gauss law — magnetic) (3.4)

12



where E is the electric field intensity, H is the magnetic field intensity, D is the electric

displacement density or electric flux density, B is the magnetic flux density, J is the

electric current density, and p is the charge density. D is defined as:

D = 50E + P (3.5)

where so is the dielectric constant of free space, P is the volume polarization, the measure

of the density of electric dipoles. B can be expressed as:

B = p0(H + M) (3.6)

where in) is the permeability of free space, H is the magnetic field intensity, and M is the

volume magnetization, the measure of the density of magnetic dipoles in the material. In

a simple isotropic medium, these field quantities are related as follows:

D = 5E (3.7)

B = pH (3.8)

where a is the dielectric constant, and p. is the permeability.

In addition to the Maxwell's Equations, the Equation of Continuity holds due to

the conservation of electric charge:

a

V-J+— =0 3.9atp ( )

In Maxwell's equations, only two of the PDEs are independent. Usually Equations

3.1 and 3.2 are used with Equation 3.9 to solve for electromagnetic fields.

Maxwell’s equations are first-order differential equations with E and B coupled.

They can be converted into decoupled second-order wave equations through

mathematical manipulations:



S

86 {B}: (a) ,u at (3-10)

— ,uV x Js

where o is the conductivity, and J’ is the source current term. In a source free region,

Equations 3.10 becomes:

2

2 (3 a E

V — a—— 5— = 0 3.11l .U 6t 1“ 6:2]IB} ( )

Equations 3.1-3.4 are the time-domain representation of Maxwell's equations. If

the source functions, J(r, t) and p(r, t), oscillate with a constant angular frequency a) in

the system, all the fields will oscillate at the same frequency. The Maxwell’s equations

can be written in time-harmonic form:

rV x E(r) = —ja)B(r)

< V x H(r) = J(r) + ij(r)

V - 1)(r) = p(r)

[V - B(r) = 0

(3.12)

 

For the time-harmonic case, Equation 3.10 becomes the vector Helmholtz equation and

Equation 3.11 becomes the vector Helmholtz equation in source-free region:

[v2 + wzyg‘]{§} = 0 (3.13)

5‘ = 50—15;) (3.14)

where 8* is the complex dielectric constant. Note that isotropic, non-magnetic materials

are assumed throughout this thesis.
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3.1.2 Resonant Modes in a Cylindrical Single Mode Cavity

In a cylindrical single mode cavity, there are two types of resonant modes,

transverse electric (TE) and transverse magnetic (TM). In TE modes, the electric field

components are transverse, and the magnetic field components are parallel to the

direction of wave propagation, which is the axial direction. In TM modes, the electric

field components are parallel, and the magnetic field components are transverse to the

direction of wave propagation. Three subscripts, n, p, and q, are used to describe the

corresponding mode in an empty cavity, i.e. TEnpq and TMan. The subscript n denotes the

number of the periodicity in the circumferential direction, n=0,1,2...; p denotes the

number of zeroes of the radial wave function, p=1,2,3...; q denotes the number of half

wavelengths along the length of the equivalent circular waveguide, q=0,l,2... for TM

modes and q=1,2,3. .. for TE modes.

Theoretically the relationship between the frequency and cavity diameter and

length for a given resonant mode can be calculated in closed form. The equations for TE

and TM modal resonant frequency for an empty cylindrical single mode cavity [17] are:

2

(f)npq= 2m:/—‘/x'npHUM) (3.15)

 

 

2

(f),.pq= 2m——:/=\/x,,p2 +[q—h—m) (3.16)

wherefis frequency, a is cavity radius, 11 is cavity height, x and x' are the tabulated
"P "P

zeroes of the Bessel’s function and the derivative of the Bessel’s function, respectively.

Fig. 3.1 and Fig. 3.2 show the calculated resonant frequency as a function of cavity

length in an empty cavity with a radius of 10.75 cm for TM and TE modes, respectively.
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Figure 3.1 TM mode diagram for an empty cavity with a radius of 10.75 cm.
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3.1.3 Electromagnetic Fields in a Cylindrical Single Mode Cavity

In a homogeneous, source-free cylindrical single mode cavity with perfectly

conducting walls, the electromagnetic fields inside the cavity can be derived from

Maxwell's equations and boundary conditions.

For TE modes, the electromagnetic field components inside an empty cavity are

[17]:

 

 

 

_ 1 ‘32qu E ___1_3"1fl

” jaw apaz " p as

2

11¢: 1 la V’npq E¢=aw_”-p?_ (3.17)

jaw/9 (M62 6p

2

l a V’npq 2

H = +k E =0
2 jaw 622 Wnpq) z

where (p, (t), z) are the cylindrical coordinates, k2 = (02,11 6 , and 1;!an is the wave

potential for TEnpq modes:

J (x), Wm" '6’” ) (318)= — s1n —z .

Wnpq n a '0 cosn¢ h

where a is the radius, and h is the height of the cavity.

In TM modes, the field components inside an empty cavity are [17]:

  

  

2

= 1 a V’npq H :lail’npq

p jars apaz p p 5;»

I laZWnpq aWnpq

E¢= . —- H¢=— (3.19)

ngp W52 5,0
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2

E = l (6 V’npq

“ jw‘9 622

 + kzu/npq) Hz = o

where l/lnpq is the wave potential for Tanq modes:

x .

11/an =1. (—"’—’-p>{sm"¢}cos<flz) (3.20)
a cos n h

When the cavity is loaded with materials, equations (3.17)-(3.20) are no longer

applicable and numerical techniques can be used to solve for the electromagnetic field

inside the cavity. The most widely used numerical techniques include the method of

moments (MOM), the finite element method (FEM), and the finite difference time

domain (FDTD).

3.2 Microwave/Materials Interactions

3.2.1 Mechanisms of Microwave/Materials Interactions

Non-magnetic materials are classified into conductors, semiconductors and

dielectrics according to their electric conductivity. Conductors contain free charges,

which are conducted inside the material with alternating electric fields so that a

conductive current is induced. Electromagnetic energy is dissipated into the materials

while the conduction current is in phase with the electric field inside the materials.

Dissipated energy is proportional to conductivity and the square of the electric field

strength. Conduction requires long-range transport of charges.

In dielectric materials, electric dipoles are created when an external electric field

is applied and they will rotate until they are aligned in the direction of the field.
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Therefore, the normal random orientation of the dipoles becomes ordered. These ordered

polar segments tend to relax and oscillate with the field. The energy used to hold the

dipoles in place is dissipated as heat into the material while the relaxation motion of

dipoles is out of phase with the oscillation of the electric field. Both the conduction and

the electric dipole movement cause losses and are responsible for heat generation during

microwave processing. The contribution of each loss mechanism largely depends on the

types of materials and operating frequencies. Generally, conduction loss is dominant at

low frequencies while polarization loss is important at high frequencies. Most dielectric

materials can generate heat via both loss mechanisms.

There are mainly four different kinds of dielectric polarization:

1. Electron or optical polarization occurs at extremely high frequencies, close to

ultraviolet range of electromagnetic spectrum [18, 19]. It refers to the

displacement of the electron cloud center of an atom relative to the center of

the nucleus, caused by an external electric field. When no electric field is

applied, the center of positive charges (nucleus) coincides with the center of

negative charges (electron cloud). When an external electric field is present,

the electrons are pushed away from their original orbits and electric dipoles are

created.

Atomic polarization is also referred to as ionic polarization. It occurs in the

infrared region of the electromagnetic spectrum. This type of polarization is

usually observed in molecules consisting of two different kinds of atoms.

When an external electric field is applied, the positive charges move in the

direction of the field and the negative ones move in the opposite direction. This
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mainly causes the bending and twisting motion of molecules. Atomic

polarization can occur in both non-ionic and ionic materials. The magnitudes

of atomic polarization in non-ionic materials are much less than that in ionic or

partially ionic materials.

Orientation or dipole alignment polarization occurs in the microwave range of

the electromagnetic spectrum. It is the dominant polarization mechanism in

microwave processing of dielectrics. Orientation polarization is usually

observed when dipolar or polar molecules are placed in an electric field. At the

presence of external electric field, the dipoles will rotate until they are aligned

in the direction of the field. The dipolar rotation of molecules is accompanied

by intermolecular friction, which is responsible for heat generation. Orientation

polarization is firndamentally different from electronic and atomic polarization.

The latter is due to the fact that the external field induces dipole moments and

exerts displacing force on the electrons and atoms, while the orientation

polarization is because of the torque action of the field on the pre-existing

permanent dipole moments of the molecules.

Interfacial or space charge polarization occurs at low frequencies, e.g. radio

frequency (RF). It is a fundamental polarization mode in semiconductors. This

type of polarization is caused by the migration of charges inside and at the

interface of dielectrics under a large scale field.
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3.2.2 Dielectric Properties

Most polymers and composites are non-magnetic materials. The electromagnetic

energy loss is only dependent on the electric field. Incident electromagnetic fields can

interact with conductive and nonconductive materials. The fundamental electromagnetic

property of non-magnetic materials for microwave heating and diagnosis is the complex

dielectric constant:

£=E'—j£ (3.17)

The real part of the complex dielectric constant is dielectric constant. The larger the

polarizability of a molecule is, the larger its dielectric constant. The imaginary part is

dielectric loss factor, which is related to energy dissipated as heat in the materials.

Usually, the relative values with respect to the dielectric constant of free space are used:

5:80(5r_jgeff) (3-18)

where so is the dielectric constant of free space, a", is the relative dielectric constant, and

82/]: is the effective relative dielectric loss factor. Typically, the loss factor of materials

consists of both polarization and conduction loss. The polarization loss is further

contributed by all four polarization mechanisms mentioned earlier. The effective relative

loss factor is expressed as [19]:

egg...) = g;(w)+g;(w)+g; +5; +—"—- (3.19)
800)

where the subscripts d, e, a, and 5 refer to dipolar, electronic, atomic and space charge

polarization, respectively. The loss factor is a function of material structures,

compositions, angular frequency, temperature, pressure, etc.
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The ratio of the effective loss factor to the dielectric constant is defined as the loss

tangent, which is also commonly used to describe dielectric losses:

6"

tan 5,17 = if- (3.20)

gr

When introduced into a microwave field, materials will interact with the

oscillating electromagnetic field at the molecular level. Different materials will have

different responses to the microwave irradiation. Microwave heating of conductive

materials, such as carbon fibers and acid solutions, is mainly due to the interaction of the

motion of ions or electrons with the electric field. However, conductors with high

conductivity will reflect the incident microwaves at their surface and accordingly can not

be effectively heated.

The fields attenuate towards the interior of the material due to skin effect, also.

For conducting materials, the conducting electrons are limited in the skin area to some

extent, which is called the skin depth, d3. Defined as the distance into the sample, at

which the electric field strength is reduced to He, the skin depth is given by [17]:

ds = 1 (3.21)
1 1/2

[Ewflo/lraj

 

where a) is the angular frequency of the electromagnetic waves in rad/sec, 110 (= 41t><10'7

H/m) is the permeability of the free space, ,u, is the relative permeability, and 0" is the

conductivity of the conductor in mhos/m. For example, graphite has 0' = 7x104 mhos/m

and d5. = 38.4 ,u m at 2.45 GHz. The skin depth decreases as frequency increases. For a

perfect conductor, the electric field is reflected and no electric field is induced inside a
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perfect conductor at any frequency. Therefore, no electromagnetic energy will be

dissipated even though the conductivity of the perfect conductor is infinite. Since the vast

majority of the microwave power delivered to the cavity in this work is dissipated in the

polymer part rather than the cavity brass, perfect electric conductor will be assumed.

Microwave heating of nonconductive materials, such as polymers, glass fibers,

and Kevlar fibers, is mainly due to the interaction of the motion of dipoles with the

alternating electric field. Microwave processing of thermosets is self-adjusting. As the

crosslinking occurs, the mobility of dipoles decreases because of the “trapping” or

reaction and the dielectric loss factor decreases. Energy absorbed by crosslinking

molecules decreases and microwaves are concentrated in unreacted molecules. During

microwave processing of thermoplastics, the dielectric loss factor usually increases with

temperature and thermal runaway is likely to occur. Thermal runaway can be prevented

by decreasing or even turning off power at a temperature close to thermal excursion.

Microwave heating selectivity of polymer composites depends on the magnitude of

dielectric loss factor of polymers and fibers. When non-conducting fibers, such as glass,

are used, microwaves will selectively heat the polymer matrix. When conducting fibers

like graphite are used, energy is preferably absorbed by the conductive fibers and heat is

locally conducted from the fiber to the matrix. In this case, loss factor is mainly due to

the fiber conductivity and can not be used to diagnose the curing process of the low loss

matrix materials.

Dielectric measurement of epoxy curing systems has shown that generally both

the dielectric constant and dielectric loss factor increase with temperature and decrease

with extent of reaction [20]. This dependence on temperature and extent of reaction is

24



non-linear. During microwave processing, the dielectric properties of materials change as

a result of heating and reaction. This affects the electric field strength and power

absorption in the materials. The change in electric field and power absorption in turn

affects the temperature and extent of reaction inside the materials. Thus, the modeling of

microwave heating is a coupled non-linear problem, which involves Maxwell’s equations

for solving the electric field strength, a heat transfer equation for obtaining the

temperature distribution inside the material, and a reaction kinetic equation for

calculating extent of reaction.
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CHAPTER 4 FINITE ELEMENT METHOD

The finite element method (FEM) is widely used in computational

electromagnetics since it is very efficient on modeling full three-dimensional volumes

that have complex geometrical details and material inhomogeneities. Since the edge-

based FEM for electromagnetics and node-based FEM for heat transfer, respectively, are

used herein in Chapter 5, it is necessary to briefly review the basis functions in 2D and

3D cases in this chapter. More information on the general procedure and detailed

formulation on FEM can be easily found in some classic textbooks [21, 22]. In this

chapter, some numerical results generated from the EM model are compared with

existing data in literature for the purpose of validation of the code.

4.1 Basis Functions for Node-based FEM

The finite element method is used for modeling a wide class of problems by

breaking up the computational domain into elements of simple shapes. Suitable

interpolation polynomials (commonly referred to as shape or basis functions) are used to

approximate the unknown function within each element. Once the shape functions are

chosen, it is possible to program a computer to solve complicated geometries by

specifying the basis functions, geometry, and forcing functions. Node-based shape

functions have been used extensively in civil and mechanical engineering applications,

for example in heat transfer problems.

In node-based finite elements, the form of the sought function in the element is

controlled by the function values at its nodes. The approximate function can then be

expressed as a linear combination of basis functions weighted by the nodal coefficients. If
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the function values uie at the nodes are taken as nodal variables, then the approximating

function for a two-dimensional element e with p nodes has the form

P

ue(x,y) = Zquie (x,y) (4.1)

i=l

Since the expression (4.1) must be valid for any nodal variable uie , the basis function

Ni6 (x, y) must be unity at node i and zero for all remaining nodes within the element.

4.1.1 Triangular Elements

First-order triangular elements are popular in 2D case because they can model

arbitrary geometries very easily. The unknown function it within each element is

approximated as

ue(x,y) 2 ae + bex + cey (4.2)

where ae, be, and ce are constant coefficients to be determined, and e is the element

number. For a linear triangular element, there are three nodes located at the vertices of

the triangle. Assume that the nodes are numbered counterclockwise (to satisfy a right

hand rule) by numbers 1, 2, and 3, with the corresponding values of u denoted by ule , u§ ,

u§ , respectively. Enforcing (4.2) at the three nodes, the following expressions can be

obtained

uf 2 ae +bexle +cey1e

e_e ee ee
u2—a +b x2+c y2
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e_e ee ee
u3—a +b x3+c y3

e

where xJ and y; (j = 1, 2, 3) denote the coordinate values of the jth node in the em

element.

Solving for the constant coefficients ae , be , and ce in terms of ue. and
J

substituting them back into (4.2) yields

3

ue(x, y) = 2N? (x, y)uj (4.3)

j=1

where N13. (x, y) are the interpolation or basis functions given by

1
e —.._ e. c: e. -=Nj(x,y)—2Ae(aj+bjx+cjy) 1 1,2,3 (4.4)

inwhich

e_ e e e e, e_ e e, e_ e e

“1‘x2y3“y2x3’ b1 ‘yz‘yr Cl ‘x3‘x2

e_ee_ee, e_ e_ e, e_ e_e

“2—x3y1 y3x1’ b2"y3 Y1, C241 x3

e_ee_ee, e_ e_ e, e_ e_e

“3"‘1y2 y1x2’ b3‘y1 yz’ C3“"2 x1

and

1 x13 yle

1 1

Ae=51 x; yze =—2-(blec2e—b§cf)=area ofthe eth element.

e e

1 x3 y3

  

It can be easily shown that these basis functions have the property

1 i=j.
e e e _ ..:

Ni(xj,yj)—5,J {0 we)“, (4.5)
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As a result, ue in (4.3) reduces to its nodal value uie at node i. Another important feature

of N; (x, y) is that it vanishes when the observation point (x,y) is on the element side

. .th . .

opposrte the 1 node. Therefore, the value of ue at an element s1de rs not related to the

value of u at the opposite node, but rather, it is determined by the values at the two

endpoints of its associated side. This important feature guarantees continuity of the

solution across the element sides.

A very useful integration formula in terms of the area coordinates — N1, N2, N3

— over a triangular domain is given by [23]

IIAeiNfIINiinINilndW- M"! Me (4.6)
—(l+m+n+2)!

 

4.1.2 Tetrahedral Elements

The three-dimensional analogue of a two-dimensional triangle is a tetrahedron

(four-faced element). Once again, special coordinates, called volume coordinates or

simplex coordinates, can be used to simplify the derivation of shape functions. Let us

consider the tetrahedral element illustrated in Fig. 4.1. Within the element, the unknown

function u can be approximated as (for first-order elements)

ue(x,y,z)=ae +bex+cey+dez (4.7)
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3

Figure 4.1 Linear tetrahedral element.

The coefficients are , be, ce ,and de can be determined by enforcing (4.7) at the

four nodes of the element assuming a given value at the vertices. Thus, denoting the

.th . . .

value of u at the1 node as ue- , the followrng expressrons can be obtained

uf = ae + bexf + ceyf + .1er

e_e ee ee ee
uz—a +b x2+c y2+d 22

e_e ee ee ee
u3—a +b x3+c y3+d Z3

e_e ee ee ee
u4—a +b x4+c y4+d 24

from which we obtain

2 Q §
>
1

w
m
w
m
w
m
w
m

R
t

H

V
:

h
m
h
m
h
m
h
m

O
\

V

s
:

O
\

V

m

_
_

\
t

«
H
m
—
W
e
b
‘
s
:

‘
<

H

m
m
N
m
N
m
N
m

‘
<

  

  N N N N

30



  

  

  

  

 

  

1 1 1 1

1 ul u2 “3 ”4 1

e _
— e e e e e e e e

b — 6V9 yle y; y; y: — 6Ve(b1ul +l’zl‘z +b3“3 +194144)

e e e e

21 22 Z3 Z4

1 1 1 1

e 6 e e

1 x1 x2 x3 x4 1

“e - 6,. ur a; u; u: 2 We “f"? ..;..5 +c§u§ +czuz>

e e e e

Z1 Z2 Z3 Z4

1 1 1 1

e e e e

e —

____
e e e e e e e e

d - 6V3 yle y; y; y: — 6Ve(d1u1 +d2u2 +d3u3 +“14%)

e e e e

"1 ”2 ”3 “4

where

1 1 l 1

e e e e

e 1 x1 x2 x3 x4

V =__ e e e e = volume of the element.

6 yl Y2 y3 y4

e e e e
21 22 Z3 Z4   

The coefficients a; , b? , ce.1 j , and d; can be determined from expansion of the

determinants.

Substituting the expressions for ae , be , Ca ,and de back into (4.7), (4.7)

becomes

4

e e e

u (xay32) = Zle(xayaz)uj (4'8)

1:

where the interpolation functions Nj (x, y, z) are given by
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e _ e e e e

Nj(x,y,z)— (aj+bjx+cjy+djz). (4.9)

61/9

Similar to the two-dimensional case, it can be shown that the interpolation

functions have the property

1 '= '.
' 1 (4.10)Ni(xjayjazj) 5:} {0 iij.

and furthermore that N37 (x, y, z) vanishes when the observation point is on the surface of

. .th . . . .

the tetrahedron opposrte the j node. As a result, facral inter-element contrnurty of the

interpolated function is guaranteed.

Similarly to triangular elements, volume coordinates greatly simplify integration

over tetrahedral elements. A useful formula for integrating over the volume of a

tetrahedron is [23]

IILeINfIkINEIiNseNNXTdV= mm”! 6V8 (4.11)
(k+I+m+n+3)!

 

4.2 Basis Functions for Edge-based FEM

In electromagnetics, serious problems are encountered when node-based elements

are employed to represent vector electric or magnetic fields. First, spurious modes are

observed when modeling cavity problems using node-based elements [24], which is

generally attributed to lack of enforcement of the divergence condition. Second, it is

inconvenient to impose boundary conditions at material interfaces as well as at

conducting surfaces. Third, it is difficult to represent conducting and dielectric edges and

comers due to field singularities associated with these structures [25].
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Edge-based finite elements, whose degrees of freedom are associated with the

edges and the faces of the finite element mesh, have been shown to be free of the above

shortcomings. Edge basis firnctions were described by Whitney [26] over 35 years ago

and have been revived by Bossavit and Verite [27], Nedelec [28], and Hano [29] in the

recent past. It was Nedelec’s landmark paper [28] that laid down the guidelines for

constructing finite element basis functions that span a curl conforming space with degrees

of freedom associated with the edges, faces, and elements of a finite element mesh.

4.2.1 Triangular Elements

Since the edges of an arbitrary triangular element are not parallel to the x- or y-

axis, it is not easy to guess the form of the edge-based basis function by inspection.

Therefore, the edge-based basis for a triangular element will be expressed in terms of its

area coordinates, L‘f , L; , L; . These are the Whitney elements. If the local edge numbers

are defined according to Table 4.1, then edge bases for a triangular element are defined as

e _ e __ e e e e e . ._
Wi —Wij.—liJ.(LiVLj—LjVLi), 1,1—1,2,3 (4.12)

where Wie denotes the basis function for the ith edge of the eth element and 1,)- is the

length of the edge formed by nodes i and j. The vector field inside the triangular element

can, therefore, be expanded as

3

e e eE : ZEi Wi
(4.13)

i =1

where E1.6 denotes the tangential field along the ith edge. It can be easily shown that the

edge-based functions defined in (4.12) have the following properties within the element
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e_
V-Wij—O

e _ e e e
VxWi]. —21ijVLi xVLJ-

If e] is the unit vector pointing from node 1 to node 2, then é] oVLl =—1/11 and

él -VL2 = 1/11 . Since L1 is a linear function that varies from unity at node 1 and zero at

node2 and L2 is unity at node 2 and zero at node 1, it is clear that

éyw§=q+g=1

along the entire length of edge 1. This implies that W1":2 has a constant tangential

component along edge 1. Moreover, since LT vanishes along edge 2, VLf is normal to

edge 2, L; vanishes along edge 3, and VB; is normal to edge 3, W182 has no tangential

component along these edges. Similar observations apply to W333 and W381 . Thus,

tangential continuity is preserved across inter—element boundaries but normal continuity

is not maintained. These are the conditions necessary for vector EM problems.

Table 4.] Edge numbering for a triangular element

 

 

Edge No. Node i 1 Node 1';

1 l 2

2 2 3

3 3 1
 

4.2.2 Tetrahedral Elements

Tetrahedra are, by far, the most popular element shapes to be employed for three-

dimensional applications. This is because the tetrahedral element is the simplest
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tessellation shape capable of modeling arbitrary three-dimensional geometries and is also

well suited for automatic mesh generation. The derivation of shape firnctions for these

elements follow the same pattern as that for triangular vector basis functions. Consider

the tetrahedron shown in Fig. 4.1 and define the edge numbers according to Table 4.2, it

is clear that

e_ e_e e e e e .._
w, ~W1j —lij(LiVLj —LjVLi), 1,1— 1,2, 3,4 (4.14)

where LT, Li, L; , L: are the basis functions for the node-based tetrahedral elements.

The vector field within the element can then be expanded as

6
e _ e e

E _ ZEiWi (4.15)

i =1

where the coefficients E1.9 represent the average value of the field along the ith edge of

th

the e element.

Table 4.2 Edge definition for a tetrahedral element

 

 

Edge No. Node i1 Node i2

l l 2

2 l 3

3 1 4

4 2 3

5 4 2

6 3 4
 

An elegant explanation of the physical character of the edge-based interpolation

function is given by Bossavit [30]. Let us consider edge number 1 connecting nodes 1

and 2 in Fig. 4.1. Since VL': is orthogonal to facet {134} and VB? is orthogonal to facet
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{234}, the field turns around the axis 3-4 and is normal to planes containing nodes 3 and

4. The field thus has only tangential continuity across element faces. Edge elements can

also be described as Whitney elements of degree one and can be broadly classified as

belonging to the H 0(curl) space.

When the edge-based basis functions are employed for a three—dimensional finite

element discretization of a vector wave equation, after applying Galerkin testing and the

vector identity, the resulting elemental matrices contain the following two integrals [22]:

e

E; =HI/8(VxWi)-(waje.)dV (4.16)

e _ e e
Ft]. _m/ewi -WjdV. (4.17)

These two integrals can be evaluated analytically for tetrahedral element. If we adopt the

expression given in (4.14), the curl of Wig is given by

V x wf = 21fVL‘? x VL‘?
I1 12

21.8

=——'—[(c?d.e —d.ec.e japan)? 4.6.1? )y+[b?c? —c.eb? )2]
(6V"’)2 '1 '2 '1 ’2 '1 '2 '1 '2 '1 I2 11 12

(4.18)

where bf , c? and die are defined in Section 4.1.2. Substituting (4.18) into (4.16), (4.16)
I 9

becomes

8 e e

git-=4” ’1'V [(csd? ..drcrxcede. we? )
J (6Ve)4 ’1 ’2 ‘1 ’2 11 12 11 12

4.1.86? _6?d.e)(deb€: 4.6.18. )+(6.ec.e —c?b?)(b€c€ -ce.be. )]
'1 ’2 ll '2 1] 12 11 12 ll '2 ll '2 11 12 1l 12

(4.19)
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For the integral in (4.17), using the expression in (4.14), the dot product is given by

 

e e

e.e_i1L+LeeHeeH

wi wj —(6Ve)2[1fi1Ljifi2j2141(31szthLinrLjif’UZLizszf'Ul]

(4.20)

where 11'j =bi8b; + ciec: + dede Substituting this into (4.17) and utilizing the general

integration formula given in (4.11), each entry in the elemental matrix can be obtained

analytically, as shown in Appendix for completeness.

4.3 Code Validation with Waveguide Applications

In chapter 5, the multiphysics model for polymer processing will be studied,

where the heat transfer model is implemented with node-based elements while the

electromagnetic model is implemented with edge-based elements. Before hand, the EM

code is validated for a couple waveguide applications in this section. These problems

have solution data in literature and are sufficiently general as to validate the code for this

thesis. Regarding the mode-matching boundary condition on the two ports of the

waveguide, the formulations in [22] are used and the details are cited below for

completeness of the section.

The geometry of the problem is illustrated in Fig. 4.2, whose specific

configuration consists of a dielectric and/or metallic obstacle placed in a rectangular

waveguide. As usual, analysis of this problem amounts to solving Maxwell’s equations in

the region of interest, which for this problem is the region bounded by the waveguide

walls. Since the waveguide under consideration is assumed to be infinitely long, the

region of interest extends to infinity. To apply the finite element method to such an
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unbounded region, it is first necessary to truncate the infinite region to a finite region.

This can be accomplished by placing fictitious planes on each of the two sides of the

obstacles. These two fictitious planes are denoted by 51 and S2, respectively, in Fig. 4.2.

  

 

I[ ,,

LIL—+1
Figure 4.2 Rectangular waveguide loaded with an obstacle [22].

To define the boundary-value problem uniquely for the region bounded by S1 , $2

and the waveguide walls, it is necessary to prescribe a boundary condition for each of 51

and $2. For this, let us assume that the waveguide is operating at a frequency at which

only the dominant mode, TEIO, can propagate without attenuation. This is a practical

assumption. Further, let us assume that S1 and 52 are placed sufficiently far from the

obstacle so that higher-order modes excited by the obstacle die out before they reach S1
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and 52- Thus, at S1 the total field can be expressed as a superposition of an incident TE10

wave and a reflected TElO wave. That is,

E(x, y, z) = Einc (x, y, z) + Eref (x, y, z)

= E0810(x, y)e—jk2102 + RE0e10(x, y)ejk2102 (4.21)

where E0 denotes the magnitude of the incident wave, R denotes the reflection

coefficient, and em and kzlo are given by

2

A . 75$
2 ”-

e10(w)= ysm? kle = k0 {2)

with a being the width of the waveguide. From (4.21), the following relationship is

obtained

a x (V x E): —2 x (V x E): —jkzloEi"C + jkleEref

= J'kzloE - ijzroEmc (422)

which can also be written as

hx(VxE)+7hx(fixE)=Uinc (4.23)

with

7 = 1k210a Umc = -21'k210Ei"c-

Similarly, the field at 52 can be expressed as

E(x, y, z) =E’m'” (x, y, z) = TE e (x, )»)e‘j"2102 (4.24)0 10

where T denotes the transmission coefficient. From this, the following condition is

obtained

39



x(VxE)+yfix(fixE)=0 (4.25)

valid for the field at $2.

The relations (4.23) and (4.25) can be regarded as the boundary conditions

applicable at S1 and S2, respectively. These, together with the well-known governing

differential equation for the field within the region of interest and the boundary condition

at the waveguide walls, can be solved uniquely using the finite element method. In

accordance with the generalized variational principle, the equivalent variational problem

is given by

{67703) = O (4.26)
1'1 x E : 0 on waveguide wall

where

F(E) Z—III/[i'(V)xE)(VxE)—kggrE-E]dV

+ Hg][§(axn).(axn)+n.uinc]25+ [L2[22’—(th)-(fixE)]dS

(4.27)

For the numerical discretization of (4.27), first, the volume V is subdivided into

small volume elements and within each element the field is expressed as (4.15). For a

discretization of the surface integrals, the planar surfaces S1 and S2 are subdivided into

small surface elements. Note that the surface and volume discretizations must be

compatible; that is, an element edge resulting from the volume discretization must also be

an element edge in the surface discretization. Actually, this is always the case because
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once the volume is discretized, its surface is also discretized. Within each surface

element, we may approximate the field as

A S "S S S S S S T S

an = ZSiEi = = (4.28)

i=1

where the superscript 5 denotes the surface element number, n3 represents the number of

edges comprising the element, and the S1" denote the vector basis functions. Obviously,

S; = fixWiS , where Wis are the vector basis functions that have a unit tangential

component at edge i. Substituting (4.15) and (4.28) into (4.27), we obtain

1 M T 1 MS T MS] T

F=—z{E:} #:1237214} Issllssl- 215:} {45} («29>
2e=l e=l e=l

where M is the total number of volume elements, MS is the number of surface elements

on 51 and 52, and Ms] is the number of surface elements on S1 only. Also,

[.4 lite [i.{wwel {wet 3.3.4.4041... mm

[3‘]: [[5, ;ss .SSdS (4.31)

{65 j: [[5, 5" .(U’"0 x mas. (4.32)

Carrying out the summation, replacing the local edge numbers with the corresponding

global edge numbers, and applying the Ritz procedure, we obtain the system of equations

given by

[K]{E} = {b} (4.33)
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where [K] is assembled from [K8] and [3"], and {b} is assembled from {b5}. This system

can be solved, after imposing the Dirichlet boundary condition to zero out the edge fields

coincident with the waveguide wall, for the edge fields inside Vas well as on S1 and $2.

Once (4.33) is solved for the fields at S1 and Sz, the reflection and transmission

coefficients can be obtained from (4.21) and (4.24), respectively. Specifically, from

(4.21), the reflection coefficient can be obtained as

_ E(xayx) - 5001006, 106—42102

15081006 10842102

R 

 
2-2, (4.34)

and from (4.24), the transmission coefficient can be obtained as

E(x, y, 2)

E0810 (x. y)e"jkz‘oz

 T:

 
2= 22 (4-35)

Ideally, the reflection and transmission coefficients are not functions of (x,y).

However, in a numerical solution, when S1 and S2 are not placed sufficiently far away

from the obstacle one finds that they vary slightly with (x,y). This variation becomes

higher when S1 and 52 are brought closer to the obstacle. This observation provides a

good check on whether S1 and 52 are placed far enough from the obstacle.

Better accuracy for the reflection and transmission coefficients can be obtained by

utilizing the orthogonality properties of waveguide modes. Since the dominant mode is

orthogonal to all other modes, we may take a scalar product of (4.21) and (4.24) with em

and integrate over the cross section of the waveguide. Doing this, the influence of higher-
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order modes excited by the obstacle on the calculation of the reflection and transmission

coefficients can be effectively removed. The new expressions for R and T then become

-'k z

R=—— Ex, 1,2 -e x, dS—e 121021 4.360on [[1 < 1 1) 10( y) ( >

2617621022

=———— Ex, ,z -e x, as. 4.370on [[52 ( y 2) 10( y) ( )

Another good check for the solution accuracy is based on the conservation of power: If

the waveguide and obstacle are lossless, the equation |R|2+|712 = 1 must hold exactly.

4.3.1 Loaded Rectangular Waveguide

Rectangular waveguides are commonly used to facilitate material characterization

since they have good operational bandwidth for single-mode propagation, reasonably low

attenuation, and good mode stability for the fundamental mode of propagation [17]. In

addition, for various bands of operation, appropriate standard waveguides are ubiquitous

in a well-equipped electromagnetic test facility. Consider a rectangular waveguide with a

TE“) mode wave incident on a sample at z = 0 as shown in Figure 4.3. The waveguide

has fixed dimensions for width —a/2 S x S a/2 and height y = b, where the width 0 is in

general greater than twice the height b. The length L of the sample waveguide region (S)

may vary. The sample, which has one fixed dimension, height y = b, and two varying

dimensions, width —d/2 S x S d/2 and length 2 = L , will be centered in the waveguide at

x=0.
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i =-a/2 j y=

x=-d/2 x=d/2

F0 z=L x=-a/2 x=a/2

Top view Cross-sectional view

Figure 4.3 Loaded rectangular waveguide.

Andrew Bogle’s thesis [31] demonstrated, through the use of a modal-analysis

technique, how using a partially filled rectangular waveguide cross-section allows for

better transmission responses to extract the complex constitutive parameters. In this

work, before testing any samples experimentally, a few simple validation tests were done

to verify the extraction process. The first test involves reversing the extraction process to

generate scattering parameters for the special case of a completely filled waveguide

cross-section. This special case allows the generated scattering parameters from mode-

matching method to be compared with results for well known transmission line theory

and experimentally measured data. Here, in order to test the numerical code developed

with finite element method for electromagnetic model, the completely filled waveguide

case is studied with the FEM code and is compared with mode-matching results from

[31].

The configuration studied consists of the standard X-band rectangular waveguide

(a = 0.9 inch and b = 0.4 inch), and a sample of lossless, non-magnetic acrylic with



effective permittivity of 2.5 that fills the cross-section of the waveguide with d = a. The

total length of the waveguide is 3cm while the length of the sample is L = 0.75 cm. The

FEM with edge-based tetrahedral elements described above in this section is used to

calculate the electric field as well as the reflection and transmission coefficients

according to (4.34) and (4.35). The results are compared with data from [31] using the

mode-matching method for the frequency range of 8 — 12 GHz and shown in Fig. 4.4. It

can be seen that a good agreement is achieved.
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Figure 4.4 S-parameters for the completely filled waveguide.
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4.3.2 Waveguide Bandpass Filters

The high unloaded Q-factor of TEon-mode in cylindrical cavity is very attractive

for the realization of low-loss narrow-band filters at millimeter wavelengths. Direct

coupled filters employing this kind of resonators can be designed to have a very selective

passband with steep skirts, together with a very low midband insertion loss. One further

advantage is the higher midband pulse power capacity, when compared to other

waveguide filters.

In [32], a mode-matching technique was presented to analyze accurately this kind

of filters. That procedure accurately took into account the effects of the thick coupling

apertures, the irises angular offset 20, the spurious responses and the higher mode

interaction between adjacent resonators, overcoming the limitations of available

approximate models [33], [34].

The main building block of the TEon-mode bandpass filter is the cylindrical

resonator shown in Fig. 4.5, coupled both with the external rectangular waveguides and

with the adjacent cavities through two rectangular apertures (coupling irises) which are

placed on the cavity sidewall with an angular offset equal to 20. In this part, the FEM

code developed herein is checked with the results from mode-matching method [32] for a

simple case where 20 = 180°.
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q
.

. Coupling Irises

Figure 4.5 Schematic view ofthe TEon-mode bandpass filter [32].

II  

 

The studied configuration has the cavity with diameter D = 34 mm and height h =

20.5 mm, coupled by two identical irises with dimensions a,- = 8 mm, bi = 4 mm and ti =

3 mm to an external R120 waveguide ( aw] = aw; = 19.05 mm, and bw1 = bw2 = 9.525

mm) forming an angle 20 = 180°. For the FEM code, the geometry and mesh information

are extracted from FEMLAB [35], as shown in Fig. 4.6. Calculated values of S21 using

the FEM code is shown in Fig. 4.7, while the measured and computed S21 with mode-

matching from [32] are shown in Fig. 4.8 for a wide frequency band. It can be seen that a

good agreement with each other is obtained.
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Figure 4.6 Meshed geometry ofthe bandpass filter.
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Figure 4.7 Calculated magnitude of 821 for the bandpass filter with FEM.
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CHAPTER 5 CETK MULTIPHYSICS MODELING

5.1 Overview

Coupled EM-thermal problems have been studied for various applications [36-46],

for example, microwave drying of capillary porous materials [36], microwave epoxy

curing [37], microwave processing of foods [38] [39], microwave sintering of ceramics

[40], microwave heating of laminar material [41], and RF heating for non-ablative

cutaneous therapy [42]. The multiphysics numerical models in these papers were

implemented using either FDTD or FEM to simulate the time-marching process,

considering both electromagnetic and heat transfer effects. Among these efforts, articles

[39] and [40] include the consideration of the sample dielectric property variation as

function of temperature during heating process, and update the material property from

time to time when necessary. Article [37] reported a two-dimensional EM-thermal

modeling of epoxy curing process for two operating frequencies, but did not include the

reaction heat due to the thermoset curing in the energy balance equation, which is very

significant after the curing process starts.

In this chapter, a self-consistent 3D marching-in-time multiphysics model is

presented, which includes electromagnetic field distribution, microwave power

absorption, heat transfer, and polymer curing kinetics. Temperature-dependent

permittivity and curing kinetics for diglycidyl ether of bisphenol A (DGEBA) /

diaminodiphenyl sulfone (DDS) based on experimental data are explicitly included in the

model. Edge-based FEM is implemented for electromagnetic model to ensure the

tangential continuity of electric field and divergence-free condition for source free region,

while node-based FEM is used in thermal model to solve for the temperature distribution.
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The numerical results can be used to determine the time-dependent temperature

distribution and curing profile across the polymer sample, as well as the electromagnetic

field distribution within the cavity applicator. With the help of this numerical model,

robust control strategies can be developed for the polymer curing process. The numerical

results are compared with the measured data and a good agreement is achieved.

5.2 Energy Balance Equation

During the epoxy thermoset curing process, the energy balance for the material

being processed within the applicator is governed by the following equation

6T - a
pCp—a—t-=P+V-[k(T)-Vr]+p—a%(—AH,) (5.1)

where p is density (kg/m3), C17 is heat capacity (J/kg/K), T is temperature (K), t is time

(second), It is the anisotropic thermal conductivity tensor (W/K/m), a is exten-of-cure,

and — AH, is reaction heat (J/kg).

On the right hand side in (5.1), P is microwave power absorption rate (W/m3)

inside the epoxy sample, and is expressed in terms of the electric field strength and the

perrnittvity as below:

1 ,, ...

P = Ewsogr (a,T)E - E (5.2)

where E is the electric field strength inside the epoxy material (V/m), wis the radial

frequency (rad/sec), £0 =8.854><10_12 farad/m is the free-space permittivity. 5" is the

effective relative loss factor and is the function of local temperature and extent-of-cure

for epoxy sample. More details will be discussed in section 5.4. The electric field is
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determined by solving the vector wave equation using finite element method, and will be

presented in details in section 5.5.

The term V-[k(T)-VT] represents the conduction heat transfer, which is the

primary heat transfer mechanism, inside the epoxy sample. The free convection boundary

condition is applied on all surfaces, and will be discussed in detail in section 5.6.

Since the epoxy thermoset curing process is exothermic, the chemical reaction

heat is included in the energy balance equation (5.1), which is the term paa—a(— AHr).

Each thermoset system has a particular extent-of-cure vs. time characteristic that is also

dependent on temperature. More details on the curing kinetics model will be presented in

section 5.3.

Hence, the energy balance equation (5.1) readily demonstrates the

interrelationship between electromagnetic, composition, thermal, and kinetic modeling.

The critical aspect of the modeling approach used herein relies on the fact that

electromagnetic interactions occur much faster, 0(ns), than thermal effects, 0(ns), or the

kinetic/composition effects, 0(s). Hence, the electromagnetic analysis can be performed

with an efficient steady-state analysis method whose results are used in solving the

energy balance equation for heat transfer problem. Specifically, in the heat transfer model,

after the node-based FEM for spatial variations is performed, a first-order ordinary

differential. equation (ODE) system is obtained and the finite difference scheme for

temporal variations will be used for the time-marching process. The dielectric property of

the epoxy sample is updated with the new temperature and extent-of-cure, then the

electric field will be solved again to get the new power absorption rate and solve for the

heat transfer equation. This process is repeated and the temperature profile can be
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obtained across the sample for any given time. More details on the procedure of this

process model will be given in section 5 .6.

5.3 Curing Kinetics

For polymer curing, existing reaction kinetics models include an n'h-order reaction

model [6-7] and an autocatalyzed reaction model [8-10]. The curing reactions for an

epoxy are characteristic of autocatalyzed reactions. The reactions between amines and

epoxide are autocatalyzed by the hydroxide group formed in the reactions. The

generalized form of the autocatalyzed reaction kinetics for epoxy curing was derived

from the reaction kinetic mechanism [1 l]. The extent of reaction can be measured

experimentally as a function of time and temperature. The reaction constants and

parameters can be determined with regression of experimental data.

Reaction kinetics for a simple epoxy resin, diglycidyl ether of bisphenol A

(DGEBA) / diaminodiphenyl sulfone (DDS), at 145°C, 165°C, and 185°C, has been

studied at Michigan State University [47]. The reaction heat, — AHr , was 413.9i5.1 J/g

as determined with Differential Scanning Calorimetry (DSC). The curing reactions for

an epoxy are characteristic of autocatalyzed reactions. The reactions between amines and

epoxide are autocatalyzed by the hydroxide group formed in the reactions. The following

phenomenological model was used to describe the autocatalyzed reaction for a

stoichiometric reactant mixture:

id?- 2 (k1 (T) + k2(T)am)(1— a)" (5.3)
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where k1 is the non-catalytic polymerization reaction rate constant, k2 is the autocatalytic

polymerization reaction rate constant, m is the autocatalytic polymerization reaction

order, and n is the non-catalytic polymerization reaction order.

The epoxy was cured with microwave power in a cylindrical single mode cavity.

The extent of reaction was measured experimentally as a function of time and

temperature. The reaction constants and parameters were determined with regression of

the experimental data and presented in Table 5.1 [47]. Using these parameters, the extent

of reaction can be regenerated with the kinetics model. Fig. 5.1 shows the experimental

data (markers) and the calculated values (lines) [47]. The kinetic model fits the

experimental data very well. Fig. 5.2 shows the calculated time derivative of extent-of-

cure (do/dt) as a function of extent-of-cure for different heating temperature, which will

be used in the numerical model on the right hand side (RHS) considering reaction heat. In

the code, the extent-of-cure distribution across the sample can be obtained by the

integration of the time derivative of extent-of-cure for the timestep locally for each

tetrahedral element. The time derivative of extent-of-cure will be updated during curing

process for each element with the local heating temperature and extent-of-cure.

Table 5.1 Epoxy curing reaction constants and parameters

 

  
 

 

 

 

    

Microwave Microwave Microwave

Curing at Curing at Curing at

145°C 165°C 185°C

Non-catalytic reaction order n 1.57

Autocatalytic reaction order m 0.94

Non-catalytic reaction rate constant k1 0.016 0.040 0.089

Autocatalytic reaction rate constant k2 0.084 0.16 0.24
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Figure 5.1 Extent-of-cure vs. time and temperature for DGEBA/DDS (markers represent

experimental data and lines represent calculated data from the model).

 

 

x 10'3 time derivative of extent-of-cure (da/dt)

1.8, I" r I I 1 "'

I | | I 777 r T i I

7%,.....~-~. . . . 145 °CI ‘
7 7’4 7 ‘.~77I 7 7 j 777777 I

1'6I x’ 1 f 4,‘ L : ----- 165 °cI

I I ". i . I _ ...... o

1_4 I . I 744,743". I 44 SI 185 CII

I I I ‘0 I l

: I ' ~- 1 ‘
1 2 I 7777777 I 7 ?°‘77 7 7 7 7| 7

' I I ‘7 I

p y I I ‘7 I

'1: l : I I I x I :
8 11L——-——>-————|- ————— o————+ ————————‘0‘————— —1 ——————————————— —~

8 1 1 . ; l '\. I
‘19, 1 I, —-l——---‘~§‘~ I \.\ I

g 0.8—~;"',--A--‘---4-%”3‘3; ----------\ul -------------- -

\ j I l | ~\ . \. I

8 ‘1’ : l \. ‘I

extent-of—cure (a)

 

i1,7

.7

 
Figure 5.2 Time derivative of extent-of-cure vs. extent-of-cure.



5.4 Dielectric Properties

The work on assessing the dielectric properties of the curing systems of DGEBA

epoxy resin with the curing agent DDS as a function of temperature and extent-of-cure at

2.45 GHz has been primarily conducted by Dr. Liming long at MSU [20, 48]. Generally,

the real and the imaginary parts of the complex permittivity increase as the temperature

increases and decrease as the extent-of-cure increases. The two reasons accounting for

the evolution of the dielectric quantities are a decrease in the number of the dipolar

groups in the reactants and an increase in the viscosity. The Davidson-Cole model can be

used to describe the experimental data. The details will be discussed below in this section.

The complex permittivity of materials is expressed as follows:

8* = 6' -—je" = ace; — jet) (5.4)

where s' is the dielectric constant, s" is the dielectric loss factor, so (=8.85 x 10'12 Elm)

is the free-space permittivity, s'r is the relative dielectric constant, and s"r is the relative

dielectric loss factor. Although s'r is referred to as the dielectric constant in many papers,

it is a function of temperature, pressure, humidity, and other conditions. For convenience,

specifically, in this section hereafter, s' refers to s'.r while 8" refers to s",.

The epoxy resin used in this study was DGEBA and the curing agent is DDS. The

chemical structures and properties of DGEBA and DDS are shown in Table 5 .2.

Stoichiometric DGEBA and DDS were mixed before each experiment. A single-

frequency microwave processing and diagnostic system was used to heat the epoxy

materials and to assess the dielectric properties. The heating mode was TM 012 and the

frequency was 2.45 GHz. The curing temperature was 145°C. After heating, the single

frequency microwave curing system was switched to become a low-power swept
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frequency diagnostic system. Measurements of temperature and dielectric properties

using the swept frequency method were made during free convective cooling of the

samples. The cooled samples were analyzed with a Differential Scanning Calorimeter

(DSC) to determine the residual heat of reaction per gram and, thus, the extents of cure.

More details on the experimental system, sample preparation, and measurement

procedures can be found in [48], or section 5.7 in this chapter.

Table 5.2 Properties of the epoxy resin and the curing agent

 

Name Chemical Structure Epoxy/amine Density

equivalent at 25°C

weight (g/ml)
 

CH,

DGEBA 0H0 0 171-175 1.16

O

|>—‘/ CH,

HZN NH2

76 62 1.33

The measured dielectric constant and dielectric loss factor of reacting

DDS

2
0
1
:
0

O

DGEBA/DDS epoxy resins at different temperatures for different extent-of-cure states

are shown in Figure 5.3. The extent-of-cure was calculated from DSC data, which are

shown in Table 5.3. Due to the non-uniformity of microwave heating, a distribution of

extent-of-cure exists in the samples. From Figure 5.3, it is found that both dielectric

constant and dielectric loss factor increase as the temperature increases and decrease as

the curing reaction proceeds.
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Figure 5.3 Measured dielectric properties for the DGEBA/DDS.

Table 5.3 DSC results of the curing DGEBA/DDS system

 

Reaction Heat (J/g) 432 387 395 324 249 168 203 72

448 436 415 350 253 299 153 109

419 403 360 362 269 262 58 63

439 370 330 370 294 222 57 64

429 365 363 290 308 297 319 157
 

Average 433 392 372 339 275 250 158 93

Extent of Cure 0% 9% 14% 22% 37% 42% 64% 79%

Standard Error 1% 3% 3% 3% 3% 6% 11% 4%
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The stoichiometric curing reaction of epoxy resins with amines is illustrated in

Figure 5.4 [49, 50]. In the first step, an epoxy group reacts with a primary amine to form

a hydroxyl group and a secondary amine. In the second step, the formed secondary amine

reacts with another epoxy group to produce a hydroxyl group and a tertiary amine. The

progress of the reaction is defined in terms of extent-of—cure. The viscosity of the reacting

systems rise as the polymerization goes on and two distinguishable transitions, i.e. the

gelation and the vitrification, were observed.

Step 1

R—'NH R1

R—NH2 + I>—R, ——>

0

OH

Step 2

OH

R—NH R1 f—(R

+ l>—R2 ——>R—N R2
O 1

6.. H
OH

Figure 5.4 DGEBA resin curing mechanism.

The unreacted epoxy groups, -O-, and amine groups, -NH2-, within the reaction

system are the main driving forces for the apparent combined 7 relaxation observed in

this study. The disappearance of the epoxy and amine groups during the reaction is one

reason accounting for the changes ofthe dielectric properties. An increase in the viscosity

during the reaction is the other reason. The increasing viscosity of the reacting systems
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should hinder the mobility of the dipolar groups associated with the relaxation and cause

the relaxation time to increase.

The Davidson-Cole model [51] can be used to describe the dielectric behavior of

DGEBA epoxy resins:

8*-8oo : (£0 _goo)

(1+jwr)"

, + (so — soo )cos(n I9)

n

(1 + (an?)5

 

(5.5)

,, 7 (so — s00 )sin(n 6)

(Man?)5

 

8

6 = arc tan(a)r)

where t is the relaxation time in second; so is the static frequency dielectric constant; 800

is the high frequency dielectric constant, and n is the shape parameter with a range of 0 S

nS l.

The dominant y relaxation time should fit the Arrhenius rate law [52]:

r = A x 1%] (5.6)

where Ea is the activation energy in J/mol, R (=8.314 J/mol-K) is the molar gas constant,

T is the temperature in K, and A is the relaxation time in the high temperature limit in

second.

The values of the parameters, n, 8.0, and E0, and a relation between (so-s...) and A,

can be calculated using equations (5.5) and (5.6) [48], while the values of (so-s...) was

taken from the literature [53] and then A was determined. Specifically, all the values of
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the parameters for the curing DGEBA/DDS system with different extent—of-cure are

listed in Table 5.4. Figure 5.5 shows the comparison of the experimental and calculated

data of the reacting DGEBA/DDS system, where the curves represent the calculated data

from the Davidson-Cole expression and the markers represent experimental data. It can

be shown that the data from Davidson-Cole model fit the measured data very well within

the temperature range between 20 °C and 130 °C (note that the thermoset curing for

DGEBA/DDS starts once the temperature goes beyond about 125 °C).
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Figure 5.5 Comparison between the experimental and calculated permittivity of

DGEBA/DDS.
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Table 5.4 Values of the parameters for the curing DGEBA/DDS system

 

Extent of Cure n so a... (so-s00) Ea (kJ/Mol) A (s)
 

0% 0.17 9.10 3.29 5.81 110 4.2E-25

9% 0.15 8.67 3.33 5.34 110 1.7E-24

14% 0.14 8.47 3.30 5.16 112 2.1E-24

22% 0.13 8.12 3.43 4.69 107 5.2E-23

37% 0.11 7.45 3.11 4.34 119 8.6E-24

42% 0.10 7.19 2.89 4.30 133 7.1E-25

64% 0.08 6.24 2.93 3.31 129 5.4E-23

79% 0.07 5.57 2.73 2.83 121 7.2E-20
 

In the numerical code for the process model, the complex permittivity of the

epoxy sample will be updated with the local temperature and extent-of-cure as the

microwave heating is proceeding. In order to get the values of the complex permittivity

that are beyond the temperature range of the measured data and to do the interpolation

between different extents of cure, the dielectric constant and loss factor are calculated for

the temperature range of 0 °C and 300 °C based on Davidson-Cole model, and shown in

Fig. 5 .6 and 5.7, respectively.

However, it is found that the dielectric loss factor calculated from Davidson-Cole

model is not accurate for relatively high temperature, say, beyond 130°C for

DGEBA/DDS in this case. Considering Fig. 5.7, since interpolation is necessary for the

values of the dielectric loss factor between different extents of cure in the numerical

model, at the high temperature the values of the loss factor will change very abruptly.

This is not the real situation as observed from experimental value obtained in [54], where

the loss factor changes smoothly.

In order to overcome this problem, the values of the dielectric loss factor

calculated from Davidson-Cole model are modified such that they follow the same trend

as the dielectric constant and are shown in Fig. 5.8. Specifically, after the dielectric loss
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factor reaches its maximum value for each extent-of-cure, it remains constant at higher

temperature. In practice, it is very difficult and sometimes even impossible to obtain

accurate measured data at high temperature for the low extent-of-cure, since the curing is

actively going on at high temperature and both the dielectric loss factor and extent-of-

cure keep changing during the measurement. Therefore, even this modified model may

not be true in practice; however, it gives a very good way to do the interpolation and to

provide reasonable approximation values for the loss factor, and as will be seen in section

5.8, good results are obtained based on this modified Davidson-Cole model. It is hoped

 

more experimental efforts and theoretical research can be done in the near future to

provide more accurate model on the complex permittivity for epoxy resins.
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Figure 5.6 Calculated dielectric constant for DGEBA/DDS based on Davidson-Cole

model for a wider temperature range.



Dielectric Loss Factor (3" )——Davidson-Cole Model
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Figure 5.7 Calculated dielectric loss factor for DGEBA/DDS based on Davidson-Cole

model for a wider temperature range.
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Dielectric Loss Factor (3" )—Modified Davidson—Cole Model
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Figure 5.8 Calculated dielectric loss factor for DGEBA/DDS based on modified

Davidson-Cole model for a wider temperature range.

5.5 Electromagnetic Model

The edge-based finite element method with tetrahedral elements for the applicator

and polymer sample is used since this method offers a high degree of geometrical and

electrical fidelity. In particular, the spatial variation in permittivity can readily be

accommodated and by using “snapshots-in-time”, time-dependant thermal and

composition influences on the local permittivity can be included in the model. Recall that

such quasi-stationary analysis approaches are valid since the evolution of thermal and

composition effects are relatively slow compared to the rate of electromagnetic field

propagation within the applicator.
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The finite element method is well-suited for resonant cavity simulation since it

can incorporate the presence of a sample as well as determine the response of the system

to single frequency excitation in an efficient manner. Once the fields are determined

throughout the cavity for a given excitation, local power absorption rate can be

determined for the heat transfer model.

Specifically, the configuration of the applicator loaded with an epoxy sample in

the numerical model is shown in Fig. 5.9, with an enlarged view at the epoxy sample on

the right side in the figure. The applicator is a coax-fed single-mode cylindrical cavity

with the diameter of 15.24 cm and the height of 16.0 cm, such that TMmz mode is excited

inside the cavity at 2.45 GHz. The pattern of the total electric field distribution for TMmz

mode is shown in Fig. 5.10. The epoxy sample is centered at the middle of the cavity,

where the electric field strength is the strongest. The diameter of the epoxy sample is 1.0

cm and the height is 2.7 cm. The sample is held by a Teflon holder with the wall

thickness of 0.2 cm and the base thickness of 0.3 cm. The Teflon has the complex

permittivity a: = 2.1—j0.0004.
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Figure 5.9 Coax-fed single-mode cavity with the epoxy sample loaded.
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Figure 5.10 Pattern ofthe total electric field distribution for TMon mode inside the

cavity.

Regarding the mesh generation for computational purpose by finite element

method, SKY/Mesh2 mesh generator [55] was used to get the 2D mesh with triangular

elements. The triangular elements are extruded to form prism elements, and the latter

elements are subdivided to get tetrahedral elements [56], which provide increased

flexibility on geometry.

The electric field, inside the cavity and at each point within the epoxy sample

being processed, can be computed using edge-based finite element method. The set of

finite element equations, derived from the vector wave equations and using Galerkin

testing, is given by

21%

VxWi -Vij -

[—————-435w,- .wj] dV = -jk0Z0 j'Vwi .J‘de

(5.7)
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where the vector testing fimction is denoted by W,- and the vector expansion function for

the total electric field is denoted as Wj- Tetrahedral elements with edge-based basis

functions, which have been discussed in chapter 4, are used to solve for the electric field.

The term on the right hand side (RHS) accounts for the excitation from coaxial cable at

the top, in the way demonstrated by [21]. The Dirichlet boundary condition, fixE = 0

where I“: is the surface normal, is applied on the inner conducting surfaces of the

cylindrical cavity.

Regarding the data storage scheme for the sparse matrices generated from

assembling, compressed sparse row (CSR) format [57] was used to save the memory and

CPU time. For the solving process, a biconjugate gradient (BiCG) iterative solver [58]

was used to solve the linear equations.

Once the values of the electric field are obtained, the power absorption rate within

the epoxy sample can be obtained with the expression

1 , *

P = §w£05,(a,T)E - E (5.8)

Since the complex permittivity of the DGEBA/DDS is the function of the local

temperature and extent-of-cure, both the dielectric constant and the loss factor keep

changing during the thermoset curing process. Therefore, in order to simulate the process

accurately, the material property must be updated. Specifically, the complex permittivity

of the epoxy sample, in the system equation (5.7) and the power absorption rate

expression (5.8), must be updated with an appropriate timestep in the time-marching

process. This procedure will be discussed in more details in section 5.6.
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5.6 Heat Transfer Model

In the heat transfer model, node-based FEM with tetrahedral elements is used

since the temperature is a scalar variable. The temperature distribution can be obtained by

solving the energy balance equation (5.1), which includes microwave power deposition,

heat transfer and heat generation due to thermoset curing. After the node-based FEM for

spatial variations is performed, a first-order ordinary differential equation (ODE) system

is obtained and the finite difference scheme for temporal variations will be used for time-

marching process.

Recall the energy balance equation for the epoxy sample and Teflon holder

mpg:P+V~[k(T)-VT]+p%(—AH,) (5.9)

in the numerical model, the parameters of the material properties for DGEBA/DDS

epoxy resins and the Teflon holder are listed in Table 5.5. For convenience, there is no

difference in symbols between the epoxy resins and the Teflon holder.

Table 5.5 Parameters of the material properties in the heat transfer model

 

 

 

Parameter Symbol Value Unit

DGEBA/DDS

Density p 1 160.0 kg/m3

Heat capacity Cp 200.0 J/kg/K

Thermal conductivity k 0.24 W/m/K

Teflon

Density p 2190.0 kg/m3

Heat capacity Cp 995.0 J/kg/K

Thermal conductivity k 0.24 W/m/K
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Although the same mesh from the electromagnetic model is used, only the region

consisting of the epoxy resins and the Teflon holder needs to be considered for the heat

transfer problem. After applying Galerkin testing (assuming diagonal tensor for thermal

conductivity), (5.9) becomes

6N- . aN. . aN- .

[[19, 1%{T}+k ’ aN'{T}+kz 621%{T}}V  

6x 6x y 73767

6{T}
——a—t—dV + IShNiNJ-{TMS (5.10)

1 ,, 6= Lawgogr(a,T)E-E*NidV+ [Sham-(15+ Lp—gGAHflNidV

+ LpCpNiNj

In the above equation, the natural air free convection boundary condition is

already applied between the Teflon/air or epoxy/air interfaces, as

—(IE-VT)-fi=h(T—T,o) (5.11)

where I; is the anisotropic thermal conductivity tensor, ii is the surface normal, and T00

(= 20 °C) is the surrounding air temperature. The convective heat transfer coefficient h is

a very important parameter and needs to be considered very carefully. Typical value of h

for natural air free convection ranges between 5—25 W/mZ/K. A parametric study on h

will be done in section 5 .8 to see the influence of its variation on numerical results.

For each tetrahedral element, the elemental matrix is given by

e

[Cel{%}+[1<e]{re}={ge} (5.12)

where

e _ . . 1

Ci]. -- LpCpN,NJdP
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6N'5N. 6N~ . aN- .

K€=L kx—L ’+ky—i§N—'+kz J 6N’ V+j hNiNj-dS
'1 0x 0y 6y 62 62 S

Q? = [lg—meoaxafmymdm JShTwNidS+ Lp%%(—AHr)NidV

(5.13)

Performing the integrations and assembling, the linear system representing the

first-order ordinary differential equations (ODE) is given as

dT

[01(3} + [K1{T} = {Q} (5.14)

The finite difference scheme known as the O-method [59] is used to solve the

system and to obtain the updated temperature for the sample and Teflon holder. The

dielectric property of the epoxy sample is updated with the new temperature and extent-

of-cure, then the electric field will be solved again with edge-based FEM to get the new

power absorption rate and solve for the heat transfer equation. This process is repeated

and the temperature profile can be obtained across the sample for any given time.

Figure 5.11 shows the flow chart for this coupled electro-, thermo- and kinetic

model. Essentially, the material property (complex permittivity for the DGEBA/DDS) is

updated with the current local temperature and extent-of-cure according to the modified

Davidson-Cole model with a sufficiently fine timestep as the thermoset curing is

proceeding. At the same time, the time derivative of extent-of-cure (da/dt), which will be

used in the energy balance equation, also is updated according to the kinetics model and

by the interpolation between curves with different heating temperature. The extent-of-

cure distribution also is updated by performing the integration of the da/dt over the

corresponding timestep. Therefore, in this multiphysics model, the node-based FEM for
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heat transfer model together with the finite difference scheme, and the edge-based FEM

for the electromagnetic model, will be called alternatively during the time-marching

process.

Take the thermal model as main function with initial

conditions and boundary conditions, starting mesh, at time t

 

 

J

l
\

Call EM model as a function, calculating electric field

distribution as well as power, with up dated 6," (T,a)

_.a
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Increase time by At, solve energy balance equation with up dated

power absorption rate and daldt, get up dated temperature and 1“

extent—of—cure distribution at t' = t + At _/
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Figure 5.11 Flow chart for the coupled electro-, thermo- and kinetic model.
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5.7 Experimental Setup

The microwave diagnostic and processing system at MSU was developed by Dr.

Jinder Jow. The details of the system and the single mode perturbation method can be

found in his dissertation [54]. A microwave switch between the heating and diagnostic

systems was developed by Mr. Gregory Charvat [60]. Here is a brief description of the

system.

The microwave diagnostic and processing system consists of a microwave

external circuit (an energy source, transmission lines, and the coupling probe), diagnostic

elements (i.e. an X-Y oscilloscope, power meters, the E-field diagnostic probe, and a

temperature sensor device), and the loaded cavity (i.e. the cavity and the loaded material).

The schematic illustration of the system is shown in Fig. 5.12 while the system with the

equipments is shown in Fig. 5.13. A single-mode circular cylindrical cavity is used to

process epoxy resins at a frequency of 2.45 GHz. A fluoroptic temperature sensing device

(Luxtron 750), which does not absorb electromagnetic energy and minimally interferes

with the electromagnetic field, is used to on-line monitor the material temperature. The

fluoroptic probe is protected by a 3 mm O.D. pyrex capillary tube. A cylindrical Teflon

sample holder is also required to contain the liquid samples. The cylindrical geometry of

both the cavity and loaded materials is selected in order to facilitate diagnosis, modeling,

and theoretical analysis.
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Figure 5.12 Schematic illustration of the microwave processing and diagnostic system

 
Figure 5.13 Microwave processing and diagnostic system.
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As mentioned earlier, in this thesis, the epoxy resin is diglycidyl ether of

bisphenol A (DGEBA, DER 332 by Dow Chemical) and the curing agent is 3,3-

diaminodiphenyl sulfone (DDS by TCI America). All of the materials were used as

received without further purification. In preparing neat DGEBA/DDS epoxy resins,

stoichiometric DGEBA and DDS (2.79:1 by weight) were mixed in a glass beaker. The

mixtures were well stirred by hand in a 130°C oil bath until the DDS was completely

dissolved (in approximately five minutes). Finally, the resins were degassed at 0.02 bar at

100°C for five minutes.

Before the epoxy sample held by the Teflon holder was loaded in the single-mode

cavity, the height of the cavity was adjusted such that the mom mode was excited inside

the cavity at 2.45 GHz. The degassed liquid epoxy resins were poured into the Teflon

holder. The dimensions of the epoxy resins and the Teflon holder have been described in

section 5.5 and in Fig. 5.9, which are the same as here since the numerical model follows

the experimental system. Then the Teflon holder with a fluorOptic probe and epoxy resin

sample was centrally loaded in the middle of the cavity. Careful and small adjustments

need to be done on both the height of the cavity and the position of the Teflon holder

such that the sample is located at the place where the electric field is the strongest.

The single frequency microwave curing and diagnostic system was used to heat

the liquid samples in the Teflon holder. Usually for the purpose of dielectric property

measurement, the procedure is as follows. The fresh DGEBA/DDS samples were heated

to react at 145°C for specified reaction time periods, e.g. 1, 5, and 20 minutes, with the

exception of those for the 0% cured epoxy resin, which were heated to 100°C. Thereafier,
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the single frequency microwave curing system was switched to a low-power swept

frequency diagnostic system by changing the switch position. Measurements of

temperature and dielectric properties using the swept frequency method were made

during free convective cooling of the samples. The cooled samples were analyzed with a

Differential Scanning Calorimeter (DSC) to determine the residual heat of reaction per

gram and thus the extents of cure.

However, in this study, in order to test the numerical model with the experimental

data, only the curing mode (heating mode) was used. The input power was fixed at 5

Watts and the temperature was recorded as it increased. The temperature/time profile

generated from the numerical model is compared with the experimental data in the next

section.

5.8 Numerical Results vs. Measured Data

Fig. 5.14 shows the comparison between the calculated and measured temperature

as a function of time during thermoset curing process. For the positions of point A, B,

and C, please refer to fig. 5.9. The measured temperature was taken at the center of the

epoxy sample. In the numerical model, At = 5 seconds was used as the timestep and h =

15 W/mZ/K was used as the free convective heat transfer coefficient, which was used in

the convective boundary condition. It can be seen that the calculated temperature profile

is in good agreement with the measured data.

Figs. 5.15, 5.16, and 5.17 show the calculated extent-of—cure, dielectric constant,

and dielectric loss factor as a function of time for the three points during microwave

heating. From Fig. 5.16 and Fig. 5 .17, it can be seen that both the dielectric constant and
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the dielectric loss factor increase as the temperature increases at the beginning, before the

curing starts at 125°C. Once the temperature reaches 125°C, the curing process will begin

with chemical reactions. As the extent-of-cure increases, both the dielectric constant and

the dielectric loss factor decrease. As shown in the expression (5.2), the power absorption

rate is related with the dielectric loss factor. As the dielectric loss factor becomes smaller

and smaller, the microwave power energy absorbed by the epoxy sample becomes less

and less. From Fig. 5.2, it can be seen that the chemical reaction heat reaches maximum

at the extent-of-cure around 20% — 30%, and becomes smaller and smaller after that.

Fig. 5.14 shows that the temperature reaches the maximum at 250°C and then starts to

cool down. However, the extent-of-cure still increases since the temperature is still above

125°C. The final extent-of-cure of the epoxy resins stops at about 80% and the curing

process reaches the end.

Fig. 5.18 shows the parametric study on the heat transfer coefficient h with three

different values of 5, 15, and 25 (W/m2/1(), and it is clear that the value of h plays a very

important role on the accuracy of the numerical model.

Since the epoxy thermoset curing process is exothermic, which means that heat

energy is released during the chemical reactions, the term p6_a(_M) in the energy

balance equation (5.9) must be used to account for this. In order to see how significant

. . . . . . 6a .
the chemical reaction heat rs, the srmulatron was run wrthout the term pE—(—AH ) 1n

r

(5.9), and the result is shown in Fig. 5.19. Apparently, the chemical reaction heat can not

be neglected for an accurate model of the process.
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In this numerical model, the complex permittivity of the DGEBA/DDS was

updated as a frmction of both local temperature and extent-of-cure during heating

process. Another two cases were also performed to see how important it is to include

these variations. In case 1, the complex permittivity is kept constant (5: =4— j0.2 ),

which is the initial value at the room temperature before the heating process begins. In

case 2, the complex permittivity as the firnction of the local temperature, but not the

function of the extent-of-cure, is used. This means the curve with 0% extent-of-cure in

the modified Davidson-Cole model is used. All three cases are shown in Fig. 5.20 with

the measured data. It is clear that updating the complex permittivity as a function of both

temperature and extent-of-cure gives most accurate results.

The temperature distributions at the horizontal cross-section layers containing

points A, B, and C respectively are specifically recorded in the numerical model for each

timestep during the calculation. As the examples to illustrate the temperature variations in

both spatial and temporal domains, the snap-shots of the temperature distribution at the

cross section of point B are listed in Figs. 21-26 for the heating time of 100, 300, 400,

500, 700, and 1000 seconds.
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80



81

Figure 5.15 Calculated extent-of-cure vs. time for the epoxy sample.

time(seconds)

_- 600 800

 

icon 1 200
 

o
x
a
m
a
o
x
c
a

 

 

07L

oer—mm:

0.84?

ll

,1

0.9 fin

 

----- simulated data at point A

i ------- simulated data at point C  

simulated data at point B _ - -   

_.74 __ __  _I , M..J__ _--

r  
 

14001500



 

 

 

simulated data at point B

 

3 -----~ simulated data at point A

 

‘
1
.
-
|
|
l
r
'

l
l
l
l
l
l
l

 

 
l
l
l
r
i
l
l
l
l

l
l
l
i
l
i
l

 
 

E
c
u
m
c
o
o
0
5
0
2
9
0

 
 
 
 
 
 
 

'
l
l
l
’
l
l
l

i
i
i
i
i
i
i 

1200 140015001 000800

time(seconds)

Figure 5.16 Calculated dielectric constant vs. time for the epoxy sample.
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Figure 5.21 Temperature distribution at cross section ofpoint B at t = 100 seconds.
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Figure 5.22 Temperature distribution at cross section ofpoint B at t = 300 seconds.
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Figure 5.23 Temperature distribution at cross section ofpoint B at t = 400 seconds.
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Figure 5.24 Temperature distribution at cross section ofpoint B at t = 500 seconds.
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Figure 5.25 Temperature distribution at cross section of point B at t = 700 seconds.
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Figure 5.26 Temperature distribution at cross section ofpoint B at t = 1000 seconds.
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CHAPTER 6 ADAPTABLE MULTIMODE APPLICATOR MODELING

In this chapter, the electromagnetic modeling of a novel adaptable multi-feed

multimode cylindrical cavity applicator is presented, where the spatial distribution of the

electric field can be specified a priori to accomplish a desired processing task. The

electric field intensity inside the cavity can be tailored by varying the power delivered to

each port, and mode-switching can be realized without mechanically adjusting the cavity

dimensions. An orthogonal feeding mechanism is developed to reduce the cross coupling

between the ports. Numerical simulations are performed for the cavity applicator to

verify the theoretical analysis.

6.1 Introduction

As mentioned earlier, microwave has been investigated as an attractive and

efficient alternative energy source compared to inefficient pressurized ovens for material

processing, including polymers and composites. However, industrial use of microwave

processing has been impeded by the lack of proper applicator design, modeling, and

control/monitoring methods. Most existing applicators are for specific applications only

and the applicator design has to be performed over and over again for new processes,

mostly by trial and error without the assistance of a model. The development of

adaptable applicators, which can be configured to accomplish a variety of processing

tasks, is therefore very important.

Commonly used applicators for materials processing can be classified into three

basic types: waveguide, multimode and single-mode applicators. A waveguide applicator

is a hollow conducting pipe with either a rectangular or a circular cross-section. The
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wave inside a waveguide applicator is fundamentally different from that inside

multimode and single-mode applicator. The former is a traveling wave and the latter is a

standing wave. Energy from the microwave generator travels through the waveguide and

is partially absorbed by the material being processed. The remainder of the energy is

directed to a terminating load. Traveling wave applicators are primarily used for

continuous processing of high-loss materials; low-loss materials require an excessively

long waveguide or a long processing period to absorb the necessary energy.

The most popular applicator type is the overrnoded or multimode cavity where the

electric field distribution is given by the sum of all the modes excited at a particular

frequency. The frequent use of multimode cavity applicators is a result of their low cost,

simplicity of construction, and adaptability to many different heating loads. This kind of

applicator is very versatile in that it can accept a wide range of material loads of different

dielectric losses, size and shape [61]. However, that may limit product quality,

particularly with regard to the uniformity of temperature distribution in processed

materials. Difficulties for multimode cavity analysis of electric field distributions result

essentially from coexistence of many resonant modes. By rotating the sample and/or

using metal stirrers, it is possible to improve the E-field uniformity and, thus, the heating

uniformity inside the multimode applicator [62]. A mode-stirrer is a fan within a

multimode cavity designed to change the resonance of multiple modes within a 4 MHz

band near 2.45 GHz. As the mode-stirrer rotates, the resonant conditions of the cavity

change, focusing the energy into different field patterns. The rotation of the fan cycles the

cavity through the different resonant modes with a pattern that accepts whatever random

heating occurs across the sample. This may improve the heating uniformity to a certain
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degree, but makes it more difficult to predict the electric field distribution and is not

suitable for precision material processing.

The single-mode resonant applicator is designed to support only one resonant

mode, therefore resulting in highly localized heating. These applicators can efficiently

provide high field strength at mode-specific locations within the cavity since single

frequency systems can be tuned for maximum throughput. Although single-mode

applicators have a high efficiency relative to multimode and traveling wave applicators,

sometimes it is very difficult for them to provide desired uniform heating across a large

sample. To obtain uniform heating under these conditions, a technique called mode-

switching was developed, in which several modes with complementary heating patterns

are alternatively excited [63].

With a fixed frequency microwave power source, mode-switching can be

achieved by mechanically adjusting the length of the cavity. This mechanical process

slows the response of the system to temperature changes. With a variable frequency

power source, modes can be changed by changing frequency. As a result of the

instantaneous variable frequency mode switching, not only the speed of the process but

also the controllability of the process is much improved [64]. However, variable

frequency sources are inherently less efficient than the single frequency versions; the

equipment is also very expensive.

In this research effort, mode-switching can be obtained by varying the power

delivered to multiple ports, hence eliminating the need for mechanical applicator

adjustments.
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In this case, the field intensity can be tailored to achieve high field strength in the

regions of the applicator requiring high fields (and hence regions where heating is

desirable) and low field intensities in regions where heating is not desired. Multi-port,

multi-feed applicators will be studied where the field spatial distribution can be specified

a priori to accomplish a desired processing task. Single frequency operation is preferred

since the over—all system efficiency is generally higher for such “tuned” systems.

Specifically, in our modeling, a cylindrical cavity is excited via two ports to get a

TM mode and a TB mode simultaneously. With these separately controllable TM and TE

modes, not only is the desired field strength distribution obtained at specific locations

inside the cavity, but also the ability to heat along a preferred direction can be achieved;

this is particularly useful when anisotropic materials are processed. Taking advantages of

TM and TE modes, it is easy for us to get low port-to-port coupling, especially when a

lossy load is present. This will be shown later in both theoretical analysis and numerical

results.

6.2 Mode-Switching

Typically, inside a cylindrical cavity, TM modes are excited with a coaxial probe

while TE modes are excited with sidewall-mounted loops. Although these are useful

methods for feeding, they may not lead to sufficient decoupling of the two ports. If the

feeds are ideally orthogonal, the mutual coupling between the ports is zero (i.e.,

S2, = 0 = S”). This is a desirable condition since a non-zero transmission term indicates

that power from one port will exit the cavity through the other port doing no significant

heating of the polymer. Our cavity design has two feed ports. The feed mechanism

93



chosen, to minimize mode cross-coupling, are an axial slot (to excite 3 TE mode) and an

azimuthal slot (to excite a TM mode). These slots are electrically very narrow to avoid

mode cross-coupling.

By observing the mode diagrams in Fig. 3.1 and Fig. 3.2, which show the

resonant frequency as a function of cavity length for TM and TE modes in an empty

cavity with radius a = 10.75 cm, it is seen that when the cavity height is adjusted, we can

have different combinations of TM and TE modes resonant at 2.45 GHz, and thus get

different electric field distribution inside the cavity. When the radius a = 10.75 cm and

the height h = 7.34 cm, we can get the combination of mom and TE“, which is shown

in Fig. 6.1(a); while a = 10.75 cm and h = 9.50 cm, the combination ofmm and TE311

is shown in Fig. 6.1(b). For both cases, we have an axisymmetric electric field pattern

(TMozo) at the center as well as some distributed spots (TEzn or TE311) around it. TM

mode has the electric field orientation parallel to the central axis of the cylinder, which is

best suited for heating rods and cylinders located along the axis of the cylinder; TE mode

has the electric field polarization to the bottom plate of the applicator, which is best

suited for heating flat panels or disks.

For each combination of TM and TE mode with fixed cavity height, by varying

the power delivered to each port, mode-switching can be obtained at a single frequency

without mechanically adjustment of the cavity dimensions. This transition can be shown

in fig. 6.2 for the combination of TMozo and TE” case. To investigate the electric field

distribution for simultaneous mode excitation, a parameter a is introduced. A pure TE

mode excitation has a = 0 while a pure TM mode excitation is given by or =1. The cavity

model was verified for these two cases using the appropriate slot excitation methods. The
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numerical simulations using COMSOL’s FEMLAB code [35] were performed for

different or , which means different relative power delivered to each port. Fig. 6.2

illustrates the field distribution for each or , where (c) is the same as that in fig. 6.1(a) but

with different scale. It was determined that a = 0.55 yielded the most uniform electric

field for curing purpose in the center plane of the applicator. A uniform field is desirable

since that will allow the curing of the largest diameter part.
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2.5

    
(b) TMozo + T133”

Figure 6.1 Electric field distribution for different combination ofTM and TE modes.



  

 
(b) a. = 0.25
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(d)a=l

Figure 6.2 Parametric study on the weighting factor or for the combination ofthe two

modes.
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6.3 Port-to-Port Coupling Analysis

As mentioned earlier, the mutual coupling between the two ports is a very

important factor that influences the performance of the applicator. To get better

performance, lowest possible coupling is needed in order to avoid energy leakage through

the ports. In a homogeneous, source-free cylindrical cavity with perfectly conducting

walls, the electromagnetic fields inside the cavity can be derived from Maxwell's

equations and the boundary conditions [1 7]. For TMozo mode, the fields are given by

 

Ep=E¢=O

2
k 5.52 5.52

E2= —Jo( p]=—WNO(p] (6.3)
jam 0

Hp=Hz=0

 

H : _awozo _5.52J1(5.52p]
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For TE211 mode, the fields are given by
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+ kzy/211)= —1- ((02,118 — [E] )JZ(mp) COS(2¢) Sin(£)

Jaw h h h

 

2
l 6

Hz: . ( Will

10):“ 62

Considering the field generated by azimuthal slot for TMozo mode, Ep and E¢ are

zero, and E2 is very difficult to be coupled out through the axial slot; similarly, for the

field generated by axial slot for TEZH mode, E2 is zero and it is very difficult for Ep and

E¢ to be coupled out through the azimuthal slot. So it is seen that with these two specific

modes, a very low port-to-port coupling can theoretically be obtained, which is essential

for achieving improved efficiency.

In practice, the microwave power is delivered into the cylindrical cavity by

rectangular waveguides (for this work, WR-284) via iris-coupling (shown in Fig. 6.3 as

the meshed geometry in FEMLAB). The dominant mode inside the waveguide is TE")

mode. The dimensions of the irises need to be fine-tuned such that the S“, 821, 822, and

812 are minimized. Under these conditions, the maximum power is delivered to the load

for processing purpose. Fig. 6.4 and Fig. 6.5 show the simulated S-parameters for this

empty two-port cavity, where the TE-port is denoted as port 1 and TM-port is shown as

port 2. The resonant frequency shifted down a little bit from 2.45 GHz due to the

existence of the irises. After the lossy epoxy samples are loaded inside the cavity, the 821

and 812 are expected to be even smaller. Since the complex permittivity of epoxy resins

varies as a function of temperature and extent—of-cure during microwave heating, the Sn

and 822 are expected to vary significantly due to the loaded epoxy sample. In practice, in

order to adjust the reflection coefficients at the two ports, a brass plunger can be
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introduced lying very close to each coupling iris [65], such that the S]. and 822 can be

retuned in real-time.

Currently, the iris-coupled two-port cavity is being built and the feed network that

includes the coax-to—waveguide transition is also being implemented. Experiments will

be carried out to verify the model and the control strategies will be developed for

microwave thermoset curing of epoxy resins.

 

.- V

Figure 6.3 The two-port cavity fed with waveguides via irises.
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Figure 6.4 TB mode (Sn and $21) for the two-port cavity.
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Figure 6.5 TM mode (822 and 812) for the two-port cavity.
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CHAPTER 7 CONCLUSIONS

In this study, a self-consistent 3D marching-in-time multiphysics model has been

developed, which includes electromagnetic field distribution, microwave power

absorption, heat transfer, and polymer curing kinetics. The temperature- and cure-

dependent permittivity and curing kinetics for DGEBA/DDS based on experimental data

were explicitly included in the model. Edge-based FEM was implemented for

electromagnetic model to ensure the tangential continuity of electric field and

divergence-free condition for source free region, while node-based FEM was used in

thermal model to solve for the temperature distribution. The numerical results can be

used to determine the time-dependent temperature distribution and curing profile across

the polymer sample, as well as the electromagnetic field distribution within the cavity

applicator. With the help of this numerical model, robust control strategies can be

developed for the polymer curing process. The numerical results have been compared

with the measured data and a good agreement was achieved.

The electromagnetic modeling of a novel adaptable multi-feed multimode

cylindrical cavity applicator was presented, where the spatial distribution of the electric

field can be specified a priori to accomplish a desired processing task. It has been shown

that the electric field intensity inside the cavity can be tailored by just varying the power

delivered to each port, and the mode-switching can be realized without mechanically

adjusting the cavity dimensions. An orthogonal feeding mechanism was developed to

reduce the cross coupling between the ports. Numerical simulations were performed for

the cavity applicator to verify the theoretical analysis.
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CHAPTER 8 RECOMMENDATIONS FOR FUTURE WORK

The recommendations for the future work include the following:

1. The dielectric property measurements need to be done at higher temperature,

up to 250°C for DGEBA/DDS epoxy resins with different extents of cure

at 2.45 GHz, in order to get accurate values of the complex permittivity.

This may be difficult since the extent of cure keeps changing at high

temperature. A better model than Davidson-Cole model should be

investigated that has the ability to account for the high temperature and

different extent of cure.

2. The automatic microwave processing and diagnostic system should be

developed such that the dielectric constant and dielectric loss factor can be

measured and recorded real time as the heating process is proceeding.

3. In this study, the input power delivered to the cavity was kept constant and

recorded the temperature as it increased during the thermoset curing

process. The main purpose of this is to test the numerical model. In

practice, the heat temperature is usually kept constant during the curing

process while the level of the input power is being adjusted. So in order to

make the code useful for practical applications, especially on developing

feedback control strategies, the modification should be done in the model

accordingly.

4. After the two-port multimode cavity is built, experiments are expected to be

carried out to verify the model and the control strategies should be

developed for microwave thermoset curing of epoxy resins. A non-
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invasive online monitoring technique should be developed as well, to

provide feedback to the control system.
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APPENDIX EXPRESSIONS FOR INTEGRAL TERM WITH DOT PRODUCT

In section 4.2.2, to evaluate the integral Fif = ”Le Wie -Wje.dV , first the dot

product is obtained as

 

[.9 5?

w,e.we.= '1 LeLe L‘?Le Le.
' J (6Ve)2 Li111f’21211 12 £2le12 11f’1j2+Li2L121’111

where j,-j =b.eb;+ cieci+dfdi Substituting this into the integral and utilizing the

general integration formula given in (4.11), each entry in the elemental matrix can be

obtained analytically [22]. For completeness, the expressions for these entries are listed

below
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