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ABSTRACT

MICROBIAL FUEL CELLS: DESIGN, CONTROL-ORIENTED MODELING,
AND EXPERIMENTAL RESULTS

By

Ali Abul

There is no doubt about how crucial to have sustainable energy in this era. Researchers

focus on fuel cells because of their high efficiency, environmental friendliness, and indepen-

dence from limited sources, etc. Microbial fuel cell (MFC) is a promising technology that

responds to the demand of sustainable energy. MFCs, similar to other fuel cells, use cat-

alysts and produce electricity through chemical reactions during substrate break-down. In

this case, MFCs use bacteria as the catalysts to break down the organic matter.

There have been control studies on fuel cells, specifically on hydrogen fuel cells, for various

purposes. Because MFCs are still not well understood, similar control studies have not

been adequately conducted. In this study, a control-oriented mathematical model for MFC

dynamics is developed and analyzed. An MFC system is designed and developed, which has

successfully demonstrated production of electricity. Experiments are conducted to identify

the model parameters and validate the model. For the MFC prototype, G. sulfurreducens

strain PCA is used as the pure bacteria culture with the acetate as the substrate. The

MFC used in this study adopts a membrane-less single-chamber configuration, and utilizes

an air-cathode and a carbon-brush anode.

Once the model is developed, the behavior of an MFC is analyzed using system theory.

In particular, the equilibria of the system in the continuous mode, where the MFC is fed

with the substrate at a constant rate are computed. Furthermore, Jacobian analysis and

phase portraits are used to understand the stability properties of the equilibria.
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Chapter 1

Introduction

1.1 Background

Energy demand has always been shaping the future of technological opportunities, economy,

social life and many other important areas. It is known that fossil fuels are non-renewable

energy resources and contribute to various environmental issues [27]. MFCs (microbial fuel

cells) are one of the potential alternatives for meeting the energy demand and they are

environmentally friendly in nature [16], [18], [39], [35]. MFCs are devices that use bacteria

as the catalysts to oxidize organic matter and generate current [4]. Bacteria produce electrons

by breaking down organic matter and transferring the electrons to the anode (the second

electron acceptor after the bacteria), and then to the cathode when the external circuit is

completed. Oxygen molecules (the terminal electron acceptor) accept the electrons, which

flow from the anode to the cathode. However, MFCs are still largely at the research level, and

there are challenges and bottlenecks to overcome before they become commercially viable

and widely adopted.

The rate at which bacteria can oxidize a substrate, and transfer electrons from the sub-

strate to the surface of the anode has a significant effect on power generation. While having

more bacteria typically means a higher oxidation rate, the concentration of bacteria could

reach saturation beyond a certain level. The microorganism and substrate concentrations

are the main elements in the dynamics of power generation in MFCs.
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Once bacteria cover the electrode surface, they form a biofilm. It is known that as

the biofilm grows thicker, mass transfer to the biofilm becomes more limiting. Therefore,

current density is limited by the diffusion or advection of substrate to the biofilm. There

are also limits on current and power density imposed by the internal resistance, which is

related to the membrane (when present) and the materials used for anode and cathode. The

voltage generated by an MFC is more complicated to understand or predict than that of a

chemical fuel cell [18]. In an MFC, it takes time for the bacteria to colonize the electrode and

manufacture enzymes or structures needed to transfer electrons outside the microorganism

outer membrane. Furthermore, in a mixed culture, different bacteria can grow, resulting in

different potentials. The potential cannot be predicted even for pure culture where there

is only one type of microorganism, due to the difficulty in keeping the system 100% pure

(there might be other types of microorganisms that can easily grow even when everything

in the system has been sterilized). However, there are limits to the maximum voltages that

can be generated based on thermodynamic relationships for the electron donor (substrates)

and electron acceptor (oxidizers).

To be able to understand the phenomena behind microbial fuel cells, it is necessary to

model the behaviour of bacterial substrate consumption. Despite their importance, few MFC

models are present in the literature. Researchers developed models based on the microbial

kinetics such as Monod kinetics, Haldane kinetics (in the presence of inhibitors) [28], and

tried to understand the dynamics behind the bacterial growth and substrate concentration

change, to control a chemostat based on the bacterial growth [30], [31], [32]. For MFCs,

some researchers take in account the biofilm-based models, which are more detailed and

provide more accurate results for cases involving microorganisms for cases that do not need

mediators to give their electrons. Rittmann and McCary explained this approach in [1] with
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a broad spectrum. On the other hand, there are studies where researchers use a suspended

bacteria model [18], [39]. Both approaches offer acceptable comparisons with experimental

results, but overall the full understanding of MFC systems is still lacking. The processes of

electron transfer have been modeled before, but prior work only considered one-dimensional,

multi-species model for the biofilm in the MFC [35]. Picioreanu et al. [47] developed a

detailed 3-dimensional model for the anodic compartment biofilm. The principal aim of this

model was to analyze biofilm formation and species distribution within the biofilm. This

was also the first model to take into account different microbial populations competing for

biofilm space and substrate. There have been studies on controlling MFCs based on the

microbial dynamics [45], [38], but experimental results have not been presented to support

the theoretical or numerical results.

Most MFC research focuses on maximizing power production by improving the electrode

materials [55], [65], stacking of the MFCs [50], using different bacteria types [69], and ex-

ploring new designs [18]. There is not much study on the control aspect of MFCs, despite its

significance on the performance of the MFC. In this research, nonlinear dynamics of an MFC

is studied. A mathematical model for the MFC is constructed and verified experimentally.

To be able to better understand the MFC system and to acquire data from the experiments,

a single-chamber MFC system is designed and prototyped. We further characterize the equi-

libria of the nonlinear dynamics when the substrate is fed into the system continuously at

a constant rate, and investigate the stability of these equilibria with Jacobian analysis and

phase portrait.
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1.2 Literature Review

1.2.1 Fuel Cells

Unlike combustion engines, fuel cells produce power with minimal pollutants, which is one

of the important attractive features of fuel cells. Fuel cells produce energy from chemical

reactions in contrast to combustion. However, unlike batteries, the reductant and the oxidant

in fuel cells must be continuously replenished to allow continuous operation [6].

The primary components of a fuel cell are an ion-conducting electrolyte, a cathode, and

an anode, as shown schematically in Fig. 1.1. Fuel cells are typically single-chambered and

this chamber contains both anode and cathode components. In a typical fuel cell, hydrogen

serves as the fuel to the anode and an oxidant, usually oxygen, is supplied to the cathode

compartment. Hydrogen molecules are pushed into the anode where a chemical reaction

breaks them down into electrons and hydrogen ions. Hydrogen ions are passed through the

electrolyte and reach the cathode. On the cathode side, oxygen molecules are supplied and

meet the electrons and protons coming from the anode, to form H2O as the byproduct. There

is an overall electromotive force for hydrogen and oxygen to form water as the byproduct.

The net reaction in a fuel cell is similar to the combustion of hydrogen gas, which releases

the same amount of energy, except that electrical energy has been harvested instead of heat.

• Anode Reaction: 2H2 → 4H+ + 4e−

• Cathode Reaction: 4H+ + 4e− +O2 → 2H2O

• Overall Reaction: 2H2 +O2 → 2H2O ∆Goverall = −474.4 kJmol−1 [8].

∆Goverall is the Gibbs free energy difference between reactants and products. Gibbs free

energy is the energy associated with a chemical reaction that can be converted to work. The
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Figure 1.1 Typical fuel cell components and operation [6].

performance of a fuel cell can be measured by obtaining the polarization curve (operating

curve). A polarization curve plots the voltage of the fuel cell against its current density. It

can be obtained by having an adjustable external resistor and changing its value. Today, the

polarization curve of a fuel cell can be obtained with a potentiostat easily. It should be done

after the system reaches the steady-state open circuit potential (OCP, which is the potential

when there is no current passing through the external circuit). After the system reaches the

steady-state OCP, the fuel cell circuit is closed with an external resistor. By changing the

resistor value slowly (waiting some time at each resistor value), one can measure the voltage

across the terminals and plot the voltage-current curve.

The operating curve and the power curve together give vast amount of information about

the fuel cell, such as internal resistance of the system, optimal external resistance to be used,

operating voltage, maximum power, and overpotentials of the system [18]. In Fig. 1.2, the
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Figure 1.2 An example of the polarization curve of a fuel cell [7].

slope of the polarization curve in the linear part provides an idea of the internal resistance

of the fuel cell [7]. It can be seen in Fig. 1.2 that there are three main regions for the voltage

drop with the change of the current density. The theoretical OCP can be calculated from the

Nernst equation [35], [18]. However, the measured OCP will be lower than this theoretical

value due to cross-over. In a practical fuel cell, some fuel will diffuse from the anode through

the electrolyte to the cathode whereas the it should be only ions which diffuse. This will

react directly with the oxygen at the cathode, producing no current from the cell. This small

amount of wasted fuel that migrates through the electrolyte is known as fuel crossover [12].

The measured OCP is always lower than the theoretical value due to,

1- Activation losses (due to activation energies and electrochemical reactions happening

in the fuel cell)

2- Ohmic losses (due to resistance of the flow of ions in the electrolyte and electrode)

3- Concentration losses (due to mass transfer limitations)

6



As the current increases, the potential starts decreasing due to the activation losses which

appear at low current values. Activation overpotentials are due to energy lost for initiating

chemical reactions and the energy lost due to the electrons traveling to the terminal electron

acceptor. The linear part of the operating curve is due to the ohmic losses (even though

there are also some negligible activation losses occurring in this part). Ohmic losses can be

the most important part for an optimum fuel cell design. These losses are usually due to

the internal connections, the diffusivity of the membrane, the resistance of ion conduction,

etc. Finally, the voltage decreases because of the concentration losses with the high current

density. These losses are also called mass transfer losses and are due to either limitation of

the concentration of reactants or oxidants in the fuel cell.

1.2.2 Microbial Fuel Cells

Microbial fuel cells have similar characteristics as other types of fuel cells except that they

use the bacteria to reduce the substrate. However, comparing to most of the other fuel cells,

MFCs have additional benefits. While giving useful electricity, bacteria also treat wastewater

(if used as the substrate) by breaking down the organic matter in wastewater. Most fuel

cells rely on expensive catalyst materials whereas that occurs naturally by microorganisms

in MFCs. Hydrogen fuel cells require complex control systems since they need to use highly

regulated storage and distribution systems. MFCs can use a wide range of organic matter

as the substrate and can utilize microorganisms that are commonly used and can easily be

found in natural environments. MFCs can also be operated at room temperature unlike the

most common fuel cells, which require high temperature and expensive control systems for

that. One MFC unit (either single or double-chambered) might have a low voltage output

(less than 0.3 V), so MFCs can be stacked to increase the total voltage output.
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1.2.2.1 MFC Working Principle

As can be seen in Fig. 1.3, there are two half-chemical reactions occurring in an MFC, on

the anode and cathode sides, respectively. The inoculated bacteria are kept in the anaerobic

environment with the substrate, and they need to attach to an electrode to give up the

electrons from the substrate consumption because of the lack of oxygen as the direct electron

acceptor. The electron charges in the anode create the potential difference between the

cathode and the anode. Once the circuit is completed with a resistor, the electrons are

transferred to cathode and reduce the oxygen from the air which is the terminal electron

acceptor. Oxygen reacts with the hydrogen ions (protons) coming from the chemical reaction

in the anode, which forms H2O as a result at the cathode side. Besides, MFCs can also be

used for hydrogen production, with a slightly change in the design.

Figure 1.3 Typical schematic of single chamber air-cathode microbial fuel cell with PEM [9].

In Fig. 1.3, a representation of a typical single-chamber MFC with a PEM, with acetate

as the substrate and G. sulfurreducens as the bacteria is shown. However, membrane-less

MFCs are more widely used nowadays due to the high cost of PEMs [18].
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In this study, a single-chamber air-cathode MFC is used with G. sulfurreducens as the

bacteria and with acetate as the substrate.

1.2.2.2 Types of MFCs

MFCs can be distinguished by different characteristics, such as, their operation conditions,

designs, the materials used, and the bacteria types [42], [21], [18], [25]. MFCs are mainly

used in three modes: the continuous mode, the fed-batch mode, and the batch mode. In

the continuous mode, the limiting substrates are constantly added to the reactor, while the

output stream is simultaneously removed at the same rate, so as to keep the reactor volume

constant. Design of control algorithms is significantly simpler for this mode than that for

the fed-batch mode, since it is easier to stabilize the process at an equilibrium point. In

the fed-batch mode the reactor is filled with a large amount of the limiting substrate and a

small amount of the seed biomass. The system reaches a steady state and is harvested [28].

In both the continuous and fed-batch modes, MFCs act like other fuel cells, whereas if it is

a batch system, an MFC would act like a bio-battery (in the sense of a battery which uses

microorganisms to drive the chemical reactions). In the batch mode, unlike the fed-batch

and continuous modes, the MFC can be perceived as a closed chemostat which does not have

influx or discharging of substrate. The batch mode is used only for collecting the data in

this study.

There are experimental studies on the continuous flow MFCs. In some studies [70], [40],

the MFC performance is observed by changing the HRT (Hydraulic Retention Time). HRT

gives a clue of how long it takes the substrate to be consumed in a reactor. It is usually

expressed in hours and is mathematically described as the volume of the reactor divided

by the influent flow rate. The dilution rate (which is preferred to be used in this study
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instead of HRT), on the other hand, is the influent flow rate divided by the volume of the

reactor. Du (et al.) observed that in the range between 10 and 100 mL/min, the flow rate

is not the main factor significantly restraining the MFC performance [41]. The latter might

be due to the inhibitors, such as pH being lower than the value 7 due to the hydrogen

ions being accumulated in the anode, or the competition with other microorganisms which

might dominate the flow rate effect. Nonetheless, flow rate change in a wider range could be

effective on determining the MFC performance.

COD (chemical oxygen demand) is a measure of organic compounds in wastewater. It is

an important parameter in MFCs if the purpose is wastewater treatment. In the continuous

flow mode, the COD removal could be increased by increasing the HRT, but this would also

reduce overall power and current generation due to lower average substrate concentrations

[70]. These results demonstrate that the HRT will need to be selected on the basis of either

optimizing energy production or COD removal [40].

MFCs can be operated with aqueous cathodes or air cathodes. The principle of MFC

with an aqueous cathode is that water is bubbled with air to provide dissolved oxygen to

electrode, whereas if it is an air cathode, one side of the cathode is exposed to the air which

allows the oxygen to get through the cathode.

MFCs can also be classified by their designs, such as the single-chamber (usually membrane-

less) configuration and the double-chamber configuration. A single-chamber MFC has both

the anode and the cathode within the same space where the chemical reactions occur. A

two-chamber MFC requires a membrane between the compartments to let the ions diffuse

from one to the other.
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1.2.2.3 Design Considerations

All the materials in an MFC system should be sterilizable (autoclavable) if only a certain

type of microorganisms are desired in the MFC. The difficulty in achieving an optimal design

comes from the considerations of a number of challenges, including choosing, autoclavable

components, keeping the anode chamber anaerobic, and preventing the leakage, etc.

Practical applications of MFCs will require that we develop a design that will produce

high power and Coulombic efficiencies. In addition, the economical aspect of commercial-

ization (the manufacturing process being practical to implement on a large scale) and the

studies on making affordable materials should be considered [18].

To address the low voltage of the MFCs, researchers focused on scaling up the MFCs,

and for this purpose, single-chamber MFC is used due to its simplicity in scaling up. The

study results demonstrate that the specific surface area of the cathode is the most critical

factor for scaling up MFCs to obtain high power densities [23].

The spacing between the electrodes is highly affecting the power density. Two possible

configurations are a separator electrode assembly or closely spaced electrodes that lack a

separator, and the results suggest that separator electrode assembly designs can more effec-

tively capture energy from wastewater, but closely spaced electrodes configurations will be

superior in terms of treatment efficiency due to a greatly reduced time needed for treatment.

Reducing the distance between the electrodes using the separator electrode assembly

design improved performance in terms of power production (0.328 Wm−2) and energy re-

covery (25-78 Whm−3) compared to the closely spaced electrodes design (0.282 Wm−2, 2-34

Whm−3) [22]. In a separator electrode assembly design, the electrodes are closely spaced

but separated with a separator (to prevent short circuiting), whereas in a closely spaced elec-
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trodes design, where a separator is absent, the electrodes are spaced 2 cm from the center

point of the anode brushes to the cathode Pt/C catalyst surface [22].

1.2.2.4 Choice of Electrode Materials

The Coulombic efficiency, is defined as the ratio of total charges actually transferred to the

anode from the substrate, to maximum possible charges if all substrate removal produced

current [4]. A main challenge in constructing an MFC is to identify materials and the

architecture that maximize power generation and Coulombic efficiency. Another challenge

is to minimize cost and also to create design solutions that are inherently scalable (scaling

up depending on the purpose of the use) [18]. Similar to other fuel cells, MFCs have two

main electrode parts, an anode, a cathode, and in some cases, a separating membrane. The

materials for these components are still a subject of active research. In particular, it is of

interest to increase the efficiency and reduce the cost for the electrodes.

1.2.2.4.1 Anode materials: Electrode materials need to be investigated for good per-

formance in MFCs. The electrode materials should have certain properties, such as high

conductivity, high porosity, high catalytic activity with oxygen, being corrosion-resistant,

high surface area, and being inexpensive. For the anode, the following materials are of-

ten used for/on anode materials due to their stability, high electric conductivity, and large

surface area [18]:

• carbon paper, cloth, foams, and RVC (reticulated vitreous carbon);

• graphite rods, felts, foams, plates, and sheets;

• graphite granules;
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• graphite fibers and brushes;

• conductive polymers;

• metals and metal coatings.

Among those, carbon cloth, carbon felt, graphite felt, carbon mesh and graphite fiber brushes

are most commonly used in MFCs. The main reason why the graphite fiber brushes are

frequently used is that they have the highest specific surface area and porosity [18].

1.2.2.4.2 Cathode materials: The cathode side is more complicated in terms of ma-

terial science. The chemical reaction that occurs at the cathode is difficult to engineer as

the electrons, protons and oxygen must all meet at a catalyst in a tri-phase reaction (solid

catalyst, air, and water) [18].

The choice of the catalyst is crucial in the cathode material since it affects the diffusivity

of oxygen in the MFC directly. Although platinum-coated electrodes are more efficient and

superior than other electrodes in power production due to higher catalytic activity with

oxygen, they are not cost-effective [19].

The materials often used for the cathode are [18]

• carbon cathodes with Pt catalysts;

• carbon cathodes with non-Pt catalysts;

• plain carbon cathodes;

• tubular carbon-coated cathodes;

• aqueous catholytes;
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• Pt and Pt-coated metals;

• metals other than Pt;

• biocathodes.

Because the PTFE (polytetrafluoroethylene) diffusion layers coated on the air-cathode

lets the oxygen get through easily, which does not require external air sparging to the cathode,

air-cathodes with Pt catalyst are most commonly used in MFCs. Many researchers have

chosen to use air-cathodes, as these types of electrodes will ultimately be the type of cathodes

used in larger systems [18]. In this study, air-cathode wih Pt catalyst is used; however,

some recent studies have focused on mesoporous nitrogen-rich carbon materials as cathode

catalysts as an alternative to Pt catalyst [20].

1.2.2.5 Bacteria

MFCs started with the discovery of E. Coli bacteria producing electricity. M. Potter made

the first attempt to produce electricity from this microorganism without a mediator (a

chemical, such as neutral red, that transfers electrons from the bacteria in the MFC to the

anode), where he used a platinum electrode [25]. However, since E. Coli could not transfer

its electrons without a mediator, this study did not catch much interest. In 1980s, it was

discovered that the current density and power output could be greatly enhanced by the

addition of electron mediators [42].

Recent studies show that there are a wider range of bacteria options to use in MFCs,

and there is no need for mediators since most of the bacteria can use special methods to

give their electrons to the electron acceptor (anode). These bacteria that can transfer the

electrons outside of their cells are called exoelectrogens [18]. Most frequently used bacteria
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for MFCs with this property are Shewanella, Rhodoferax and Geobacter strains.

1.2.2.5.1 Important factors that affect bacterial growth: Chemical reactions are

influenced by the temperature, so bacterial growth is also affected by the temperature change

in the environment. For each type of bacteria, the growth rate increases with the temper-

ature, and, in general, the rate doubles [1]. Even though temperature is not a big issue

for MFCs in general, temperatures above the normal range for the species can destroy the

enzymes and the organism may die.

The pH also affects the growth and most species of bacteria have a narrow pH range

for growth, and for most organisms this range lies between 6 and 8 [1]. The study also

suggests that, the design and operation of an MFC-based treatment system must consider

the optimum pH conditions required for growth of the bacteria of interest.

If the bacteria require an anaerobic environment (for example, Geobacters), the presence

of molecular oxygen would affect the growth ability of bacteria significantly. For the terminal

electron acceptor, some bacteria can use nitrite or sulfate instead of oxygen. But since oxygen

is easily found in the air and the reduction of oxygen would have more Gibbs free energy, it

is generally preferred to use oxygen as the electron acceptor in MFCs.

Microbes transfer electrons to the electrode through an electron transport system that

either consists of a series of components in the bacterial extracellular matrix or together with

electron shuttles dissolved in the bulk solution [42]. Most studies thus far have focused on

investigating the electron transfer mechanisms that enable Geobacter biofilms to reduce the

electrode [10].

1.2.2.5.2 Energy capture mechanism in bacteria: The electron carriers can be di-

vided into two different classes, those that are freely diffusible throughout the cell’s cyto-
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plasm and those that are attached to enzymes in the cytoplasmic membrane [1]. There

are co-enzymes in the bacteria which carry the useful energy. The co-enzyme NADP+ is

involved in anabolic reactions while NAD+ in catabolic reactions. The particular electron

carriers that operate in a given cell depend upon the relative energy levels of the primary

electron donor and the terminal electron acceptor [1].

NAD+ extracts two protons and two electrons from a molecule being oxidized and in

turn is converted to its reduced form, NADH. The reactions of NAD+ is,

NAD+ + 2H+ + 2e− = NADH +H+ (1.1)

The Gibbs free energy for this reaction is

∆G = 62 kJ (1.2)

Similarly, NADP+ takes two protons and two electrons from the substrate and formNADPH:

NADP+ + 2H+ + 2e− = NADPH +H+ where ∆G = 62 kJ (1.3)

When the Gibbs free energy is positive, it means that energy must be taken from the

organic molecule in order for NADH to be formed. When the NADH in turn gives up the

electrons to another carrier and is reduced back to NAD+ (Fig. 1.4), it also gives up the

chemical energy, which may be converted to other useful forms [1] and form the first part of

ETC (electron transport chain).

In natural environments oxygen is the terminal electron acceptor for the bacteria, and

the energy released as the electrons are passed through a chain of electron carriers (Fig. 1.4)
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to oxygen can be determined from the overall Gibbs free energy change of the NADH and

O2 half reactions,

NADH +H+ = NAD+ + 2H+ + 2e− ∆G = −62 kJ (1.4)

1

2
O2 + 2H+ + 2e− = H2O ∆G = −157 kJ (1.5)

Net reaction is:

NADH +
1

2
O2 + 2H+ = NAD+ +H2O ∆G = −219 kJ (1.6)

Therefore, the energy transferred along with electrons from an organic chemical to

NADH is released to subsequent electron carriers and ultimately to oxygen in aerobic res-

piration. However, in MFCs a portion of this energy is going to be captured by the anode

before by oxygen. This energy transfer results in −219 kJ per mole of NADH for use by the

organism in the aerobic case. The bacteria is using a portion of this energy for maintenance,

cell synthesis, growth, etc. The primary example of an energy carrier for this purpose is

adenosine triphosphate (ATP ) (Fig. 1.4). When energy is released from an electron carrier,

it is used to add a phosphate group to adenosine diphosphate (ADP ) [1],

ADP +H3PO4 = ATP +H2O ∆G = 32 kJ (1.7)

Geobacter belongs to dissimilatory metal reducing microorganisms, which produce bio-

logically useful energy in the form of ATP during the dissimilatory reduction of metal oxides

under anaerobic conditions in soils and sediments [42].
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Therefore, NAD+ captures protons and forms NADH+. Then NADH diffuses through

bacteria cytoplasm and forms NAD+ and one proton by releasing electrons (energy). Some

of this energy is used by bacteria to form ATP which they need for cell synthesis and for

cell maintenance. Whenever bacteria needs energy, it reduces ATP to ADP and this ADP

later takes the same cycle to form ATP from NADH to NAD+ reaction.

Figure 1.4 Schematic of the electron transport chain (ETC) through the bacteria to the
electron acceptor [26].

1.2.2.5.3 Electron transfer mechanism: After bacteria capture the energy from the

substrate, they give out the electrons to an electron acceptor which is the anode in MFCs.

It is still not fully understood how bacteria transfer their electrons outside of their outer

membranes. However, there is an agreement on three different types of extracellular electron

transfer (EET), by different microorganisms. In Fig. 1.5, the three discovered EET are

depicted.

The first mechanism is explained as that bacterial electron carriers through the ETC give

the electrons through the outer membrane to a solid electron acceptor. Bacteria using this
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mechanism require direct contact with the solid electron acceptor and, thus, cannot form a

biofilm [37]. The second mechanism needs a mediator, which helps carry the electrons from

the bacterial outer membrane to the solid electron acceptor.

The third proposed mechanism involves a solid component that is part of the extracellular

biofilm matrix and is conductive for electron transfer from the bacteria to the solid surface

[37]. This mechanism is supported by the recent discovery of the possible role of cellular

pili as nanowires (which some bacteria, such as G. sulfurreducens, produce to attach the

electrode) [17], which are being characterized for their capability to conduct electrons [37].

Figure 1.5 Schematic of three EET (extracellular electron transfer) mechanisms used by
ARB (Anode-respiring bacteria) (that is how Cesar I. Torres define the bacteria in MFC):
a) direct electron transfer, b) an electron shuttle, and c) a solid conductive matrix [37].

1.2.2.6 Substrate

Substrate is considered to be a key factor for MFCs since it has the source for the organic

matter which bacteria use to extract energy. There are a large number of substrate types

used in MFCs.
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It is difficult to compare the performance of MFCs from the literature by the substrate

used, due to the different operational conditions in each study. There are some measures,

such as current density, that can help us understand the effect of substrates. The unit used

for current density is usually (mA/cm2). The majority of MFC researchers use acetate as

the substrate since it show the highest energy output from MFCs comparing to other single

substrate types [21].

There are studies that point to the importance of the substrate on the power density

and present relevant mathematical models [1], [18], [35], [37]. For example, it is shown [23]

that the substrate concentration has a significant effect on the potential on the anode side

but not cathode performance, while the solution conductivity has a significant effect on the

cathode but not the anode performance.

1.2.3 MFC Modeling

In this section, for the purpose of modeling and controlling MFC, the relevant literature is

critically reviewed. To derive a mathematical model for an MFC, one should start with un-

derstanding the bacteria characteristics, microbial kinetics, and anaerobic digestion. There

are vast amount of literature about the microbial kinetics which explains the microorganism

behavior in details [1], [13], [14], [15].

1.2.3.1 Anaerobic Digestion

Anaerobic digestion is a process where organic matter is degraded into a mixture of methane,

carbon dioxide, and biomass [51]. Among the diverse process designs and configurations for

anaerobic treatment processes (e.g., anaerobic suspended growth, up-flow and down-flow

anaerobic attached growth, anaerobic lagoons, up-flow anaerobic sludge blanket), some pre-
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viously developed anaerobic digestion models can give important information about kinetics

of reaction, transport, and space limitations for the MFC anode [39]. The anaerobic diges-

tion models considered in this study involve anaerobic suspended growth and the biofilm

attachment.

1.2.3.2 Microbial Kinetics

There are two common descriptions for the substrate consumption kinetics and the microor-

ganism growth rate, Monod kinetics and the Haldane kinetics. Monod kinetics was named

after microbiologist Jacques Monod, in 1940s, and is also called Michaelis-Menten kinetics

[11]. In the literature, Haldane kinetics usually is used for the optimal control purpose for

the anaerobic digestion, such as that in [59]. One of the reasons that Haldane kinetics is

used in nonlinear analysis is because it considers the inhibitors. And with that difference

from the Monod kinetics, an interesting phenomena, the singular arc, occurs in the optimal

control analysis [67]. However, in this study Monod kinetics is considered due to its better

accuracy to represent MFC models. The Monod equation,

µ = µmax
S

K + S
(1.8)

expresses that, at a high substrate concentration, the process is at its maximum rate, while

at a low substrate concentration the substrate becomes rate limiting for the system. Here,

µmax is the maximum specific growth rate, S is the concentration of rate-limiting substrate,

and K is the concentration giving one-half the maximum rate. Eq. (1.8) represents the

microbial kinetics for one substrate. It can also be modified if there are more than one
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substrate in the media [35]; for example, for two substrates S1 and S2,

µ = µmax
S1

K1 + S1

S2
K2 + S2

(1.9)

Over the years, many different anaerobic digestion models were studied [51], [56], but

their uses were limited to specific applications [39]. Due to the different approaches, IWA

(Internaional Water Association) developed a generalized anaerobic digestion model, ADM1

(Anaerobic digestion model no 1) [58]. The ADM1 model processes included many details,

such as, acidogenesis from sugars, acidogenesis from amino acids, acetogenesis from long

chain fatty acids, acetogenesis from propionate, acetogenesis from butyrate and valerate,

aceticltastic methanogenesis and hydrogenotrphic methanogenesis [58]. The complexity of

this model requires large computational effort and creates challenges in model parameter

identification, which means that parameter estimation algorithms could not fit such a large

number of parameters within reasonable confidence levels [53]. For that reason, ADM1 is

not taken as the base model for this study.

1.2.3.3 Biofilm Modeling

ADM1 did not consider the biofilm growth; instead it assumed a well-mixed chemostat for the

anaerobic digestion. In the MFCs bacteria usually form a biofilm on the anode surface, which

becomes a solid conductive layer in the sense of electron accepting. In [52], the authors used

several microbial species and observed the competition for space and substrate. They used

the continuum approach, mass balance equations, and experimental observations to describe

the effect of relative substrate concentrations on biofilm performance and composition [52].

The modeling of biofilm formation in MFCs can be highly complex. In the study [48], the
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authors modeled a mixed population biofilm formation in three dimensions. The diffusion

of several substrates and the growth of different microorganisms were modeled using PDEs

(partial differential equations) due to the nature of the biofilm modeling. In the paper [35],

the authors developed a dynamic, one-dimensional, multi-species model for the biofilm in

the anode of an MFC. They concluded that the biofilm conductivity strongly influences the

electron donor, current fluxes, and the biomass distribution. They used the anode potential

to derive the model. In [37], the authors aimed to evaluate how well each extracellular

electron transfer (EET) mechanism can produce a high current density without a large

anode potential loss by using the biofilm model. The complexity of these models is similar

to that of ADM1, which requires large computational effort.

1.2.3.4 MFC Model Comparisons

Some MFC models are too complex to solve and some of them are not well suited for control.

Table ?? summarizes the characteristics of available MFC models in terms of anode or/and

cathode types, microorganisms, biofilm existence, and the convergence difficulty (whether

the models would demand large computational effort to be solved).

In MFC research with the wastewater as the substrate, multi-species are often considered.

In this study, pure culture (single-microorganism) is considered and the necessity of fast

convergence is taken into account in the model analysis.

1.2.3.5 Anaerobic Digestion Model Analysis

Modeling of anaerobic digestion and two main kinetics (substrate utilization and the micro-

bial growth rate) has been well studied [2], [57]. These models have been investigated for

their system properties in a few cases, including stability analysis of the equilibria, feedback
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Table 1.1 Comparison of characteristics included in all available MFC models [39].

Model Type of MFC model Multi-species Biofilm
Ease of
convergence

ZhangandHalme(1995) Anodeandcathode No No Y es
Zengetal.(2010) Anodeandcathode No No Y es
Macusetal.(2007) Onlyanode No∗ Y es Y es

Hamelersetal.(2011) Onlyanode No Y es Y es
P icioreanuetal.(2007) Anodeandcathode Y es Y es No
Picioreanuetal.(2010a) Anodeandcathode No No No
*This model assumed inert and active biomass competing only for space on the anode

surface.

stabilization, robust stabilization with Lyapunov method, and optimal control of the system.

A stabilizing feedback control was designed for Haldane-Monod model of bacterial growth

[66]. More recently, the authors of [68], studied optimal control of a nonlinear fed-batch bio-

process using a predictive approach. Stability analysis, nonlinear analysis, and control of

anaerobic digestion were performed using similar model kinetics [31], [43]. For the stability

analysis of the chemostats appropriate Lyapunov functions were chosen by some researchers

[63], [28]. On the control side, there have been studies focusing on feedback design [30] for

different purposes, such as to regulate the organic pollution level [61] using the similar anaer-

obic digestion model. There are also studies on nonlinear adaptive control for bioreactors

[62] in which the authors proposed a nonlinear controller and proved the global asymptotic

stability of the closed-loop system.

Despite the aforementioned progresses, the works cited above mostly deal with bioreac-

tors, not for MFCs. Even though an MFC includes biofilms, its unique characteristics offer

new opportunities for modeling, analysis, and control design.
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1.2.4 Control of MFCs

There are numerous studies on the control of fuel cells since they have complex systems with

numerous equipment components, such as pumps, compressors, storage tanks, flow meters,

and sensors. On the other hand, for the control of MFCs, due to its relatively new nature,

research effort has been very limited.

Theory and experiments with the nutrient flow control for maximizing the amount of

microorganisms were explored by the authors of [66]. In this study, a stabilizing feedback

control was designed for Haldane-Monod model of microbial growth of E. Coli. In another

study [61], a control law was proposed to drive the model to a desired set point for any initial

operating conditions for an anaerobic digestion. The authors concluded that COD (chemical

oxygen demand) of wastewater can be estimated on-line without the need for sensors. The

latter work was only focused on a chemostat which had an anaerobic digestion, and thus is

different from an MFC..

Researchers have conducted studies on parameter estimation for the MFCs [39]. In

this study, the authors considered multi-species for microorganisms and wastewater as the

substrate for the anaerobic digestion. They modeled MFC based on the mixed system (not

biofilm) assumption, explored the effect of the external resistance on the performance, and

optimized the substrate consumption by staging MFCs. They also concluded with Rint and

EOCP estimations as follows,

Rint = RMIN + (RMAX −RMIN )exp−KRX (1.10)

EOCP = EMIN + (EMAX − EMIN )exp
( −1KRX

)
(1.11)
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RMIN is the lowest observed internal resistance and RMAX is the highest observed internal

resistance. EMIN is the lowest observed OCP and EMAX is the highest observed OCP. KR is

the constant which determines the curve steepness and it can be obtained using the voltage

measurements from the operated MFC. The RMIN , RMAX , EMIN and EMAX values were

obtained from the polarization tests. In the same study, they used mediators, but in most

of MFC studies mediator-less bacteria are used due to the extra expense of mediators [40],

[41], [45], [18], [10], [46].

There have been some attempts on maximizing the power output with power management

systems and PID controllers [45], [38] for MFCs, but there has been little experimental work

in these studies to support the simulation results.

1.3 Conclusion

In this chapter, an introduction to MFCs is carried out with the background and an extensive

literature review on the modeling and control issues. It has been concluded that there is not

adequate work on control of MFCs, even though it is an important area which is directly

related to the MFC performance, cost reduction, and better understanding of the system.

It has been realized that there are different models describing microbial kinetics, and in

this study Monod kinetics is selected, since it does not include the inhibitor effect and is

a better representation for MFC systems. For the model analysis, there has been research

on anaerobic digestion and microbial kinetics model analysis for bioreactors. However, such

analysis has not been applied to MFC models with the specific parameters for MFC dynamics.
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1.4 Objectives

The goal of this research is to understand the mathematics, theory, and mechanism behind

the MFC systems with the available models, and to further investigate the dynamic model

in order to develop an MFC control system for its performance optimization.

Therefore, the objectives of this study are

1. To design an MFC which can serve in batch, fed-batch and continuous modes and be

used as a platform for collecting experimental data.

2. To find a model for electricity generation from MFCs that can be validated with ex-

periments. Substrate and microorganism concentrations are to be used as the state

variables in the model.

3. To analyze the system based on nonlinear systems theory, including the stability of the

equilibrium points.
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Chapter 2

Design and Development of an MFC

In this chapter, the design and prototyping of an MFC are presented. This MFC is sub-

sequently used in model development and analysis. The experiment setup used in SML is

shown in Fig. 2.1. A potentiostat is used to collect the data and send it to the dSpace

ControlDesk. D-Space uses Matlab/Simulink in its interface. The system (both MFC and

the storage containers) were bubbled with nitrogen constantly, from the nitrogen cylinder.

There are autoclaved syringe needles on the top of both MFC and storage containers to let

the oxygen bubbled out. Filters are used to keep the nitrogen gas sterile. To show the pH

buffer effect, samples were collected from the MFC on a regular basis. Samples were taken

with the aid of a sterile syringe and samples are also used for the HPLC analysis in Reguera

lab at MSU.

2.1 MFC Design and Fabrication

2.1.1 Anode

The anode material used in the MFC in this study was carbon fiber (PANEX 35 50K, Zoltek)

brush with two twisted Ti (Titanium) wires. The specifications for the brush (The Mill Rose

Company, Mentor, OH, USA) are 1.989 inches in diameter (Fig. 2.2), 2.75 inches in length

for the brush part, and 4 inches in overall length with the Ti part included. Carbon fiber
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Figure 2.1 The MFC experimental setup used in this study.
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brushes were soaked in the acetone overnight and then heat-treated at 450◦C for 30 min [33]

in the Physics Laboratory at MSU.

Figure 2.2 Anode brush that was prepared in SML-MSU.

The reason why a brush-type electrode was chosen was that it has higher surface area

than other carbon felt anodes. In the experiments, only some portion of the anode brush

was in contact with the medium because of the short length of the Ti wire on the anode

brush (Fig. 2.6). The active anode brush surface area was calculated to be approximately

0.67 m2.

2.1.2 Cathode

The cathode was manufactured in different laboratories at MSU. The cathodes were made

by applying platinum and four diffusion layers on a teflon-treated carbon cloth as described

in [24]. The materials used for this process and detailed information are shown in Table 2.2.

First, the carbon base layer was prepared using the carbon cloth, carbon black powder,

and 40% PTFE solution. This 40% PTFE solution was prepared from 60% PTFE solution

(Table 2.2), by dilution with DI (deionized water). The whole mixture was kept in the plastic

sample vial tube. Solid glass beads were added into the tube to help forming homogeneous

mixture. The mixture was mixed with a vortexer (Vortex-Genie mixer, S8223, Scientific

30



Table 2.1 Materials used for the cathode fabrication and their specifications.

Material Vendor Address Specification

Carbon cloth ElectroChem Inc. MA, USA
Teflon-treated,
dimensions
19cm x 19cm

PTFE
(Polytetrafluoroethylene)

Sigma-Aldrich USA
60 wt %
dispersion
in H2O

10% Pt/C catalyst ElectroChem Inc. MA, USA

Weight 10wt%
platinum,
Vulcan
XC-72 carbon,
amount 5 grams

Nafion perfluorinated
resin solution

Sigma-Aldrich USA

5 wt. % in mixture
of lower
aliphatic
alcohols
and water,
contains 45% water

Carbon black powder Cabot Corp. GA, USA
Vulcan XC72
Conductive
Carbon Black

Propanol Alfa Aesar MA, USA

2-Propanol,
Spectrophoto-
metric Grade,
99.7+%

Solid Glass Beads
Propper Manufacturing
Co. Inc.

NY, USA 3mm in diameter
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Industries, Inc., USA) in the Robotics and Automation Lab at MSU. Then this mixture

was coated on the carbon cloth with a small, soft paintbrush. The carbon cloth with the

coating was heat-treated on a heat-resistant glass ceramic plate (McMaster Carr) in a furnace

(Physics Laboratory at MSU) at 370◦C for 25 min. Secondly, 60% PTFE solution was applied

on the previously coated side to form the diffusion layer. The optimum layer number was

found to be four according to [24]. The carbon cloth with the PTFE coating was heat-treated

on the same furnace at 370◦C for 12 min between each layer. Finally, the catalyst layer was

applied. The materials used for this stage were 10% Pt/C, nafion, propanol, and DI (Table

2.2). More detailed information about this whole process can be found in [44].

The Pt/C catalyst side of the air-cathode is in contact with the media in MFC whereas

the PTFE layer helps the oxygen get through to form the H2O (Fig. 2.3).

Figure 2.3 Cathode material that was fabricated in SML-MSU. a) The Pt/C catalyst side.
b) The PTFE diffusion side.
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2.1.3 The First Prototype

In this study, a single-chamber rectangular prism-shaped air-cathode MFC (Fig. 2.4) was

first built in SML. To prototype this design, round, impact-resistant polycarbonate tube and

sheets (McMaster Carr) were used. The total liquid volume was 230 ml.

Figure 2.4 A single-chamber air-cathode MFC that was built in the Smart Microsystems
Lab.

The system would be operated in a batch mode and with different substrate concentra-

tions; however, the cathode section of the MFC had too much leakage for its total liquid

volume. The leakage problem could not be resolved with a few different attempts, because of

the difficulty associated with the choice of autoclavable materials and because of the anaer-

obic requirement. For that reason, an alternative bottle-shaped design was considered, as

discussed next.
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2.1.4 The Second Prototype

In this new design, there was still leakage on the cathode part; however, it could be solved

by sealing the cathode extension with waterproof autoclavable silicon (ACE Hardware, MI,

USA). The leaking problem was from the external pressure, which came from the nitrogen

cylinder for keeping the system anaerobic. In the current design (Fig. 2.7) the spacing

between the anode brush and the cathode was 2 inches. This MFC system can be used for

batch, fed-batch, and continuous systems.

Figure 2.5 a) The components of the MFC compartment for continuous or fed-batch system.
b) The assembled view of the components.

The components shown in Fig. 2.5 include, 1) cathode that was fabricated, 2) auto-

clavable tubing for the substrate flow, 3) the arm extension for the cathode placement, 4) a

glass part which sandwiches the cathode, 5) o-ring, 6) clips to hold the cathode between the

glass and the extension arm, 7) inflow extension barbed fitting, 8) outflow extension barbed

fitting, 9) blue butyl stopper, and 10) the extension for the reference electrode and for the

N2 inflow.
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Figure 2.6 The assembled MFC prototype with the anode, cathode and acetate as the sub-
strate.

2.1.5 Other System Components

The MFC system was designed to be used for both the batch mode and the fed-batch mode

(even though it can be used also for the continuous mode), and it requires the ability to

modulate the medium flow. Two solenoid valves were used with one normally opened (NO)

(Honeywell, model no: 71225SN2EF00N0C111B6, MI, USA) and the other normally closed

(NC) (Parker, model no: 71215SN2MF00N0C111P3, MI, USA). The specifications for the

valves were, 120/60 volts/Hz, 10 Watts,, 750 psi. The valves 1/4 inches with a 3/64 inches

orifice size (Cv = .005). The NC valve was used for outflow while the NO valve was used for

inflow to the MFC.

For data acquisition and system control, dSpace Control Desk 5.1 was used with a com-

puter. DSpace required −10/ + 10 volt as an input/output, so SSRs (Solid State Relays)

(Opto22, CA, USA) were used, along with the fuse, to convert the digital signal (VDC) to

120 VAC to operate the solenoid valves.
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Autoclavable glass media/storage bottles (United States Plastic Corp., OH, USA) used

to store the media and to operate the MFC. The glasses were re-shaped (Glasswork at the

Chemistry Building, MSU) based on the purpose of this study. The bottle where the MFC

was operated was 250 ml, the one which stored the input medium was 1000 ml and the

effluent storage bottle was 500 ml.

The system needs to be kept anaerobic. Therefore, a nitrogen cylinder with 99.999%

purity, 304 SCF (standard cubic foot) (MSU Stores) kept pumping the nitrogen into the

MFC bottle to get oxygen out of the system. To lower the high pressure of the nitrogen

cylinder, a regulator (SMITH Equipment, SD, USA) was used so that the outlet pressure was

always less than 5 psi. Specifically, both the MFC bottle and the input storage bottle needed

to be kept anaerobic so the nitrogen gas was splitted to the bottles with a splitter. Tubing

used for this purpose was masterflex norprene tubing (Cole-Parmer Instrument Company,

IL, USA). Sterile needles and luer locks were used to get through the blue butyl stoppers

(Fisher Scientific Company, PA, USA) to the MFC. A needle was attached to the top of each

bottle to release the oxygen. PTFE syringe filters (Fisher Scientific Company) were attached

to the needles to keep the nitrogen gas sterile. Autoclavable tubing (McMaster Carr) with

brass-barbed fittings were used to let the substrate flow in the system.

An Ag/AgCl reference electrode with flexible wire connectors (BASi, IN, USA) was used

for the anode electrode potential measurement. An external Ti wire, 0.5 mm in diameter,

was used on the cathode side for the closed-circuit data acquisition.

There were other materials and safety equipment used for the fabrication and operation,

such as 50 mL conical polypropylene centrifuge tubes for mixing the solutions and preparing

the pH buffers, distilled water for the pH calibration, acetone for the anode brush treatment,

glasses, face shield, nitrile purple gloves and goggles for safety (MSU stores). All components
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Figure 2.7 Experimental setup for MFC characterization and model development.

of the MFC system were autoclaved for 30 min under 24 psi pressure value with 121◦C

with gravity cycle (steam displaces air in the chamber by gravity, i.e. without mechanical

assistance, through a drain port) at the same time in an oven at the Reguera lab at MSU.

2.1.5.1 pH Buffer Preparation and Calibration

The pH probe needed to be calibrated each time before it was used. For the calibration,

three different pH buffer solutions (of pH 4, 7 and 10) were prepared. Buffer capsules (order

code PHB) were used for preparing the pH buffer solutions. Powder from each capsule was

added into 100 mL of distilled water in a plastic bottle. Then 3 drops of buffer preservative

(Micro Essential Laboratory, Broklyn, NY, USA) were added to prevent mold growth and

to add color to the solution so each solution can be identified.

• Blue pH 10 (with tolerance of 0.02) at 25◦C

• Green pH 7 (with tolerance of 0.02) at 25◦C

• Orange pH 4 (with tolerance of 0.02) at 25◦C
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After the buffers were prepared, the pH probe was used to have three different value

points. These three points were used to have the following equation. For the pH mea-

surement, samples were taken with a syringe (slip tip 20 mL, MSU Stores) from the MFC

container.

pH value = −2143 ∗ (V oltage value)− 33.2884 (2.1)

2.2 Inoculum and Medium Composition

2.2.1 Bacteria

G. sulfurreducens strain PCA was used for this study. It was inoculated for the control pur-

pose with the fed-batch mode in our experiment and was routinely cultured anaerobically

in the DBAF (DB with fumarate and acetate) medium, which was DB medium [3] sup-

plemented with 20 mM acetate as the electron donor and 40 mM fumarate as the electron

acceptor.

Na2SeO4 (1 mM) was also added to stimulate growth, as reported elsewhere [3]. The

MFC was inoculated with cell suspensions as described previously [3], except that the electron

donor in the anode chamber was acetate, which had an initial concentration of 3 mM for first

experiments, and for the latter experiments, the acetate medium had an initial concentration

of 1 mM.

The bottles for bacteria were top out at optical density at OD600 (optical density at 600

nanometer) of 0.6, and 100 mL of this culture was spun down, washed twice and then re-

suspended in 10 mL of medium for the inoculation to the MFC. The initial cell concentration

was calculated to be approximately 5x1010 cells/mL.
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Table 2.2 The ingredients and amount added for 3 mM acetate in 1300 mL total volume of
medium.

Ingredients
Amount
added

Units
Final
concentration

10X DB Stock 130 mL
100X DB Mineral Mix 13 mL
100X DL Vitamin Mix 13 mL
0.75 M NaAcetate 5.2 mL 3
KH2PO4 2.054 g 116 mM
K2HPO4 1.9032 g 84 mM
Double distilled H2O Fill To: 1300 mL

Table 2.3 The ingredients and amount added for 1 mM acetate in 2000 mL total volume of
medium.

Ingredients
Amount
added

Units
Final
concentration

10X DB Stock 200 mL
100X DB Mineral Mix 20 mL
100X DL Vitamin Mix 20 mL
0.75 M NaAcetate 2.67 mL 1
KH2PO4 31.6 g 116 mM
K2HPO4 29.28 g 84 mM
Double distilled H2O Fill To: 2000 mL

2.2.2 Substrate

In the first experiment, 3 mM acetate concentration was used. The substrate was prepared

(see Table 2.3) at the Reguera lab at MSU. In latter experiments, 1 mM acetate concentration

was used (Table 2.4).

After the acetate and other ingredients with the pH buffer were mixed in 2000 mL total

volume, pH was recorded as 6.46. Then NaOH was added to set the pH at 6.73. Then the

medium was transferred to the side-arm flask and vacuumed with rapid stirring for 30 min.

After the vacuuming, it was splitted into 200 mL bottles with pressure tubes and sparged

with N2:CO2 (80:20) first without stoppers for 30 min and then with stoppers for another

30 min. The bottles were crimped and autoclaved at 121◦C for 30 min in the dry mode.

39



2.3 Data Acquisition

Data were collected from a potentiostat (Omni-101 Potentiostat, Cypress Systems). Poten-

tiostats are devices which control potential to give the information about the characteristics

of the electrochemical device (MFC in this case). A potentiostat works with three electrodes,

the working electrode (the anode), the Ag/AgCl reference electrode, which has a fixed po-

tential, and the auxiliary (counter) electrode (the cathode). To measure the open circuit

potential of the anode, the rotary controller on the potentiostat should be on standby. To

fix the anode potential at a certain value, the potentiostat rotary controller was switched

to cell-on and the value of the anode potential was set at +0.240 V. That way, the bacteria

would be driven to attach to the anode and form a biofilm. Everything was measured and

displayed with dSpace (Control Desk 5.1 with CP1104 board). The current was measured

through a circuit because dSpace (Fig. 2.10) accepted only voltage inputs.

Figure 2.8 The circuit used for measuring the current.

To measure the pH (Fig. 2.9), a pH probe (Vernier, USA) with a BNC connector was

used and the data were collected at each time period to make sure that the pH was staying
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at around 6.7 all the time. The pH probe should be calibrated with pH buffer capsules each

time before it is used to get the accurate data. Since dSpace accepts only voltage input,

the value from the pH electrode to dSpace needed to be converted to the pH value through

Nernst equation as mentioned before in Section 2.1.5.

Figure 2.9 The pH probe with BNC connector.

2.3.1 HPLC (High Performance Liquid Chromatography

HPLC is a method widely used in analytical chemistry. This method is a higher version

of column chromatography, which is a method used for separation of individual chemical

compounds from a mixture of compounds. HPLC does that with the aid of high pressure,

with a much faster way of getting the results. The HPLC method was used to get the

information for the acetate concentration in the substrate. Samples were taken from the

MFC with a sterile syringe and was transferred to a centrifuge tube. These were centrifuged

(the Reguera lab) to spin down the bacteria in the samples. The samples were reserved in a
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Figure 2.10 dSpace CP1104.

freezer until the day they were analyzed. Acetate and metabolic end products in the sample

supernatants were separated by high-performance liquid chromatography (Waters, Milford,

MA) on a 300 by 7.8 mm Aminex HPX-87H column (Bio-Rad, Hrcules, CA) at 23◦C with

4 mM H2SO4 as the eluent, at a flow rate of 0.6 mL/min [3].
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Chapter 3

Microbial Fuel Cell Modeling

Microbial fuel cells, to describe simply, are devices that get energy from anaerobic diges-

tion of the microorganisms. To develop a model for this behavior, one should understand

the biological and electrochemical dynamics underlying the process. The biofilm model is

important for understanding the electron transportation from the bacteria to the anode in

mediator-less MFCs; however, the suspended microorganism model is the fundamental devel-

opment for how the anaerobic digestion works and gives simpler approach for MFC modeling

and control. In this study, the model of suspended microorganisms will be considered for

simplicity; however, this approach can be extended to the biofilm model.

3.1 Microbial Kinetics

The connection between the active biomass and the primary substrates is the most fundamen-

tal factor needed for understanding. Because this connection must be made systematically

and quantitatively for engineering design and operation, mass-balance modeling is an essen-

tial tool [16]. It is considered that the limiting factor for bacterial growth is the substrate

(electron donor). The relation between these two dynamics is well known and captured by

the Monod equation. Here, for a more systematic approach, we will consider the bacterial

dynamics including both synthesis and decay. In the literature, usually when the researchers

use biofilm model, instead of this approach, only synthesis part of bacterial dynamics is
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considered and the decay rate is designed as the detachment rate from the biofilm. The rate

of synthesis can be written as [1]

µsyn =

(
1

Xa

dXa

dt

)
syn

= µmax
S

K + S
(3.1)

Xa is the expression for the active biomass (for the our model, however, this will be written

as X as it represents the total biomass in the system, considering that the bacteria are

suspended), however, these kinetics can be approximated to describe the entire bacteria

community due to the nature of suspended microorganisms. In this study, there will be no

separation of active or inactive biomasses and the notation for all the suspended biomass is

X.

On the other hand, as mentioned above, there will be bacterial decay. Studying more

slowly growing bacteria has shown that active biomass has an energy demand for main-

tenance, which includes cell functions such as resynthesis and repair, motility, transport,

osmotic regulation, and heat loss [1]. Environmental engineers usually represent that flow of

energy and electrons required to meet maintenance needs as endogenous decay [16]. In other

words, the bacteria oxidize themselves to meet those needs. The rate of endogenous decay

can be represented as:

µdec =

(
1

Xa

dXa

dt

)
decay

= −b (3.2)

for b > 0, and b is endogenous decay coefficient.

Overall, the net specific growth rate of biomass (µ) is the sum of growth and decay rates:

µ =
1

X

dX

dt
= µsyn + µdec = µmax

S

K + S
− b (3.3)
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The substrate utilization is another kinetics worth to mention. The rate that bacteria

break down the substrate is also related to the Monod equation. While the cell growth is

derived from substrate utilization, the Monod equation takes the form [1]:

rs = − qmaxS

K + S
X (3.4)

where rs is the rate of substrate concentration change (substrate utilization).

3.2 Growth Yield

The growth yield is a biological variable that allows us to assess the rate of electron-donor

electrons converted to biomass electrons during synthesis of new biomass. Substrate utiliza-

tion and biomass growth are connected by

µmax = qmaxY (3.5)

where Y is called the growth yield.

The net rate of cell growth then becomes

Xs = Y
qmaxS

K + S
X − bX (3.6)

in which, Xs is the net rate of biomass growth. For modeling MFCs, the measured growth

yield is beneficial. From (3.5), Y can be inferred from the two variables, qmax and µmax.

But it is useful to explain the direct measurement of Y . We can define the growth yield as

the rate of bacteria concentration change divided by the rate of the substrate concentration
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change. Then the growth yield takes a form,

Y =
rx
rs

(3.7)

in which, rx is the rate of bacteria concentration change (the net growth rate of biomass).

In batch systems, the growth yield becomes,

Y = −
dX
dt
dS
dt

= −dX
dS

(3.8)

Here, the minus sign comes from the equation (3.4) since the consumption rate of the sub-

strate is a decreasing change.

For a continuous system, to calculate the growth yield, one could simply fix a time

period and take the samples (for bacteria and substrate concentrations change) at initial

and terminal times, and dividing them could give the approximate value of the growth yield,

Y = −∆X

∆S
= −X −X0

S − S0
(3.9)

where ∆X is the bacteria concentration change in the fixed time period and ∆S is the

substrate concentration change in that same fixed time period. X and S are the terminal

bacteria concentration and substrate concentration, respectively. X0 and S0 are the initial

bacteria concentration and substrate concentration, respectively.
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3.3 Potential of an MFC

There is a difference between standard and non-standard electromotive forces of an MFC.

If the cell is under standard conditions, the cell potential can be obtained by the difference

between the standard electromotive force of the cathode and the standard electromotive

force of the anode part in the MFC. Standard conditions are those that take place at

• T= 298.15 [K]

• P= 1 [atm]

• Ms= 1.0 [M]

where T is the temperature, P is the atmosphere pressure and Ms is the chemical concen-

tration for liquid based on the IUPAC (International Union of Pure and Applied Chemistry)

convention.

Non-standard conditions occur when any of these three conditions is violated, but gen-

erally they involve a change in concentration. The OCP of MFCs are based on the Nernst-

Monod equation. Nernst-Monod equation is a quantitative expression that describes the

relationship between the rate of ED utilization and two variables: ED concentration and

electrical potential [35]. The standard potential of chemical reactions can be found in the

literature [1], [18].

3.3.1 Thermodynamic Analysis

The reactions occurring in an MFC can be analyzed in terms of the half-cell reactions, or

the separate reactions occurring at the anode and the cathode [18]. For example, the acetate
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oxidization in the anode compartment can be represented as

CH3COO
− + 4H2O =⇒ 2HCO−3 + 9H+ + 8e− (3.10)

whereas on the cathode side,

O2 + 4H+ + 4e− =⇒ 2H2O (3.11)

3.3.1.1 Activity

In chemical thermodynamics, activity is a measure of the effective concentration of species

in a mixture, in the sense that the species’ chemical potential depends on the activity of a

real solution in the same way that it would depend on the concentration for an ideal solution

[16].

Activity of a substance is a dimensionless value. The activity of pure substances in

condensed phases (solids or liquids) is normally taken as unity (=1) [36]. For a reaction [36],

aA+bB↔cC +dD, where the left-hand side represents the reactants and the right-hand

side represents the products, the reaction quotient has the form:

Q =
[C]c[D]d

[A]a[B]b
(3.12)

where [C] is understood to be the molar concentration of product C if it is aqueous, or the

partial pressure in atmosphere if it is a gas.

Based on the chemical reaction involving the substrate on the anode side, we can calculate
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the potential on the anode side EAnode:

EAnode = E0a −
RT

nF
ln(Q) (3.13)

in which, E0a is the standard potential on the anode side. Standard potential is the potential

under the standard conditions of those that were explained earlier in this section. R, T , n, F

are the ideal gas constant, the temperature of MFC, the number of electrons transferred and

the Faraday constant, respectively. The reaction quotient for the chemical reaction (3.10)

which happens on the anode, will be,

Q =
[CH3COO

−]

([HCO−3 ])2([H+])9
(3.14)

where CH3COO
−, HCO−3 and H+ represent the acetate concentration, the bicarbonate

ion concentration, and the proton concentration, respectively. In the same manner, we can

calculate the potential on the cathode side based on the chemical reaction there,

ECathode = E0c −
RT

nF
ln(Q) (3.15)

in which, E0c is the standard potential on the cathode side.

Thus, the overall potential of an MFC can be calculated as,

ECell = ECathode − EAnode (3.16)
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3.4 Voltage Output

In the previous section, the potentials described in the Eqs. (3.13)-(3.16) are theoretical

calculations depending on the chemical reactions happening in the MFC. The measured

voltage of an MFC will be lower than this value due to the potential losses, as explained

below.

3.4.1 Activation Losses

The activation loss occurs at the beginning of the process of the system. Because a chemical

reaction needs to be activated to start, activation loss occurs during the transfer of the

electrons from the bacteria to the anode. The activation loss at each electrode of a fuel cell

is governed by the Butler-Volmer equation [49],

IMFC = i0Asur[exp(
β1 − nFVact

RT
)− exp(−β2 − nFVact

RT
)] (3.17)

where IMFC is the MFC current, i0 is the exchange current density in reference conditions,

Asur is the anode surface area, and Vact is the activation loss (the loss is in terms of potential

since it is taken from the total voltage on the electrode) on the anode. The reduction (β1)

and oxidation (β2) transfer coefficients are determined by the electron transfer processes at

the electrode-electrolyte interface [39]. These coefficients are directly related to the electrode

reaction mechanism and are difficult to identify [49]. The exchange current density in ref-

erence conditions is a strong function of electrode materials, design, reactant and product

concentrations, and temperature [39]. Eq. (3.17) can be reduced to the Tafel equation for
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large values of activation losses,

Vact ≈
RT

βnF
ln(

IMFC

i0ctAsur
) (3.18)

For small values of Vact, Eq. (3.17) can be reduced to a linear relationship between

the current and the activation loss. This reduction is often called “linear current-potential

equation” as shown in [60], [39],

Vact ≈
RT

nF
(
IMFC

i0Asur
) (3.19)

It must be noted that, [49] has clearly demonstrated that Butler-Volmer approximations

leading to the Tafel and linear current-potential equations should be cautiously used in

modelling and model analysis, because they could significantly deviate from the Butler-

Volmer equation outside their range of applicability [39].

3.4.2 Ohmic Losses

Resistance to the flow of electrons and ions during the fuel cell operation generates ohmic

losses. These losses increase as the current flow increases and this linear relationship obeys

Ohm’s law; therefore, ohmic losses can be described by [6]:

Vohm = RintIMFC (3.20)

where Vohm and Rint are ohmic loss on the anode side and the internal resistance of MFC,

respectively.

Ohmic losses arise from resistance of ion (proton) conduction due to the solution and
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(if present) the membrane, and resistance of the flow of electrons from the electrode to the

contact point (i.e., where the electrodes are connected to a wire), and any relevant internal

connections. Ohmic losses can be limited by reducing electrode spacing, choosing membranes

or electrode coatings with low resistances (if present), ensuring good contacts between the

circuit and electrodes, and increasing solution conductivity and buffering capacity [18].

3.4.3 Concentration Losses

The concentrations of the reactants and products in the fuel cell at the compartment bulk

phase are often different from their concentration values at the electrode surface. Due to

consumption and formation reactions, reactants are sparse at the electrode surface, while

products are abundant. This concentration gradient leads to a mass transport phenomenon

that is determined by diffusion. Since the current produced by the fuel cell is linked to the

electrode reactions, the diffusion of reactants and products affects the fuel cell performance.

This influence is called concentration losses [39].

The concentration losses contribute significantly to the decrease in cell potential, partic-

ularly at high current densities and low bulk reactant concentrations [49], [39]. These losses

can be determined by the potential difference (∆E) between the voltage at open circuit (bulk

concentration, Ei=0) and the cell voltage at high current rates (Ei−high) [6]. So, the Nernst

equation can be applied between the reactants’ concentrations in the bulk liquid (CBulk) and

on the electrode surface (CSurface) as:

∆E = Vconc =
RT

nF
ln(

CBulk

CSurface
) (3.21)

In addition, one can define IRL as the limiting reference current, e.g., the maximum
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possible current density, at which the maximum rate of reactants can be supplied to the

electrode. By this definition, CSurface is zero at IRL . Now by applying Fick’s law at the

limiting reference current and by using eq. 3.21 one can find [6], [39],

CBulk

CSurface
=
IRL − IMFC

IRL
(3.22)

Therefore, the concentration losses can be written as a function of fuel cell current and

its limiting reference current [39],

Vconc =
RT

nF
ln(1− IMFC

IRL
) (3.23)

3.4.4 The Voltage Output

Based on the previous discussions, the measured potential on the anode electrode,

VAnode = EAnode − [Vact + Vohm + Vconc] (3.24)

For the cathode potential, the same procedure can be applied; however, in this study, the

cathode potential is assumed to be constant. The assumption of constant cathode potential

comes from the main attention on the anode potential output [48].

3.5 A Control-oriented Model for MFCs

In this section, the mathematical model developed for the purpose of controller design is

summarized in a form that clearly indicates state variables, control input, and outputs. A

control volume is described as a mathematical abstraction to help build the mathematical
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models of physical processes (chemical reactions in this study). In the continuous (or fed-

batch) mode, MFCs can be perceived as chemostats (a control volume which includes the

organic matter and the microorganism). In this chemostat the input and the output are

controlled for the desired purposes. The proposed model considers only one kind of microor-

ganism and uses acetate as the substrate, but the approach is amenable to generalization to

a mixture of microorganisms and other types of substrates. The following assumptions are

made in the model development:

1. The mixing of substrate is ideal, and the substrate gradient in the biofilm is neglected.

2. the substrate concentration change is the main effect on the anode OCP output.

3. The temperature remains constant at the room temperature, and the pH is kept con-

stant via the pH buffer in the medium.

4. The main overpotential affecting the cathode potential is the activation loss. For

simplification and because of the small changes in the cathode OCP, the cathode OCP

is assumed constant [48].

5. There is no manual addition of active biomass to the system.

3.5.1 Mass Balances

Describing mass balances and the rate of substrate concentration change requires specifying

a control volume. In Section 3.1, the concentrations of bacteria and the substrate in the

batch mode (closed volume) are discussed. In this section, the input to the control volume

is included in the state equations. The liquid volume of the MFC is denoted as Vc. The

system receives a feed flow with rate Fc, having initial substrate concentration of S0, which
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described as the MFC initial substrate concentration before. This substrate feed is coming

from the substrate storage container (Fig. 2.1). The storage container has the substrate

concentration of S0, so it feeds the MFC container with that value. The rate of change in

substrate concentration in the MFC is,

dS

dt
= −qX +D(S0 − S) (3.25)

The dilution rate, D, is the control input to the system. By changing the value of D, one can

examine the flow rate effect on the output of the MFC since the dilution rate is a function

of the flow rate,

D = FmV
−1
m (3.26)

In Eq. (3.25), q is related to rs in (3.4),

q = qmax
S

K + S
(3.27)

In the continuous (or fed-batch) system, the biomass mass balance equation is,

dX

dt
= µX −DX (3.28)

Again, the parameter µ represents the net specific growth rate of the bacteria.
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3.5.2 Summary of the Control-oriented Model

3.5.2.1 State Equations

To facilitate the discussion on the analysis of the MFC dynamics, we introduce new notation

for the dynamics that is more commonly used in the control literature. Let x1 represent

the substrate concentration (the original S) and x2 represent the biomass concentration (the

original X). The input, u, represents the dilution rate, D. The system dynamics can be

represented as

ẋ1 = −qmax
x1

K + x1
x2 + u(S0 − x1) (3.29)

ẋ2 = [µmax
x1

K + x1
− b− u]x2 (3.30)

ẋ3 = 2(qmax
x1

K + x1
x2 − u(S0 − x1)) (3.31)

ẋ4 = 9(qmax
x1

K + x1
x2 − u(S0 − x1)) (3.32)

where new state variables x3 and x4 are the new representations of HCO−3 and H+ con-

centrations, respectively. The significance of these concentrations in the voltage output is

explained in Section 3.3.1.1. The reason for these state variables chosen that way (Eqs.

(3.31), (3.32)) is due to the chemical reaction that happens on the anode side; see (3.10).

The change of the activity for x3 and x4 is assumed not to affect the acetate concentration

equation, because the system is closed and there is no transfer of ions in or out of the system.
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3.5.2.2 Output

Depending on the configuration of the MFC measurement setup, there are multiple ways

for defining the system output. Before writing the control-oriented OCP output, all the

parameters in the equation should be written in terms of state variables, constant parameters

and the inputs. One common and convenient choice for the output is the open-circuit voltage:

VAnode = E0a −
RT

nF
ln(x1/(x

2
3x

9
4))− [

RT

nF
(
IMFC

i0Asur
)

+RintIMFC +
RT

nF
ln(1− IMFC

IRL
)] (3.33)

This equation comes from Section 3.4 with activation, ohmic and concentration losses

subtracted from the theoretically calculated OCP of anode.

To be able to estimate the internal resistance, the following equation can be used [39],

Rint = RMIN + (RMAX −RMIN)e−KRX (3.34)

Again, X is the biomass concentration and will be denoted as x2 as mentioned before..

Another variable that should be written in terms of the state variables is IMFC. In the

study [37], the authors defined the current density:

j = jmax
S

K + S
(3.35)

where S and K are the same as before, the substrate concentration and the concentration

giving one-half the maximum rate, respectively, j is the current density on the anode part
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and jmax is the maximum current density obtained on the anode part. This definition,

however, was based on the region of bulk substrate concentration in a biofilm model. So,

this definition is approximated in this study for the bulk substrate concentration. Since the

current density is the current divided by the surface area (anode surface area in this case),

then the current becomes,

IMFC = Asurjmax
S

K + S
(3.36)

or,

IMFC = Asurjmax
x1

K + x1
(3.37)

Then Eq. (3.33) becomes,

VAnode = E0a −
RT

nF
ln(x1/(x

2
3x

9
4))− [

RT

nF
(
jmax

x1
K+x1

i0
)

+ (RMIN + (RMAX −RMIN)e−KRx2)Asurjmax
x1

K + x1

+
RT

nF
ln(1−

Asurjmax
x1

K+x1

IRL
)] (3.38)

3.6 Experimental Model Identification

3.6.1 OCP Measurement

Model identification was conducted using the data from the first experiments for both the

cases of 3 mM and 1 mM acetate operated in the batch mode and from the HPLC results.

Matlab simulation results were used to figure out the confidence intervals for the estimated

parameters. For the data collection, first the MFC was inoculated with 3 mM acetate and

10 mL of bacteria culture with a concentration of 5x1010 cells/mL initially. The maximum
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open circuit potential (OCP) of the anode was observed to be −471 mV (Fig. 3.1) and its

magnitude was decreasing afterwards (Fig. 3.2).

Figure 3.1 Anode open circuit potential versus Ag/AgCl reference electrode after the bacteria
inoculation.

For the second experiment, the MFC was inoculated with 1 mM acetate and the same

volume and density of bacteria initially. The maximum OCP of the anode was observed to

be −362 mV and similarly it was decreasing afterwards. The identifiable parameters from

the OCP and HPLC results were, µmax and qmax. There are some parameters that are
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difficult to identify, for which we have used the data from the literature to determine their

values.

Figure 3.2 Maximum point of anode OCP versus Ag/AgCl reference electrode. The OCP of
anode was decreasing after that point.

For the estimation of those identifiable parameters, data-fitting was carried out. Basically,

the best values for the parameters were chosen based on the values gathered from the OCP

values for the substrate concentration (x1). This value then was also validated with the

HPLC analysis results. Because running too many experiments was not available in this

study, the data from the literature was used to identify the other parameters (ones that are

not identifiable with the current experimental data). The identification of several parameters

present in the OCP equation requires additional experiments such as cyclic voltammetry and

polarization tests with different external resistors; however, in this study, these experiments

were not conducted yet. The parameters estimated for our system are listed in Table 3.1.
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3.6.2 HPLC Measurement

The acetate concentration initially was 1 mM (59 mg/L). This initial condition was used

in Matlab/Simulink simulation of the model. Simulation suggests that almost 63% of the

acetate was consumed (Fig. 3.3) by the bacteria in 6 days and that result agreed with the

HPLC result which was taken after 6 days the inoculation was done. The HPLC results

showed that the acetate concentration was 0.38 mM on 6th day.

Figure 3.3 The simulation results for the acetate concentration change with zero input (batch
mode).

The parameters such as R, and F are universal constants with known values. The

value for T , was taken as 298.15 K which is the temperature of the room in the MFC and

is assumed to stay unchanged. The anode surface area was calculated approximately by

measuring the dimensions of the anode brush (0.67 m2). The electrons per chemical reaction

is 8 e− which is known from (3.10). The value for E0a (0.187 mV), which is the anode
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Table 3.1 Parameters identified for the MFC model.

Parameter Description Value Unit Explanation

qmax

maximum specific
rate of substrate
utilization

3 day−1 estimated

K
concentration
giving one-half
the maximum rate

27 mg L−1 assumed

µmax
maximum specific
growth rate

0.5 day−1 estimated

S0
initial acetate
concentration

60 mg/L known

X0
initial bacteria
concentration

1.5 mg/L known

F Faraday constant 96485 s A/mol constant

R ideal gas constant 8.31446 JK−1mol−1 constant
T MFC temperature 298.15 K constant

n
number of electrons
transferred

8 dimensionless known

b
endogenous decay
coefficient

0.07 day−1 estimated

E0a
standard anode
potential

0.187 V constant

Asur Anode surface area 0.67 m2 calculated

OCP under the standard conditions, was taken from the literature [4], [18]. This value has

already been calculated before, according to the chemical reaction (3.10) that happens in

the anode part with the acetate as the substrate. The values for µmax, b (the endogenous

decay coefficient), and qmax were estimated by using the OCP and HPLC data from the

experiments via data fitting method (Table 3.1). The value for K is the least predictable

value. This non-identifiable parameter was taken from the literature [1], [35], [58] based on

the similar operating conditions.
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3.6.3 pH measurement

For the pH measurement, the pH electrode with the BNC connector was used. The samples

for the pH values were taken from the MFC bottle with a sterilized syringe twice everyday

with approximately 12 hours intervals. The calibration for the pH electrode was made

manually as described before in Section 2.1.5.1. The calibration for the pH electrode was

needed everyday. As it can be seen in Fig. 3.4, the pH did not change significantly due to

the pH buffer in the solution (potassium phosphate).

Figure 3.4 The pH values taken twice a day.

3.7 Model Validation

Model validation has been done using 1 mM acetate concentration and the 5x1010 cells/mL,

and we had 10 mL bacteria culture which means that there was 5x1011 cells initially in the
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MFC. For the simulation part, the x3 and x4 initial values were taken as zero since they are

assumed to be absent until the bacteria starts consuming organic matter. The values for

the x3 and x4 are linearly dependent on x1 in the model proposed in this study. With this

simulation, the result for 1 mM acetate concentration is shown in Fig. 3.5.

Figure 3.5 Simulation results for the anode open circuit potential versus Ag/AgCl reference
electrode after the bacteria inoculation.

The MFC had 220 mL medium bubbling with N2 for 5 hours before the bacteria inocula-

tion. The OCP of the anode was observed to be +112 mV at that time. Then 10 mL of the

bacteria inoculation was added and the OCP of anode started increasing drastically. The

OCP that was observed on the anode side was −380 mV in 2.5 hours after the bacteria were

added (Fig. 3.1). Then the observation showed that in 60 hours the magnitude of OCP of

the anode went down to −320 mV (Fig. 3.6). Note that, because of the dSpace converting

the voltage value sign from the potantiostat, the signs of the voltage values seem to have

64



flipped.

Figure 3.6 Anode open circuit potential versus Ag/AgCl reference electrode after the bacteria
inoculation.

Based on the model, we have conducted additional simulation analysis. For the initial

bacteria concentration, it has been estimated to be 5x1013 cells/mL. With one bacterium

mass weight of 3x10−17 g [64], the initial bacteria mass concentration following inoculation

was estimated to be 1.5 mg/L (Fig. 3.7). The bacteria concentration reached the maximum

level in 7 days and it started decreasing due to the depleting acetate concentration. However,

simulation results showed that the bacteria concentration did not reach to zero even in 20

days after the substrate concentration was almost zero. It is because the bacterial endogenous

decay coefficient in the Eq. (3.7) was small.
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Figure 3.7 The simulation results for the bacteria concentration change with zero input
(batch mode).
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Chapter 4

MFC Model Analysis

In this chapter, the MFC model will be analyzed in the fed-batch (where either u = 0 or a

constant) and continuous mode (u can be changed). For the continuous mode, we restrict to

the case of u being constant. First, the equilibria of the system will be investigated and the

properties of these equilibrium points will be studied. We will further explore the bifurcation

of the system behavior as the (quasi)constant control input u increases. Stability of these

equilibria will also be analyzed.

4.1 Equilibria of the System

It is important to understand the properties of the system dynamics in an MFC, which will

be instrumental in the MFC control and optimization. One important property is the set

of equilibria and their stability. Recall the state equations (3.29 - 3.32). The first two state

equations will be considered in this chapter to analyze the behavior of the substrate and the

biomass concentration.

From the second equation of the state equations, there is a trivial equilibrium point,

x2 = 0 ⇒ x1 = S0 (4.1)

which means that if there is no bacteria, the substrate concentration will remain constant
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regardless of the input value. The other equilibrium point is when x1,

x1 =
K(b+ u)

µmax − b− u
(4.2)

then the corresponding x2 is

x2 =
µmaxu(Kb+ S0b+Ku− S0µmax + S0u)

qmax(b+ u)(b− µmax + u)
(4.3)

The latter is the nontrivial equilibrium point, which depends on the input value. The

importance of the dilution rate (the input) could be seen in this equilibrium in a continuous-

mode MFC. From this equilibrium expression, we note that if u = µmax − b, no finite

equilibrium can be achieved.

A special case of interest is when u = 0 (the fed-batch mode). In that case, one of the

eigenvalues becomes zero. When one or both eigenvalues are zero, the phase portrait (the

family of all trajectories) is in some sense degenerate [2]. When that situation happens,

there is a null space, any vector in which is an equilibrium point for the system; that is,

the system has an equilibrium subspace, rather than an equilibrium point. In Fig. 4.1, this

subspace can be seen with the red marks on the phase portrait. Depending on the initial

conditions for the bacteria and the substrate concentrations, an equilibrium will be reached

in the equilibrium subspace. In this case, the equilibrium space is x2 = 0 and x1 can take

any positive number but K (concentration giving one-half the maximum rate).
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Figure 4.1 The phase portrait for the equilibrium subspace with zero input (fed-batch mode).
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4.2 Stability of the Equilibria

Consider the nonlinear time-invariant system (Eqs. (3.29 - 3.32)). We analyze the local

stability through linearization at the equilibrium point of interest. In particular, the Jacobian

matrix is,

J =


−Kqmaxx2
(K+x1)

2 − u
−qmaxx1
K+x1

Kµmaxx2
(K+x1)

2
µmaxx1
K+x1

− b− u

 (4.4)

At the first trivial equilibrium point, x2 = 0 and x1 = 60, with the values from the Table

3.1, the J matrix is,

J =
∂f

∂x
=


−u − 2.069

0 0.275− u

 (4.5)

Since u ∈ R+, unless u ≤ 0.275, the equilibrium point is locally asymptotically stable

because both the eigenvalues are real and negative. However, something interesting happens

when the dilution rate reaches one specific value, when u = 0.275, one of the eigenvalues

λ1 = −11/40 and the other eigenvalue λ2 = 0, which gives another nullspace. On the other

hand, when u < 0.275, one of the two eigenvalues is negative while the other is positive. In

that case this equilibrium point is called a saddle point and it is not stable.

The second equilibrium point of Eqs. (4.2)-(4.3) is more important since it is more
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practically relevant. The J matrix for a constant u becomes,

J =


−u(290000u

2−159400u+37421)
450(100u+7)

− 6u− 21
50

u(290000u2−204400u+34271)
2700(100u+7)

0

 (4.6)

For this matrix, the eigenvalues as a function of u are calculated,

λ1 = −(37421u+ (u(84100000000u5 − 144652000000u4 + 76596540000u3

− 13203494800u2 + 716982841u− 30227022))1/2

− 159400u2 + 290000u3)/(900(100u+ 7)) (4.7)

λ2 = −(37421u− (u(84100000000u5 − 144652000000u4 + 76596540000u3

− 13203494800u2 + 716982841u− 30227022))1/2

− 159400u2 + 290000u3)/(900(100u+ 7)) (4.8)

Using Matlab, the eigenvalues for increasing u from zero to 0.3 by 0.01 increment calculated.

The plotted eigenvalues for these different u values are as shown in Fig. 4.2.

An interesting phenomenum, called bifurcation, is important in the practical sense. It

is whether the system maintains its qualitative behavior under infinitesimally small pertur-

bations [2]. In this control model the input changes to a specific value and the non-trivial

equilibrium point changes its stability property at a certain input value. With the parame-

ters in Table 3.1, this input value is u = 0.275. This is the same input value with the previous

case. That interesting result shows us that both these two equilibrium points (Eqs. (4.1)
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Figure 4.2 The eigenvalues for different u values to show the bifurcation point. The orange
line shows the trajectory of the first eigenvalue and the purple line shows the trajectory of
the second eigenvalue.
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and (4.2, 4.3)), are changing their property at that specific u value. Our interest is mainly

on the first equilibrium point (Eq. (4.1)) since the second equilibrium point goes beyond the

physical domain. The first equilibrium point becomes locally asymptotically stable. This

result suggests that after the specific u value, the washout will happen. In Fig. 4.2, until

around the value u = 0.2, eigenvalues are complex and in the graph, only the real part of

the eigenvalues is considered since it is deciding the stability property. After that u value,

there is another u value, u = 0.275, at which, it is easy to see that the first eigenvalue is

switching its sign (while the other remains at negative), which causes a bifurcation at that

point (from stable to saddle).

The linearized system at the second equilibrium point (Eq. (4.6)) strictly depends on u.

For 0 < u < 0.275, the point is a stable node because the real parts of the two eigenvalues of

the Jacobian matrix are negative. When u = 0.275, the two equilibrium points are colliding

and one of the equilibrium points changes the stability property. This second equilibrium

point becomes a saddle point due to one negative and one positive eigenvalue of the matrix.

Besides, theoretically, after that u = 0.275 value, this second equilibrium point is going

beyond the domain which is x1 ∈ D, x2 ∈ D, D ∈ R+. This case can be shown in phase

portraits and also can be seen in Matlab/Simulink simulation for different u values. Here,

for u = 0.2, the stable equilibrium point is x1 = 31.69 and x2 = 3.49 (Fig. 4.3). For u = 0.3,

the equilibrium point becomes a saddle point due to bifurcation.

Simulation results for different u values are shown in Fig. 4.5, to show how substrate

and bacteria concentrations change and stabilize, which agrees with the previous analysis.
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Figure 4.3 The phase portrait for the second equilibrium point with non-zero input value,
0.2.
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Figure 4.4 The phase portrait for the second equilibrium point with non-zero input value,
0.3.
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Figure 4.5 Substrate and biomass concentration stabilization with the change of the dilution
rate.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

The main contribution of this thesis is to develop a model for a microbial fuel cell based on

the anaerobic digestion conduct model validation with the support from the experimental

data results, and perform analysis of this model based on the nonlinear systems theory.

The model for the MFC was chosen based on the suspended bacteria assumption. The ki-

netics for the substrate consumption and the bacterial growth were taken from the literature.

However, for the ions and protons activity, changes were put in the differential equations

based on the chemical reaction. The model was not adequate for supporting the experimen-

tal results perfectly. This indicates that the biofilm kinetics must be included for the MFC

without mediator. The experiments were carried out with anaerobic pure culture for the

bacteria, acetate as the substrate, and membrane-less single-chamber as the MFC structure.

Identifiable parameters for the model were estimated using data from the experiments in

the batch mode. Non-identifiable parameters were carefully chosen from the literature. The

model validation was conducted with the independent data sets and this assured that the

model could simulate the state variables as well as the output. The simulated open circuit

potential output was slightly higher than the measured open circuit potential of the anode.

This was because the model did not include the crossover potential loss.

The model analysis was conducted after the model was validated. Similar anaerobic
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digestion analysis was conducted before by other researchers; however, for MFCs, this kind

of analysis has not been done before. The stability of the equilibria under the continuous

mode was examined, and the results showed that there is a good dilution rate interval. The

biomass will theoretically be washed out with the input value higher than the threshold,

which was calculated after the analysis. However, in a biofilm-based model this would not

be true completely because of the detachment to the biofilm. This analysis, however, could

be used on the suspended portion of the bacteria contribution on the voltage output.

5.2 Future Work

The future work can be mainly concentrated on a better model development. The model

parameters identification in this study was carried out with limited measurements from the

experiments. The tests such as polarization, cyclic voltammetry, electrochemical impedance

spectroscopy may give important data for more accurate parameter identification.

State variables, such as the substrate and the bacteria concentrations can potentially

be estimated by using extended kalman filtering. Ultimately, with the estimated states,

feedback control of the MFC can be pursued, to stabilize or maximize the power output for

the MFC system.
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