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ABSTRACT

PLANT-ENHANCED REMEDIATION OF NAPHTHALENE

By

Chris M. Saffron

This study explored the effects of slow desorption on the rate of removal of

naphthalene in planted systems. The magnitude by which desorption limits the removal

ofPAHs was assessed in different soils. The contaminant exhibited nonequilibrium

desorption in all of the soils studied. The desorption data were described using several

desorption models. The desorption models were also used to quantify the rate of mass

transfer from the soil solute to the soil solution. The mathematical models were ranked

using a construct called the Akaike information Criterion, which takes into account

accuracy and parameter variability. The effect that plants have on the rate of naphthalene

removal in soils was also assessed. The collected data was interpreted using a descriptive

model. Volatilization by gaseous diffusion, sorption to roots, transpirational uptake, fast

mass transfer from the soil solid, and slow mass transfer from the soil solid were included

in the model.

The lessons learned during the development of this model were used in positing a

decision-making methodology. This methodology contains a procedural approach for

quantifying the rate of mass transfer, and whether plants are able to overcome these

transfer limitations. A dimensional analysis was used to determine the efficacy of

planted systems, which leads to improved decision making regarding phytoremediation.
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Chapter 1. Introduction and objective

Introduction

Currently, the world oil consumption is estimated at 75 MM barrels of oil per

day[1]. This corresponds to filling a cube with sides that are roughly 1 mile wide

every year. This amount of production/consumption provides an ample driving force

for contamination of soils, waterways and air with organic contaminants. The

remediation of organic contaminants by plants has become a viable alternative to

more traditional schemes. Currently, phytoremediation is being used by academia,

industry, government and the military to remediate sites contaminated with

polyaromatic hydrocarbons (PAHs), polychlorinated biphenyls (PCBs),

trichloroethylene (TCE), perchloroethylene (PCB), trinitrotoluene (TNT), and many

others. When compared to competing technologies, such as excavation and

incineration, pump and treat, etc., phytoremediation has several inherent advantages.

In addition to being an effective technology for clean-up, advantages include: a

relatively low cost, a general social acceptance, an aesthetically pleasing appearance

over competing technologies and the support of a diverse and burgeoning population

of trained professionals. Like microbial bioremediation, phytoremediation is an in

situ technology that will not disturb the soil matrix. Phytoremediation takes

advantage of a plant’s innate ability to transpire water, which concentrates dilute

contaminants. The bacterial population in rhizosphere soils is also ten to 1000 times

greater than in unplanted bulk soil[2]. As much as 30 percent of a plant’s

photosynthate is exuded in the roots[2], and many of these exudates resemble organic



contaminants[2] (a feature of plants that may induce degradative enzymes or prompt

cometabolism). Plants are known to improve soil aeration, soil aggregation, reduce

erosion, and fix atmospheric carbon dioxide. Though planting, monitoring, amending

with nutrients, harvesting and disposal are costs associated with phytoremediation—

the energy required for growth is provided by sunlight and a plant’s ability to acquire

dilute nutrients by transpiration provides a concentrating effect in the root zone.

Cunningham and Berti have stated[3]:

“A green plant is a ‘solar-driven, pumping, and filtering system that

has measurable loading, degradative and fouling capacity’. Roots are

‘exploratory, liquid-phase extractors that can find, alter, and/or

translocate elements and compounds against large chemical

9”

gradients .

In truth, the complexities inherent in phytoremediation systems include many

mechanisms not included in the above description. Thus, given the obvious need for

remediation and clean-up, and including the advantages that phytoremediation has

over other technologies, further development in this area is warranted. The proper

selection of remediation technologies that are demonstrated effective, that are low-

cost, and that can add aesthetic value is of the utmost importance.

In 1999, the estimate for the total US. phytoremediation market exceeded 30

MM U.S. dollars[4]. This number will grow, as it is estimated that 1.7 trillion US.

dollars will be spent on clean-up in the US. over the next thirty years[5]. Cost



estimates for design and implementation ranged between 60,000 to 100,000 US.

dollars per acre in 1999. This is roughly one-fourth the cost of excavation followed

by landfilling[6]. Further evidence supporting the efficacy of phytoremediation of

organic pollutants in soils will expand the market for this technology.

Objectives

This study was designed to explore the effects of slow desorption on the rate

of remediation in planted systems. Four objectives were considered in this

investigation. The chapters of this dissertation are organized around each of these

objectives.

The first objective is to assess the magnitude that desorption limitations may

impose on planted systems. All of the studied soil and contaminant combinations

exhibited nonequilibrium desorption phenomena, meaning that desorption from the

soil matrix may limit the rate of remediation. Several mathematical models were fit

to each set of desorption data to describe the rate of desorption. The mathematical

models were ranked based on accuracy and parameter variability using a construct

called the Akaike Information Criterion. The knowledge that was gained concerning

the desorption limitations was used to design the experiments needed to satisfy the

second objective of this study.

The second objective was to determine the effect plants have on contaminated

soils that are limited by slow desorption. Completion of this objective would provide

evidence that phytoremediation is or is not limited by slow desorption from the soil

matrix.



The third objective was to formulate a descriptive model that fits the rate data

collected during the completion of the second objective. The model was developed as

a descriptive tool, i.e. a tool used to interpret the collected data. Several types of

mass transport were considered in the model development, including: volatilization

by gaseous diffusion, root uptake by sorption to lipophilic tissues, transpirational

uptake, fast mass transfer from the soil solid, and slow mass transfer from the soil

solid. Mechanisms that did not add to organic chemical mass transfer under the study

conditions of the second objective were not included in the model, e.g. the advection

and dispersion due to contaminant leaching. The lessons learned during the

development of this descriptive tool were used in positing a decision-making

methodology, which forms the basis of the fourth objective.

The fourth objective involves the use of a mathematical model, developed

using the lessons learned upon completion of the first three objectives, for developing

a decision-making methodology. This methodology contains a procedural approach

to determining whether organic mass transfer from the soil is limiting in batch

conditions, and whether plants are able to circumvent these transfer limitations. The

analysis will be conducted using the classical approach of dimensional analysis.

After the interpretation of the collected data using a constructed mathematical model,

plotting the dimensionless groups results in a division between a mass transfer limited

regime and a reaction rate limited regime. The decision regarding the use of

phytoremediation can be made by interpreting the plots of dimensionless groups.
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Chapter 2. Literature Review

Introduction

The effort presented in this chapter reviews many of the published mechanisms

responsible for controlling the rate and extent of phytoremediation. The numerous

processes involved in phytoremediation are investigated to assess which may limit the

application of this technology. In actuality, phytoremediation encompasses several

technologies, and a short description of the various technologies is presented in this

chapter and summarized in Table 2-1. Many of the processes involved in the

phytoremediation technologies have been previously assembled into mathematical

models by other authors—several of these models are reviewed in this chapter. The

modeling investigations presented in the literature assume that equilibrium exists between

the soil matrix and the soil solution, while the investigation presented in Chapters 3 and 4

of this dissertation explores the kinetic limitations of contaminant desorption.

Furthermore, an obvious link between the effort in vitro and the effort in situ, regarding

the use of mathematical models describing phytoremediation, does not appear to exist.

Chapter 5 of this dissertation attempts to bridge the gap between a descriptive model and

a decision-making tool that would benefit the application of phytoremediation by the site

engineer

Phytoremediation is defined as the use of green plants to remove pollutants from

the environment or to render them harmless[l ]. This is a burgeoning technology that can

be used for a diverse array of contarninant-soil combinations. The number of

applications for phytoremediation has increased as the collective understanding,

concerning the root-soil-contaminant interaction, has improved. Plants have been



effectively demonstrated to remediate soils contaminated with several classes of

contaminants, including: organic contaminants[2-1 1], heavy metal contaminants[12-17],

and radionuclide contaminants[18, 19]. Several phytoremediation technologies exist for

removing these contaminants, including those listed in Table 1. This review contains a

brief summary of these technologies, some of the mechanisms controlling these

technologies, and the models that are capable of describing the controlling mechanisms.

The last section of this review presents the scope of the research that is contained in the

following chapters.

Phytoremediation technologies

Several studies have validated the use of phytodegradation. Poplar trees were

found capable of transforming trichloroethylene (TCE) to trichloroethanol, trichloroacetic

acid, and dichloroacetic acid[20]. The ability of plant cell culture and plant cell extracts

were found capable of transforming glycerol trinitrate (nitroglycerin) to glycerol dinitrate

and later, glycerol mononitrate[21]. Nitroreductase and laccase enzymes, released by

plants, were shown to degrade 2,4,6-trinitrotoluene (TNT)[2]. Symbiotic bacteria were

found in poplar that are capable of degrading TNT, high melting explosive (HMX), and

royal demolition explosive (RDX)[22]. Enhanced microbial degradation was likely

responsible for the removal of petroleum hydrocarbons from the rhizosphere of

sorghum[23]. In general, the phytodegradation of contaminants can occur within the

plant tissue by transformation (either by enzymes or endophytes), or ex planta by plant-

released enzymes or the microbial consortia (known as rhizodegradation). Less well

demonstrated is the occurrence of phytostimulation, though a few studies have provided

interesting results. The mineralization of atrazine was promoted by the addition of root



exudates into silica sand and silt loam filled microcosms[24]. The stimulatory effect of

root exudates is a possible explanation for the enhanced microbial degradation of

pentachlorophenol in the rhizosphere of Hycrest crested wheat grass[25]. The removal of

polychlorinated biphenyls (PCBs) in the rhizosphere of red mulberry was attributed to the

stimulatory action of phenolics on the rhizosphere consortia[26]. Contrarily, the addition

of root extracts was shown to decrease the expression ofnahG using Pseudomonas

fluorescens HK44 (this contains a nah-qu fusion), though the total amount of expression

was increased due to increased cell growth upon extract addition[27]. The use of

phytoremediation to stimulate the microbial consortia to degrade contaminants is an area

of ongoing research. Other phytoremediation technologies are being practiced in the

field and investigated in academia. The use of phytoextraction[28], both chelate-assisted

and unassisted is perhaps the most well documented mode of phytoremediation. It has

been mathematically determined that the evaporative flux from a stand of trees used in

phytocontainment of a TCE plume, must be much greater than the flux of the plume

itseltI29]. Phytovolatilization of methyl tert-butyl ether (MTBE) was found to occur

through the stem and leaves of poplar cuttings[30]. Phytostabilization may be especially

useful for controlling tailings from strip and open uranium mines[31]. Other

phytoremediation technologies exist in addition to those mentioned in this review, though

phytodegradation and phytostimulation are the most relevant phytoremediation

technologies for the effort presented in this dissertation.

Processes involved in phytoremediation

The effective use of phytoremediation depends upon an understanding of the

mechanisms that control the rate of removal in the rhizosphere. The word “rhizosphere”



is loosely defined as the soil zone influenced by the roots[32]. This zone contains the soil

solid (soil matrix), the soil solution, soil gas, the plant roots, and all rhizosphere microbes.

Many chemical, physical, and biological processes occur in the rhizosphere[32-34]—and

often these processes interact in a complex manner. A simplified depiction of the nature

of these interactions is as shown in Figure 1. As with bulk soil, the rhizosphere soil can

be characterized chemically, in terms of its soil organic matter (SOM) content, and

physically, in terms of its porosity and texture. Biologically, a multitude of

microorganisms, both in numbers and in types, exist in the rhizosphere[32, 34]. These

organisms can interact with plants by secreting plant growth promoting hormones[35].

Plants can influence the quantity and types of organisms, in the microbial community,

through root exudation[24, 36, 37] (a passive process) or root secretion (an active

process). Plants alter the chemistry of the soil solution through the process of

transpiration. The transpirational movement of water towards the root serves to

concentrate dilute nutrients in the rhizosphere. Through a combination of physical,

chemical, and biological processes that occur in the rhizosphere, the manner and degree

of soil aggregation can be affected[3 8]. The degree of aggregation can alter the level of

soil aeration and the level of moisture infiltration[3 8]. The growth of roots into the soil

matrix can also increase soil aeration and moisture infiltration by opening channels that

locally increases the soil conductivity. The complex interaction between biological,

chemical and physical processes is further demonstrated by lignin deposition. Lignin, a

component of plant cell walls, is an important component during the formation of soil

organic matter (SOM)[39]. Therefore the physicochemical properties of the soil matrix

are affected by root growth and necrosis. Essentially, a number of processes are



simultaneously occurring in the rhizosphere, which creates a highly complex, versatile,

and dynamic zone with the proposed potential for remediating hazardous compounds.

The transport and transformation of an organic contaminant in the rhizosphere is

of interest to scientists and engineers who want to explain the observed rates of

contaminant loss and apply the technology to contaminated sites. The rate of

contaminant loss can be controlled by: 1) mass transfer limited desorption of the

contaminant from the soil matrix, 2) the microbial biodegradation rate in the soil solution,

3) the rate of sorption to the plant root, 4) the rate of transpirational uptake, 5) the rate of

volatilization and 6) the rate of leaching. Other mechanisms that may allow planted

systems an advantage over unplanted systems include the release of oxidative enzymes

from the root, the exudation of molecules that compete for sorption sites with the

contaminant, or degradation by mycorhizal fungi. The aforementioned six mechanisms

are under consideration in this work, due to the preponderance of evidence that suggests

these mechanisms are universally important when considering the application of

phytoremediation.

The mechanism that is most likely to limit the rate and extent of a contaminant’s

remediation by plants is mass transfer limited desorption. The likely first step in a

contaminant’s removal is desorption. The rate of phytoremediation will equal the rate of

desorption, when no mechanism exists for enhancing the desorption rate. Conceptually,

the rate of desorption is limited by the mass transfer of the compound from the soil

matrix to the soil solution. The desorption rate depends on the path length, path

tortuosity, physicochemical properties of the matrix, and the physicochemical properties

of the contaminant[40, 41]. Furthermore, the desorption rate can change as organic

10



contaminant desorbs from the soil[42-46]. Desorption rate data has suggested that more

than one type of phenomena is responsible for controlling the rate and extent ofHOC

desorption[47-51]. The desorption profile can be described by assigning the collected

desorption data into one, two or three conceptual regimes. Historically, a one-regime

model that assumes sorption-desorption reversibility, was used to describe the desorption

process in batch and flow-through systems. Conceptually, desorption was thought to be

an equilibrium process which occurred instantaneously upon addition of aqueous solution.

This equilibrium process is parameterized by the soil-water partition coefficient, which is

a thermodynamic construct that is measured by plotting a sorption isotherm. The use of

the soil-water partition coefficient assumes a negligible sorption-desorption hysteresis, an

assumption that often over-predicts the extent and rate of desorption. In reality,

desorption usually occurs at a slower rate than sorption. Thus the one-regime model of

contaminant desorption was found to be inadequate in predicting the extent and rate of

contaminant desorption for many systems. The advent of the two-regime model was

spurred by consideration of mass transfer limitations that may be inherent in soil matrices.

These models are constructed to include characteristics attributable to equilibrium

phenomena and characteristics attributable to kinetic phenomena. These models were

formulated to describe desorption data that are exemplified by fast desorption followed

by slow desorption. Many explanations exist for the kinetic phenomena that limit the rate

at which contaminant desorbs from the soil. Two classes of kinetic phenomena are

distinguished in the literature. These are the kinetic phenomena attributable to: 1) the

chemical characteristics of the contaminant and soil matrix, and 2) the physical

characteristics of the contaminant and soil matrix. The chemical two-regime models

11



assume that a chemical interaction between the contaminant and the solid matrix acts to

retain the contaminant beyond what is predicted by chemical equilibrium. The physical

two-regime models assume that a physical constraint retards the passage of contaminant

through the soil matrix. The use of a Fickian diffusive flux is normally used to describe

the transport of contaminant through a soil micropore, through the soil organic matter, or

through immobile water regimes. The main advantage of the two regime models is the

ability to describe desorption data that exhibits two distinct classes of behavior. However,

when the extent of contaminant desorption is less than one-hundred percent after

sequential water extraction (i.e. batch desorption) studies or flow-through (i.e. column

desorption) studies, the two regime models do not accurately describe the collected data.

In this circumstance, the formulation of three regime models was needed to accurately

describe the data[52]. These models were built using the two-regime models, with the

addition of a third regime that accounted for material that sorbed but did not desorb.

Irreversible chemical binding and pore clogging by mineral precipitates are two

explanations for desorption resistance. Regardless of the explanation, this regime

appears to retain organic contaminant for extensively long durations. The ability to

describe three distinct types of behavior is the advantage of using a three-regime model.

Other models for desorption exist in the literature, and are often of mixed physical and

chemical nature. For example, the multi-process nonequilibrium model divides the

kinetic behavior into a mobile and an immobile regime[53], as is the case in most

physical models. This model accounts for chemical nonequilibrium in each of the

physical regimes. The gamma distribution model[42] uses the gamma distribution

function from statistics to arbitrarily divide the soil into fractions that transfer mass at
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different rates. This model, and the subsequent hybrid gamma/two-site model[47],

provide an empirical description of the desorption phenomena. To date, no general

consensus has been reached regarding the use of desorption models to describe

desorption data. The importance of applying state of the art desorption models lies in the

accuracy needed to describe phytoremediation. Models of contaminant desorption, and

the explanations that accompany these models, must be considered when formulating

descriptive models for phytoremediation.

Microbial biodegradation of hydrophobic organic contaminants may also be a

limiting process in the rhizosphere. Briefly, the ability of the consortia to degrade a

compound at an appreciable rate depends upon the number of degrading microbes, their

in vivo degradative capacity, and the bioavailability of the compound of interest. The

number of degrading organisms is likely to be increased in rhizosphere soils, as the plant

roots are known to exude and secrete molecules that may cause enzymatic induction or

prompt cometabolism[54]. For example, the exudation of phenolic materials is thought

to promote the bacteria that are capable of degrading PCBs[55]. Even though recent

evidence has suggested that the in vivo degradative capacity of the organisms is

debilitated[56], increased degradation remains the net effect in the rhizosphere[56]. A

net increase in rhizosphere soil over bulk soil is due to the comparative number of

organisms in the rhizosphere. The rhizosphere can support over two orders of magnitude

more microbes than unplanted soil. However, even with greater numbers, the

rhizosphere population may still be limited by constraints on bioavailability. Thus, the

bioavailability of hydrophobic organic contaminants is of great interest, as low

bioavailability will limit the rate and extent of degradation. Soil-contaminant
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combinations, that exhibit slow desorption, are candidates for bioavailability limitations.

If the microbe, plant, or microbe-plant combination are not able to accelerate the

desorption rate, the rate of degradation will not exceed the rate of desorption.

The plant roots provide a sink for HOCs, as a portion of the root tissue is

composed of long-chain fatty acids and alcohols called suberin[57]. This waxy tissue is

named the Casparian strip, and it is chiefly responsible for sorbing material that enters via

the transpiration stream. The early effort into quantifying the potential for root sorption

was performed using pesticides[S 8]. More recent studies have been performed on poplar

sprigs placed in hydroponic media that is spiked with contaminants such as TCE[S9].

The soil solution is assumed to be the sole contaminant source (i.e. direct transfer from

the soil solid or soil gas is neglected). The amount of material present in the root tissue

versus the soil solution is assumed to follow an equilibrium-type mechanism. The

resulting equilibrium constant has been named the root concentration factor (RCF). The

RCF is commonly estimated as an empirical function of the octanol-water partition

coefficient. The total amount of contaminant sorbed to the root tissues is a function of

the aqueous concentration of the contaminant and the total mass of the root tissue. This

sorbed mass is likely small, as the root mass is relatively small compared to the mass of

rhizosphere soil. Furthermore, rate-limited desorption from the soil matrix may limit the

aqueous concentration, and thus the contaminant mass sorbed to the root.

Transpirational flow provides a significant source of dissolved nutrients and water

to the plant, which are needed for plant health. The transpiration stream will also carry

dissolved contaminant, carrying it to the stem and leaves. The development of a method

for quantifying the transpirational uptake parallels the quantification of root sorption, as
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outlined in the pesticide literature[58]. Like the computation of the RCF, the

transpiration-stream concentration factor (TSCF) is computed using an equilibrium-type

relationship. This relationship can be empirically related to the octanol-water partition

coefficient. Therefore, the amount of contaminant in the transpiration stream is a

function of the contaminant concentration in the soil solution. The mass of contaminant

that is removed from the soil solution is a positive function of the transpiration stream

flow rate and the contaminant concentration in the soil solution. The mass of

contaminant that enters the transpiration stream may be limited by the rate of desorption

from the soil matrix to the soil solution.

Volatilization from the soil occurs when a volatile chemical (i.e. a chemical with

a high vapor pressure) enters the soil gas from either the soil solution or the soil solid.

Assuming that the soil moisture content is at an appreciable level, the amount

volatilization from the soil solid is usually neglected. For the case of dilute contaminant

concentrations in the soil solution, the concentration of a volatile contaminant in the gas

phase can be approximated using Henry’s law[40, 41]. The Henry’s law coefficient is an

equilibrium-type expression that relates the gas phase concentration to the soil solution

concentration. These values are extensively tabulated. In effect, the concentration in the

soil gas is limited by the soil solution concentration, which may be limited by desorption

from the soil matrix. Furthermore, if the soil harbors material that is not in equilibrium

with the soil gas, e. g. material that resides in domains associated with microporous water,

then this dissolved material is not to be included in the equilibrium expression. The

equilibrium concentration of the volatile contaminant provides a driving force for flux out

of the soil and into the above-ground atmosphere. The movement of contaminant in the
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soil gas is assumed to occur primarily by Fickian diffusion. The Millingtion-Quirk

correction is normally applied to the molecular diffusivity to adjust for the soil

tortuosity[60]. The gaseous diffusion rate, is dependent upon the soil gas content, i.e. the

volume of the air-filled voids. Planted systems can increase the volatilization rate by

transpiring water, which increases the air-filled void volume and promotes a greater mass

of material to equilibrate with the soil gas. Increasing the air-filled void volume also

increases the soil gas diffirsivity, as the flow path becomes less tortuous. Consideration

of volatile and semi-volatile transport in the soil gas is important as much of this material

will exit the system in the vapor phase.

Contaminant leaching, particularly with low to moderately hydrophobic materials,

is a mechanism that occurs in planted and unplanted soils alike. Leaching is caused by

the infiltration of water[6l]—a process that removes contaminants from the rhizosphere.

The magnitude of leaching depends upon the amount of water that is infiltrating the

rhizosphere soil and the amount of contaminant dissolved in the mobile soil solution. As

the plant roots increase the soil porosity[33], the potential for contaminant leaching that

can occur during water infiltration is also increased. In this case, slow desorption from

the soil matrix is an advantage as contaminant leaching is minimized. Nevertheless, the

impact of leaching must be assessed when applying phytoremediation as a clean-up

technology.

Review of modeling efforts

Several conceptual models have been formulated to describe the action of plant

roots in the rhizosphere. Ultimately, these model formulations are based partly on
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chemical equilibrium between compartments, certain kinetic interactions between

compartments, and mass flow between compartments. Figure 2-1 contains a simplified

model of the interactions between processes that are occurring in the rhizosphere. Often,

the concept of rate limited desorption has not been considered in the model formulations.

The following paragraphs contain a brief review of the models presented in the literature

for describing the effect of phytoremediation on organic contaminants.

An early model of phytoremediation proposed that the degradation of

contaminants in the rhizosphere is governed by a series of mass balances[62]. Balances

were included for the contaminant, the microbial biomass, the root exudates, and

dissolved oxygen. This resulted in the formulation of four, coupled partial differential

equations in time and in two spatial dimensions. Equilibrium—type formulations were

used to describe desorption from the soil, sorption to the roots, and partitioning into the

plant’s transpiration stream. Microbial growth was assumed to follow a Monod kinetic

model. Diffusion and advection in the soil solution occurred in two dimensions, as did

diffusion in the soil gas. The Henry’s law coefficient was used to describe the relative

amounts of contaminant in soil air and soil solution. A similar Henry’s law model was

used for soil oxygen. Though this model is relatively comprehensive—noticeably

missing is a mechanism that is responsible for rate-limited desorption from the soil

matrix.

A more recent phytoremediation model divides the planted system into several

compartments[63]. The compartments include: saturated and vadose zone soil; saturated

and vadose zone water; nonaqueous-phase liquid (NAPL); bacterial metabolism in the

saturated zone, the vadose zone, and the root zone; plant metabolism of contaminants in
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the root water, the stem water, and the leaf water; equilibrium-type sorption-desorption

between each solid phase and its associated liquid phase (e.g. the use of the soil-water

partition coefficient for determining the relative concentrations of contaminant in the

vadose zone water and the vadose zone soil); Henry’s partitioning between each liquid

phase and its associated gas phase (e.g. the root water and the root gas phase); and gas

diffusivity to account for the volatilization flux. Though this model is relatively

comprehensive, it does not include a mechanism for rate-limited desorption from the soil

matrix.

An investigation regarding the enhanced bioremediation of non-volatile

hydrocarbons by plants[64] considered many of the same mechanisms previously

described. An additional kinetic mechanism for contaminant degradation in a microbial

biofilm was included in this model formulation. These biofilms are claimed to surround

the roots and the simulation results suggested that enhanced degradation is due to biofilm

metabolism. The fact that mass transfer from the soil solid to the soil solution could limit

the rate of degradation in the biofilm was not addressed.

Contrary to many of the other models in the literature, Burken and Schnoor

developed a model that does include a mechanism accounting for slow mass transfer

from the soil[24]. This model was developed for assessing the rate processes that occur

in the planted bioreactors. These bioreactors contain soil that is contaminated with

atrazine. This model, relatively simple in formulation, contains compartments for slow

and fast atrazine desorption into the aqueous phase, microbial mineralization from a

bioavailable fraction of atrazine in soil, mineralization from the aqueous phase, and plant

uptake. Slow desorption was found to limit the mobility of contaminant in soils with an
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appreciable organic matter content. However, no evidence of enhanced desorption from

desorption-resistant (i.e. non-desorbing regimes of soil) domains was explored.

The models developed for phytoremediation are relatively complex. It remains to

be seen whether much of this complexity is warranted for describing the data. The

development of a conceptual model, including mechanisms for rate limited desorption,

may be necessary to accurately describe the effect plants have on organic contaminants.

The experimental approach, presented in the following chapters of this dissertation, was

designed to assess the magnitude that desorption-resistance has on the overall rate of

phytoremediation. Contrary to the aforementioned models, and because of the inherent

complexity of the model formulation, a dimensional analysis will be developed to

simplify the interpretation of the resultant data. This dimensional analysis will be used to

develop a decision-making framework that can be used to aid the site engineer in

applying a phytoremediation technology.

Research scope

The scope of the following chapters is centered on the phytoremediation of

organic compounds, specifically the PAHs (polyaromatic hydrocarbons). As seen in

Table 2-1, the plant-assisted remediation of PAHs is thought to be accomplished by

phytostimulation. By releasing compounds with a PAH-like chemical nature, the

members of the microbial consortia that are capable of degrading PAHs are stimulated.

These microbes then degrade PAH contaminants by transformation or cometabolism.

The caveat exists in the presumption that the PAHs are bioavailable in the rhizosphere,

which may not be true. An analysis is needed to determine the rate of mass transfer that
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may limit PAH removal in the rhizosphere. Slow mass transfer of PAHs from the soil

matrix may limit the bioavailability of PAHs. Slow mass transfer does not invalidate the

efficacy of phytoremediation as a clean-up technology, though it does prompt the

judicious selection of plant species for hastening desorption. A plant’s ability to enhance

the desorption of hydrophobic organic contaminants (HOCs), like the PAHs, would

provide evidence for an enhanced bioavailability. This would promote the use of

phytoremediation as a technique for removing hydrophobic organic contaminants.
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Figure 2-1. A simplified diagram that shows some of the interactions that occur in

planted systems.
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Table 2-1. Types of phytoremediation (adapted from McCutcheon and Schnoor[65])

 

 

 
 

 

 

 

 

Type Definition Current use or potential use

phytodegradation the degradation or transformation chlorinated solvents, PCBs,

of organic contaminants to less energetic materials, Cl and

toxic forms by plants P based pesticides

E

phytostimulation the supply of a carbon source by organic compounds, e.g.

exudation, secretion and root BTEX, TPH, PAHs, PCBs,

necrosis that stimulates enzyme pesticides, etc.

induction or cometabolism by soil

microbes

phytostabilization stabilization of contaminants by metals, phenols,

inhibiting soil erosion, promoting chlorinated solvents

precipitation, enhancing sorption,

or causing irreversible binding of

contaminants to soil

phytocontainment the hydraulic control of water soluble contaminants

contaminants using plants to such as MTBE, chlorinated

transpire large amounts of water, solvents and energetic

thus minimizing contaminant materials

leaching

phytovolatilization volatile metals are taken up in the Sc, As, Hg, chlorinated

transpiration stream and transpired solvents

Phytoextraction contaminant uptake with the metals, radionuclides,

transpiration stream and transport relatively soluble organic

to the aerial tissues; compounds

hyperaccumulation occurs when

the compound or element exceeds

100 times its normal concentration

in the plant

R
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Chapter 3. Describing HOC desorption profiles exhibiting distinct observational

regimes

Abstract

Desorption of organic contaminants from soil can be modeled by dividing the

desorption profile into three distinct regimes. These are an instantaneous (i.e. too fast to

measure) desorbing regime, a nonequilibrium (i.e. slow enough to measure) desorbing

regime, and a desorption-resistant (i.e. a non-desorbing) regime. Batch desorption curves

for atrazine and naphthalene on four soils were experimentally generated to demonstrate

the existence of discrete observational regimes. Nine mathematical models, each

containing mechanisms formulated to describe at least one of the three regimes, were fit

to each contaminant-soil combination using the Gauss-Newton method for parameter

estimation. Each of the nine models was ranked using the small-sample corrected Akaike

information criterion (AICc). By interpretation of the AICc values, the atrazine

desorption data was best described by three behavioral regimes. Mechanisms for fast,

slow and non-desorption were justified by the gathered data. However, AICc values

often justified the inclusion of only two regimes for naphthalene desorption data.

Estimation of an equilibritun fraction was not justified by the data because of increased

model variability, whereas models that contain slow and non-desorption mechanisms

were justified by the data. This is a result of the sparse number of data points in the slow

regime—therefore, only nonequilibrium and non-desorptive regimes are justified in

describing the data.
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Introduction

Rationale and scopefor the present study

There is widespread evidence from the field that hydrophobic organic

contaminant remediation is often limited by desorption. Desorption can be a limiting

factor for a number of remediation technologies, including: microbial bioremediation,

phytoremediation, landfarming, and pump and treat[1]. Models that accurately predict

desorption phenomena at long times are needed for design of site clean up, as desorption

is often regarded as the first step in remediation. Though in some cases the risk

associated with slow contaminant desorption may be deemed acceptable and requiring no

remediative action[2, 3], it remains important to accurately predict the amount of

contaminant sorbed to the soil using a descriptive model. Several researchers have

suggested that contaminant desorption profiles can be divided into distinct regimes,

predicated on fast, slow, and very slow desorption behavior. Several models have been

formulated with the necessary descriptive power to quantify contaminant transport within

these regimes. Though the magnitude of desorption is important for remediation design,

few models adequately describe desorption profiles in the very slow or non-desorption

regime.

Review ofdesorption data

It is widely accepted that contaminant desorption in situ may consist of a fast

regime, occurring at a rate too quick to measure, a dynamic regime, occurring at a rate

that can be measured, and a slow regime occurring at a rate too slow to measure. Fast

and slow desorption have been witnessed by a number of researchers. However,
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contaminant desorption witnessed on-site is often very slow and frequently not

measurable, due to the microscale processes of sequestration[4]. An estimate of the

amount of contaminant sorbed to this very slowly desorbing fraction can be determined

via simple lab assays (i.e. desorption experiments). These desorption experiments are

typically conducted over time spans ranging from hours to months and the resultant

contaminant desorption profiles have been presented in the literature[S-l 1].

Review ofmodeling literature

Relatively few models include mechanisms to describe all three types of

observations (i.e. fast, slow and very slow desorption). However, rarely does observed

desorption of organic contaminants from soils reach one hundred percent, hence the need

to adequately describe slow and very slow desorption. As a significant fraction of the

contaminant remains sorbed to the soil in a recalcitrant manner, it has been hypothesized

that contaminants displaying this type of behavior are sorbed to non-desorption[l 1],

desorption-resistant[12], or irreversible[1] binding fractions of the soil organic matter.

The rate of desorption from these fractions is a function of the quantity and quality of the

soil organic matter[5]. Several models have been formulated to predict organic

contaminant desorption though few accurately and precisely describe desorption at long

times. The chemical two and three-site models presume that a nonequilibrium desorption

reaction explains the behavior of organic contaminants in soil matrices[l3]. The

chemical two-site model is not formulated to describe non-desorption, while the chemical

three-site model contains an added mathematical compartment specifically for non-

desorption. The physical one[14], two and three-parameter pore-diffusion models

explain contaminant transport through soil particles using Fickian diffusive flux terms.
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The one-parameter pore diffusion model cannot predict instantaneous desorption or

desorption at long time scales. Both the two-parameter pore diffusion model and the

three-parameter pore diffusion model can predict instantaneous desorption; though only

the three-parameter pore diffusion model can describe the desorption profile in the non-

desorption regime. Models based on the gamma distribution function abstractly partition

the soil into a number of mathematical domains, with each domain having a different

mass transfer coefficient[15]. The gamma model is not formulated to predict

instantaneous desorption while the hybrid gamma/two-site model contains a mechanism

allowing for equilibrium (instantaneous desorption) between the solid and liquid

phases[16]. These models can describe desorption at long times though both are

somewhat arduous to solve. Three and five-parameter kinetic models have also been

developed to more adequately reflect desorption behavior[7, 9]. These models are simple

in formulation, though mathematical convergence of parameter estimation algorithms

applied to desorption data with a significant non-desorption regime can be problematic.

Comparison of this approach with previous attempts at model selection

A number of models may be used to describe the contaminant desorption profile, as the

limiting mechanism involved in contaminant desorption is likely system-specific. This

work focuses on comparing these various models using atrazine and naphthalene

desorption data that was gathered from four soils. Previously, Johnson et al[17] have

compared six models using phenanthrene desorption data from three different soils.

They concluded that desorption profiles are at least biphasic and that models composed

of two regimes are good starting points for describing desorption. They further

concluded that model selection is system-specific, as the apparent desorption rate is likely
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a function of different rate—limiting mechanisms from one soil-contaminant combination

to the next. The effort presented in this article extends Johnson’s findings by surveying

desorption data that can likely be described by models composed of three regimes.

Furthermore, this study uses the Akaike information criterion (AIC) for the purpose of

model ranking and model selection. The AIC couples the information inherent in the

data with the model formulations to optimize the balance of model accuracy and model

variability. This technique was applied to atrazine and naphthalene desorption profiles to

investigate the types of desorption data that justify the use of a two-regime models and

the types that justify three-regime models. Comparisons were also made amongst four

soil types to determine the effect the soil matrix has on the selection of two- or three-

regime models for a given contaminant. To investigate the effect that model structure has

on model selection, several different two- and three-regime models were included in this

study. Ultimately, in the case that contaminant desorption from several soils is best

described by a single model, this model becomes more than a mere description of the

data—it becomes an explanation for the data, or theory.
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Methods and Mathematics

Contaminant desorption profiles, demonstrating the existence of distinct

behavioral regimes, were generated for both contaminants in four soils. The four soils

used in this study were: Hartsells, Capac A, Colwood A and Houghton muck. Soils were

air dried, ground, and passed through a 2-mm sieve. Soil organic carbon contents and

particle size distribution were determined by the Soil and Plant Nutrient Laboratory at

Michigan State University. Table 3-1 summarizes the properties of the soils. Soil

samples were sterilized by y-irradiation (1.29 Mrad/hr, 5 Mrad from a 60C0 source) and

stored in sealed containers at room temperature. Before each experiment using soils, 0.1

g of each soil was placed on a half-strength nutrient agar plate and incubated at 30 °C for

3 days to verify sterility. No colony-forming units (CFU) were observed.

The desorption profiles were constructed using a batch apparatus and spiking the

soil and water mixture with MC labeled atrazine and naphthalene. Atrazine or

naphthalene was spiked into each of these soils to observe desorption. The desorption

assay of naphthalene utilized batch soil slurries. An aliquot of MC-naphthalene stock (in

methanol, 7.5 g/L) was spiked into 25 mL centrifuge tubes containing 24 mL of sterile

phosphate buffer (20 mM) and each sterile soil (1.5 g of Hartsells, 1.3 g of Capac, 0.3 g

of Colwood, and 0.3 g of Houghton muck) to get 2 mg/L of initial aqueous naphthalene

concentration. The tubes were capped with a Teflon-lined Mininert® valve and screw-

sealed with polypropylene caps. A control tube without soil was prepared in the same

fashion. Tubes were tumbled at 9 rpm for 2 days in the dark, then each tube was

centrifuged for 20 min at 1200 g to separate soil, and the supernatant was sampled. The

final concentration of naphthalene in the liquid phase was determined by liquid
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scintillation counting (LSC), and the amount of sorbed naphthalene was calculated by

difference. The supernatant was then decanted to the extent possible, and the residual

water determined gravimetrically. Desorption was initiated by adding fresh naphthalene-

free soil-extract to make-up the original volume. The tubes were tumbled again at 9 rpm,

then removed periodically and the liquid phase sampled for analysis by LSC. Samples

were initially taken at one-hour increments as this is the most dynamic regime in the

desorption profile. As the desorption profile appeared to enter the non-desorptive regime,

the time increment between samples was increased. The entire desorption profile was

collected over a period of three days. The concentration of naphthalene in the final

desorption samples were determined by LSC and verified with high-performance liquid

chromatography (HPLC). After the final desorption samples, the soil was separated from

the supernatant and extracted with methanol. The concentration of naphthalene in the

extracts was determined by LSC and verified with HPLC.

The models presented in Table 3-2 were formulated to describe the resultant

desorption data. The chemical three-site model was constructed to model irreversible

desorption[l 1, 18, 19]. This model contains a reversible regime, described using local

equilibrium; a nonequilibrium regime, parameterized by a desorption rate coefficient; and

a non-desorption regime, used to accurately model irreversible desorption profiles. The

chemical two-site model is not formulated to describe the non-desorptive (or irreversible)

regime of the desorption profile, but is formulated with an equilibrium and a

nonequilibrium compartment[20-23]. The three-parameter pore diffusion model is

formulated using a reversible regime, described using local equilibrium; a nonequilibrium

regime, parameterized by an apparent diffusion coefficient; and a non-desorption regime,
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used to accurately model irreversible desorption profiles. This model has not been

previously presented in the literature. The two-parameter pore diffusion model[17] is not

formulated to model the non-desorptive regime of the desorption profile, but is

formulated with an equilibrium and a diffusion limited compartment. The one-parameter

pore diffusion model[6, 10, 14, 24-26] only contains a diffusive compartment, and cannot

model instantaneous desorption or non-desorption. The gamma distribution model[15]

uses a gamma distribution firnction to mathematically partition the soil into a number of

distinct fractions. This model is strictly empirical as it is parameterized by two

coefficients, a and B. Neither of these parameters has an easily discernable physical

meaning. The hybrid gamma/two-site model[l6] assumes that the desorption from each

of the sites, assigned by the gamma distribution function, proceeds in the same manner as

that would occur in the chemical two site model. The added parameter, feq, improves the

model accuracy for describing certain desorption profiles. Both gamma distribution

models were somewhat cumbersome to program and interpret. The five-parameter

kinetic model[7, 9, 17] consisted of a fast desorption regime, a slow desorption regime

and a very slow desorption regime. Each regime is quantified using first order kinetics

and the resultant solution is a summation of exponentials. This model was difficult to

solve as the very slow regime kinetic constant converges to a value near zero.

Application of this model to the data in this article proceeded by equating the

accumulation rate for this fraction to zero. Thus a modified five-parameter kinetic model

only uses four parameters. The three-parameter kinetic model[8, 9, 27, 28] is similar to

the five-parameter model with the exception that it does not contain a very slow

compartment. Again, in order to provide convergence, the slow compartment
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accumulation rate was set to zero, and the modified three-parameter kinetic model only

uses two parameters.

Each of the models presented in Table 3-2 was solved analytically or numerically

for the purpose of parameter estimation. All of the solutions were programmed using the

Matlab software package and the output was generated using Matlab’s graphical user

interface. The error sum of squares between the data and the model fits were used as

objective functions for parameter estimation. These objective functions were minimized

using the Gauss-Newton method assuming a tolerance of 10'3 as the convergence

criterion[29]. A modified version of the Gauss-Newton method was used for problems

where the dependent variables were nonlinearly related to the independent variables, such

as for the gamma and hybrid gamma/two-site models. Stiffness was overcome for both

the gamma distribution and hybrid gamma distribution models by using reduced

sensitivity coefficients. Parameter standard errors were estimated from the resultant

sensitivity matrix.

Model inference was accomplished through application of the Akaike information

criterion (AIC)[30, 31]. This criterion uses estimates of accuracy and precision as a

means of model inference and subsequent selection. The ranking of models based on

accuracy alone is not sufficient because model variability is not included. Akaike

formulated the AIC by noticing a relationship between the Kullback-Leibler distance and

the maximized log-likelihood function. The leftmost term on the right-hand side of

equation 3-1 represents a penalty for under-fitting data and the right term is a penalty for

over-fitting data.
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AIC : n10g(62) + 2K (Equation 3_1)

The AIC tells what inferences the data support, not what reality might be. In a sense, the

AIC is a quantitative Occam’s razor (a rule that states that the simplest of competing

descriptions is preferred) that can be used to select the most parsimonious model

supported by the collected data. The principle of parsimony insists that the best-fit model

is the model with an optimal combination of bias and variability (contrary to R2, which

only determines goodness of fit based on accuracy alone). Because the AIC is the sum of

two penalty terms (i.e. one for bias and one for uncertainty), the smaller AIC values

correspond to models that fit the data more parsimoniously. Models are then ranked

according to each AIC value.

The small-sample corrected AIC—given the acronym AICc (equation 3-2), is used in this

study, as warranted by the small sample size relative to the number of model parameters.

2K(K +1)
AICc = AIC +

n — K ‘1 (Equation 3-2)

The nine models chosen for this inquiry were ranked for each soil-contaminant

combination using the value of the AICc.
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Results and Discussion

Desorption data for Capac A-atrazine and Muck-naphthalene were fit with nine

mathematical models using the Gauss-Newton technique. Eight of the nine models are

presented in Figure 3-1 (Capac A-atrazine) and Figure 3-2 (Muck-naphthalene). Note

that the atrazine profile approaches the maximum desorbed amount in a more gradual

manner than does naphthalene profile. Therefore, there are more data points in the

dynamic region of the atrazine desorption profile than in naphthalene desorption profile.

Consequently, the atrazine data supports the inclusion of an equilibrium site in the model

formulations, whereas the naphthalene data does not support the inclusion of an

equilibrium site. The details of each soil-contaminant combination are described and

discussed in the following sections.

Capac A

The AICc values for Capac A soil are presented in Figure 3-3 for both atrazine

and naphthalene. Increasing the number of regimes is beneficial for atrazine desorption

from Capac A, and the desorption data is best described by the chemical three-site model.

The three-regime models that contain an equilibrium site—such as the chemical three-site

model, the three-parameter pore diffusion model, and the hybrid gamma/two-site

model—are favorable to the three-regime model that does not include and equilibrium

site, namely the five parameter kinetic model. Likewise, the two-regime models that

contain an equilibrium site—such as the chemical two-site and the two-parameter pore

diffusion models, are better formulated for describing Capac A—atrazine desorption data

when compared to the models that do not contain an equilibrium site, namely the gamma
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and the three-parameter kinetic models. Unlike the model ranking for the three-regime

models, the two-parameter pore diffusion model provides the best description amongst

the two-regime models, as the two-parameter pore diffusion model is more capable of

handling curvature than is the chemical two-site model. The one-parameter pore

diffusion provides a poor description of Capac A-atrazine desorption data.

As with the Capac A-atrazine data, the Capac A-naphthalene data warrant an

additional regime in the chemical site and the pore diffusion models (Figure 3-4). The

chemical three-site and the three-parameter pore diffusion models provide superior

descriptions of the Capac A-naphthalene data than do the chemical two-site and the two-

parameter pore diffusion models, respectively. Contrary to the Capac A-atrazine data,

the Capac A-naphthalene data does not warrant an additional regime for the gamma and

kinetic models. Adding an equilibrium site to the gamma model to form the hybrid

gamma/two-site model does not improve the gamma model’s description of the Capac A-

naphthalene data. This is a result of the sparseness of the data at short desorption times

for the Capac A-naphthalene desorption profiles. In other words, there is a lesser amount

of data in the curved portion of the desorption profile for Capac A-naphthalene than for

the Capac A-atrazine, and therefore the ability to estimate an equilibrium site fraction is

negatively impacted. The additional parameters, used to formulate the five-parameter

kinetic model from the three-parameter kinetic model, are not justified by the data. Also,

converse to the Capac A-atrazine data, the Capac A-naphthalene is best described by a

two-regime model, namely the three-parameter kinetic model. Again the sparseness of

data in the early portion of the desorption profile negates the inclusion of an equilibrium

site fraction, a fraction that is not present in the three-parameter kinetic model. The
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accuracy gained by addition of a further desorption regime is not significant compared to

the added parameter uncertainty.

ColwoodA

The Colwood A-atrazine data follows the same trend as the Capac A-atrazine

data—specifically, the three-regime models provide better descriptions of the data than

the two-regime models (Figure 3-5). Again, the chemical three-site model provides the

best description of the data. The two-regime models that can adequately model curvature

in the desorption profile, such as the two-parameter pore diffusion and the gamma

models, are superior to those that cannot, namely the chemical two-site model.

The Colwood A-naphthalene data is best modeled by the two-parameter pore

diffusion model and the gamma model (Figure 3-6). In the case of the pore diffusion

models, adding a regime does not change the AICc value, and in the case of the gamma

family of models, the addition of an equilibrium site fraction does not improve the

description of the data. Converse to the Capac A-naphthalene data, the kinetic models

are improved by the addition of a regime. Like Capac A-naphthalene, the two-regime

models provide the best description of the Colwood A-naphthalene desorption profile.

Hartsells

The Hartsells-atrazine data is best described by the three-regime models (Figure

3-7), as with Capac A-atrazine and Colwood A-atrazine. Again, the chemical three-site

model provides the best description of the desorption profile. Of the two-regime models,

the two-parameter pore diffusion model provides the best description of the Hartsells-
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atrazine desorption profile. The one-parameter pore diffusion model is a poor description

of the Hartsells-atrazine data.

The Hartsells-naphthalene data follows the same trend as the Capac A-

naphthalene data (Figure 3-8). For the chemical site and pore diffusion models,

increasing the number of regimes provides a superior description of the data. However,

the converse is true for the gamma and kinetic models. As with Capac A-naphthalene,

the gamma and the three-parameter kinetic models provide the best description of the

Hartsells-naphthalene desorption profiles, a consequence of the sparseness of early

desorption data and the lack of improved fit, respectively.

Muck

The Muck-atrazine data is best described by the three-regime models (Figure 3-9),

as with Capac A-atrazine, Colwood A-atrazine, and Hartsells-atrazine. Again, the

chemical three-site model provides the best description of the desorption profile. Unlike

Capac A-atrazine, Colwood A-atrazine, and Hartsells-atrazine, the gamma model is the

best two-regime model for describing Muck-atrazine desorption data. The one-parameter

pore diffusion model is a poor description of the Muck-atrazine data.

Of note is the sparseness of data in the curved portion of the profile. The Muck-

naphthalene data follows the same trend as the Capac A-naphthalene and Hartsells-

naphthalene data (Figure 3-10). For the chemical site and pore diffusion models,

increasing the number of regimes provides a superior description of the data. However,

the converse is true for the gamma and kinetic models. As with Capac A-naphthalene

and Hartsells-naphthalene, the gamma and the three-parameter kinetic models provide the
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best description of the Muck-naphthalene desorption profiles, a consequence of the

sparseness of early desorption data and the lack of improved fit, respectively.

Discussion ofcontaminants

Atrazine desorption data tends to be well described by models in the three-regime

category. In all cases, increasing the number of parameters is justified by the decrease in

the AICc value. Of the three regime models, the chemical three-site model tends to

provide the best description of the data. Further benefits from using the chemical three-

site model are: 1) the relative ease of programming and 2) the relative ease of interpreting

the values of the estimated parameters. Of the three-regime models, the modified five-

parameter kinetic model provides the worst fit of the data. The five-paramenter kinetic

model lacks an equilibrium compartment, and is therefore unable to accurately describe

the early portion of the desorption data. Of the two-regime models, the gamma model

provides the best fit of the data. This model is better formulated to describe the

intermediate and late portions of the desorption data, as it is capable of more accurately

fitting the curvature present in the desorption profile. The one-parameter pore diffusion

model does not accurately describe the desorption data, as it is not formulated to describe

the early and late portions of the desorption profile.

The naphthalene desorption data provides an exception to the conclusions drawn

from the atrazine desorption data. The gamma model tends to be justified by the data

over the three-regime models. This is a result of the gamma model’s ability to describe

curvature in the intermediate and late portions of the desorption profile, and the nature of

the naphthalene desorption data. Relatively few data points are collected during the early

desorption profile as naphthalene desorption rapidly approaches the maximum fraction
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desorbed. Models with an equilibrium compartment are not as justified for naphthalene

as for atrazine, because the estimation of the equilibrium compartment size is based on a

small number of data points. Therefore, a model that is capable of describing the

intermediate and the late portions of the desorption profile—while not making estimates

of an equilibrium compartment based on sparse data—will tend to have a lower AICc

value. As such, the reformulation of the gamma model to include an equilibrium

compartment, i.e. the hybrid gamma/two-site model, is not justified. Accuracy in

predicting the intermediate and the late portions of the desorption profile is still justified,

as the chemical three-site and the three-parameter pore diffusion models remain good

descriptors of these types of desorption profiles.

Discussion ofmodels

The three regime-models fit the atrazine data better than the two-regime models.

For the chemical site models, the pore diffusion models, and the kinetic models, the

additional parameters provide an improved fit to the data. For the gamma models, the

fact that the additional parameterization involves an equilibrium site fraction that is

justified by the nature of the early portion of the atrazine desorption profiles is an added

benefit. Of the two regime models, the two-parameter pore diffusion and the gamma

models tend to provide the best description of the data, a result of each model’s ability to

fit curvature compared with the other two regime models. For naphthalene, the gamma

and the three-parameter kinetic models provide the best description of the desorption

profiles. This is an artifact of the sparseness of the early desorption data which leads to

an inability to precisely determine the equilibrium site fraction. Finally, the one-

parameter pore diffusion model consistently provides the poorest description of the
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desorption data, as it predicts a lower desorbed fraction at early times, and greater

desorbed fractions at longer times.

Conclusions

For desorption data exhibiting profiles reminiscent of atrazine desorption, the

chemical three-site model provides the best description of the data. For desorption data

exhibiting profiles reminiscent of naphthalene desorption, the gamma and the three-

parameter kinetic models provide the best descriptions of the data. The three-parameter

kinetic model is recommended over the gamma model, because of the relative ease

involved in formulation and subsequent interpretation of estimated parameters.
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Figure 3-1. Best-fit models to atrazine-Capac A desorption data: (a) the chemical

two-site model, (b) the chemical three-site model, (c) the two-parameter pore

diffusion model, (d) the three-parameter pore diffusion model, (e) the gamma

model, (f) the hybrid gamma/two-site model, (g) the modified three-parameter

kinetic model and (h) the modified five-parameter kinetic model.

46



2 regime models 3 regime models

  

 

  
  

100 O O O 100

50 (a) 50 (b)

Alcc = -50.5524 AICc = -67.9753

0 0
0 50 100 0 50 100

100  

50 (c)

AICc = -60.7416 AICc = -70.9167

 

 
 

 
 

50 1 00 0 50 1 00

D
e
s
o
r
p
t
i
o
n
(
%
)

O

  

  
  
  

  

 

  
  

AICc = ~82.6367 AICc = 63.2616

0 0 ,
0 50 100 0 50 100

100

50 (h)

Alcc = -83.3884 Atcc = -719145

0 0
0 50 100 0 50 100

Time (hours)

Figure 3-2. Best-fit models to naphthalene-Muck desorption data: (a) the

chemical two-site model, (b) the chemical three-site model, (c) the two-

parameter pore diffusion model, (d) the three-parameter pore diffusion model,

(e) the gamma model, (0 the hybrid gamma/two-site model, (g) the modified

three-parameter kinetic model and (h) the modified five-parameter kinetic

model.
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atrazine desorption data.

Figure 3-3. Comparison of the AICc for the nine models that were fit to Capac A-
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Figure 3-4. Comparison of the AICc for the nine models that were fit to Capac A-

naphthalene desorption data.
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Figure 3-6. Comparison of the AICc for the nine models that were fit to Colwood A-

naphthalene desorption data.
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Table 3-1. Selected properties of sorbents used in this study.

 

 

Soil % 0.0a % Sand % Silt % Clay pH CECE

[cmol(+)/kg]

Hartsells 1.29 59.1 32.1 8.78 5.3 7.10

Capac A 3.28 54.6 24.0 21.4 6.8 24.4

Colwood A 7.80 64.2 20.7 15.1 6.0 43.0

Houghton Muck 38.3 We ND ND 5.1 156

 

a , b . . C .

O.C.: organ1c carbon content; CEC: cation exchange capacrty; ND: not determmed.
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Table 3-2. Model equations fit to desorption data sets.

Model

Name

Chemical

three-site

[1 l, 18, 19]

Chemical

two-site

[20-23]

Three-

parameter

pore

diffusion

Two-

parameter

pore

diffusion

[17]

One-

parameter

pore

diffusion [6,

10, 14, 24-

26]

Hybrid

gamma/two-

site [16]

Gamma

distribution

[15]

Five-

parameter

kinetic [7, 9,

l 7]

Three-

parameter

kinetic [8, 9,

27,28]

 

 

 

 

 

 

 

 

 

Sr :(l'fs)sT’ Ss :fsST

Equation

dSnc

dt " = «(8,6, —f,,qK,c)

Snd —-fndeCeq((sorp)

dSne

dt q : —k(Sneq _ fnqu<dC)

ST = Scq +Sneq +Snd

as",q = D 6st + _2_ as“,q

6% 682 r éh'

S, = Seq +Sncq

2

88,,q ___ D a s",q + 3 as",q

6% .312 1' fit

9&1) 628____+2 a_s

éh éhTz r éh'

00 ka—IBae—Bki

__ clk 1 dk'

Elf-:16“ki(Si (l‘feq)Kd / F(a) 1

00 ka—l (I —Bki

- e

"LHi( ch)kl B dki

0 r(01)

dS dS dS

_dtL = ’krSr’ _—S _ “ksssa f = ‘kvssvs

Sr = erTa S5 = fSST’ Svs = (l‘fr 'fslsT

L; -1.3,, ._3,_ ... 1,3,

th.# Bi

(3-3)

3

(3-4)

(3-5) 2

(3-6)

3

(3-7)

(3-8)

2

(3-9)

(3-10) 1

(3-11) 3

(3-12) 2

(3-13),(3-14)

(3-15),(3-16) 4‘

(3-17),(3-18)

(3-19)

(3-20)

(3-21)

(3-22)

* kVS is set to zero in the five-parameter kinetic model and kS is set to zero in the three-

parameter kinetic model and therefore are not counted as parameters.
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Table 3-3. List of Symbols.

AIC

AICc

c

CC‘KSOYP)

D

feq

fnd

fneq

w
x
g
n
p
q
h

W

o
.

(
h

C
D
C
/
)
C
/
J
H
D
W
W
R
‘
W

<
“
l
'

m

Akaike information criterion

small-sample corrected Akaike information criterion

contaminant concentration is the aqueous phase

contaminant concentration in the aqueous phase at sorption equilibrium

apparent diffusion coefficient

equilibrium site fraction

non-desorption site fraction

Nonequilibrium site fraction

rapidly desorbing fraction

slowly desorbing fraction

very slowly desorbing fraction

number of estimated parameters

first-order rate coefficient

soil-water partition coefficient

. .th .

first-order rate coefficrent for the 1 8011 compartment

first-order rate coefficient for the rapid fraction

first-order rate coefficient for the slow fraction

first-order rate coefficient for the very slow fraction

number of data points

radial distance

contaminant concentration in soil

contaminant concentration in the equilibrium soil compartment

contaminant concentration in the ith soil compartment

contaminant concentration in the non-desorption soil compartment

contaminant concentration in the nonequilibrium soil compartment

contaminant concentration in the rapid compartment

contaminant concentration in the slow compartment

total contaminant concentration in all soil compartments

contaminant concentration in the very slow compartment

Time

gamma distribution function

shape parameter

scale parameter

sample variance
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Chapter 4. Enhanced removal of naphthalene by two plant species used for

phytoremediation

Abstract

The enhanced removal of naphthalene from soil by a monocot, big bluestem

(Andropogon gerardii), and a dicot, white mulberry (Morus alba), has been demonstrated

over a period of 186 days using two different soils. Soil naphthalene concentrations

determined by solvent extraction were lower for the planted treatments than in the

unplanted treatments at the end of the trial. The amount of naphthalene that is water

extractable approaches a constant value for both unplanted treatments. This implies that

a fraction of naphthalene that is water extractable is not available for gaseous diffusion.

However, the water extractable portion of naphthalene continues to decrease in all

planted treatments. This result is significant as a fraction of naphthalene that is not

mobile by gaseous diffusion is available to the plant’s transpiration stream.
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Introduction

Phytoremediation is an emerging and promising technique for the cleanup of

organic contaminants[l-S]. It has widely been perceived as a low-cost alternative to

other remediation technologies[6-IO]. However, phytoremediation may be subject to the

same bioavailability constraints as other bioremediative technologies, e.g. microbial

biodegradation[11-17]. In microbial bioremediation, bioavailability can be limited by the

extent and rate of desorption from the soil matrix to the microorganism[l7], meaning that

mass transfer is a critical factor in most cases of bioremediation[12]. Similarly,

desorption may limit the bioavailability of organic contaminants for phytoremediation.

Low bioavailability limits the endpoint contaminant concentration achievable by

microbial bioremediation, and could limit the rate and degree of phytoremediation.

Because regulatory agencies can set endpoint contaminant criteria at soil concentrations

that are below the amount that is able to desorb, often a significant fraction of

contaminant is difficult—but necessary—to remove. As such, a demonstrated ability to

achieve the low-level endpoint criteria set by regulatory agencies would enhance

phytoremediation’s appeal.

Several studies have demonstrated the efficacy of plants for removing PAHs

(polyaromatic hydrocarbons) from soil. April] and Sims[18] showed that eight varieties

of prairie grass were found to enhance the removal of benzo(a)anthracene, chrysene,

benzo(a)pyrene and dibenzo(a,h)anthracene. Naphthalene removal from a field plot was

enhanced by the addition of prairie buffalo grass (Buchloe dactyloides var. prairie)[19].

Alfalfa (Medicago sativa L.), switchgrass (Panicum vergatum) and little bluestem

(Schizachyrium scoparius) removed 56, 57 and 47 percent, respectively, of the total
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PAHs at a manufactured gas plant[20]. The presence of tall fescue (Festuca arundinacea)

enhanced the degradation of benzo(a)pyrene in soil[21]. A growth chamber study using

tall fescue and switchgrass degraded more pyrene than an unplanted control[22]. The

rhizosphere soils of tall fescue and wheat (Triticum aestivum) contained a greater amount

of phenanthrene and pyrene than did an unplanted treatment[23], demonstrating enhanced

PAH mobility. Alfalfa and reed (Phragmites australis) were shown to degrade 74.5 and

68.7 percent, respectively, of the 16 EPA priority pollutant PAHs in two years[24].

Pyrene degradation was greater in planted versus unplanted treatments[25] and levels of

pyrene declined from 100 ppm to 2.4 ppm in 24 weeks. A number of studies have

demonstrated the ability of plants to remove PAHs from soil, though incomplete removal

is a common result in many of these trials.

The final achievable contaminant level is often limited by the PAH bioavailability.

Low bioavailability can be attributed to slow desorption from the soil matrix. Several

studies have demonstrated the limitations of hydrophobic organic contaminant desorption.

The effort presented in Chapter 3 of this dissertation demonstrated the tendency of

organic contaminant desorption to be segregated into different behavioral regimes, i.e.

equilibrium, nonequilibrium, and non-desorption. The non-desorption regime is

characterized by very slow desorption (i.e. immeasurably slow) from the soil matrix. It

has been hypothesized that contaminant sorbed to non-desorption regimes is not

bioavailable. However, the concept of bioavailability is somewhat more complex, as

microbial degradation rates tend to be faster than expected and non-desorbable material

can be degraded. White and Alexander[26] found that phenanthrene and naphthalene

sorbed to desorption-resistant soil fractions were biodegraded, albeit slowly. Guerin and
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Boyd demonstrated that Pseudomonas putida 17484 accessed naphthalene sorbed to

domains deemed unavailable for biodegradation, a result attributed to cell attachment[27].

Evidence supporting enhanced bioavailability by attachment has been gathered by Park et

al.[16, 28, 29] with Pseudomonas putida G7 and NCIB 9816-4. Enhanced liquid-phase

biodegradation rates were observed and attributed to solid-phase degradation. Park et al.

determined that naphthalene and atrazine[30] sorbed to non-desorbable regimes could be

degraded by microorganisms. A fiirther study involving soil-sorbed biphenyl

demonstrated biodegradation by attached gram-positive and a gram-negative bacteria[15].

Organisms in close proximity with the sorbed contaminant, as is the case with cell

attachment, appear capable of enhancing bioavailability. Likewise, the contact that exists

between the plant root and the soil matrix may also enhance bioavailability.

The focus of this investigation is on understanding the relationship between the

contaminant removed in planted systems and the desorbability of the remaining

contaminant. White mulberry (Morus alba) and big bluestem (Andropogon gerardii)

were grown in two soils for assessing the removal of soil-sorbed naphthalene and

inferring the mechanisms responsible for limiting this removal. Desorption is thought to

be the first step, and a limiting step, in the phytoremediation of sorbed organic

contaminants. Contaminant desorption is followed by transport in the aqueous phase to

the root surface, where the contaminant can be taken into the root with the transpiration

stream water. This description implies that desorption limits the contaminant

bioavailability, and hence, the degree of phytoremediation. However, analogous to

microbial bioavailability, the existence of mechanisms responsible for enhancing

bioavailability would greatly add to phytoremediation’s appeal as a cleanup technology.
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Plants are associated with a variety of mechanisms that may be able to remove

contaminants residing in non-desorption domains of soil. The secretion of enzymes[9,

31], such as monooxygenases and peroxidases, may degrade recalcitrant contaminants.

Secretion and exudation of compounds that stimulate the microbial consortia to degrade

contaminants is also a potential mechanism for enhancing desorption [9], as is the plant

promoted production of surfactants[9]. Any combination of these mechanisms may be

manifested as an enhancement ofPAH bioavailability. The presence or absence of this

bioavailability enhancement effect will alter the application of plants for remediation of

contaminated soils. A plant’s tendency to enhance bioavailability, analogous to a

microbe’s tendency to enhance bioavailability, is important knowledge when applying

phytoremediation as a cleanup option and achieving the necessary regulatory endpoints.
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Materials and Methods

Soil contamination

Two soils, Spinks A horizon (SpAf) and Kalkaska A horizon (Kal A), were

sterilized by exposure to 5 Mrads of gamma radiation at the Phoenix Memorial

Laboratory (University of Michigan, Ann Arbor, MI). The sterile soil was placed in a

one gallon steel can that was sterilized in an autoclave. 100 ml of a 1:1 mixture of

acetonezpentane was used as the carrier solvent for delivering 500 mg of naphthalene to 1

kg of soil. Naphthalene was added to air dry SpAf and Kal A soils to achieve a

concentration of 500 ppm. The soil filled cans were mixed by rotation at approximately

12 rpm for 12 hours. Table 1 contains the measured soil characteristics for SpAf and Kal

A.

Plant tissue culture

Two species of plant were used for this experiment, Andropogon gerardii and

Morus alba. A. gerardii is a monocot with a fibrous root system and M alba is a dicot.

A. gerardii seeds were germinated on moist, sterile filter paper placed in a Petri dish.

The Petri dishes were placed in a growth chamber set for a 16 hour to 8 hour light to dark

cycle and a temperature of 26°C. M alba was propagated by vegetative stem cuttings

from a single plant that was surface sterilized with a ten percent bleach solution. Nodal

explants were placed in shooting media for two weeks and then moved to rooting media

for an additional three weeks. Plants that were approximately two centimeters tall were

transplanted to soil.
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Planted bioreactor treatments

Plants were placed in contaminated soil using aseptic technique in a laminar flow

hood. For the unplanted treatments, ten milliliter test tubes were filled with 10 grams of

sterile, contaminated soil. About six grams of soil were poured into the test tubes to be

used for the planted treatments, then the plant was placed in the tube and the remainder

(about four grams) of the soil was poured over the roots. Two milliliters of one-half

strength MS (Murashige and Skoog) media were added to each test tube. The test tubes

were placed in sterile, coupled, sand-filled Magenta boxes (Figure 4-1). Four test tubes,

each with one plant were placed in the coupled Magenta GA7 boxes. Bioreactor

assemblies were placed in a plant growth chamber set at a 16 hour to 8 hour light to dark

cycle and a temperature of 28°C. Sterile water was added to the sand to maintain high

humidity within the Magenta box. Plants were watered as needed throughout the course

of the experiment. Initially, two milliliters of water was added to each tube. Planted

treatments were watered again approximately two weeks later as the transpiration by the

plant became significant. Thereafter, plants were watered with 1/2X MS as needed.

Each watering event proceeded in a laminar flow hood using sterile technique. A needle,

attached to the syringe, was used to puncture a septum on top of each coupled box,

allowing for each planted replicate to be watered. The humidity in the Magenta box

served to slow the water loss from the soil environment by transpiration.

Sampling

The Magenta boxes were harvested at five different time points in a laminar flow

hood. The plant was removed from the soil using forceps and a metal spatula. The roots

were cut from the shoots and washed in purified water. Soil from the test tube was

69



subdivided into samples for solvent extraction, sequential water extraction, moisture

content, and sterility. Solvent extractions were performed placing approximately one

gram of soil in a glass 4 ml vial with a PTFE (Teflon) liner. The vials were filled to the

top (no head space) with methanol. The contents of the vials were mixed via rotation at

12 rpm for 3 days. After mixing, the vials were centrifuged for 5 minutes using a

benchtop centrifuge, and the supernatant was sampled for subsequent analysis.

Sequential water extractions were performed by placing approximately 1.5 grams of soil

in a 4 ml glass vial with a PTFE liner. The vials were filled to the top with 1/2X MS

(Murashige and Skoog media). The contents of the vials were mixed via rotation at 12

rpm for 3 days. The samples were centrifuged and the supernatant was collected for

subsequent analysis. Fresh 1/2X MS was added to the vial with the previously water

extracted soil, a process that is reiterated until naphthalene is not detected in the

supernatant. Both the solvent extraction and the water extraction samples were analyzed

by HPLC (10 um, C18 column) using UV and fluorescence detection. Water content was

measured gravimetrically by first placing one to ten grams of soil in an aluminum

weighing pan and then placing them in a convection oven overnight at 110°C. Sterility

was checked by placing approximately 0.1 gram of soil in a sterile Eppendorf tube and

adding one milliliter of cell extraction buffer (contains EGTA and Tween 20). The tubes

were placed on a laboratory shaker set at 120 rpm for ten minutes. One hundred ul of the

slurry was sampled and spread on a Petri plate containing YEPG media (yeast extract,

polypeptone and glucose). If any colonies appeared, the plate was subjected to the indole

assay (a small amount of solid indole is added to the lid of the plate causing colonies that

express naphthalene dioxygenase to turn blue as indole is converted to indigo). Root
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tissue was analyzed using the WinRhizo image analysis software. This software package

allows for measurement of root surface area, volume, and color. Subsequently, the roots

and shoots were dried and weighed to determine dry weight.

Mathematics

The mathematical model used to describe the data was formulated by performing

an overall mass balance on naphthalene, a mass balance on a nonequilibrium site fraction,

and a mass balance on an immobile-water site fraction. Figure 4-2 is a depiction of the

soil as described by the model equations formulated for this study and Figure 4-3 is a box

diagram of this model. The model equations for the unplanted treatments are presented

in equations 4-1 through 4-3.

    

 

 

a as’” 65;," 85"" ac 62C

VW CW + m, 9" + m, 8" + m, ‘7 + Vg —g— = og Vg ——£- Equation (41)
at a: at at a: 522

6S,’,’f,q m ,

at = —km_,q( neq — Kdfnequ) Equation (4-2)

asg’; .
at = O Equatlon (4-3)

VW is the volume of soil solution in the test tube and Cw is the concentration of

naphthalene in the soil solution. The mass of soil is given the symbol m, and the soil
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itself is divided into three site fractions. 86?] is the concentration of naphthalene in the

soil solid that is connected and in equilibrium with the mobile soil solution, where

mobility is defined as contaminant that can be transported in the gas phase. Sc’g‘ is the

concentration of naphthalene in the soil solid that is in equilibrium with the immobile soil

solution (i.e. contaminant that cannot be transported in the gas phase). Snag is the

concentration of naphthalene that is not in equilibrium with the mobile soil solution. The

three soil concentrations sum to equal the total soil concentration. V,g is the volume of

soil gas and Cg is the concentration of naphthalene that is present in the soil gas. Dg is the

diffiisivity of naphthalene in air. The parameter km,q is the first-order desorption rate

coefficient for the nonequilibrium domain. The parameters fcq and fneq are the site

fractions for the mobile-equilibrium domain and the mobile-nonequilibrium, respectively.

The variable t is time and z is the vertical dimension.

Naphthalene is assumed to exit the soil by gaseous diffusion only. Transport of

naphthalene is dynamically limited by desorption from the nonequilibrium site fraction.

The extent of naphthalene removal from the soil is limited by the amount sorbed to soil

domains in equilibrium with immobile water. This fraction is not in contact with the

mobile soil air and therefore does not diffuse out of the soil. However, the immobile

domain is water extractable, whereas the nonequilibrium domain is not measurably

extracted with water. All of the soil domains are assumed to be extractable with

methanol. The model parameters (i.e. feq, fneq. and kncq) were estimated assuming that the

naphthalene loss from the unplanted soils was solely attributed to gaseous diffusion.
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The model formulation for the planted treatments is modified to contain an added

term describing the uptake of contaminant by the transpiration stream. Figure 4-4 is a

depiction of the rhizosphere soil as described by the model equations formulated for this

study and Figure 4-5 is a box diagram of this model. The model is presented in equations

4-4 through 4-6.

   

 

85'" 68,7; 685:: 8C 62C
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at ms Kd + VW

An additional first-order mechanism is used to describe the effect that plant roots have on

the mass of naphthalene in the soil. The additional first-order mechanism is

parameterized by kp, the first-order naphthalene removal coefficient.

The added mechanism is assumed to act on both equilibrium domains, as large

roots grow in the soil macropores (assumed to comprise the mobile region) and root hairs

are likely able to access water in the soil micropores (i.e. the immobile region). Plants

are not assumed to enhance the rate at which contaminant desorbs from the

nonequilibrium domain. The parameter kp is a lumped parameter with contributions from
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the plant root density, the plant transpiration stream concentration factor and the average

daily water uptake rate.

Parameter estimation was accomplished using the Gauss-Newton method for

coupled-partial differential equations. The state variables that were fit are the methanol

extractable naphthalene mass and the sequential water extractable naphthalene mass. The

adjustable parameters are: feq, fncq, and kneq for the unplanted treatments, and kp for the

planted treatments. The accepted tolerance for the convergence criterion was assumed to

be equal to 10". All model equations and the partial differential equations for the

sensitivity coefficients were solved using the finite element method. After the equations

were cast in semi-discrete form, a finite difference time-stepping scheme was used to

generate model profiles for each state variable.
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Results and Discussion

Description ofdata

The data is plotted along with the model fits in Figure 4-6. For the unplanted

treatments, the data collected from the methanol extractions and the sequential water

extractions are observed to generate two distinct profiles. The profiles for the unplanted

treatments appear to change rapidly at short times, before approaching a limiting value at

long times. At short to intermediate times, a significant deviation exists between the

methanol and water extraction data. A fraction of material that was methanol extractable

was not water extractable. At later times, both the methanol and water extraction data

sets appear to converge to nearly the same value. This mass is larger than zero, and does

not appear to approach zero at an appreciable rate.

Similar profiles exist for the planted treatments, though the final converged value

is lower than the unplanted treatments. Plant growth, as shown in plots of the root

surface area in Figures 4-7 and 4-8, correlates with the enhanced removal of naphthalene

from the test soils.

Discussion ofthe data collectedfor the unplanted treatments

As seen in the plots of the unplanted treatments present in Figure 4-6, both the

methanol and water extraction data can be divided into two distinct regimes—each

regime characterized by a different rate of naphthalene loss. In both data sets, the first

regime is characterized by a much faster loss rate than is the loss rate in the second

regime. Possible mechanisms for the loss of naphthalene from the unplanted test tube

soils are: volatilization[32, 33], biodegradation[34-3 7] and binding to non-extractable

domains[3 8-41]. Because of the rate of loss in the first regime, volatilization is the
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suspected mechanism. The loss of naphthalene during the first 20 days, as seen in Figure

4-6, occurs at a rate that can be parameterized by the gaseous diffusivity for naphthalene

in the soil atmosphere, a value traditionally estimated using the Millington-Quirk

formulation[42]. This suggests that naphthalene loss can be attributed to volatilization,

not biodegradation or binding to non-extractable domains of soil. Furthermore, y-

irradiation was used to sterilize all soils—for the purpose of minimizing the

biodegradation potential in the soil. To determine the extent of any microbial

contamination, all soils were plated at each sampling event, as the release of microbial

endophytes into the soil was anticipated[43-46]. Each plate was also subjected to the

indole assay to test for naphthalene dioxygenase activity. Direct plate counts for the

unplanted treatments always resulted in less than 103 CFU per gram of soil. The absence

of indole positive colonies—an indole positive colony is a colony that is actively

converting indole to indigo——is consistent with no expression of the naphthalene

dioxygenase enzyme. Though bacteria are present, they are not actively expressing this

enzyme. Naphthalene may also bind to soil constituents to form non-extractable

residues[47]. The formation of these residues was not observed in previous studies using

either of these test soils[48]. From a toxicological perspective, naphthalene that forms a

non-extractable residue may not be a risk to human health[l 1].

The two regimes that Figure 4-6 can be divided to are characterized by a rapid

initial loss of naphthalene that is followed by a much slower rate of loss—an observation

supported by published literature[33, 49]. The decreased loss rate in the second regime

can be characterized by slow mass transfer from the soil matrix[50-55]. In a previous

study, both soil types have demonstrated significant mass transfer limitations in batch soil
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studies[28, 29, 48, 56], so biphasic behavior was expected in this study. A difference

exists between the methanol extractable and water extractable component of the sorbed

naphthalene. This difference is likely due to naphthalene sorbed to a hydrophobic

component of the soil in which desorption to the soil solution is kinetically limited[55,

57-61]. This regime of the soil is responsible for the slow loss of naphthalene observed

in the methanol extraction profile. Though desorption from this regime can be witnessed

over the experimental time-course of 186 days, significant desorption was not witnessed

over the water extraction time-course of 3 days. However, much of the naphthalene

remaining in the soil after 186 days remains water extractable, as seen in Figure 4-6.

Several explanations exist for the water extractability of naphthalene at long times. The

simplest explanation is that naphthalene is released from aggregate micropores after the

abrasion of the aggregate that occurs during successive water extractions. Naphthalene,

residing in domains that are not in equilibrium with the soil gas, is released upon

breaking the aggregate by mixing, but this naphthalene is not released during the course

of the experiment. Further possibilities for this behavior exist, as perhaps naphthalene is

retained in micropores that have been blocked by precipitated inorganic materials[62].

This entrapment of naphthalene is expected to hinder volatilization, but the naphthalene

would likely be water extractable as the precipitate dissolves. Another explanation for

restricted naphthalene volatilization is the slow desorption through water that is arranged

in a highly organized. Water has been found to behave in this manner in the soil

micrOpores that contain hydrophobic regions[63]. Regardless of the manner in which

naphthalene is retained in micropores, contaminant in these domains of soil may not be in

ecluilibrium with the soil gas, i.e. a fraction of the total naphthalene is not governed by
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Henry’s law. Again, regardless of the retaining mechanism, the explanation for the

significant pool of water extractable naphthalene resides in the manner in which the water

extractions were conducted—namely by mixing the soil slurry and sequentially decanting

and re-adding fresh solution. Mixing of the slurry may have resulted in a disaggregation

of the soil structure, a dissolution of precipitated material, or a disruption of the

micropore solution, all of which lead to naphthalene desorption into the bulk solution.

Transfer from this region under the experimental conditions is likely unmeasurable when

compared to transfer from the other limiting regimes present in the soil. Though transfer

from this regime is too slow to measure in the test tubes soils, the material contained in

this regime remains water extractable.

Discussion ofdata collectedfor planted treatments

Both planted soils contained decreased concentrations at long times when

compared to the unplanted treatments, as seen by comparing the treatments in Figure 4-6.

Clearly, the addition of plants facilitates an increase in naphthalene loss from the test tube

soil. In addition to a removal mechanism attributed to the plant, the mechanisms

responsible for naphthalene removal in unplanted soils are likely occurring.

Volatilization remains a mechanism for contaminant removal throughout the run time for

planted and unplanted treatments alike. Transpiration is likely responsible for further

naphthalene removal[64]. Mechanistically, naphthalene in the soil solution can be taken

into the plant through the transpiration stream and removed from the soil[64]. A

decreased water extractable mass, when compared to the unplanted treatments, suggests

that the transpiration stream is accessing naphthalene associated with the soil micropores.

Naphthalene residing in both macro- and micropores can enter the transpiration stream as
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plants are capable of transpiring water from both macro- and micropores non-

preferentially[65]. Removal of water from these regimes by the roots can also promote

increased volatilization as micropore water is no longer restricting the access of soil gas.

The combined effect of increased volatilization and transpiration amounts to the

increased loss observed in the planted treatments. Thus plants are likely able to enhance

desorption from regions which are not in equilibrium with the soil gas, and in so doing,

increase the rate of mass transfer from the soil.

Modelformulationfor the unplanted treatments

Examination of the collected data with an equilibrium model fails to predict the

deviation that exists between the methanol extraction and water extraction data sets, as

shown in Figure 4-9. Though the initial loss rate of naphthalene is consistent with the

volatilization component of an equilibrium model—i.e. a model that uses Henry’s

partitioning and Fickian diffusion in the gas phase—the intermediate and late rates of loss

are not predictable by an equilibrium formulation alone. Also, the amount of material

that is extractable by sequential water extraction is not accurately predicted. A deviation

exists between the methanol and water extraction data sets. The magnitude of this

deviation can be described by a mass transfer expression. This mechanism states that a

fraction of contaminant that is available for volatilization, albeit slowly, is not

appreciably water extractable. Essentially, there is a longer time period for contaminant

loss by volatilization than is the time period used for the sequential water extractions.

The addition of a mass transfer mechanism accounts for the difference observed between

the methanol and water extractable fractions as depicted in Figure 4-10. Though the

79



methanol extraction data is adequately modeled, the water extraction data significantly

deviates from the model fit at intermediate and long times. An additional mechanism is

needed to account for naphthalene that is resistant to volatilization, though water

extractable—as the methanol and water extraction data sets converge to nearly the same

value at the 186 days. Water in immobile regions of soil, such as the aggregate

micropores, may retain naphthalene that is not in equilibrium with the soil gas. This

material is considered to be water extractable throughout the experimental time course,

but not volatile. The best-fit lines, presented with the data in Figures 4-6 and 4-9, are

generated using the three-regime model. This model was formulated using an

equilibrium regime, a mass transfer limited regime, and an immobile regime. This model

accurately fits the acquired data as the coefficient of determination is 87 and 88 percent

for the SpAf and KalA soils respectively.

Modelformulationfor the planted soil

Plants were observed to decrease the amount of naphthalene that remained in the

soil at the end of the experiment. The loss of naphthalene from the planted treatments is

consistent with the removal of microporous water via transpiration, a phenomena that has

been demonstrated previously[65]. An additional mechanism is needed to account for

this enhanced removal, and was done so assuming first-order kinetics. The model fits

presented in Figure 4-6 include best-fit lines that were generated using the three regime

model with the addition of a first-order removal mechanism attributed to the plant. The

values of the coefficients of determination range from 90 to 92 percent, and thus the data
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are accurately described. Material that is associated with immobile domains, and not in

equilibrium with the soil gas, may be removed by phytoremediation.

Discussion ofparameters

Table 4-2 includes the parameters that were fit for both unplanted treatments

using the Gauss-Newton method. The equilibrium regime was larger in the SpAf soil

than in the Kal A soil as the value for fc'g is larger for SpAf than for the Kal A soil. The

nonequilibrium regimes were of comparable size in both treatments, while the size of the

immobile regime was larger in the Kal A soil. This implies that a greater amount of

naphthalene will be present in the micropores of Kal A soil than in SpAf soil. The

desorption rate coefficient, kncq": is larger in the Kal A soil than in the SpAf soil, though

this difference is not significant. Interestingly, the value of kp does not depend upon the

species of plant as much as the soil type.

Conclusion

These results are significant as evidence that plants are able to enhance the

removal of contaminants from soil by transpiring water containing naphthalene in

micropores. The conceptual model that results from the analysis of unplanted soil is

presented in Figure 4-3. Mass transfer of naphthalene in soil is thought to occur by a

number of mechanisms, including: 1) instantaneous mass transfer due to equilibrium

partitioning between the soil solid and the soil solution, 2) rate limited transfer from the

soil solid to the soil solution, and 3) Henry’s partitioning from the soil solution into the

soil gas followed by gaseous diffusion through the air-filled void spaces. Naphthalene
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residing in the micropores of the soil aggregates is not included as a transfer process, as

this material is not in equilibrium with the soil gas. Conversely, the depiction of the

planted system, as shown in Figure 4-5, depicts the ability of the plant to access

naphthalene in aggregate micropores. The authors speculate that this removal is due to

converting the immobile water in the aggregate pores to mobile (i.e. advective) water.

This process would result in transporting the naphthalene to the macroporous soil

solution, where the processes of volatilization or plant uptake could remove the

naphthalene from the test soil. The conceptual model, formulated by interpreting the data

gathered from methanol and sequential water extractions, justifies the use of plants for

removing contaminants that may reside in microporous regimes of soil. Finally, the

results of this study further advocate the selection of plants as a remediation technology,

as the extent and rate of removal are enhanced in planted systems.
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Figure 4-1. The planted bioreactor.
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Figure 4-2. The conceptual description of naphthalene transport in unplanted soil

that was developed upon interpretation of the methanol and water extraction data.
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Figure 4-3. Box model for the unplanted treatments.
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Figure 4-4. The conceptual description of naphthalene fate and transport in planted

soil that was developed upon interpretation of the methanol and water extraction

data.
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Figure 4-5. Box model for the planted treatments. The dashed arrows represent

naphthalene transport that is attributed to the transpiration stream.
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Figure 4-6. Plots of methanol extraction data, water extraction data, and

models fits for the six treatments. The Y-axis is the naphthalene mass in pg.

The diamonds are the methanol extraction data points and the circles are

the water extraction data points. The solid line is the methanol extraction

best-fit line and the dashed line is the water extraction best-fit line.
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Figure 4-7. Root surface area profile for A. gerardii and M. alba in SpAf soil.

89



+A. gerardii

. --x-— M. alba

0
|

0

.
h

C

 

 

R
o
o
t
s
u
r
f
a
c
e
a
r
e
a
(
c
m
z
)

(
i
s
)

O

 

20

10

O .2

0 50 100 150 200

Time (days)

Figure 4-8. Root surface area profile for A. gerardii and M. alba in Kal A soil.

90



5000 -

4500

4000

l

3500 t

I3000

2500

2000

U
r
fi
i

N
a
p
h
t
h
a
l
e
n
e
m
a
s
s

(
u
g
)

—
I

U
"

0 o

I

1000 r

8500 6 i i;

60 80 100 120 140 160 180 200

Time (days)

 
Figure 4-9. Plot of methanol extractable naphthalene mass and water extractable

naphthalene mass versus time for Kal A soil that is unplanted. The diamonds (O)

are the methanol extraction data and the circles (O) are the water extraction data.

Standard deviation error bars are included on each point. The solid line is the

model fit of the methanol and water extraction data.
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Figure 4-10. Plot of methanol extractable naphthalene mass and water extractable

naphthalene mass versus time for Kal A soil that is unplanted. The diamonds (O)

are the methanol extraction data and the circles (C) are the water extraction data.

Standard deviation error bars are included on each point. The solid line is the

model fit of the methanol extraction data and the dashed line is the model fit of the

water extraction data.
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Table 4-1. Soil parameters for Spinks A and Kalkaska A soils

 

 

 

 

Soil type 11 0w Pb Kd KH Dg

SpAf 0.5 0.15 1.25 5.0 1.74~ 10'2 22.4

Kal A 0.5 0.15 1.54 13.64 1.74-10‘2 185       
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Table 4-2. Estimated parameters for planted and unplanted soils.

 

 

 

 

Unplanted Unplanted Unplanted A. gerardii M alba

Soil type fgz; fat; kne'a‘ or") k. or") 1., (hr")

SpAf 0.357:t:0.009 0.583zt0.009 000103200003 0.142i0.010 O.156:i:0.011

Kal A 0.272zt0.004 0.564:t0.008 0.0013i0.0002 0.072zl:0.024 0.056i0.022      
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Chapter 5. Using an effectiveness factor to improve decision making regarding

phytoremediation

Abstract

The development of an effectiveness factor for improving decision making in

phytoremediation is addressed. This effectiveness factor compares the remediation rates

in planted and unplanted systems. A plot of the effectiveness factor versus the Thiele

modulus (i.e. a dimensionless ratio of reactive processes to mass transfer processes) was

divided into three regimes. These regimes reveal the efficacy of phytoremediation and

the mechanisms that limit the rate of remediation in planted systems. At low values of

the Thiele modulus, phytoremediation does not significantly enhance the remediation

rate. At moderate values, phytoremediation improves the remediation rate, but is limited

by the kinetics of plant uptake or plant facilitated degradation. At large values of the

Thiele modulus, the use of plants remains beneficial, though improving the remediation

rate relies on enhancing the contaminant desorption rate. Systems that are completely

desorption limited benefit less from being planted, as desorption is regarded as a

necessary first step in a contaminant’s remediation. To overcome this limitation, further

exploration is needed regarding plant species that are capable of enhancing the

contaminant desorption rate or enhancing contaminant bioavailability. Desorption

limitations impact the decision making process by directing the site engineer to

technologies that are capable of overcoming these limitations.
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Introduction

This chapter presents a method to determine whether phytoremediation provides

enhanced contaminant removal when compared to other remediation strategies. The

result of this comparison is improved decision making regarding the use of plants to

enhance contaminant removal. Increased use of phytoremediation in the field has made

the pursuit of improved decision making important. The decision to use

phytoremediation depends upon the cost, extent, and rate of removal using plants versus

the cost, extent, and rate of removal using other technologies. Cost, extent, and rate of

removal are at least partially dependent upon the physicochemical properties of the

contaminant and soil, and the biological properties of the selected technology (i.e.

phytoremediation, bioaugmentation, natural attenuation, etc.). These properties are

measured, either in vitro or in situ, and used to formulate mechanisms, either descriptive

(empirical) or explanatory (theoretical), that can be used to construct mathematical

models. These mathematical models are typically used in a predictive mode after the

accuracy and uncertainty of the models have been assessed by comparing experimental

data with model simulations. Once the robustness of a model has been accepted, a

method is needed for interpreting the model output to make decisions regarding the use of

a clean-up technology (e.g. phytoremediation). The method presented here is borrowed

from the discipline of heterogeneous catalysis. In heterogeneous catalysis—particularly

catalysis involving diffusion and reaction inside catalyst particles—chemical reactants

diffuse through the catalyst pore structure, adsorb to the catalyst surface, react, and the

resulting products desorb and subsequently diffuse through the pore structure and into the

surrounding fluid. Briefly, the mathematical model that describes/explains this process is
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appropriately nondimensionalized to form a dimensionless group named the Thiele

modulus. A “rating factor”, or effectiveness factor, is defined to compare the rate of

reaction with pore diffiision resistance to the rate of reaction at the surface conditions[1].

By plotting the effectiveness factor versus the Thiele modulus, a profile is generated that

can be divided into two regimes: l) a reaction rate limited regime at low values of the

Thiele modulus, and 2) a mass transfer limited regime at high values of the Thiele

modulus. Improving the overall reaction rate by catalyst selection is predicated on which

regime characterizes the catalyzed reaction. By analogy, decision making in

phytoremediation can benefit from the same strategy used in heterogeneous catalysis.

What is needed is the selection of a suitable effectiveness factor, the division of limiting

behavior into discrete regimes, and a means of determining the regime in which a given

phytoremediation systems resides. The use or nonuse of phytoremediation can then be

determined. The aim of this paper is to use this methodology to improve decision making

regarding phytoremediation.

The mechanisms thought to be important for phytoremediation of PAHs include

plant uptake, sorption to roots, and degradation by rhizosphere microbes (depicted in

Figure 5-1). Plant uptake[2, 3] is more important for the lower molecular weight PAHs,

as these tend to be more soluble and less hydrophobic. The amount of contaminant

sorbed to roots depends on the relative hydrophobicities of the root lipid fraction and the

contaminant[4]. The promotion of degrading organisms in the rhizosphere by root

exudation or secretion is called phytostimulation. Phytostimulation[5, 6] is a proposed

mechanism for the enhanced remediation of PAHs—especially the higher molecular

weight PAHs.
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As several mechanisms are responsible for a plant’s ability to remove or affect the

removal of contaminants, several limiting phenomena may ultimately be responsible for

slowing cleanup. Greatest among these is the contaminant’s desorption from the soil

matrix. The processes responsible for increased degradation by plants act after the

contaminant is thought to have desorbed. For example, microbial biodegradation has

been demonstrated to occur after the contaminant desorbs. Also, plant uptake of organic

contaminants occurs after the contaminant desorbs from the soil matrix. Volatilization

and leaching of the contaminant are also dependent upon prior desorption. Determining

the rate and extent of the mass transfer limitations is a necessary first step before

applying phytoremediation. If the contaminant is not limited by desorption, then

comparing the rates of the various processes remains an important matter. This

comparison may lead to the best method for enhancing the rate, whether degradation can

be enhanced by nutrient amendment, or whether a plant species that transpires more

water can be selected to hasten uptake. The formulation of a suitable effectiveness factor

would encompass the mechanisms present in planted and unplanted systems. Classical

plots of the effectiveness factor can be used to compare the rates of removal in planted

and unplanted treatments. Furthermore, these plots can be divided into regimes that

correspond to the various removal controlling mechanisms. Decision making is guided

by determining the regime a given planted system resides.
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Mathematics

The model presented in Equations 5-1 through 5-3 was used to describe the

unplanted scenario for this investigation. A list of model variables and model parameters

is presented in Table 5-1. This model was formulated to describe the transport and

reactions of naphthalene in the Spinks A-horizon soil.
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A second model, presented as Equations 5-4 through 5-6, was formulated to describe the

action of the plant in a first-order kinetic manner.

   

 

5C BS, 65 , 6S. 5C 52Cg

6 ———“-+ “’ + "”’ + ——’-’1+6 "' =D 0—-kp6C E uation 5-4
w at pl) at pl) at pl) at g at ge g 6Z2 q ( )

a’Sm'q -

at : _kneq(SSneq— Kt! neqC»C) Equatlon (5-5)

. k 9 .

6S," = ———£—Sm Equation (5-6)

at pbKd + 6,,

Both models divide the soil into three domains. The equilibrium domain is parameterized

by the soil-water partition coefficient, assuming that transfer from the soil to the water
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occurs instantaneously. The first-order desorption rate coefficient parameterizes the rate

of transport from the mass transfer limited domain (aka. the nonequilibrium domain) of

the soil. The models consider the volatilization of naphthalene to occur by Henry’s

partitioning into the soil gas, followed by gaseous diffusion out of the system boundary.

An immobile soil domain is constructed to represent material that does not volatilize.

The phytoremediation model, presented in Equations 5-4 through 5-6, considers that the

remediation of naphthalene is described by first-order kinetics. This description includes

phytoremediation in the immobile soil solution and the solution that is in equilibrium

with the soil gas. A box model depicting the transport and reactive processes included in

both models is presented in Figure 5-2.

The nondimensionalization of the unplanted model results in Equations 5-7

through 5-9.

’ dS', , .’ 2 ’

RI —a—C—‘i + R2 -——'11 + R3% = R4Daa—C,i Equation (5-7)

or a: or dZ“

aSIIet ' ‘ -

——’— = —(Sm,q — CW) Equation (5-8)

62‘

S ’

h= 0 Equation (5-9)

at

Likewise, the nondimensionalization of the phytoremediation model gives

Equations 5-10 through 5-12.

0
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_,..._, = 45;“ _ q.) Equation (5-11)
or

6:," = 4,555"
Equation (5-12)
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A list of dimensionless model variables and parameters is presented in Table 5-2.

Comparisons between planted and unplanted remediation were made using an

effectiveness factor. Historically, the effectiveness factor approach was used to describe

heterogeneous catalysis. This construct is defined as the ratio of the rate of reaction that

includes a diffusive resistance to the rate of reaction at the solid catalyst surface. An

effectiveness factor equal to one corresponds to a system that is limited by the reaction

rate. An effectiveness factor that is lower than one corresponds to a system that is limited

by mass transfer inside the catalyst pellet. Determining whether mass transfer or reaction

is limiting the rate of product formation defines how reaction can be increased. By

analogy, this effectiveness factor approach can be used to compare the rate of

contaminant remediation between planted and unplanted systems. The rate of

contaminant removal is compared by selecting an arbitrary growing season of 200 days.

Mathematically, this effectiveness factor is presented in Equation 5-13.

((mass of contaminant at t = 0)— (mass of contaminant at t = 200))plmd

— ((mass of contaminant at t = O)— (mass of contaminant at t = 200))

 

unplanted

Equation (5-13)
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The effectiveness factor is typically plotted against a dimensionless number called the

Thiele modulus. In the field of heterogeneous catalysis, this modulus is the ratio of

reaction processes to mass transfer processes. The reaction processes are typically

parameterized by reaction rate coefficients and the mass transfer processes are typically

parameterized by diffusivities. The Thiele modulus, presented in Equation 5-14, is

formulated in an analogous manner for this study.

¢ = J— Equation (5-14)

In this description, the kinetic forces are parameterized by kp, which encompasses the

combined effect of transpirational uptake and phytostimulation. The mass transfer forces

are parameterized by kncq, which parameterizes the rate of contaminant desorption from

the soil matrix. Plots of the effectiveness factor versus the Thiele modulus can be divided

into discrete regimes of behavior. An interpretation of these regimes reveals whether

phytoremediation is an effective technology when compared to remediation in an

unplanted system.
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Results and Discussion

Figure 5-3 contains a plot of the effectiveness factor versus the Thiele modulus

using a parameter set determined for naphthalene which is presented in Table 5-3. At

small values of the Thiele modulus, the effectiveness factor approaches a value of one.

In this situation, the magnitude of the plant’s effect on remediation is small, thus an

unplanted treatment remediates the system as well as the planted treatment. At

intermediate values of the Thiele modulus, the slope of the curve becomes positive. The

planted system enhances remediation in this transition regime. At relatively large values

of the Thiele modulus, the curve begins to approach a zero slope. This situation arises

when contaminant mass transfer is slow compared to the potential remediation rate of the

planted system. At large values of the Thiele modulus, there is no benefit in increasing

the transpirational flow, because slow mass transfer eventually limits remediation. The

slope of the curve approaches zero as rate-limited mass transfer controls the remediation

rate in planted and unplanted systems alike. Regime-one behavior corresponds to no

benefit to remediation by plants, a situation that occurs at low values of the Thiele

modulus. Regime two is characterized by plant enhanced remediation, though the

remediation rate is limited by some activity associated with the plant. Regime three also

displays enhanced remediation, though the remediation rate has become limited by

contaminant mass transfer from the soil. It is important to note that enhanced mass

transfer is not included in the model formulation (i.e. enhanced remediation is defined as

the increased remediation rate in planted systems when compared to unplanted systems).
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Figure 5-4 is a plot showing the effect of increasing the Damkohler number on the

effectiveness factor. The parameter values used to plot Figures 5-3 through 5-7 are

contained in Table 5-4. Increasing the Damkohler number decreases the value of the

effectiveness factor. Mechanistically, increased Damkohler numbers are the results of

increasing the effective diffusivity relative to the desorption rate coefficient. Increasing

the effective soil gas diffusivity increases the rate of contaminant volatilization. Systems

with high volatilization rates are not likely to be improved by planting. However, soils

with significant tortuosities (e. g. soils that require the Millington-Quirk correction[7]) are

likely to be amenable to phytoremediation as the volatilization rate of semi-volatiles will

be reduced. Furthermore, increasing the effective diffusivity does alter the shape of the

profile. Specifically, the presence of the third regime suggests that rate-limited mass

transfer limits contaminant volatilization. Rate-limited transfer, present in the third

regime, is responsible for limiting both volatilization and phytoremediation.

Figure 5-5 is a plot showing the effect of increasing the value of K, on the

effectiveness factor. This is equivalent to selecting another contaminant with a larger

octanol-water coefficient or selecting a soil with a larger amount of organic matter.

Increasing Kd, results in increasing the effectiveness factor, as seen from Figure 5-5. An

increased effectiveness factor corresponds to a beneficial circumstance in planted

systems. Three-ring PAHs, such as phenanthrene and anthracene, are more likely to

benefit from phytoremediation than a two-ring PAH. Increased hydrophobicity leads to a

larger amount of contaminant in the soil matrix, particularly the soil organic matter. Thus

the amount of contaminant in the soil solution is decreased, which decreases the amount

in equilibrium with the soil gas. Consequently, the amount of contaminant available for

111



volatilization is decreased. Again, decreased volatilization leads to increased

effectiveness factors. The greater the effectiveness factor, the more responsive is the

system to the plant.

Figure 5-6 is a plot comparing different values of the desorption rate coefficient.

The effectiveness factor for phytoremediation increases with decreasing values of the

desorption rate coefficient. As the rate of mass transfer from the soil matrix eventually

limits the rate of volatilization, a technology that increases the driving force for mass

transfer will benefit the removal of contaminant. Planted systems are superior to

unplanted systems in this respect as transpirational uptake and microbial degradation

serve to increase the driving force for mass transfer.

Figure 5-7 is a plot comparing systems in which the site fractions have been

altered. The topmost curve (qu = 0) results when the equilibrium sites are converted into

nonequilibrium sites. The effectiveness of phytoremediation increases in this scenario, as

volatilization becomes limited by mass transfer, and contaminant removal occurs at a

slower rate in the unplanted system. Conversly, converting the nonequilibrium sites into

equilibrium sites reduces the effectiveness of phytoremediation when compared to the

base case. As volatilization becomes a more significant mechanism for naphthalene

removal, the effectiveness of phytoremediation decreases. Finally, converting the

immobile site fraction into equilibrium sites resulted in a significant decrease in the

effectiveness of planted systems. Though the immobile fraction only comprises 6% of

the total soil domain, removing this fraction had a profound impact on the effectiveness

factor. Essentially, naphthalene that is available to plant remediative processes, but is not

available for volatilization, has a significant role in the effectiveness of phytoremediation
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of naphthalene in SpAf soil. Simply put, increasing the amount of naphthalene available

for phytoremediation that is not mobile in unplanted soils will increase the effectiveness

factor for phytoremediation. A water extractable amount of contaminant, that is not

removable by the mechanisms available in the unplanted system (e. g. volatilization), will

tend to favor technologies that can “mobilize” this immobile component.

Decision making

From the previous analysis, determining the regime that controls contaminant

remediation is useful. Contaminant remediation limited by the first regime will require

an improved approach if phytoremediation is to be beneficial. Several reasons exist for

remediation controlled in the first regime. The rate of transpiration relative to the rate of

volatilization may be too small. This can be ameliorated by using a different plant

species with a greater transpirational flow, such as Salix spp. (Willow). When

phytoremediation is used in the phytostimulation mode, the degrading portion of the

consortia may not be effectively stimulated. This limitation can be overcome through use

of plant species that exude molecules chemically resembling the contaminant. The use of

Morus rubra (Red Mulberry){8] is an example of the stimulation of PCB degrading

bacteria by exudation of phenolic compounds. These phenolic compounds induce

degradative activity or promote cometabolism. The goal of increasing transpiration or

enhancing phytostimulation is to shift the control of contaminant remediation from

regime one to regime two or three.

Contaminant remediation controlled in the second regime is characterized by the

beneficial application of phytoremediation. Unlike the first regime, plants do enhance the

remediation of contaminant in the second regime. Like the first regime, the rate that
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contaminants are remediated from the soil is limited by reactive processes, not mass

transfer processes. Accelerating the rate of transpiration or enhancing the mechanisms of

phytostimulation would benefit the overall remediation. Proper plant selection and the

optimal application of nutrient amendments are options for increasing the

phytoremediation rate. The effect of either of these actions is to shift the control of

contaminant remediation from regime two to regime three.

Rate-limited mass transfer is the controlling mechanism in the third regime. Like

the second regime, the use of plants remains beneficial when compared to an unplanted

treatment. However, the rate at which phytoremediation is occurring is limited by the

rate at which contaminant mass transfer is occurring. Accelerating the rate of

phytoremediation depends upon a plant’s ability to enhance the desorption rate from the

soil matrix. This is an area that warrants further study, as plants that enhance the rate of

desorption from mass transfer limited soil regimes have yet to be identified.

Approach

The general approach developed in this work does not favor the use of a particular

model. The effectiveness factor can be used to compare the rate of remediation between

planted and unplanted systems, while using any descriptive model (preferably a model

with a degree of experimental validation). Plotting the effectiveness factor versus the

Thiele modulus will result in a profile that can be divided into separate regimes. The

mechanisms that govern these regimes can be illuminated by carefiil analysis. Decision

making regarding the proper use of phytoremediation can then be made in a more

informed manner.

114



transpiration

 

 

'-.'_",...-c~u

.

l.-‘-

-----
......

------

ooooooooooooooooCon.
00-...

......
a...

I...

-
'- u

‘oaa
o

, .-"""'volatilizatioi‘r-..,_

desorption '  

  
......

    

  

microbial

degradation

0
0..

a.

c, ,o
h ,-

‘ a

"on"------

leaching

transpirational

Figure 5-1. A diagram detailing some of the processes involved in the

phytoremediation of naphthalene. The hatched regions represent soil aggregates.
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Figure 5-2. A box model of the transport and reactive processes occurring in

rhizosphere soil. The double arrows represent equilibrium processes and the single

arrows represent kinetic or transport processes. The dashed arrows represent the

kinetic process added to the phytoremediation model.
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Figure 5-6. The effect of the desorption rate coefficient on the effectiveness factor.
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Table 5-1. A list of model variables and parameters for the planted and unplanted

mathematical models.

 

 

 

 

 

Variable Description Units

Cg contaminant concentration jig/(ml of soil gas)

in the soil gas

Cw contaminant concentration ug/(ml of soil solution)

in the soil solution

Seq contaminant concentration jig/(g of soil solid)

in the equilibrium-soil solid

8 contaminant concentration pg/(g of soil solid)

in the microporous

equilibrium soil solid
 

 

 

 

 

 

 

 

Sncq contaminant concentration pg/(g of soil solid)

in the nonequilibrium soil

solid

t time hrs

2 - vertical distance ' cm

Parameter

Dg£ effective soil gas diffusivity cmz/hrs

feq fraction of soil that is in --

equilibrium with the soil

solution

fneq fraction of soil that is in --

nonequilibrium with the soil

solution

fim fraction of soil that is in --

equilibrium with the

immobile soil solution
 

 

 

 

Kd soil-water partition (ml of soil solution)/

coefficient (g of soil solid)

h rhizosphere depth cm

kneq first-order desorption rate l/hrs

coefficient

kp first-order kinetic l/hrs

coefficient attributed to

plant action
 

 

  
9g soil gas content (ml of soil gas)/

(ml of total soil volume)

9,, soil moisture content (m1 of soil moisture)/

(m1 of total soil volume)

pb soil bulk density (g of dry soil)/   (m1 of total soil volume)
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Table 5-2. A list of dimensionless variables and parameters for the planted and

unplanted mathematical models.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

Dimensionless Description Structure

variable

C; dimensionless soil solution Cw

concentration C I

Sit. dimensionless microporous soil 5”"

solid concentration S

5;“, dimensionless nonequilibrium Sm

concentration ‘—

Sm'qo

77200 effectiveness factor at 200 days (amount degraded in

unplanted treatments)200 days/

(amount degraded n planted

treatments)zoo day,

T dimensionless time t ' kneq

Z dimensionless vertical distance z

h

Dimensionless groups

Da Damkohler number Dg e

kneq . h2

R1 D1mensronless parameter 1 1+ Po fa,Kd + ggH

9. 9...

R2 D1mens1onless parameter 2 Pi 1:1.)qu

9..

R3 D1mensronless parameter 3 101. ft». Kd

6’.

R4 D1mensronless parameter 4 (fig + fm )9,H

49..

R5 Dimensionless parameter 5 6,,

pl) Kd + 6w

(21 Thiele modulus k,

m'q  
 

’r The symbol (0) denotes an initial value.
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Table 5-3. Base case parameter values used for naphthalene transport and reaction

in soil.

kp kneq feq fncq I(d Dg.e H 6w n

__ (ml soln)/ 2 (ml soln)/ (ml soln)/ (ml void)/

“h “h (g solid) °m (ml total) (ml total) (ml total)

0.15 0.0010 0.36 0.58 5.0 22.4 0.02 0.15 0.5
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Table 5-4. Dimensionless number and parameter values used to generate Figures 3

through 8.

 

 

 

 

 

 

 

        

K,

Figure # Da fcq f“,q flm (ml soln/ kncq

g solid) (l/hr)

3 552 0.36 0.58 0.06 5 0.001

4 50, 100, 500 0.36 0.58 0.06 5 0.001

5 552 0.36 0.58 0.06 5, 50, 500 0.001

6 552 0 0.94 0.06 5 0.01, 0.001, 0.0001

7 (fcq=0) 552 0 0.94 0.06 5 0.001

7 (fncq=0) 552 0.94 0 0.06 5 0.001

7 (fun-=0) 552 0.42 0.58 0 5 0.001
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