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ABSTRACT

THE USE OF INTERAURAL PARAMETERS DURING INCOHERENCE

DETECTION IN REPRODUCIBLE NOISE

By

Matthew Joseph Goupell

Interaural incoherence is a measure of the dissimilarity of the signals in the left

and right ears. It is important in a number of acoustical phenomenon such as a

listener’s sensation envelopment and apparent source width in room acoustics, speech

intelligibility, and binaural release from energetic masking. Humans are incredibly

sensitive to the difference between perfectly coherent and slightly incoherent signals,

however the nature of this sensitivity is not well understood. The purpose of this

dissertation is to understand what parameters are important to incoherence detection.

Incoherence is perceived to have time-varying characteristics. It is conjectured that

incoherence detection is performed by a process that takes this time dependency into

account.

Left-ear—right-ear noise-pairs were generated, all with a fixed value of interaural

coherence, 0.9922. The noises had a center frequency of 500 Hz, a bandwidth of

14 Hz, and a duration of 500 ms. Listeners were required to discriminate between

these slightly incoherent noises and diotic noises, with a coherence of 1.0. It was

found that the value of interaural incoherence itself was an inadequate predictor

of discrimination. Instead, incoherence was much more readily detected for those

noise-pairs with the largest fluctuations in interaural phase and level differences (as

measured by the standard deviation). Noise—pairs with the same value of coherence,

and geometric mean frequency of 500 Hz were also generated for bandwidths of 108 Hz

and 2394 Hz. It was found that for increasing bandwidth, fluctuations in interaural

differences varied less between different noise—pairs and that detection performance

varied less as well. The results suggest that incoherence detection is based on the size



and the speed of interaural fluctuations and that the value of coherence itself predicts

performance only in the wide-band limit where different particular noises with the

same incoherence have similar fluctuations.

Noise-pairs with short durations of 100, 50, and 25 ms, and bandwidth of 14 Hz,

and a coherence of 0.9922 were used to test if a short-term incoherence function is

used in incoherence detection. It was found that listeners could significantly use fluc-

tuations of phase and level to detect incoherence for all three of these short durations.

Therefore, a short-term coherence function is not used to detect incoherence. For the

smallest duration of 25 ms, listeners’ detection cue sometimes changed from a “width”

cue to a lateralization cue.

Modeling of the data was performed. Ten different binaural models were tested

against detection data for 14—Hz and 108-Hz bandwidths. These models included dif-

ferent types of binaural processing: independent interaural phase and level differences,

lateral position, and short-term cross-correlation. Several preprocessing features were

incorporated in the models: compression, temporal averaging, and envelope weight-

ing. For the 14-Hz bandwidth data, the most successful model assumed independent

centers for interaural phase and interaural level processing, and this model correlated

with detectability at r = 0.87. That model also described the data best when it

was assumed that interaural phase fluctuations and interaural level fluctuations con-

tribute approximately equally to incoherence detection. For the 108-Hz bandwidth

data, detection performance varied much less among different waveforms, and the

data were less able to distinguish between models.
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INTRODUCTION

0.1 Road map to this work

This dissertation plans to study the ability of human listeners to detect interaural

incoherence, or the difference in the signals presented to the left and right ears. Lis-

teners are remarkably good at distinguishing slightly incoherent noise from coherent

noise, when the signals in the two ears are identical. The cue used to detect in-

teraural incoherence is thought to be much like the cue used to detect masking-level

differences, where an out-of-phase tone between the two ears is more easily detectable

than an in-phase tone in otherwise coherent noise. The reason for this is that the

out-of-phase tone adds a small amount of incoherence to the coherent noise. There

has been a vast amount of research done on masking—level differences in the last 60

years.

Incoherence detection is thought to be described wholly by the coherence function,

which is an overlap integral over the left and right signals over the duration of the

stimulus. If this is the case, dynamic features in the incoherent noise will be lost.

However, the perception of incoherent noise has dynamic characteristics. Therefore,

it seems appropriate to ask the following two questions: 1) Is cross-correlation or

coherence function an adequate parameter for incoherence detection? 2) If not cross-

correlation or coherence function, then what parameter is important to incoherence

detection? These questions will be addressed by selecting noise—pairs that will explore

the effect of bandwidth on incoherence detection. Chapter 1 will use noise-pairs with

a fixed value of coherence. The results of this chapter will find that the noise-pairs

with the largest standard deviation over time (fluctuations) of the interaural phase

difference and interaural level difference will have incoherence that is much more

readily detectable than noise-pairs with the smallest fluctuations. Since the coherence

function predicts that incoherence detection should be the same in all these noises,



it will be concluded that the coherence function is not used in incoherence detection.

As the bandwidth increases, the rate of fluctuations also increases and the difference

between noise-pairs with the largest fluctuations and smallest fluctuations in the

interaural parameters is less perceptible to listeners. In the case of wide bands, it

would be possible to use the coherence function to describe the detection data, but

only because of the ergodicity of the fluctuations for wide bands.

Chapter 2 will use noise-pairs with varied values of coherence, but similar distri-

butions of fluctuations in phase and level differences. The values of coherence ranged

from 0.969—998. For the average listener, incoherence would be very easy to detect in

a noise-pair with a value of coherence of 0.969. For the average listener, incoherence

would be almost impossible to detect in a noise-pair with a value of coherence of

0.998. There are no new results in Chapter 2, and its value is that the results of

Chapter 1 are reproduced by using only the fluctuations in phase and level.

The binaural integration time is tens to hundreds of milliseconds. Therefore there

may be a fundamental flaw to the results of Chapters 1 and 2, which had 500—ms

noises. It may be the case that incoherence detection is done in small analysis windows

much shorter than 500 ms. Chapter 3 will address this criticism by using the same

method of selecting noise-pairs with large and small fluctuations as was done in

Chapters 1 and 2. However, the noises will now be five to twenty times shorter

in duration and only the narrow bandwidth will be used. The results of this chapter

will find that listeners will be able to use interaural fluctuations of phase and level

for stimuli as short as 50 ms. The results will be comparable to those in Chapters

1 and 2. For 25-ms noise-pairs, listeners will use a lateralization cue instead of a

width cue to perform the task. Coherent noise is normally described as a compact

sound image in the center of the head. Incoherent noise is normally described as a

wide or diffuse sound image in the center of the head. A lateralization cue, for this

experiment, would be a compact sound that has moved from the center of the head,



usually associated with a static interaural phase difference or static interaural level

difference. It was necessary for listeners to use lateralization because it was found

that the interaural differences did not change much over the 25—ms duration of the

noises.

After these preliminary experiments, the results from Chapters 1-3 will motivate

the direction of the modeling of the incoherence detection data. Chapter 4 will

concentrate on deveIOping and refining models that describe incoherence detection

from a reference correlation of unity. The models will use different combinations of

phase and level statistics and several aspects of the models will be similar to those

used in describing masking-level difference data, since so much work has been done

in this area. As was done in Chapter 1, Chapter 4 will use noise-pairs with a fixed

value of coherence. Three types of models will be explored. The first type of model

will add fluctuations of phase and fluctuations of level independently. The second

type of model will combine phase and level differences and then calculate a statistic

for fluctuations. In this model type, it would be possible for a phase difference to

the right ear to be cancelled by a level difference to the left ear. This cancellation

has been shown to occur in time-intensity trading experiments with static interaural

differences. The last type of model reduces the coherence function to a short-term

coherence function, that evaluates the coherence over very small time intervals. It

will be shown that the incoherence detection data can be best described by a model

that independently adds the standard deviation of phase to the standard deviation in

level with equal weight for phase and level. Compression of the interaural difference

scale, temporal averaging, and envelope weighting will also be applied to improve the

model.

As was done in Chapter 2, Chapter 5 will use noise-pairs with varied values of

coherence. Again, there are no new results in Chapter 5, and its value is that the

results of Chapter 4 are reproduced.



Lastly, Chapter 6 will apply the modeling results of Chapters 4 and 5 to directly

answer these two questions: 1) Can listeners use just phase fluctuations or just level

fluctuations to detect incoherence? and 2) Do listeners use independent IPDs and

ILDs as a function of time and not a single auditory image made of the combination

of the two interaural parameters? It will be found that the answer to both of these

questions is “yes”. However, not all of the variation of the data will be explained,

motivating more studies.

From the experiments in these six chapters of research, it will be concluded that

incoherence detection is done by detection fluctuations in the interaural phase and

level differences, contrary to other recent results. Before this dissertation, van de

Par and Kohlrausch (1999) found no use for interaural parameters in incoherence

detection. The reason for the discrepancy is that van de Par and Kohlrausch did

not find a bandwidth dependence for interaural parameters, whereas there was one

found in this dissertation. Another reason that the coherence function has been used

to describe incoherence detection is possibly due to the stimuli that have been used

in previous experiments. Critical bandwidth noises of about 100 Hz (for a center

frequency of 500 Hz) and wide bandwidth noises of thousands of Hz have been used

for experiments where individual features in the interaural parameters are shown to

be too fast to consistently recognize.

Two types of models that are often used to describe masking-level difference data

are the equalization-cancellation model and correlation model. However, from the

results that will appear in the following chapters, both of these models should only

be applied to stimuli that have wide bandwidths and similar fluctuations. This is

because these models are energy—based models that have no mechanism to analyze

interaural parameters differences over short intervals.

The results of this dissertation have the potential to motivate several new studies

in the area of incoherence detection. For example:



o More research will need to be done to understand why listeners confuse monau-

ral and interaural fluctuations. The monaural confusion results can then be

applied to false-alarm rates as measured in single-interval masking-level differ-

ence experiments in reproducible noises (Gilkey et al., 1985, 1986; Isabelle and

Colburn, 1991; Evilsizer et al., 2002).

o It will be important to study the eflect of varying the center frequency of the in-

coherent noises and apply the results to high frequency masking-level difference

data (Bernstein and Trahiotis, 1992).

o It will be important to vary the value of the interaural coherence to change the

distribution of fluctuations of phase and level. The detection of incoherence

might be different enough that results in this dissertation does not apply to

other values of coherence.

o It will be important to make a more sophisticated model to describe incoherence

detection data. This can be done by modeling brainstem nuclei firing patterns

in the superior olivary complex.

0.2 Coherence

Interaural coherence is a measure of the similarity of signals between a listener’s two

ears. It is derived from the interaural cross-correlation function, 7(6), which is a

function of the interaural time shift 6,

 

7(5) ___ foT 1'L(t)1'R(t + 5)dt

x/it‘xmdtig‘amd.’

where x}; is the signal in the right ear, and 2:1, is the signal in the left. The cross-

(1)

correlation is bounded by —1 g 'y _<_ 1.

With respect to perception, interest normally centers on the peak of 7(6). The
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Figure 1: The Jeffress coincidence matrix. The characteristic frequency of bands

(horizontal lines) increase logrithmically. The vertical arrows represent fibers at-

tached to neurons (black dots) that fire when signals from both the left and right

ears temporally coincide for different values of the interaural lag 6. (From Hartmann,

1999)

value of 6 for which the peak occurs is the perceptually relevant interaural time

difference (ITD) cue for the location of the sound image. This value of 5 was given a

place representation in the famous binaural model by Jeffress (1948). Figure 1 shows

how the Jeffress coincidence model is composed of different bands with a certain

characteristic frequency. Different cells fire depending on the ITD and frequency of

the signals presented to the ears.

The height of the peak is thought to determine the compactness of the image. If

the sounds in the two ears are identical except for an interaural delay or interaural
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Figure 2: An artist’s rendition of incoherence perception. The left figure shows a

compact, coherent stimulus between the listener’s ears. The right figure shows how

the image is broader and more diffuse for an incoherent stimulus.

 

level difference, then 7 has its maximum value of 1, and the image is expected to be

maximally compact. If the height of the peak is less than 1, the image is broader or

more diffuse (Barron, 1983; Blauert and Lindemann, 1986). Figure 2 shows a cartoon

of the perception of incoherence.

The height of the cross-correlation peak is defined as the coherence. It is pos-

tulated that to be physiologically relevant, the peak must occur at a value of the

interaural lag that lies in a range of perceptible ITDs (:t 763 us for the average

human head, which is determined by dividing the width of the head by the speed

of sound), and this requirement may place restrictions on the peaks for which the

concept of coherence is valid.

As applied in architectural acoustics, the coherence is called the IACC (interaural

cross-correlation), and it refers to the height of 7(6) for 6 in the range —1 S 6 S 1 ms

(Beranek, 2004). In recent years this objective architectural measure has been divided

into two separate measures. One is the apparent source width (ASW), based on co-

herence within 80 ms of the onset of a sound (Barron and Marshall, 1981). The other

is listener envelopment (LEV), determined by the coherence of later arriving sound,

as measured after 80 ms (Bradley and Soulodre, 1995; Barron, 2004). Together, the

ASW and LEV greatly influence the spatial impression of a sound in a room. Nor-

mally, the architectural measurements are made with microphone techniques and not

with artificial heads.

Perceptual aspects of cross-correlation function and interaural coherence have been
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studied by psychoacousticians, usually using bands of noise as stimuli. Noise provides

an abstraction of real-world sounds that is devoid of meaningful information, and it

affords many opportunities for parametric variations. Using broadband noise, Pol-

lack and Trittipoe (1959a,b) found thresholds for changes in cross-correlation for two

values of the reference correlation, namely 1.0 (i.e. No) and —1.0 (i.e. N1r). They

explored the effects of duration, sound level, frequency range, and interaural level

difference.

Listeners are particularly sensitive to deviations from a reference correlation of

1.0. Using narrowband noise, Gabriel and Colburn (1981) found that listeners could

easily distinguish between noise with a coherence of 1.0 and noise with a coherence of

0.99. They also reported the somewhat counterintuitive result that as the bandwidth

of the noise increases, the just-noticeable difference (jnd) also increases. One might

have expected the jnd to decrease instead given that a wider bandwidth generally

offers the listener more information.

For a reference coherence less than unity, a listener’s ability to discriminate a

difference in incoherence degrades appreciably.’ This decrease is approximately an

order of magnitude for a reference coherence of 0.0 (Gabriel and Colburn, 1981). It

is possible for the signals to the two ears to become anti-correlated (when the signal

in the left ear is equal to the signal in the right ear except for a difference in the

sign). An anti-correlated signal places an image at both of the listener’s ears, rather

than at the center of the head. Boehnke et al. (2002) found that discrimination

from a reference coherence of —1.0 was significantly worse than a reference of +1.0.

It was also found that discrimination from a reference coherence of 0.0 was worse for

partially anticorrelated noise when compared to partially correlated noise.

A reference coherence of 1.0 is also of interest in connection with the masking-

level difference (MLD). The MLD phenomenon is the difference that occurs in the

threshold to detect a tone in noise depending on the binaural masker and signal phase



configuration. Numerous studies have concluded that the threshold signal-to-noise

ratio in the NoS1r (noise in-phase, signal out-of-phase by 180°) condition is essentially

determined by the ability to detect the incoherence introduced by the out-of-phase

signal (Wilbanks and Whitmore, 1967; Koehnke et al., 1986; Durlach et al., 1986;

Bernstein and Trahiotis, 1992; van de Par and Kohlrausch, 1995).

The concept of coherence may be important to speech recognition, as discussed by

Culling et al. (2001). The line of reasoning is as follows: Jain et al. (1991) showed that

the reduction in the interaural cross-correlation function of the signal is monotonically

related to the strength of the signal for signal intensities less than that of the masker.

A crucial factor in identifying several speech sounds is an accurate estimation of

the frequency of the first formant. It is thought that the accuracy of the estimation

process is determined by relative intensities of peripherally-resolved harmonics in that

frequency region. If this is the case, then the ability to discriminate different degrees of

decorrelation might explain the binaural intelligibility level difference (Licklider, 1948;

Carhart et al., 1969a,b; Levitt and Rabiner, 1967a,b; Bronkhorst and Plomp, 1988).

The binaural intelligibility level difference is the difference between using monaural

and binaural information when trying to understand speech in a noise background.

0.3 Fluctuations of interaural parameters

Despite the prevalent use of the cross-correlation function to describe incoherence

detection, time-dependent fluctuations seem to play a part in the perception of inco-

herent stimuli. This perception, which occurs when incoherent stimuli are presented

with headphones, is usually described as including an auditory width or lateral dis-

placement that varies in time. Given that the form of Eq. 1 is a “time-averaging”

function that integrates over the entire duration of the stimulus, as opposed to a

time-varying function, there appears to be a disconnection between the perception of

incoherence and the measure of it via Eq. 1.



From the extensive work on modeling incoherence detection and the present knowl-

edge of auditory physiology, it seems possible that the interaural parameters are more

physically relevant than incoherence per se to the incoherence detection task. Fluc-

tuations in interaural phase differences (IPD) and interaural level differences (ILD)

have been studied for a few conditions. For example, probability distributions of IPDs

and ILDs have been calculated by Zurek (1991) and Breebaart et al. (1999); they

have been measured in rooms by Nix and Hohmann (2001).

0.4 Physiology

The pathway by which physical signals are transformed into neural signals starts

with the acoustic wave impinging on the tympanic membrane (ear drum). The wave

is then transferred via the ossicles (incus, malleus, and stapes) to the cochlea. The

ossicles act as an impedance matching device; if the sound met the oval window

directly, only 10% (or less) of the acoustic wave energy would be transferred to the

inner ear or cochlea for a 1 kHz tone. Instead 65% of the acoustic wave energy is

transferred (Moller, 1965). The cochlea is filled with fluid; the acoustic wave, via

the middle-ear ossicles, causes pressure waves in the fluid, which, in turn, cause the

basilar membrane to move. Attached to the basilar membrane are hair cells, which

depolarize under mechanical stress and stimulate the generation of action potentials

by the auditory nerve. Measurements of vibration patterns of the basilar membrane

show that it is tonotopz'cally organized or organized by increasing frequency. All of

the auditory system is tonotopically organized.

From the cochlea, information travels on the auditory nerve. The cochlear nucleus

is subdivided into the sections: the anteroventral nucleus (AVCN), the posteroventral

nucleus (PVCN), and the dorsal nucleus (DCN). The AVCN projects to both the

ipsilateral and contralateral superior olivary complexes and therefore is important

to providing binaural information such as ITDs and ILDs, which are used in sound
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localization. The DCN projects only contralaterally and therefore is important to

monaural acoustic information such as level discrimination. The DCN processes the

signals with non-monotonic firing rate-intensity functions and inhibitory sibebands.

The PVCN is thought to perform both monaural and binaural processing because it

has characteristics of both the AVCN and DCN. Unlike the DCN, the AVCN does

little processing of the signals and projects to the superior olivary complex with

myelinated fibers that keep the timing information intact.

It is well known that the superior olivary complex processes time and level differ-

ence between the ears in mammals. Specifically, Goldberg and Brown (1968, 1969)

found that the medial superior olivary nucleus (MSO) in dogs analyzes time differ-

ences. This is done with excitatory-excitatory (EE) cells that fire when impulses are

received at the same time. Tsuchitani and Boudreau (1966) and Tsuchitani (1977)

found that the lateral superior olivary nucleus (LSO) in cats analyzes level differences.

The LSO contains mostly excitatory-inhibitory (EI) cells.

Yin and Chan (1990) and Smith, Joris, and Yin (1993) showed that it is plausible

for the M80 to act as the Jeffress coincidence matrix seen in Figure 1. They discovered

delay lines from the cochlear nucleus to the EB cells in the M30 of cats. However,

new work on the necessity of including EI cells in the M30 to accurately measure time

diflerences has recently presented some problems to the Jeffress model (Brand et al.,

2001). Measurements by Goldberg and Brown (1968) showed that the MSO contains

approximately 75% EE cells and 25% El cells. However, the results of Brand et al.

(2001) imply that a majority of M80 cells need inhibitory inputs. In either case, an

additional inhibitory component to the Jeffress model appears both physiologically

possible and pertinent.

Beyond the superior olivary complex, neurons project to the nucleus of the lateral

lemniscus (NLL), then the inferior colliculus (IC) where auditory maps of space are

made (Knudsen and Konishi, 1979), then the medial geniculate body (MGB), and

11



finally the auditory cortex. The processing of stimuli becomes increasingly complex

and is still being researched in these areas. Given that interaural parameters are

processed in the midbrain and that detection of incoherence is perceived as time-

varying fluctuations, investigating the tie between incoherent stimuli and interaural

differences is both psychologically and physiologically motivated.

0.5 Purpose of this work

This dissertation is concerned with incoherence detection starting with perfectly co—

herent noise as a reference. Its working hypothesis is based on the suspicion that

the extreme sensitivity shown by listeners to small amounts of incoherence is not

properly described by the cross-correlation function. The reason is that when a small

amount of incoherence is added to an otherwise perfectly coherent noise, the image of

the noise acquires lateral fluctuations that are not present when the coherence is 1.0.

The hypothesis continues with the observation that, whereas coherence is a measure

that is averaged over time, the fluctuations that are imagined to be the basis of co-

herence discrimination are dynamic. Thus, although the coherence measure may be

a mathematically useful characterization of the similarity or dissimilarity of signals

in the two ears, this measure may not be the most perceptually relevant characteriza-

tion. Instead, it is possible that some measure that specifically considers fluctuations

is better. A similar point of view with respect to the MLD has been taken by a

number of authors, e.g. Jeffress et al. (1956). The rest of this dissertation describes

experiments that test this hypothesis.

12



1 INCOHERENCE AND FLUCTUATIONS OF

INTERAURAL PARAMETERS

1.1 EXPERIMENT 1: NARROW BANDWIDTH

The purpose of Experiment 1 was to determine whether the height of the peak of the

cross-correlation function (the coherence) adequately describes incoherence detection

given a reference coherence of 1.0. The experiments employed reproducible noises (to

be called left-right noise-pairs, or noise-pairs), as have been used in MLD experiments

by Gilkey et al. (1985, 1986), Isabelle and Colburn (1991), and Evilsizer et al. (2002).

An advantage of using reproducible noises instead of randomly generated noises for

incoherence detection is that reproducible-noise data should provide a more stringent

and confining test of the binaural models. This is because the individual properties

of the noise-pairs will be accessible to the experimenter after the experiment is per-

formed. An advantage of using incoherence detection data instead of MLD data is

that incoherence detection employs a simpler stimulus, which is spectrally homoge—

neous unlike a tone-in-noise situation. Certain problems may arise for MLD tasks

that would not during incoherence detection; Wightman (1971) noted inconsistencies

in narrowband MLD results that may have been due to off-frequency listening.

In Experiment 1 and all the other experiments in this chapter, the different re-

producible left-right noise-pairs had the same value of interaural coherence. If the

coherence is an adequate measure of perception, then all the reproducible noise-pairs

will be equally distinguishable from perfectly coherent noise.

1.1.1 Stimuli

A collection of 100 two-channel noises with reproducible amplitudes and phases was

created for Experiment 1. The process began with two waveforms, A and B, written
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as a sum of cosines in the form

N

xA(t) = 2 C: cos(w,,t —l— (25$)

n=1

and

N

xB(t) = 2 Cf cos(w,,t + 9255)

n=l

where the Cn’s and (pn’s are the amplitudes and phases of the spectral components.

The narrowband noises were generated with components having random phases over

a frequency range of 490—510 Hz and with a frequency spacing of 2 Hz. Components

between 495—505 Hz had equal amplitudes of unity. Frequencies below 495 Hz had a

raised-cosine window applied to the amplitude spectrum of the form

7r(fin — 490)cAchz~2

] for 490 g f, g 495 (2)

to minimize any spectral edge effects in the noises. The amplitudes of components

from 505—510 Hz were similarly windowed. This frequency shaping can be seen in

Figure 3. The 3-dB bandwidth of the noise was therefore 14 Hz.

For each noise in a collection of 100 reproducible noise—pairs, the B noise (x3)

was orthogonalized to the A noise (xA) by the Gram-Schmidt orthogonalization pro-

cedure, which was used in Culling et al. (2001), and which is described below. The

orthogonalized B noise is here denoted as x’B. This was done to ensure that the signals

were uncorrelated and that the final value of the cross-correlation after mixing would

be precise. For large bandwidths, the large number of random variables (the ain’s

are uniformly distributed) yields statistically independent noise-pairs. In the case of

large noise bands, orthogonalization is probably not necessary. However, there are a

small number of random variables (random phases) for the 14-Hz bandwidth noises of

this experiment. Experimental observations showed the projection between randomly

14
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Figure 3: The frequency shaping in Eq. 2 that is applied to all stimuli in Experiment

1. This raised-cosine window was applied to remove any spectral edge effects.

generated noise-pairs can be as large as 10% for this bandwidth. Therefore, it was im-

perative to use the orthogonalization procedure for the 14—Hz bandwidth noise-pairs

in order to be able to generate noise—pairs with the desired interaural coherence.

To orthogonalize xB to xA, the root-mean-square (RMS) is found for each channel:

Arms __\/Zt=M1[$A(t)]2=\/Zt:lizn:10AC03(00th + ¢R)l2 l % "2::1(C;;‘)2,

__¢th1lxaltfl_\/Z..5233:most... + 4310] =i.l>30.

where M is the number of samples in each sound. Then the overlap between the two

  

  

and

  

  

channels is calculated:

2,11 xA(t)xB(t) _ 26:1 22;] Cfo cos(w,,t + 43:?) cos(w,,t + 45,?)

”AB _ MAm,B,m, ‘ MAmBm,

1 N CACf,3 cos(¢A— (:33)

5 "a Arm,B..,,,
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Next, the correlated component of xA is subtracted from a scaled x3 ensuring the

two channels have equal power,

 
I (t) _ Arms pAB

_ t _ _—

Brrnsv 1 - pinB( ) V 1 - p1248

The two perfectly uncorrelated noises were then mixed, with mixing factor a, to

xA(t) for 1 S t g M.

create the final left and right (L and R) noise-pairs to be sent to the listeners,

$1,223};

x3: (1—a2)xA+ax'B.

The coherence, as defined by Eq. 1, is then computed to yield,

P=7(0)=V1—02~ (4)

For values of p near 1, the value of interaural lag that maximizes p is zero. Because the

mixing factor used in all of the experiments was a = 0.125, the interaural coherence

of all the noise-pairs was p = 0.9922.

After mixing, each noise was given a time interval shape with a total duration of

500 ms. A temporal window, s(t), was applied such that there were cosine-squared

edges with rise/fall times of 30 ms and a full-on duration of 440 ms, which can be

seen in Figure 4. The application of the temporal window could change the coherence

of the noise; therefore, the value of the coherence was measured after the window was

applied so that p = 0.9922 i 0.0001. Noise-pairs that did not meet this criterion were

rejected. For the 100 noise-pairs accepted in this experiment, 875 were rejected. Also,

note that after orthogonalization and applying the temporal window, the noise-pairs

do not necessarily have equal amplitudes.

To determine the time-dependent interaural phase difference (IPD) and interaural
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Figure 4: The temporal window, s(t), that is applied to all stimuli in this chapter.

All the stimuli had 30 ms rise/fall times and a full-on duration of 440 ms.

level difference (ILD), the analytic signals were found. By eliminating the negative

frequencies, the analytic signal for either xL or x]; is

N

530) = 8(t) 2 Cu eXP[i(wnt + 4%)].
n=1

where s(t) is the temporal window, the Cn’s are the left or right amplitudes, and ¢n’s

are the left or right phases as required.

By Euler’s relation, the analytic signal becomes

:t(t) = s(t) Z Cn[cos(wnt + 6,.) + isin(w,,t + 4%)] = éR(t) + 28(t). (5)

n=1

The phase and enve10pe of the analytic signal as a function of time are

$0) = arglglt). 5%)] (6)

and

 

=\/3i2(t))+ 32(t (7)
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where the arg function is the arctangent with possible quadrant correction. The

time-dependent IPD (radians) and ILD (dB) of the analytic signal are then defined

as

MW) = $30) - ¢L(t)- (8)

and

AL(t) = 2010g10 [53%f3] . (9)

Equation 8 yields a positive value of A<I>(t) for signals that lead in the right ear.

Similarly, Eq. 9 gives a positive value of AL(t) for a signal that has a larger level in

the right ear. The interaural phase A<I>(t) was required to remain in the physically

relevant region of in radians at every point in time, and was corrected by adding

or subtracting 27r when necessary. The ITD is proportional to the IPD for narrow

bandwidths. The ITD can be calculated by dividing the IPD by the angular center

frequency of 27r x 500.

1.1.2 Signal Structure Analysis

Figure 5 shows a plot of the IPD and ILD as a function of time for an arbitrarily

chosen noise-pair from the collection of noise-pairs with p = 0.9922 and a bandwidth

of 14 Hz. The figure shows that the IPD and ILD fluctuate as a function of time.

Peaks in the IPD and ILD sometimes coincide in time and can be directed towards

the same ear or opposite ears.

An analysis was done to find how often the interaural differences were in the same

and different lateral directions. This was done by comparing the direction of the

interaural differences for each of the 4000 samples in all the 100 noise-pairs from this

experiment. The percentage of time that the interaural differences were in the same

direction was calculated for the average noise—pair (averaged over 100). In addition,

the individual noise-pairs with the minimum and maximum percentage of samples
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Figure 5: The IPD and ILD plotted as a function of time for an arbitrary 14-Hz

bandwidth noise-pair. Above the plot are the fluctuation values of the IPD and ILD.

Positive values of the IPD are defined as leading in the right ear; positive values of

ILD are defined as being louder in the right ear.

that had interaural differences in the same direction were found; so were the noise-

pairs that had interaural differences in opposite directions. Lastly, it was found how

often the IPD was large when the ILD was large, irrespective of lateral direction.

Each parameter was defined to be large when it was greater than the respective RMS

value of the interaural differences over time.

Table 1: Average (over 100 noise-pairs), minimum (over 100 noise-pairs), and max-

imum (over 100 noise-pairs) percentage of samples where IPD and ILD are directed

towards the same ear or different ears. It also shows when the IPD and ILD are large

with respect to the RMS interaural difference.

 

Average Minimum Maximum

Same direction 46.3% 19.4% 72.9%

Opposite direction 48.8% 20.1% 74.8%

Large in both 43.0% 20.8% 82.0%

 

   
 

Table 1 shows that for the 100 noise-pairs in this experiment the IPD and ILD

can be either in the same direction (both towards the right or both towards the

left) or in the opposite direction (one to the right, one to the left). The IPD and

ILD are in the same direction and opposite directions about 50% of the time for the

19



average noise-pair. The total of 46.3% and 48.8% do not add up to 100% because

either the IPD or ILD is zero 4.9% percent of the duration for a typical noise—pair.

However, there are improbable noise-pairs where the interaural differences go in the

same direction as little as 19.4% of the duration and as much as 72.9%. This is similar

to the percentages for the interaural differences going in different direction.

Possibly the most interesting part of this analysis is whether a large peak in one

interaural difference implies a large peak in the other interaural difference at the same

sample number. Figure 5 shows a large peak (greater than the RMS value) in IPD

going to the left ear at 225 ms and large peak in ILD going to the right at the same

time. On average, only 43.0% of the large peaks in IPD or ILD correspond to large

peaks in both IPD and ILD. The most extreme stimuli have peaks that coincide as

little as 20.8% of the time and as much as 82.0% of the time. Therefore, there is a

great amount of variability in individual noise-pairs with respect to fluctuations of

IPD and ILD depending on the phase relationship.

1.1.3 Signals

Next, a quantitative measure of interaural fluctuations is defined. The IPD fluctuation

over time is defined as

 

stlA‘Pl = (l i 2WD“) - 371312 (10)

where M is the number of samples in the 500 ms noise (M = 4000 samples), 375 is

the mean IPD computed over time, and the t subscript indicates that this standard

deviation value is computed over time. The ILD fluctuation over time is defined as

 

8‘[AL]:\J'1il4-i[AL(t)— AT]? (11)

Figure 5 shows the IPD and ILD changing as a function of time, with values of st[A<I>]
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Figure 6: Fluctuations of IPD versus fluctuations of ILD for the collection of 100

reproducible noise-pairs having a 14-Hz bandwidth, as used in Experiment 1. Each

noise-pair is labeled by a serial number indicating only the order of creation. The

means, standard deviations, and IPD-ILD correlation of the distributions are re-

ported.

and st[AL] above each panel. For the entire collection of 100 14-Hz bandwidth noise-

pairs, Figure 6 shows st[A<I>] plotted against 3, [AL]. The mean, standard deviation,

and correlation of st[A<I>] and st[AL] are reported on the figure. This figure shows that

st[A<I>] and st[AL] are strongly correlated. However, there are still some improbable

noise-pairs, which were predicted to occur from the signal structure analysis of the

previous section. For example, noise-pair #11 has the largest IPD fluctuations but

only average ILD fluctuations. (It is interesting to see that the correlation between

phase fluctuations and level fluctuations across different noise-pairs is fairly strong,

0.70. However, as shown in Appendix B, a value of 0.70 is somewhat low relative to

a value computed for 5000 noise-pairs and for this bandwidth.)

Numerical studies were done to compare the equal-amplitude noise-pairs used in

this experiment to Rayleigh distributed noise-pairs. It was found that there was no
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difference in the probability density functions of the IPD and ILD over time. It was

also found that using Rayleigh distributed noise-pairs did not affect the distributions

of st[A<I>] and st[AL].

To perform Experiment 1, the five noise-pairs with the greatest fluctuations of

IPD and the five noise-pairs with the smallest fluctuations of IPD were selected to

form a phase set of ten reproducible noise-pairs. Similarly, the ten noise-pairs with

the greatest and smallest fluctuations of ILD were selected to form a level set. The

convention in this dissertation is to plot detection data of phase sets with circles and

level sets with boxes.

The two channels of noise were computed and downloaded by a Tucker-Davis

AP2 array processor (System II) and converted from a digital signal by 16-bit DACs

(DDl). The buffer size was 4000 samples per channel and the sample rate was 8

ksps. The noise was lowpass filtered with a corner frequency of 4 kHz and a —115

dB/octave roll off. The noises were presented at 70 dB :l: 3 dB with levels determined

by programmable attenuators (PA4) operating in parallel on the two channels. The

levels of the two channels were equal and were randomized over a range of i3 dB

for each of the three intervals within a trial in order to discourage the listener from

trying to use overall level cues to perform the task.

1.1.4 Procedure

Listeners were tested individually, seated in a double—walled sound attenuating room,

and using Sennheiser HD414 headphones. Six runs were devoted to listening to a set

of ten reproducible-noise pairs. A noise-pair could be presented either incoherently -

the dichotic presentation of x], and 3:3 - or it could be presented coherently - the diotic

presentation of xL. A run consisted of 60 trials, where each of the ten reproducible

noise-pairs in a set was presented incoherently a total of six times. Thus, listeners

heard an individual noise-pair incoherently a total of 36 times (six runs times six
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Figure 7: A pictorial representation of the three-interval sequence used in this exper-

iment. The first interval was always coherent, represented by the straight line on the

far left. The second interval can be either incoherent or coherent. In this figure the

second interval is incoherent, represented by a fuzzyness or increased width between

the ears. The last interval needs to be opposite from the second interval. Therefore,

for this example, it is a coherent, compact image.

presentations per run).

On each trial the listener heard a three-interval sequence, as illustrated in Figure

7. The first interval was the standard interval, which was always a coherent noise.

The second interval was randomly chosen to be either incoherent or coherent. The

third interval was the opposite of the second (e.g. if the second interval was coherent,

the third interval was incoherent). The two coherent presentations were randomly

selected from the remaining nine reproducible noises in the set except that they were

required to be different from the incoherent “odd” interval and to be different from

one another. The inter-interval duration was 150 ms.

Listeners were instructed to “choose the interval that was different from the other

two.” Initial training with noise-pairs with a small values of coherence (i.e. p =

0.95) were used so that the difference between incoherent and coherent stimuli would

be obvious. Feedback was given to the listeners so that the task could be properly

learned. The value of coherence for the noise-pairs was increased to a final value of

0.9922 as listeners became better at identifying incoherent noise-pairs. The training

was finished when listeners could identify the incoherent noise-pair approximately

75% of the time for noise-pairs with a bandwidth of 136 Hz.
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Figure 8: The response box used in the experiments.

1 . 1 .5 Data collection

Listeners used a four-button response-box to make decisions as seen in Figure 8. Four

buttons were used so that the listeners could respond to the correct interval with a

confidence estimate. The buttons from left to right were 2!, 2, 3, and 3!, representing

confident second interval, second interval, third interval, and confident third interval

respectively. Listeners were instructed to use a confident response only if there was

no uncertainty as to which interval was incoherent. If a run included more than, one

incorrect confident response, the run was terminated immediately and the listener was

obliged to replace this run. There was no time limit for a response. After a decision

was made by the listener, the next trial began following an inter-trial duration of 900

ms.

There were several reasons to introduce the confidence measure in this experiment.

The first was that for a given coherence, it proved to be noticeably easier to detect

incoherence in some stimuli. Thus, extra weighting was wanted for identifying obvi-

ously incoherent sounds. The second reason was that it was necessary to use the same

waveforms, with a coherence of p = 0.9922, for all the listeners, and it was further de—

sired to use the same coherence for waveforms with different bandwidths. However,

some listeners were better at the task than others, as shown by the percentage of

correct (PC) responses, and some bandwidths led to better performance than others.

Consequently there was a need to increase the “dynamic range” of the experiment to
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prevent ceiling effects for the most successful listeners and easiest bandwidths.

The data collection procedure kept track of both the percentage of correct re-

sponses, which ignored the confidence estimate (e.g. responses of 2 and 2! were not

treated differently), and a confidence adjusted score (CAS). The CAS is defined as

the number of times the listener responded correctly plus the number of times that

the listener was confident about the correct response. Since an individual noise-pair

was heard 36 times, it was possible for a listener to get a score of 72 if the listener

was able to respond correctly and confidently for all 36 presentations. In comparison

with PC, the use of CAS improved inter-listener correlation, moved p—values of t-tests

to greater significance, and improved the agreement that was achievable by models of

binaural processing. Phrther justification of this technique is given in Appendix A.

1.1 .6 Listeners

The experiments in this chapter employed four male listeners, D, M, P, and W.

Listeners D, M, and P were between the ages of 20—30 and had normal bearing

according to standard audiometric tests and histories. Listener W was 64 and had a

mild bilateral hearing loss, but only at frequencies four octaves above those used in

this experiment. Listener M is the author.

1.1.7 Results

Figure 9 shows the selected P, values and Figure 10 shows the selected CAS values

for the phase set in Experiment 1. The five smallest st[A‘I>] noise-pairs are to the left

of the dashed line. The five largest st[A<I>] noise—pairs are to the right of the dashed

line. The dashed line thus represents a gap of 90 unused noise-pairs. All four listeners

show, in general, a greater P, and CAS for the largest s¢[A<I>] noise-pairs compared

to the smallest.

The statistical test that will be used to test the hypothesis that the five noise-pairs
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with the largest fluctuations in phase have detection scores that are indistinguishable

from the five noise-pairs with the smallest fluctuations in phase is the two-sample

t-test. If there is a difference between the largest and the smallest fluctuation noise-

pairs, it will be considered significant when there is at least a 95% level of confidence

(the p-value is 0.05 or less). It will be considered more significant if there is at least

a 98% level of confidence (the p-value is 0.02 or less). Significant differences would

mean that the value of the coherence function does not describe the detection data

from the phase and level sets. The t-test will be used on both the phase and the level

sets that are selected in the first three chapters of this dissertation.

In a two-sample t-test, three of four differences were significant at the 0.05 level

for the P, data. All four differences were significant at the 0.02 level for the CA5

data. The individual p—values are shown in Table 2. Figures 9 and 10 also show

that listeners tend to agree upon the difficultly of detecting incoherence in individual

noise-pairs. Table 3 shows the correlations between listeners; all of them are equal to

or greater than 0.391 for the P, data and are equal to or greater than 0.769 for the

CA5 data.

Table 2: The p-values from a one-tailed t-test for 14-Hz bandwidth data. The test

compared the five noise-pairs with the largest fluctuations to the five noise-pairs with

the smallest fluctuations. The p-values with at least a 95% level of confidence are in

bold.

 

P, Phase Level CA5 Phase Level

Listener Set Set Listener Set Set

0.095 0.006 <0.001 <0.001

0.021 0.047 0.002 0.002

0.025 0.007 0.011 <0.001

0.015 0.014 0.001 <0.001
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Figure 11 shows the P, values and Figure 12 shows the CA5 values for the level set

for Experiment 1. The figures show results similar to Figure 9 and 10 for the phase
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Figure 9: The percent (P,) for five listeners for the phase set of Experiment 1, the 14-

Hz noise-pairs. The noise-pairs were chosen to have the smallest and largest s,[A<I>] in

the collection of 100 noise-pairs. The noise-pairs are rank ordered by increasing s,[A<I>]

along the horizontal axis. The vertical dashed line represents 90 unused reproducible-

noise pairs. The P, values are higher for noise-pairs with the largest s¢[A<I>] than for

noise-pairs with the smallest s,[A<I>] for all listeners. The plots of P, scores vs. noise-

pair serial number show a large measure of agreement among listeners.
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Figure 10: The confidence adjusted scores (CA5) for five listeners for the phase set of

Experiment 1, the 14-Hz noise-pairs. The CA5 values are higher for noise-pairs with

the largest s,[A<I>] than for noise-pairs with the smallest s,[A<I>] for all listeners. The

plots of CA5 scores vs. noise-pair serial number show a large measure of agreement

among listeners.
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Figure 11: The percent correct (P,) for five listeners for the level set of Experiment 1,

the 14-Hz noise-pairs. The noise-pairs were chosen to have the smallest and largest

s,[AL] in the collection of 100 noise-pairs.
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Figure 12: The confidence adjusted scores (CAS) for five listeners for the level set of

Experiment 1, the 14—Hz noise—pairs. The noise-pairs were chosen to have the smallest

and largest s¢[AL] in the collection of 100 noise-pairs.
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Table 3: The inter-listener correlations for 14-Hz bandwidth IPD data. It can be seen

that correlations between listeners are near 1.0 for the CAS data. It can also be seen

that using the CAS data increases the average correlation compared to the PC data.

 

 

 

 

PC D M P W

D 1 0.732 0.614 0.391

M — 1 0.421 0.796

P — — 1 0.429

W — — — 1

Average 0.564   

 

CAS D M P W
 

D 1 0.902 0.846 0.868

M — 1 0.769 0.970

P — — 1 0.787

w - — — 1
 

   Average 0.857
 

set. As shown by Table 2, all the p-values are significant at the 0.05 level for the PC

data and at the 0.02 level for the CAS data. Table 4 shows correlations between the

individual listeners are all greater than or equal to 0.291 for the Pc data and increase

to greater than or equal to 0.855 for the CAS data.

1 .1 .8 Discussion

Experiment 1 shows that the peak of the cross-correlation function is not an ade-

quate predictor of the detectability of incoherence for narrowband noise. Instead, the

fluctuations in interaural phase and interaural level clearly play a role in incoherence

detection. This can explicitly be seen in the p—values of the t-tests for the phase and

level sets chosen in this experiment.

The large inter-listener correlations of this experiment indicates that listeners

agree in detail about the kinds of fluctuations that are easy or hard to detect. This

correlation can be seen graphically in Figures 9—12 or numerically in Tables 3 and 4.
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Table 4: The inter-listener correlations for 14-Hz bandwidth ILD data. Correlations

are comparable to those for the IPD data. Once again, inter-listener correlations are

higher for the CAS data compared to the PC data.

 

 

 

 

PC D M P W

D 1 0.291 0.707 0.447

M — 1 0.662 0.967

P — — 1 0.774

W — —— — 1

Average 0.641   

 

CAS D M P W
 

D 1 0.855 0.931 0.925

M — 1 0.885 0.974

P — — 1 0.933

W — — — 1
 

   Average 0.917
 

It general, p—values moved to greater significance and inter-listener correlations

increased when using the CAS values over the PC values in this experiment. Although

it was probably not necessary to introduce the CAS to show conclusive results that

the cross-correlation function is not an adequate predictor of the detectability of

incoherence for narrowband noise, it was predicted that the CAS would be necessary

for larger bandwidths.

Lastly, it should be reported that some noise-pairs led to values of percent cor-

rect that were well below chance. Through informal listening experiments, it was

found that these noise-pairs had very little roughness or action in the envelope of

their waveforms. It seems possible that when the fluctuations of IPD and ILD are

barely detectable, listeners may sometimes mistake roughness or action for incoher-

ence. They would then be reluctant to say that a particularly smooth sounding

noise-pair is incoherent, which could lead to a PC less than 50%. Figure 13 shows the

left and right channels for three sample noise-pairs. It appears that the enve10pe for
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noise-pair B is smoother (more gradually sloped) or has less action than the other

two noise-pairs. Listeners detected the incoherence in noise-pair B with a PC of only

27%. This can be compared to noise-pair A with PC = 96% and noise-pair C with PC

= 71%. This idea of using monaural cues during incoherence detection will be more

thoroughly explored in Experiment 5.

33



  

  
    
  

  

  
    
  

  

  
     

 

a g 5 ‘ 4

E. 5
a?’ >5" A

h >.

:3 ‘5:
x x

.10 h I I I I I I I I I ‘ _ l I I L I I I 1 I I l

0 250 500 100 250 500

t (ms) t (ms)

10 I T ‘ l0 ’ T T—I I fifi

a 5 7 .
z .

S

if 0 B

>

‘c’: .
X _5 _

. i C

-10 ’ l l ‘ l — 0 ’ I I L

0 250 500 l 0 250 500

t (ms) t (ms)

10 ’ T I fi fi 10 I w I

i .

5 r .

. 0 l C

:- -s:~ a
E . E 1

_10 A I I L 1 I I I I _ 0 I I .L I l l I I l

0 250 500 l 0 250 500

t (ms) t (ms)

Figure 13: The left and right channels for three sample noise-pairs A, B, and C with p

= 0.9922 and a bandwidth of 14 Hz. Each channel was normalized by the RMS value

of the channel. It appears that B is smoother or has less action in it compared to the

other noise-pairs, which led to the hypothesis that listeners may be using monaural

cues during incoherence detection for noise-pairs with small interaural fluctuations.
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1.2 EXPERIMENT 2: CRITICAL BANDWIDTH

Experiment 2 was identical to Experiment 1 except that the bandwidth was increased

from 14 Hz to 108 Hz, near a critical bandwidth at 500 Hz. The value of the coherence

remained fixed at 0.9922.

1.2.1 Method

As for Experiment 1, the geometric mean frequency was 500 Hz and the spectral

spacing was 2 Hz. The bandwidth was increased to 108 Hz. As for Experiment 1, the

spectral edges were 5 Hz wide. Therefore, components between 444 and 449 Hz and

between 555 and 560 Hz were given a raised-cosine edge; components between 449 and

555 Hz had unity amplitude. The variation of the interaural parameters as a function

of time can be seen in Figure 14. Notice that the fluctuations are approximately eight

times faster when compared with Figure 5 because the bandwidth is approximately

eight times larger. Note that with a larger bandwidth of 108 Hz, the conversion of

IPD to ITD is not necessarily as straightforward as in the 14-Hz bandwidth case.

However, given an IPD, the value of the ITDs is uncertain by only approximately

10% for this bandwidth.

Another collection of 100 noise-pairs was used in this experiment. A phase set

and level set were chosen from the collection, as in Experiment 1. Figure 15 shows

st[A<I>] versus st[AL] for the first collection of 108-Hz bandwidth noise-pairs. The

black dots represent the noise-pairs with 14-Hz bandwidth from Experiment 1 for

comparison. The means of the distributions of fluctuations increased slightly when

compared to the the 14-Hz bandwidth waveforms, but the standard deviations over

the noise-pair ensemble of the phase fluctuations decreased from 6.66 degrees to 3.72

degrees. The standard deviation of the level fluctuations decreased from 0.68 dB to

0.40 dB. The correlation between st[A<I>] and st[AL], evaluated over the ensembles of

100 waveforms, was essentially the same, 0.73 compared to 0.70. Appendix B shows

35



s,(A¢)=l4.76 degrees s,(AL)=l.62 dB

50.f...... 15,rf......f,  

 
M
I

(
d
e
g
r
e
e
s
)

N

O
O

f
6
:
:

 

          
  

0 250 500 0 250 500

1‘ (ms) t (ms)

Figure 14: The IPD and ILD plotted as a function of time for an arbitrarily chosen

108-Hz bandwidth noise-pair. Above the plot are the fluctuation values of the IPD

and ILD. Note that when compared with Figure 5, the fluctuations are about eight

times faster.

that a value of 0.73 is in line with expectation based on statistics for 5000 noise-pairs.

1.2.2 Results

Figures 16 and 17 show the PC and CAS values for the phase set for the 108-Hz

noise-pairs of Experiment 2. A comparison between the phase set of this experiment

and the phase set of Experiment 1 show that listeners are not nearly as good at

distinguishing incoherence from coherence at this larger bandwidth. Similar results

are seen for the level set in Figures 18 and 19.

The Figures 16 and 18 show Listeners D and M near the ceiling of Pc for many

of the ten noise-pairs and always above 75%. However, Listeners D and M do not

reach the ceiling for CAS as seen in Figure 17 and 19. Listeners P and W are not so

dramatically close to ceiling for Pc or CAS.

Table 5 shows that only one of the four t-tests from the phase sets PC values led

to differences that were significant at the 0.05 level between the results for the five

largest fluctuations and the results for the five smallest fluctuations. This increased

to three of four significant p—values when using the CAS values. One of the four
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100 reproducible noise-pairs having a 108-Hz bandwidth, as used in Experiments 2.

Each noise-pair is labeled by a serial number indicating only the order of creation.

The means, standard deviations, and IPD-ILD correlation of the distributions are re-

ported. The black dots represent the 14-Hz bandwidth noise-pairs from the collection

in Experiment 1.
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Figure 16: The Pc results for the phase set of Experiment 2 with a 108-Hz bandwidth.

The phase set was constructed by the same method as was used in Experiment 1.

When compared to the 14-Hz bandwidth phase set in Figure 9, there is a much less

drastic difference between noise-pairs with the largest and smallest fluctuations of

IPD.
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Figure 17: The CAS results for the phase set of Experiment 2 with a 108-Hz band-

width. The phase set was constructed by the same method as was used in Experiment

1. When compared to the 14—Hz bandwidth phase set in Figure 10, there is a much

less drastic difference between noise-pairs with the largest and smallest fluctuations

of IPD.
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Figure 18: The Pc results for the level set of Experiment 2 with a 108-Hz bandwidth.

The phase set was constructed by the same method as was used in Experiment 1.

When compared to the 14-Hz bandwidth phase set in Figure 11, there is a much less

drastic difference between noise-pairs with the largest and smallest fluctuations of

ILD.
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Figure 19: The CAS results for the level set of Experiment 2 with a 108-Hz bandwidth.

The phase set was constructed by the same method as was used in Experiment 1.

When compared to the 14—Hz bandwidth phase set in Figure 12, there is a much less

drastic difference between noise-pairs with the largest and smallest fluctuations of

IPD.
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t-tests from the level sets for the PC values led to differences that were significant at

the 0.05 level. This increased to three of four significant p-values when using the CAS

values.

Table 5: The p-values from a one-tailed t-test for 108-Hz bandwidth data.

 

  

 

Pc Phase Level CAS Phase Level

Listener Set Set Listener Set Set

D 0.061 0.029 D 0.024 0.007

M 0.085 0.060 M 0.019 0.047

P 0.248 0.226 P 0.187 0.187

W 0.005 0.069 W 0.002 0.026      
 

Table 6: Inter-listener correlations for 108-Hz bandwidth phase set.

 

 

 

   
 

 

 

 

Pc D M P W

D 1 0.071 -0.044 0.634

M — 1 0.148 0.202

P — —- 1 0.337

W — — — 1

Average 0.225

CA8 D M P W

D 1 0.422 0.053 0.668

M — 1 0.312 0.328

P — — 1 0.492

W - — — 1

Average 0.379   
 

Further, as shown in Tables 6 and 7, the correlation between listeners was smaller

for the wider bandwidth for all listener pairs. The correlation between listeners was

0.225 on average for the phase set for the PC data. This increased to 0.379 for the

CAS' data. Likewise, there was an increase in inter-listener correlation for the level

set, from 0.117 to 0.278, when using CAS data over the Pc data.
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Table 7: Inter-listener correlations for 108-Hz bandwidth level set.

 

 

 

  
 

 

 

 

 

Pc D M P W

D 1 0.000 0.007 0.093

M - 1 —0.031 —0.093

P — — 1 0.724

W — — — 1

Average 0.1 17

CAS D M P W

D 1 0.543 —0.039 0.583

M — 1 —0.026 0.298

P — — 1 0.309

W — — — 1

Average 0.278   
 

1.2.3 Discussion

The standard deviation of the fluctuations of st[A<I>] and st[AL] computed across

the 100 different waveforms of the ensemble decreased by more than 40% when the

bandwidth was increased from 14 Hz to 108 Hz. Since these fluctuations were found

to correlate with incoherence detection from Experiment 1, it was not surprising to

find that there was less variation in the listeners’ ability to detect incoherence at the

wider bandwidth.

The bandwidth of 108 Hz may be of special interest because this bandwidth ap-

proximately corresponds to a critical bandwidth at 500 Hz, and critical band noise

has often been used in binaural experiments. For instance, Koehnke et al. (1986)

used a noise with a bandwidth of 114 Hz centered on 500 Hz, and Evilsizer et al.

(2002) used a bandwidth of 100 Hz. It was found that the tests comparing detection

performance (CAS) with the size of the phase and level fluctuations led to a signifi-

cant difference at the 0.05 level on six of eight of the t-tests. This can be compared to

all of the tests being significant at the 0.02 level in Experiment 1. The PC results had
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Figure 20: The IPD and ILD plotted as a function of time for an arbitrary 2396-Hz

bandwidth noise-pair. Above the plot are the fluctuation values of the IPD and ILD.

only two significant p—values at the 0.05 level compared to seven significant p—values

in Experiment 1. It was expected that if the bandwidth were further increased the

variation in fluctuations would continue to decrease and the incoherence detection

performance would be approximately the same for all the waveforms in the ensem-

ble. In that case, the ability to detect incoherence would be only a function of the

incoherence measure itself. That expectation led to Experiment 3.

1.3 EXPERIMENT 3: WIDE BANDWIDTH

1.3.1 Method

Experiment 3 was identical to Experiments 1 and 2 except that the bandwidth was

increased to 2394 Hz. The geometric mean frequency of 500 Hz and the coherence of

0.9922 remained the same. Spectral components between 105 and 2495 Hz had unity

amplitude and components in the ranges 100—105 and 2495—2500 Hz were shaped by

the raised—cosine window. The variation of the interaural parameters can be seen in

Figure 20.

Figure 21 shows the distribution of interaural phase and level fluctuations for one-

hundred 2394—Hz bandwidth noises. The corresponding values for Experiments 1 and
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Figure 21: Fluctuations of IPD versus fluctuations of ILD for the collection of 100 re-

producible noise-pairs having a 2394-Hz bandwidth, as used in Experiments 3. Each

noise-pair is labeled by a serial number indicating only the order of creation. The

means, standard deviations, and IPD-ILD correlation of the distributions are re-

ported. The small black dots represent the 14—Hz bandwidth noise—pairs from the

collection in Experiment 1. The large black dots represent the 108-Hz bandwidth

noise-pairs from the collection in Experiment 2.

2 are shown by the small black dots. The mean of the distribution remained about

the same as in Experiments 2 in that the ensemble average phase fluctuation was

about 13 degrees and the level fluctuation was about 1.7 dB. However, the standard

deviations of the phase and level fluctuations over the collection of 100 noise-pairs

decreased dramatically when the bandwidth was increased to 2394 Hz, as shown by

the a values in Figure 21, respectively 1.07 degrees and 0.11 dB. The correlation

between level and phase fluctuations decreased to 0.27.

1.3.2 Results

The results of the incoherence detection experiments, expressed as Pc and CAS values,

are shown in Figures 22—25 for the phase and level sets. Listeners D and M, the
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Figure 22: The PC data for the 2394-Hz phase set.

listeners with consistently the highest values of Pc in the previous experiments, are

near the ceiling for only a few noise-pairs with a 2394-Hz bandwidth.

With four listeners and two sets there were eight possible significance tests, and

Table 8 shows that only one of them led to a significant difference at the 0.05 level

for PC; none for CAS. Further, Table 9 shows inter-listener correlations comparable

to those in Experiment 2. However, Table 10 shows an overall negative inter-listener

correlation, mainly because of Listener W.
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Figure 23: The CAS data for the 2394-Hz phase set.
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Figure 25: The CAS data for the 2394-Hz level set.
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Table 8: The p—values from a one—tailed t-test for 108-Hz bandwidth data.

 

 
 

 

 

PC Phase Level CAS Phase Level

Listener Set Set Listener Set Set

D 0.772 0.230 D 0.907 0.375

M 0.981 0.049 M 0.981 0.080

P 0.683 0.633 P 0.683 0.654

W 0.964 0.753 W 0.947 0.866     
 

Table 9: Inter-listener correlations for 2394-Hz bandwidth phase set.

 

 

 

   
 

 

 

 

PC D M P W

D 1 0.585 0.161 0.103

M — 1 0.165 0.363

P — — 1 —0.125

W — — — 1

Average 0.208

CAS' D M P W

D 1 0.572 .—0.059 0.426

M — 1 0.165 0.377

P — — 1 0.031

W — — — 1

Average 0.252   
 

1.3.3 Discussion

Experiments 1, 2, and 3 clearly show trends in the nature of interaural incoherence de-

tection. For narrow bands, detection depends on the details of interaural fluctuations,

and it is not possible to predict detection performance if one knows only the value

of coherence. As the bandwidth increases, the coherence becomes a better predictor

of detection performance. The wideband limit, where the coherence statistic itself

becomes adequate to predict performance for all stimuli, was apparently reached for

the bandwidth of 2394 Hz because no systematic differences appeared between those
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Table 10: Inter-listener correlations for 2394-Hz bandwidth level set.

 

 

 

 

PC D M P W

D 1 0.364 0.024 —0.153

M - 1 0.042 —O.439

P — — 1 -0.474

W — — — 1

Average ——0. 106   

 

CAS D M P W
 

D 1 0.253 0.136 0.130

M — 1 0.043 -0.683

P — — 1 —O.488

W - - — 1
 

   Average -0.105
 

noise-pairs with the largest fluctuations and those noise-pairs with the smallest.

The above interpretation, however, is not flawless. The noise-pairs for Experiment

3 were chosen on the basis of fluctuations computed for the entire band of noise, as

presented to the listeners. However, it is possible that listeners do not perform the

incoherence detection experiment by listening to the entire band. Instead, they may

listen to a narrower portion of the band - perhaps one critical band width wide. If

so, then the choices of noise—pairs were inappropriate for the band actually used, and

further, one would have no way of knowing a priori which band to examine when

selecting stimuli based on large and small fluctuations. If this were true, then the

reasoning by which it was concluded that the wideband limit is reached in Experiment

3 would be circular reasoning. One piece of evidence in favor of this view is found

in the MLD experiments by van de Par and Kohlrausch (1999) which suggested that

listeners detect an S7r sine in noise by listening to a critical band around the tone.

It is believed that the above criticism is incorrect and that in a wide band in-

coherence detection task - perhaps unlike a wideband MLD task - listeners do not

attend to only a portion of the band. The evidence for that belief is that the listeners
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performed much less well for the wide band in Experiment 3 compared to the 108-Hz

band of Experiment 2. Comparing CA5 values in Figures 17 and 23 (phase sets)

and comparing values in Figures 19 and 25 (level sets) show that the most successful

listeners, D and M, had higher scores even for the most difficult (lowest values of

PC) noise-pairs at 108 Hz than for any noise-pairs with wide bands. Listeners P and

W also scored consistently better at 108-Hz for the level sets. If listeners were able

to take advantage of the slower and potentially larger fluctuations in a critical-band

portion of the wide hand one would have expected that some listener would have

scored well for some one of the noise-pairs, contrary to the results of Experiment 3.

Consequently it is believed that Experiment 3 reached a wideband limit wherein the

relevant interaural fluctuations are completely characterized by the coherence value.

1.4 EXPERIMENT 4: THE ROLE OF BANDWIDTH

Experiments 1, 2, and 3 demonstrated that, as the bandwidth increases, two effects

occur. First, the ranges of fluctuations in IPD and ILD become narrower. Second,

the ability of listeners to detect incoherence depends less on the individual noise-

pairs and is better determined by the value of coherence itself. According to the

hypothesis of this chapter, the second effect is the direct result of the first, and the

main effect of a variation in bandwidth is to alter the distributions of interaural

variances. Experiment 4 was designed to test this idea.

1.4.1 Method

To test the hypothesis, a subset of noise-pairs was assembled from a new collection of

1000 more pairs with a bandwidth of 14 Hz to make a “matched set” whose members

were selected to best match the fluctuations in the noise-pairs from Experiment 2,

which had a bandwidth of 108 Hz. Experiment 2 included 20 noise-pairs, ten for the

phase set and ten for the level set, as determined by the five largest and five smallest
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Figure 26: The matched set for Experiment 4. The 17 noise-pairs from phase set 1

and level set 1 in Experiment 2 were matched in fluctuations of IPD and fluctuations

of ILD by the closest noise-pairs from Experiment 1, which are shown as black dots.

fluctuations. However, phase and level fluctuations tend to be correlated and five of

the noise-pairs were common to the phase and level sets. Therefore, there were only

15 different noise-pairs in Experiment 2. For each of these 108-Hz bandwidth noise-

pairs a 14-Hz bandwidth noise-pair was selected that best matched the fluctuations

in phase and level. The selection is illustrated by the 15 open and filled circles in

Figure 26. Phase and level sets using the matched noise-pairs formed the stimuli for

Experiment 4, which was otherwise identical to the other experiments of this chapter.

1.4.2 Results

According to the working hypothesis, the detection scores for the matched 14-Hz sets

from Experiment 4 ought to be identical to the detection scores in the 108-Hz sets

from Experiment 2. The results of the comparison are shown in Figures 27—30 for

the phase and level sets, and for the PC and CAS values. The phase set data in
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Figures 27 and 28 show that the values of PC and CAS are comparable for the two

bandwidths when the IPD fluctuations are matched for Listeners D and M. However,

for Listeners P and W performance is better for the 14-Hz bandwidth than for the

108-Hz bandwidth.

The level set data in Figures 29 and 30 show comparable PC and CAS values for

the two bandwidths for all the listeners, though Listeners P and W still tend to show

better performance at the smaller bandwidth - better on 15 of 20 possible comparisons

for PC and 14 of 20 possible comparisons for CAS. Therefore, the raw data, shown

in Figures 27—30, offer modest support for the hypothesis that bandwidth should be

unimportant if the sizes of fluctuations are matched.

The hypothesis can be further tested by examining the relative detectability of

the noise-pairs with the largest interaural fluctuations vs. the noise—pairs with the

smallest interaural fluctuations. These are, respectively, to the right and to the left

of the vertical dashed line in Figures 27-30. A t-test of the hypothesis that PC and

CAS scores are higher for the five noise-pairs on the right led to the p-values in Table

11.

There, it can be seen that two of eight p-values are significant at the 0.05 level

for the 14-Hz matched sets PC values, and that two of eight p-values are significant

at that level for the targeted 108-Hz sets. It can also be seen that three of eight

p—values are significant at the 0.05 level for the 14-Hz matched sets CAS values, and

that six of eight p-values are significant at that level for the targeted 108-Hz sets. By

comparison, seven of eight p—values were significant at the 0.05 level for the 14-Hz

bandwidth PC data and all eight p-values were significant at the 0.02 level for the 14-

Hz bandwidth CAS data in Experiment 1. Only one of the p-values were significant

even at the 0.05 level for the wide bandwidth Pc data and none of the p-values were

significant even at the 0.05 level for the wide bandwidth CAS data in Experiment 3.

Thus, the matched phase and level sets appear to have approximately matched the
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relative difference in performance between the noise-pairs in the Experiment 2 sets,

consistent with the hypothesis that the size of interaural fluctuations determines the

detection of incoherence.

However, there are differences between the results of Experiments 2 and 4. As

noted above, there is a tendency for listeners P and W to score better on the 14-Hz

bandwidth sets (Experiment 4). More impressive, a comparison of the inter-listener

correlations in Tables 12 and 13 show that all twelve of the correlations are higher

for the 14—Hz matched sets than for the correlations in Tables 7 and 9 for the 108-

Hz bandwidth sets. Averaged over listener pairs and over phase and level sets, the

inter-listener correlation was 0.601 for the 14-Hz bandwidth and only 0.171 for the

108-Hz bandwidth for the Pc results. Likewise, the averaged inter-listener correlation

was 0.700 for the 14-Hz bandwidth and only 0.329 for the 108-Hz bandwidth for the

CAS results.

Table 11: The p—values from a one-tailed t-test for matched phase and level data.

 

  

 

     

PC Phase Level CAS Phase Level

Listener Set Set Listener Set Set

D 0.428 0.111 D 0.103 0.077

M 0.408 0.421 M 0.384 0.315

P 0.025 0.050 P 0.006 0.038

W 0.163 0.308 W 0.042 0.117
 

1.4.3 Discussion

 

Experiment 4 attempted to construct a set of noise-pairs with a 14—Hz bandwidth

that would lead to the same patterns of detection performance that had been seen

in Experiment 2, which used noise-pairs with a 108-Hz bandwidth. This was done

by best matching the values of st[A<I>] and st[AL] of the Experiment 2 noise-pairs
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Figure 27: Matched phase set Pc data.
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Figure 30: Matched level set GAS data.
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Table 12: Inter-listener correlations for matched phase set.

 

 

 

 

Pc D M P W

D 1 0.681 0.599 0.750

M — 1 0.644 0.783

P — — 1 0.804

W —- — — 1

Average 0.710   

 

CAS D M P W
 

D 1 0.708 0.737 0.808

M — 1 0.661 0.799

P — — 1 0.912

W — — — 1
 

   Average 0.771
 

with noise-pairs having a 14-Hz bandwidth. Experiment 4 was partially successful in

that the number of significant p—values was comparable in Experiments 4 and 2, and

quite different from Experiments 1 and 3. It is clear that the fluctuation matching

procedure caused the 14-Hz bandwidth noise-pairs of Experiment 4 to behave more

like the 108—Hz noise-pairs of Experiment 2 than like 14—Hz noise-pairs of Experiment

1.

Although the values of Pc and CAS for the 108-Hz bandwidth (Experiment 2)

and the 14-Hz bandwidth (Experiment 4) were interleaved for two of the listeners,

the values of PC and CAS were higher for the 14-Hz bandwidth for the other two, and

inter-listener correlations were higher overall for the 14-Hz bandwidth. Thus, there

seems to be an advantage for the smaller bandwidth, whether the fluctuations are large

or small. An advantage for smaller bandwidth was also found by Gabriel and Colburn

(1981) where the jnd for detecting incoherence decreased with decreasing bandwidth.

It is conjectured that the slowness of the fluctuations at the smaller bandwidth plays

a major role in improving detection. Fluctuation speed was identified as an important

factor in the MLD experiments by Zurek and Durlach (1987).
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Table 13: Inter-listener correlations for matched level set.

 

 

 

  
 

 

 

 

 

PC D M P W

D 1 0.256 0.681 0.752

M — 1 0.115 0.758

P — — 1 0.387

W — — — 1

Average 0.491

CAS D M P W

D 1 0.714 0.659 0.679

M — 1 0.561 0.691

P - — 1 0.464

W — — — 1

Average 0.628  
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1.5 EXPERIMENT 5: EFFECT OF MONAURAL CUES

During the course of the numerical study of interaural fluctuations it was decided to

compare the interaural fluctuations in noise-pairs with the envelope fluctuations in

the left-ear signal itself. (Left and right signals were so similar that it did not matter

which was chosen.) A pn'orz' it seemed possible that noise-pairs with especially large

(small) interaural fluctuations might often be derived from individual noise tokens

with especially large (small) envelope fluctuations.

To make the comparison the envelope fluctuation was calculated,

 

ME] = (J11; £1090) - F12 (12)

where E(t) is the envelope defined in Eq. 7, and E is the average over the time of the

stimulus. Calculations with 1000 noise-pairs with 14-Hz bandwidth - stochastically

identical to the pairs of Experiment 1 - showed a positive correlation between en-

velope fluctuations and interaural fluctuations. Specifically, the correlation between

st[E] and s¢[AL] was 0.48. The correlation between s¢[E] and st[A<I>] was 0.43. Since

the level difference is calculated from the envelope, the first correlation seems intu-

itive. The latter correlation would be hard to understand were it not for the strong

correlation between the standard deviations of interaural phase and level differences,

as shown in Figs. 6, 15, and 21.

Next, the same calculations were made for the 20 noise—pairs actually used in Ex-

periment 1. The interaural phase fluctuations and the interaural level fluctuations

correlated with the monaural envelope fluctuations at levels of 0.59 and 0.65 respec-

tively. Evidently, those waveforms with interaural fluctuations that are especially

large or small particularly owe their binaural character to the envelope of the original

generating noise token.

Given the positive correlation between interaural and monaural fluctuations, it
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seemed possible that there might be information in the monaural signals that was

used by listeners in performing the experiments of this chapter. Because of the

evident importance of fluctuations in Experiment 1, attention centered on the stimuli

used there, with a bandwidth of 14 Hz.

1.5.1 Diotic experiment method

Experiment 5 was identical to Experiment 1 except for the important difference that

the left-ear signal of Experiment 1 was the signal for both ears in Experiment 5. In

a second difference, the listeners in Experiment 5 had all completed Experiments 1

through 4 and therefore were highly experienced. The listeners were given three-

interval sequences as before and were asked to apply the same strategy that they had

used in the previous experiments. There was reason to believe that this approach

might be successful because all the listeners volunteered that in the previous exper-

iments they based their decisions on a sense of width, choosing the interval - either

two or three - with the larger width. It seemed possible that the sense of roughness

or other “action” associated with a diotic stimulus having large fluctuations could be

associated with a sense of width. Consequently, it was expected that each trial of

Experiment 5 would constitute a comparison between apparent “widths” for a par-

ticular identified noise and a different, randomly-chosen, noise from the set of ten.

The stimulus sets were the phase set and level set from Experiment 1.

1.5.2 Results

Listeners made a negligible number of “confident” responses. Apparently the strong

sensation of width elicited by some of the dichotic stimuli did not occur with any of

the diotic noises. Therefore, the CAS had little value and results of Experiment 5

were plotted only in terms of the percentage of the trials on which a given noise was

selected over other noises. The statistic will be called P,, percent selected. It can be
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Figure 31: Comparison between Pc and P, data for the phase set of Experiment 1

and the same noise-pairs with just the left channel presented diotically.

compared with PC, the percent correct in the dichotic experiments.

1. Large fluctuation comparison

Particular interest centered on the five noise-pairs for which the interaural fluctuations

were the greatest. By examining the scores from the diotic experiment it was expected

to gain insight into the role that envelope fluctuations may have played in the dichotic

experiment. The average values of P, for those five noise-pairs for listeners D, M, P,

and W were, respectively:
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the same noise-pairs with just the left channel presented diotically.
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For the phase set: 54, 61, 54, 63 ‘70

For the level set: 63, 58, 72, 70 ‘70.

Evidently, in the diotic experiment listeners chose the noises that had led to the

largest interaural fluctuations clearly more than half the time. These numbers can

be compared with the values of P, in the dichotic experiment (Experiment 1) which

averaged 88%.

2. Agreement between listeners

The agreement among the listeners was assessed by comparing values of P, against

noise serial number for listeners taken in pairs. Inter-listener correlations for D-M,

D—P, D-W, M-P, M-W, and P-W were as follows:

For the phase set: 0.59, -0.38, 0.38, —0.22, 0.88, 0.17

For the level set: 0.70, 0.53, 0.76, 0.67, 0.89, 0.76.

The strongest correlation was between M and W. Listener P was responsible for the

only negative correlations, both in the phase set. Correlations were clearly larger in

the level set than in the phase set. The strong correlation indicates that listeners

tended to agree about which fluctuations were salient.

3. Comparison with enve10pe fluctuation

A comparison between the listener selection of noises and fluctuation was assessed by

comparing P, with s,[E] as a function of the noise-pair serial number. Correlations

for listeners D, M, P, and W were, respectively:

For the phase set: 0.38, 0.84, —0.03, 0.88

For the level set: 0.85, 0.66, 0.65, 0.70.

Again, P is responsible for the only negative correlation. The positive correlation

indicates that the choices that listeners make can be predicted based on the physical

envelope fluctuations, as measured by the standard deviation of the envelope over

time, especially for the level set.
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4. Comparison with Experiment 1

A comparison between the results of the corresponding diotic and dichotic experi-

ments was made by comparing P, on Experiment 5 with P, on Experiment 1, both

as functions of the noise-pair serial number. The data can be seen in Figures 31 and

32. Correlations for listeners D, M, P, and W were, respectively:

For the phase set: 0.24, 0.53, —-0.07, 0.44

For the level set: 0.82, 0.66, 0.81, 0.80.

Again, correlations are larger for the level set.

1 .5.3 Discussion

The correlations above are fairly impressive for being so large with possibly some

exceptions for Listener P. These include the correlations between P, in Experiment

5 and P, in Experiment 1 as well as the correlations between P, and monaural and

dichotic fluctuations. There are several possible interpretations of these correlations.

Possibly the correlation between P, and P, scores only represents a chain of stimu-

lus circumstances. For a narrow bandwidth like 14 Hz, every kind of stimulus fluctua-

tion seems to correlate with every other kind. Interaural phase fluctuations correlate

with interaural level fluctuations and both correlate with noise envelope fluctuations.

In a dichotic experiment probing the detection of interaural incoherence listeners at-

tend to the interaural fluctuations. In a diotic experiment probing an evaluation of

roughness or other stimulus action listeners attend to the envelope fluctuations. The

results of the two experiments, as functions of the stimulus serial number, are similar

because the interaural and monaural fluctuations behave similarly with respect to

serial number.

Alternatively, it is possible that the correlation between P, and P, scores arises be-

cause listeners in a dichotic experiment are misled by monaural envelope fluctuations

that are particularly large or particularly small. Given the enormous difference in
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the average P, and P, values for the five noise-pairs with large fluctuations, as noted

in the results section above, it seems highly unlikely that monaural fluctuations per

se contribute to listener judgements in the binaural experiment when the detection

of interaural incoherence is easy. But when detection of interaural incoherence is

difficult, or impossible, the cues from monaural envelope fluctuations (or the lack

of them) may influence judgements and are probably responsible for P, values in a

dichotic experiment that are less than chance.

1.6 DISCUSSION AND CONCLUSION

Listeners are sensitive to small amounts of interaural coherence in noise. Given diotic

noise as a comparison, listeners can detect a coherence change of 0.01, i.e. they are

sensitive to the difference between 1.00 and 0.99 (Gabriel and Colburn, 1981). The

goal of this chapter was to understand the origins of this remarkable sensitivity.

1.6.1 Detection of incoherence

Experiment 1 selected stimuli from an ensemble of 100 reproducible left-right noise-

pairs, all of which had a bandwidth of 14 Hz and an interaural coherence of 0.9922. It

was found that those pairs that had a large fluctuation in interaural phase diflerence

(IPD) or large fluctuation in interaural level difference (ILD) were much more readily

recognized as not perfectly coherent compared to pairs with small fluctuations. This

result led to the conclusion that, for bandwidths as narrow as 14 Hz, the interaural

coherence is not an adequate predictor of the ability to detect incoherence. Instead,

the size of the interaural fluctuations matters.

Experiments 2 and 3 progressively increased the bandwidth and found that the

ranges of fluctuations in IPD and ILD among different noise-pairs in an ensemble

decreased with increasing bandwidth. (See Appendix B). This observation led to

the expectation that the detectability of incoherence would exhibit less variation for
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different noise-pairs with these wider bandwidths. Detection experiments similar to

Experiment 1 showed an increasing uniformity in detectability for the incoherence in

noises with increasing bandwidths, as expected.

It was conjectured that the only reason that detection performance for 14-Hz band-

width was different from performance for 108-Hz bandwidth was that more extreme

values of fluctuations (both very small and very large) were available in the ensemble

with the narrow bandwidth. In Experiment 4 a comparison was made between per-

formance on noise-pairs with 108-Hz bandwidth and performance on a matched set

of noise-pairs with 14-Hz bandwidth. Noise-pairs in the matched set were selected

to have approximately the same interaural fluctuations as the pairs of the 108-Hz

set. The comparison showed that detectability differences among diflerent noise-pairs

in the matched set were reduced to about the same level as for the 108-Hz noises,

consistent with the conjecture. The overall performance on the 14—Hz matched set

was approximately equal on the 108-Hz set for two of the listeners; it was consistently

higher for the other two listeners. These two results from the comparison suggest that

differences in interaural fluctuations are responsible for differences in the detectability

of incoherence for different noises, but that fluctuations of comparable size are more

easily detected when the bandwidth is narrow. The most likely explanation for the

advantage of narrow bands is that fluctuations are slower. The role of fluctuation

speed will be addressed in the chapter on binaural modeling.

These conclusions differ from those of Breebaart and Kohlrausch (2001) who dis-

missed a specific role for IPD and ILD fluctuations in binaural detection because the

distributions of those fluctuations, with or without a signal, failed to show a band-

width dependence. By contrast their NpS7r detection experiments did show such a

dependence. It is agreed that the s,[A<I>] and s,[AL] have mean values, averaged across

waveforms, that are insensitive to bandwidth, as noted in Figs. 6, 15, and 21, and as

shown in the widths of the distributions plotted by Breebaart and Kohlrausch. How-
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ever, the variations in s,[A<I>] and MAL] among different waveforms depend strongly

on bandwidth, and these variations are responsible for the large detectability differ-

ences that are reported.

Lastly, a check was done to ensure that the methods used in the first four exper-

iments were valid. In Experiment 5, attempts were made to reproduce the results

in the previous experiments with only diotic presentations. The results could not

be fully reproduced, however, listeners showed positive correlations between monau—

ral fluctuation and incoherence detection. This correlation might explain why some

listeners performed below chance on certain noise-pairs.

1.6.2 Caveats - duration and bandwidth

All the stimuli used in this chapter had a duration of 500 ms. The stimuli were

all constructed to have an interaural coherence of 0.9922 computed over this dura-

tion. Because different noise-pairs exhibited very different detectabilities, this chapter

reached a main conclusion that the coherence measure is inadequate to predict detec-

tion for narrow bands. A problem that arises with this conclusion is that one expects

that the temporal analysis windows that are appropriate for binaural perception are

considerably shorter than 500 ms. Therefore, it is possible that, after all, the coher-

ence is a perfectly adequate statistic to predict incoherence detection, but that the

coherence must be calculated over the correct (shorter) time interval(s). This point

of view would say that it was a mistake to compute a fixed coherence over an interval

as long as 500 ms and expect it to be perceptually valid because the coherence varies

from one momentary analysis window to the next.

There are two response to the above criticism. First, model calculations based

on a running short-term cross-correlation have been performed (see Chapters 4 and

5) and it was found that this measure of coherence is inadequate to account for the

detectability of incoherence in 500-ms noises with a 14-Hz bandwidth. Second, a
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series of experiments with 14-Hz bandwidth and progressively shorter durations have

been done (see Chapter 3). Coherence values calculated over those short durations

were again required to be 0.9922. Stimuli were again selected based on large or small

fluctuations over the duration, and listeners did discrimination experiments similar to

Experiment 1. It was found that the results for durations of 100 ms and 50 ms were

the same as the results for 500 ms in that noise-pairs with large fluctuations led to

CAS values that were significantly greater compared to noise-pairs with the smallest

fluctuations.

A second criticism pertains to the wideband noise-pairs investigated in Experiment

3. Specific noise-pairs were chosen with large or small fluctuations as computed over

the entire bandwidth. It is possible, however, that listeners pay attention to some sub-

band(s) as determined by auditory filters. If so, then the basis for choosing the pairs

was faulty and it would not be surprising to find that there is no significant difference

in CAS’ values for the different pairs. This criticism would weaken the case that is

made here for the adequacy of the coherence measure as a predictor of incoherence

detection in the wideband limit. This criticism could be removed if it could be shown

that listeners did not make their decisions based on listening in sub-bands. One piece

of evidence against sub—band listening is that the performance for the wide bands

Experiment 3 is systematically worse than performance in the approximate critical

bands of Experiment 2. If listeners were able to listen in sub-bands, one would expect

comparable performance instead. A similar conclusion from an MLD experiment was

reached by Evilsizer et al. (2002) who found that NoS7r detection was not determined

by the masker within a critical band.

1.6.3 Binaural processing

The psychoacoustical literature often connects binaural capabilities, particularly bin-

aural release from masking, with interaural cross-correlation (Wilbanks and Whit-
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more, 1967; Domnitz and Colburn, 1976; Koehnke et al., 1986). Wilbanks (1971)

cited historical articles by Cherry, Licklider, and Jeffress “... supporting the notion

that the binaural system is, logically speaking, a correlational detector.”

The experiments of the present chapter agree with that conclusion, but only when

the bandwidth is not small. A correlational model adequately reflects the fluctuations

only in the wideband limit. Wideband noise signals tend to be ergodic wherein the

statistical properties of an ensemble of noises become manifest in any given noise

sample as that particular noise evolves in time. Then the fluctuations in any given

sample of wideband noise are not much different from those in any other sample,

and the size of the fluctuations appears to be a simple function of the coherence.

The transition to that limit was seen in Experiments 1—3 where, with increasing

bandwidth, the variance among different noises of IPD and ILD decreases and the

ability of listeners to detect incoherence varies less among different noise samples.

The wideband limit is approached but not reached for a bandwidth of 108 Hz, which

is close to a one-third octave or critical bandwidth for 500 Hz. With a bandwidth that

wide, a psychoacoustical experiment might easily miss the inhomogeneity of noises

unless it were specifically designed to look for it.

For a narrow bandwidth, such as 14 Hz, each individual noise has so few spectral

components that the interaural properties of an individual noise—pair can differ greatly

from the ensemble mean properties. Improbable variations of this kind are responsi-

ble for the fact that a small amount of incoherence may be difficult to detect for one

sample of noise but easy to detect for a another one, as reported in this chapter. It is

likely that this effect was present in many historically important studies of binaural

effects in narrow bands. In their coherence discrimination experiment Gabriel and

Colburn (1981) found the just noticeable difference to decrease with decreasing band—

width given a reference coherence of 1.0. The decrease may result from particularly

favorable noise samples that occur for narrow bands.

72



There are parallels in MLD experiments in the detection of a low-frequency signal

in the NoS7r condition. Van de Par and Kohlrausch (1999) found that as the band-

width decreased, while remaining narrower than a critical band, signal thresholds

remained approximately constant. The results of listeners D and M in Experiments 1

and 2 seem similar in that CAS values do not change much as the bandwidth changes

from 14 to 108 Hz. By contrast Zurek and Durlach (1987) found that thresholds de-

crease as the bandwidth decreases, a result that seems consistent with listeners P and

W in Experiments 1 and 2 presented here. Zurek and Durlach (1987) interpreted the

decrease in threshold that they observe as the result of the slowness of fluctuations

for narrow bands. The results of Experiment 4, using stimuli that matched the IPD

and ILD fluctuations, but not the fluctuation rate, support this interpretation too.

Although there are parallels between interaural incoherence detection and MLD

tasks, there are also important differences. An NoS7r stimulus with a sine signal and

noise masker may include both static and dynamic interaural cues. An interaural

incoherence detection experiment, as presented here, involves dynamic fluctuations

only. Results can be different too. Using multiplied noise maskers and sine signals

Breebaart et al. (1999) found that cross-correlation accounted for their signal de-

tection data better than various measures of interaural fluctuations, a result that is

entirely contradictory to the experience with incoherence detection. Further, the ex-

perimental data obtained by Breebaart et al. were best fitted by a model that used

the energy in the binaural difference signal as a decision variable. For stimuli such as

ours, constructed from orthogonalized waveforms with constant coherence, the energy

in the difference signal is the same in all waveforms. Such a model would predict no

difference in a listener’s ability to detect the incoherence in any of the noise-pairs,

contrary to experiments.

In an MLD experiment, the cues for detecting the signal are reported to be differ-

ent depending on the bandwidth. For narrow bands an S77 signal contributes a width

73



to the binaural image. For wide bands an S77 signal increases the tone-like strength

(Evilsizer et al., 2002). By contrast, in an incoherence detection experiment only the

width cue occurs, whatever the bandwidth, though the rate of the fluctuations that

establish the width does vary with bandwidth.

Experimental evidence in favor of this bandwidth effect on cues is that in an MLD

experiment, performance for NoSo is correlated with performance for NoS7r for wide

bands, but the correlation is significantly less for narrow bands (Evilsizer et al., 2002.)

[It should be noted that the bands called “narrow” by Evilsizer et al. are 100 Hz in

width, equivalent to the “critical-band” noise-pairs] See also Gilkey et al. (1985)

and Isabelle and Colburn (1991) for similar evidence as described by Evilsizer et al.

Presumably this difference in correlation arises because listeners are using the tonal

cue for wide bands, which is similar for So and S77, but are using the width cue for

narrow bands, which has a binaural contribution only for S77.

Similarly, Evilsizer et al. found that inter-listener correlation was strong for N080

and also for wideband experiments for any combination of interaural noise and signal

phases. Inter-listener correlations dropped and became negative for NoS77 when the

band was narrow (100 Hz). This result is consistent with the idea that the tonal

cue is similarly detected by different listeners, but that there are marked individual

differences when the cue becomes an image width for narrow bands (Bernstein et

al., 1998). The situation for incoherence detection is just the opposite. Inter—listener

correlations are strongest for narrow bands where the width cues vary greatly among

different noise-pairs, and inter-listener correlations are weak for wide bands where the

width cues are similar for different pairs. A corollary to the above argument is that

Evilsizer et al. would have found better correlation among listeners for S77 in narrow

bands had they used bands as narrow as ours.

In an MLD experiment with noise bands that are not narrow, a listener might

listen in different sub-bands where the values of interaural coherence will be very
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different. In an incoherence detection experiment the stimulus is simpler because the

coherence is spectrally homogeneous and advantageous sub-band listening possibili-

ties are limited to special cases for individual noise samples as deviations from the

ensemble mean statistics. In my view, the incoherence detection experiment has the

advantage that it extracts the essential binaural element from an MLD experiment

and exposes it for observation.

Experiment 1 clearly showed the importance of the dynamic fluctuations in in-

teraural parameters for narrow bands of noise, in contrast to the coherence measure

of interaural differences. Experiment I gained its power from a selection of stimuli

based on values of the standard deviation of IPD and ILD over time. These measures

were plausible guesses about what is important to the binaural system, but there is

no reason to expect them to be optimum measures of interaural fluctuations. In fact,

it is clear that they are not optimum. Stimulus #57 in the l4-Hz phase set had one

of the largest phase fluctuations and yet Figure 10 shows that all four listeners had

a relatively difficult time with it. Chapter 4 will explore alternative models for the

detection of incoherence in narrowband noises and attempts to determine the best

characterization of fluctuations from a perceptual point of view.

75



2 FLUCTUATIONS WITH VARIED

COHERENCE

In Chapter 1, it was discovered that the detection of incoherence in random noise-pairs

is determined by the fluctuations of interaural phase and interaural level. It follows

that the results of Chapter 1 may be reproduced by using noise-pairs with different

values of coherence but similar fluctuations in IPD and ILD. This chapter will be

similar to Chapter 1 with respect to the experiments performed (although additional

experiments will be done). The value of this chapter is to validate the results of

Chapter 1 with new listeners and new stimuli; it will come to few new conclusions.

The figures and several tables have been omitted because of their similarity to Chapter

1 results, however the tables with p—values from t-tests remain.

2.1 EXPERIMENT 6: NARROW BANDWIDTH

Experiment 6 was identical to Experiment 1 except that the value of the coherence

was not fixed at 0.9922. It will test to see if noise-pairs with comparable fluctuations

yield similar data to that in the first chapter.

2.1.1 Method

As for Experiment 1, the center frequency was 500 Hz, with a bandwidth of 14 Hz,

and the same raised-cosine shaping was applied to the amplitude spectrum. However,

there were differences between experiments. The spectral spacing was 1 Hz instead of

2 Hz. The sample rate was 2000 sps and the buffer size was 2000 samples. Thus, the

duration of the noise-pairs was initially 1 s, not 0.5 s as in Experiment 1. The same

temporal shaping used in Chapter 1 was used on all the noise-pairs in Chapter 2.

Noise-pairs were also generated with the same Tucker-Davis equipment. The signals

were low-pass filtered at 700 Hz in this experiment (instead of 4000 Hz) to prevent
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aliasing because the sample rate was lower.

The noise-pairs underwent the same orthogonalization and mixing as in Chapter

1. Initially, the value of coherence was 0.9922 for each of the l-s noises that were

generated for this experiment. However, the value of the coherence possibly changed

because only the first 0.5 s of the stimuli were used. The spread of values of coherence

was 0969—0998 as can be seen in Figure 33. The mean value of coherence was 0.991,

slightly smaller the the initial 0.9922.

A phase set was selected as in Chapter 1, by choosing five noise-pairs with the

largest phase fluctuations and five noise-pairs with the smallest phase fluctuations.

Similarly, a level set was selected. The values of the fluctuations for individual noise-

pairs can be seen in Figure 34. The means, standard deviations, and correlation of

the phase and level fluctuations are comparable to those in the collection with fixed

coherence seen in Figure 6. The means in this figure are slightly higher for the varied

coherence noise-pairs compared to the fixed coherence noise-pairs. The reason may be

the smaller frequency spacing. The fixed coherence noise-pairs (2-Hz spacing) have

half the number of random variables compared to the varied coherence noise—pairs

(l-Hz spacing) of this experiment. Therefore, for the 1-Hz spaced noise-pairs, there

is greater variability in the interaural parameters and a slightly larger mean for the

entire collection. The standard deviations and correlation between phase and level

fluctuations remained the same.

2.1.2 Listeners

This experiment employed two female listeners, C and E, and three male listeners,

M, W, and Z. Listeners C, E, and Z were between the ages of 20—35 and had normal

hearing according to standard audiometric tests and histories. Listeners M and W

also participated in experiments in Chapter 1.
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Figure 33: Range of values of coherence for the noise—pairs in Experiment 6.

2.1.3 Results

Two-sample t-tests were performed for the detection scores for the the five noise-pairs

with the greatest fluctuations and the five noise-pairs with the smallest fluctuations.

All ten differences were significant at the 0.05 level for the phase set and level set P,

data. All ten differences were significant at the 0.02 level for the CAS data. The

individual p-values are shown in Table 14, comparable to the p-values in Table 2 in

Experiment 1. The p-values for Experiment 1 were significant at the 0.05 level for

the P, data and at the 0.02 level for the CAS data.

The number of significant p-values can easily be compared for Experiment 1 and

Experiment 6 in Table 15. The individual inter-listener correlations are not reported,

but the average correlation is reported in Table 15. For the P, values, the average

inter-listener correlation for this experiment was larger than the inter-listener corre-

lation for Experiment 1. The correlation was also larger for the phase set with CA5
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Figure 34: Fluctuations of IPD versus fluctuations of ILD for the first collection of

100 reproducible noise-pairs having a 14—Hz bandwidth, as used in Experiment 6.

Each noise-pair is labeled by a serial number indicating only the order of creation.

The means, standard deviations, and IPD-ILD correlation of the distributions are

reported. These values are similar to those in Figure 6 in Chapter 1, Experiment 1,

but the means of the distributions are slightly larger in this collection.
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values. It was smaller for the level with CAS values.

Table 14: The p-values from a one-tailed t-test for 14-Hz bandwidth data. The test

compared the five noise-pairs with the largest fluctuations to the five noise-pairs with

the smallest fluctuations. The p-values indicating at least a 95% level of confidence

are in bold.

 

  

 

P, Phase Level CAS Phase Level

Listener Set Set Listener Set Set

C 0.023 0.002 C 0.003 <0.001

E 0.009 0.014 E 0.001 <0.001

M <0.001 0.001 M <0.001 0.002

W 0.036 0.008 W 0.002 <0.001

Z <0.001 0.016 Z <0.001 <0.001       
 

Table 15: Comparison of p—values and inter-listener correlations for Experiment 1 and

Experiment 6, the 14-Hz bandwidth experiments.

 

 

 

 

 

  

Experiment 1 Experiment 6

P, Fixed p Varied p

# of sig. p~values 7/8 (87.5%) 10/10 (100%)

Ave. phase set corr. 0.564 0.877

Ave. level set corr. 0.641 0.752

Experiment 1 Experiment 6

CAS Fixed p Varied p

# of sig. p-values 8/8 (100%) 10/10 (100%)

Ave. phase set corr. 0.857 0.939

Ave. level set corr. 0.917 0.906 
 

2.1 .4 Discussion

This experiment shows that similar fluctuations of phase and level yield similar detec-

tion data, whether the value of the coherence is fixed or allowed to vary. In comparing

Experiment 6 to Experiment 1, both the P, and CAS values show the same number

of significant differences and the same level of significance for the phase and level sets.
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However, the inter-listener correlations are smaller for the fixed coherence stimuli in

Experiment 1 in three of four comparisons. The reason for this may be Listener P

from Experiment 1, who had some of the smallest inter-listener correlations, brought

down the average. Listener P was not in Experiment 6.

2.2 EXPERIMENT 7A: CRITICAL BANDWIDTH

Experiment 7A was similar to Experiment 2 except that the noise-pairs had varied

coherence, the bandwidth was 136 Hz (instead of 108 Hz), and two collections of 100

noise-pairs were used.

2.2.1 Method

As in Experiment 6, the center frequency was 500 Hz and the spectral spacing was

1 Hz. Again, only the first 0.5 s of the 1 s noise-pair was used. Thus the value of

the coherence could vary. The range of values of coherence can be seen in Figure 35.

The mean correlation was 0.992, which was the same value as the originally generated

noise-pairs. The range of values of coherence was 0989-0995 - much smaller than

that in Experiment 6.

A raised-cosine shaping was applied to the amplitude spectrum, except that the

edge width was multiplied by a factor of 10. Therefore, components between 450 and

550 Hz had unity amplitude; components in the ranges 400—450 and 550—600 Hz were

shaped.

Two collections of 100 noise-pairs were used in this experiment. The serial num-

bers were 1—100 for the first collection and were 101—200 for the second collection.

The interaural parameters A<I> and AL can be seen as a function of time in Figure 36.

A phase set and level set was chosen from each collection. Therefore, there were twice

as many sets used in this experiment when compared to all the previous experiments.

Figure 37 shows s,[A¢I>] versus s,[AL] for the first collection of 136-Hz bandwidth
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Figure 35: Range of values of coherence for the noise-pairs in Experiment 7A, 7B,

and 7C.
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Figure 36: The interaural parameters of a typical 136-Hz bandwidth noise-pair. The

fluctuations are comparable to those in the 108-Hz noise—pairs as seen in Figure 14.
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noise-pairs. The black dots represent the noise-pairs with 14-Hz bandwidth from

Experiment 6 for comparison. The mean of the distribution of fluctuations remains

essentially the same as for the 14-Hz bandwidth noise-pairs. This is different from

Chapter 1 where the means of the Experiment 1 noise-pair fluctuations were slightly

smaller than the means of the collection in Experiment 2.

The standard deviations were lower for Experiment 7A compared to Experiment

2. The standard deviation of the phase fluctuations was 2.6 degrees for Experiment

7A and 3.7 degrees for Experiment 2. The standard deviation of the level fluctuations

was 0.23 dB for Experiment 7A and 0.40 dB for Experiment 2. This can be explained

by the bandwidth being about 25% larger for the noise-pairs in Experiment 7A.

In comparing Experiment 7A to Experiment 6, the standard deviation over the

ensemble of the phase fluctuations decreased from 6.2 degrees to 2.6 degrees when

the bandwidth increased from 14 Hz to 136 Hz. The standard deviation of the level

fluctuations decreased from 0.70 dB to 0.23 dB. A decrease in standard deviation was

also seen between Experiments 1 and 2.

The correlation between s,[A<I>] and s,[AL], evaluated over the ensemble of 100

waveforms, decreased somewhat, from 0.75 to 0.67. The correlation in Chapter 1

increased across similar size bandwidths, but this was a statistical anomaly (see Ap-

pendix 2).

Expanded views of the two collections can be seen in Figure 38 and Figure 39.

The noise-pairs on the two figures show comparable distributions of phase and level

fluctuations, as one would expect.

2.2.2 Listeners

The five listeners from Experiment 6 plus two other male listeners participated in

this experiment. Listeners DY and T were between the ages of 20—30 and had normal

hearing according to standard audiometric tests and histories. All seven listeners
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Figure 37: Fluctuations of IPD versus fluctuations of ILD for the first collection of

100 reproducible noise-pairs having a 136-Hz bandwidth, as used in Experiments 7A.

Each noise-pair is labeled by a serial number indicating only the order of creation.

The means, standard deviations, and IPD-ILD correlation of the distributions are re-

ported. The black dots represent the 14-Hz bandwidth noise-pairs from the collection

in Experiment 6.
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Figure 38: Expanded view of the first collection of 100 noise-pairs.
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participated in detecting incoherence in the phase set and level set for Collection 1.

Listeners DY, E, M, T, and W participated in detecting incoherence in the phase set

and level set for Collection 2.

2.2.3 Results

Table 16 shows that only two of the twelve t-tests (seven listeners in set 1 and five

listeners in set 2) from the phase sets Pc values led to differences that were significant

at the 0.05 level between the results for the five largest fluctuations and the results

for the five smallest fluctuations. This increased to three of twelve significant p-values

when using the CAS values. The first phase set had all of the significant p-values

even though the listeners with significant p—values in set 1 were also participants for

set 2.

Table 16: The p—values from a one-tailed t-test for 136-Hz bandwidth data.

 

 

 

   
 

 

 

 

 

PC Phase Phase Level Level

Listener Set 1 Set 2 Set 1 Set 2

C 0.611 - 0.044 —

DY 0.036 0.265 0.019 0.012

E 0.165 0.557 0.001 0.006

M 0.094 0.403 0.040 0.280

T 0.110 0.545 0.236 0.250

W 0.005 0.228 0.022 0.022

Z 0.250 — 0.019 —

CAS’ Phase Phase Level Level

Listener Set 1 Set 2 Set 1 Set 2

C 0.237 — 0.039 —

DY 0.031 0.215 0.008 0.008

E 0.658 0.275 0.002 0.106

M 0.057 0.432 0.070 0.077

T 0.057 0.516 0.240 0.158

W 0.003 0.057 0.039 0.013

Z 0.019 — _ 0.018 —  
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Nine of the twelve t-tests from the level sets for the Pc values led to differences

that were significant at the 0.05 level. This dropped to seven of twelve significant

p-values when using the CAS values. Both level sets showed significant p—values.

Table 17: Comparison of Experiment 2 and Experiment 7a p—values and inter-listener

correlations.

 

 

 
 

 

  

Experiment 2 Experiment 7A

PC Fixed p Varied p

# of sig. p-values 2/8 (25%) 11/24 (45.8%)

Ave. phase set corr. 0.225 0.395

Ave. level set corr. 0.117 0.528

Experiment 2 Experiment 7A

CAS Fixed p Varied p

# of sig. p-values 6/8 (75%) 10/24 (41.7%)

Ave. phase set corr. 0.379 0.571

Ave. level set corr. 0.278 0.643  
Table 17 shows the comparison between Experiments 2 and 7A. The percentage

of significant p-values is larger (45.8% compared to 25%) for the Pc data and smaller

(41.7% compared to 75%) for the CAS data when comparing the varied coherence

sets to the fixed coherence sets. However, all of these percentages are smaller than the

100% of significant p—values seen in Experiments 1 and 6. In general, the inter-listener

correlations were larger for the varied coherence noise-pairs.

2.2.4 Discussion

This experiment tried to reproduce the results from Experiment 2 with slightly larger

bandwidth noise-pairs (136 Hz compared to 108 Hz). The percentage of significant p-

values was less than the 100% of Experiments 1 and 6, which used a 14-Hz bandwidth.

The level of significance was also at the 0.05 level, as Opposed near to the 0.02 level

in Experiments 1 and 6 for the CAS scores. However, there is a difference when

comparing Experiments 2 and 7A. The inter-listener correlations were much smaller

for Experiment 2 than for Experiment 7A.
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As for certain noise-pairs from Chapter 1, incoherence detection for some noise—

pairs was clearly out of the expected order in this experiment. As the most striking

example, all five listeners had difficulty detecting incoherence in noise-pair #192 even

though both the phase set and level set from Collection 2 include this noise-pair as

one of the largest fluctuations of IPD and ILD. This noise-pair is clearly out of order,

and a more sophisticated means of ordering needs to be employed to account for

listeners’ performance on this noise-pair.

It seems possible that slightly altering the selection criteria for noise-pairs may

yield an ordering that coincides better with incoherence detection. Thus, other possi-

ble stimulus sets for these two collections of noise-pairs were explored in Experiments

7B and 7C.

2.3 EXPERIMENT 7B: CRITICAL BANDWIDTH —

TEMPORAL-AVERAGING

As a departure from trying to reproduce results from Chapter 1 with noise-pairs with

a varied coherence, Experiment 7B attempted to reorder the noise-pairs by including

temporal averaging to the interaural difference. This, in turn, has the possibility of

having different noise-pairs chosen to make a different phase and level set.

2.3.1 Method

It is not apparent that the instantaneous fluctuations in IPD and ILD should be

the best measure of incoherence detection performance. An alternative approach

is to apply a temporal averaging window to the interaural differences so that large

instantaneous peaks in IPD and ILD are smoothed. The filter applied is of the form

TD f(t — t')e-"/Tdt'

élf(t)l= 0 IT” e_,,,/,dt,, (To<t), (13)
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where f (t) is either the IPD or ILD. The time constant, T, was set at 5 ms and the av—

eraging window was terminated after the weight of the exponential function drOpped

to 0.1, which determined the upper limit of the integration TD. Veimeister (1979)

used a similar filter to describe monaural temporal modulation transfer functions and

found that T = 2.5 ms was the optimal time constant. This experiment used 7' = 5 ms

to exaggerate the effect of exponential time averaging. Also, longer integration times

have been reported for binaural tasks when compared to monaural tasks. The effect,

called “binaural sluggishness”, reports integration times on the order of tens to hun-

dreds of milliseconds (Grantham and Wightman, 1979; Grantham, 1982; Kollmeier

and Gilkey, 1990; Boehnke et al., 2002).

Figure 40 shows how the exponential averaging smooths brief instances of large

IPDs and ILDs. In general, the values of 3, decrease when compared to the values

in Experiment 7A. The same noise-pairs from the collections in Experiment 7A were

used. However, they were reordered with respect to the new values of st[A<I>] and

s,[AL] with the exponential averaging applied. The values of PC and CAS were

measured for two new phase sets and two new level sets. These sets were chosen in

the same way as the previous experiments and the same procedure was employed.

The same listeners from Experiment 7A participated in this experiment with the

exception of Listener C and Z. Therefore, there were five listeners.

2.3.2 Results

Table 18 shows that there were three significant p-values of the ten possible for the

two phase sets with Pc values. This increased to five of ten for the CAS values. The

level set had only one significant p-value for PC. This increased to three for CA3.
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Figure 40: Interaural parameters with the exponential time averaging in Eq. 13. The

weighting constant is T = 5 ms. The IPD and ILD are “smoother” as functions of

time and the fluctuations are smaller.
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Table 18: The p-values from a one-tailed t-test for 136-Hz bandwidth data with

exponential averaging.

 

 

 

    
 

 

 

   

PC Phase Phase Level Level

Listener Set 1 Set 2 Set 1 Set 2

D 0.014 0.195 0.010 0.131

E 0.019 0.129 0.581 0.467

M 0.078 0.178 0.898 0.472

T 0.069 0.278 0.069 0.525

W <0.001 0.076 0.171 0.070

CAS Phase Phase Level Level

Listener Set 1 Set 2 Set 1 Set 2

D 0.001 0.159 0.002 0.100

E 0.038 0.129 0.220 0.197

M 0.060 0.142 0.350 0.143

T 0.049 0.256 0.039 0.378

W 0.002 0.045 0.307 0.041
 

 

 

2.3.3 Discussion

The results from this experiment were remarkably similar to those in Experiment 7A.

Overall, only 40% of the p—values were significant for the CAS’ values. This can be

compared to the 42% for the sets chosen in Experiment 7A. Since the results of these

two experiments are so similar, it appears that sets of ten reproducible noise-pairs

are insensitive to a change in ordering like the one made for this experiment. It

was hypothesized that a more drastic change in ordering will be necessary for this

bandwidth.

91



2.4 EXPERIMENT 7C: CRITICAL BANDWIDTH —

TI TRADING

2.4.1 Method

In another attempt to reorder the noise-pairs in a sequence that better describes a

listener’s ability to distinguish incoherent from coherent noises, Experiment 7C used

temporal averaging and time-intensity trading to form an auditory image position

variable.

Hafter (1971) suggested the use of time-intensity trading to describe MLD data.

Such a model suggests that a single image position is used for incoherence detection

instead of two separate cues from A<I> and AL. The form of time-intensity trading

used in this experiment is

2(1) _—. AM) + c . AL(t) (14)

where c is the time-intensity trading ratio. Yost and Hafter (1987) calculated c =

10 degrees/dB. This experiment used a value of c = 6 degrees/dB because of the

intuition of the experimenter at the time. Also, exponential temporal averaging was

included in this experiment. The integration time constant was again 7' = 5 ms. The

lateral position variable, z(t), can be seen as a function of time in Figure 41.

The noise-pairs were selected from the same two collections in Experiments 7A

and 7B. Two “time-intensity trading” sets were chosen for this experiment. The

listeners were the same as those in Experiment 7B.

2.4.2 Results

The time-intensity trading set from Collection 1 led to one significant p-value for

both the PC values and CAS values, seen in Table 19. This is in contrast to the

time-intensity trading set from Collection 2 that led to three significant p-values for
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Figure 41: Interaural parameters combined with a 6 degree/dB time-intensity trad-

ing ratio to compute a time-dependent position of the auditory image. Exponential

averaging is again included with a time constant of 7' = 5 ms.
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PC and four for CAS out of five possible tests.

Table 19: The p-values from a one-tailed t-test for 136-Hz bandwidth time-intensity

trading data.

 

Pc Trading Trading

Listener Set 1 Set 2

 

 

   

D 0.022 0.020

E 0.440 0.075

M 0.357 0.001

T 0.553 0.097

W 0.276 <0.001
 

 

CAS Trading Trading

Listener Set 1 Set 2

 

 

D 0.015 0.009

E 0.415 0.012

M 0.160 0.012

T 0.422 0.069

W 0.316 <0.001    

2.4.3 Discussion

Experiment 7C shows that the set chosen from Collection 2 had many significant

p-values. However, the set chosen from Collection 1 did not. Considering both sets

were selected in the same way, it appears that it was just coincidence that one set

had many significant p-values.

When comparing the number significant p-values between Experiments 7A, 7B,

and 7C, it appears that incoherence detection is more sophisticated that the most

basic intuitions of the experimenter. However, there were always significant p-values

in the sets chosen for each experiment. Therefore, it appears that fluctuations of

interaural parameters (used separately or used when combined into a single auditory

image) mediate incoherence detection at this bandwidth. Experiment 18 of Chapter

5 will discuss modeling the data from Experiments 7A, 7B, and 7C.
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2.5 EXPERIMENT 8: WIDE BANDWIDTH

2.5.1 Method

Experiment 8 used a wideband, similar to Experiment 3 except that the bandwidth

was narrowed, 636 Hz, when compared to the 2394-Hz bandwidth used in Chapter

1. The center frequency was 500 Hz and the coherence was 0.9922. The value of

coherence had some variation because the noise-pairs were truncated from 1 s to 0.5

3. However, the coherence did not appreciably vary because of the large number of

random variables in the wideband case. The range of coherence for the truncated

noise-pairs was 09921—09923. Spectral components between 200 and 800 Hz had

unity amplitude and components in the ranges 150—200 and 800—850 Hz were shaped

by the raised-cosine window. (Neither exponential averaging nor time-intensity trad-

ing was used to order these stimuli.)

Figure 42 shows the distribution of interaural phase and level fluctuations for

one-hundred 636-Hz bandwidth noises. The corresponding values for Experiments 6

and 7 (collection 1 only) are shown by the black dots. The means of the distribution

remained about the same as in Experiments 6 and 7 in that the ensemble average

phase fluctuation was about 13 degrees and the level fluctuation was about 1.7 dB.

The standard deviations of the phase and level fluctuations decreased dramatically

when the bandwidth was increased to 636 Hz, as shown by comparisons of the a values

in Figures Figure 42 and 21, respectively 1.34 degrees and 0.15 dB. The correlation

between level and phase fluctuations decreased to 0.48.

2.5.2 Results

With five listeners and two sets there were ten possible significance tests, and Table

20 shows that three of them led to a significant difference at the 0.05 level for PC; five

for CA S.
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Figure 42: Fluctuations of IPD versus fluctuations of ILD for the first collection of

100 reproducible noise-pairs having a 636-Hz bandwidth, as used in Experiments 3.

Each noise-pair is labeled by a serial number indicating only the order of creation.

The means, standard deviations, and IPD-ILD correlation of the distributions are

reported. The small black dots represent the 14-Hz bandwidth noise-pairs from the

collection in Experiment 6. The large black dots represent the 136-Hz bandwidth

noise-pairs from Collection 1 in Experiment 7A.
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Table 20: The p-values for t-tests on the 636-Hz bandwidth data.

 

  

 

Pc Phase Level CAS Phase Level

Listener Set Set Listener Set Set

C 0.860 0.048 C 0.860 0.048

E 0.023 0.231 E 0.018 0.201

M 0.047 0.053 M <0.001 0.045

W 0.109 0.952 W 0.131 0.991

Z 0.440 0.107 Z 0.044 0.093      
 

Table 21: Comparison of p-values and inter-listener correlations for Experiment 3

(fixed value of coherence with a 2394-Hz bandwidth) and Experiment 8 (varied values

of coherence with a 636-Hz bandwidth), the wideband experiments.

 

 

 

 

 

  

Experiment 3 Experiment 8

PC Fixed p Varied p

# of sig. p—values 1/8 (12.5%) 3/10 (30%)

Ave. phase set corr. 0.208 0.241

Ave. level set corr. —0.106 0.143

Experiment 3 Experiment 8

CAS Fixed p Varied p

# of sig. p—values 0/8 (0%) 5/10 (50%)

Ave. phase set corr. 0.252 0.348

Ave. level set corr. —0.105 0.026 
 

Table 21 shows the comparison of the wideband experiments, Experiments 3 and

8. The varied coherence noise-pairs with a smaller bandwidth showed 30% of the p-

values to be significant for the Pc data and 50% for the CAS data. Like Experiments

6 and 7A, average listener correlations are higher for the Experiment 8 noise-pairs

when compared to the Experiment 3 noise-pairs.

2.5.3 Discussion

In this experiment, it was interesting that the phase set had three significant p—values

for the CAS data and the level set had two significant p—values whereas Experiment
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3 has no significant p-values for the CAS data. The reason for this difference is

that, unlike Experiment 3, the bandwidth of Experiment 8 has not yet reached the

wideband limit, even though it is much larger than a critical bandwidth centered at

500 Hz.

2.6 EXPERIMENT 9: THE ROLE OF BANDWIDTH

Experiment 4 started with two observations: 1) the ranges of fluctuations in IPD and

ILD become narrower and 2) the ability of listeners to detect incoherence depends

less on the individual noise-pairs and is better determined by the value of coherence

itself. It was hypothesized that the second effect is the direct result of the first, and

the main effect of a variation in bandwidth is to alter the distributions of interaural

variances. This was shown in Experiment 4 to be the case. Experiment 9 attempts

to reproduce the results of Experiment 4.

2.6.1 Method

As for Experiment 4 in Chapter 1, a subset of noise-pairs from the collection with a

bandwidth of 14 Hz was assembled to make a “matched set” whose members were

selected to best match the noise-pairs from Collection 1 of Experiment 7A, which had

a bandwidth of 136 Hz. The first collection of Experiment 7A included 20 noise-pairs,

ten for the phase set and ten for the level set, as determined by the five largest and

five smallest fluctuations. However, phase and level fluctuations tend to be correlated

and three of the noise-pairs were common to the phase and level sets. Therefore, there

were only 17 different noise-pairs in the first collection of Experiment 2A. For each of

these 136-Hz bandwidth noise-pairs, a 14-Hz bandwidth noise-pair was selected that

best matched the fluctuations in phase and level. The selection is illustrated by the

17 open and filled circles in Figure 43. Unlike Experiment 4, new noise-pairs were not

generated to best match the values of the fluctuations in phase and level. Instead,
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Figure 43: The matched set for Experiment 9. The 17 noise-pairs from phase set 1

and level set 1 in Experiment 7A were matched in fluctuations of IPD and ILD by

the closest noise-pairs from Experiment 6, which are shown as black dots.

noise-pairs from the 14-Hz bandwidth collection from Experiment 6 were used to

match the 136-Hz bandwidth noise-pairs. Listeners E, M, W, and Z participated.

2.6.2 Results

Using the working hypothesis of Experiment 4, the variation in detectability within

the matched 14—Hz sets from Experiment 9 ought to be identical to the variation

in detectability within the 136-Hz set from Experiment 7A. The p—values appear in

Table 22. There, it can be seen that three of eight (37.5%) p-values are significant at

the 0.05 level for the 14-Hz matched set for the PC data. This can be compared to the

8 of 14 (57.1%) p—values that are significant for the Pc data for the phase set and level

set from Collection 1 of Experiment 7A. The number of significant p-values increases

to six of eight (75%) for the matched set CAS data. This can be compared to the

8 of 14 (57.1%) p-values that are significant for the CAS data for the phase set and
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level set of Experiment 7A as seen in Table 16. Thus, the matched phase and level

sets appear to have approximately matched the relative difference in performance

between the noise-pairs in the Experiment 7A sets when compared to Experiment

6. Experiment 4 also approximately matched the difference in detection performance

between the narrow and critical bandwidth.

Figures 44 and 46 show the PC data for the four listeners in Experiment 9. Listeners

M and Z have data that correlate amazingly well across bandwidths. However, they

are near the ceiling for all the points, and differences between different bandwidth

data would be difficult to see. Listeners E and W show that detecting incoherence is

much easier for the 14-Hz noise-pairs than for the 136—Hz noise-pairs. This was also

seen in Experiment 4 of Chapter 1, where Listeners P and W performed consistently

better forthe narrowband noise—pairs.

The slopes of the CAS values in Figures 45 and 47 are about the same for the two

bandwidths. However, listeners’ CAS were consistently higher for the 14-Hz matched

sets, with only eight exceptions from the 60 possible comparisons.

Table 22: The p—values for the matched sets.

 

Pc Phase Level CAS Phase Level

Listener Set Set Listener Set Set

E 0.027 0.148 E 0.011 0.235

M 0.059 0.296 M 0.010 0.116

W 0.019 0.024 W 0.017 0.009

Z 0.077 0.064 Z <0.001 0.003

  

 

       

Table 23 shows the comparison of the matched set experiments, Experiments 4 and

9. The percentage of significant p-values is too large for the Pc data (25% compared

to 37.5%) and for the CAS data (37.5% compared to 75%) when comparing the fixed

coherence sets to the varied coherence sets. However, all of these percentages are
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Figure 44: Matched phase set Pc data. The numbers on the horizontal axis correspond

to noise-pairs chosen in Experiment 7A.
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Figure 45: Matched phase set CAS data. The numbers on the horizontal axis corre-

spond to noise-pairs chosen in Experiment 7A.
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Figure 46: Matched level set Pc data. The numbers on the horizontal axis correspond

to noise-pairs chosen in Experiment 7A.
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Figure 47: Matched level set C'AS data. The numbers on the horizontal axis corre-

spond to noise-pairs chosen in Experiment 7A.
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Table 23: Comparison of p-values and inter-listener correlations for Experiment 4

(fixed) and Experiment 9 (varied), the matched set experiments.

 

 

 

 

 

  

Experiment 4 Experiment 9

Pc Fixed p Varied p

# of sig. p—values 2/8 (25%) 3/8 (37.5%)

Ave. phase set corr. 0.710 0.573

Ave. level set corr. 0.491 0.402

Experiment 4 Experiment 9

CAS Fixed p Varied p

# of sig. p-values 3/8 (37.5%) 6/8 (75%)

Ave. phase set corr. 0.771 0.912

Ave. level set corr. 0.628 0.579 
 

smaller than the 100% seen in Experiments 1 and 6, the experiments that also used

14-Hz bandwidth noise-pairs. Like previous experiments, average listener correlations

are smaller for three of the four comparisons for the varied coherence noise-pairs when

compared to the fixed coherence noise-pairs.

2.6.3 Discussion

Experiment 9 succeeded in approximately matching the number of significant p-values

and level of significance for the critical bandwidth noise—pairs in Experiment 7A by

using noise-pairs from Experiment 6. This result also occurred in Experiment 4, where

the number of significant p-values and level of significance for the critical bandwidth

noise-pairs were matched by using narrow bandwidth noise—pairs. In Experiment 9,

the inter-listener correlation was higher for the 14-Hz matched phase set compared

to the matched level set and the 136-Hz phase and level sets, which was also seen

in Experiment 4. As postulated in the discussion of Experiment 4, the higher inter-

listener correlations may be due to the slowness of the fluctuations with this small

bandwidth.

One difference between this experiment and Experiment 4 is that performance was
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consistently higher on the 14—Hz bandwidth noise-pairs compared to the 136—Hz noise-

pairs for some of the Pc data and almost all of the CAS data. Experiment 4 found

two listeners that performed better for CAS and two listeners that had comparable

performance for CAS.

2.7 EXPERIMENT 10: EFFECT OF MONAURAL CUES

To test the results of Experiment 5, another numerical study of interaural fluctuations

was done to compare the interaural fluctuations in noise-pairs with the envelope

fluctuations in the left-ear signal itself.

To make the comparison, the envelope fluctuation was calculated per Eq. 12. As

stated in Experiment 4, calculations with 1000 noise-pairs with 14-Hz bandwidth -

stochastically identical to pairs of Experiment 1 - showed a positive correlation. The

correlation between st[E] and st[AL] was 0.48. The correlation between st[E] and

st[A<I>] was 0.43.

The same calculations were made for the 20 noise-pairs actually used in Experi-

ment 6. The interaural phase fluctuations and the interaural level fluctuations cor—

related with the monaural envelope fluctuations at levels of 0.67 and 0.72 respec-

tively. These correlations are higher than those reported in Experiment 5. In the

fixed-coherence experiment, the interaural phase fluctuations and the interaural level

fluctuations correlated with the monaural envelope fluctuations at levels of 0.59 and

0.65 respectively.

2.7.1 Diotic experiment method

Experiment 10 was identical to Experiment 6 (the 14-Hz noise-pairs with varied co-

herence) except for the important difference that the left-ear signal of Experiment 1

was the signal for both ears in Experiment 10. Experiment 10 was identical to Ex-

periment 5, except that different noises were used. The stimulus sets were the phase
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set and level set from Experiment 6. Listeners E, M, and W participated.

2.7.2 Results

Like Experiment 5, listeners made a negligible number of “confident” responses.

Again, the CAS had little value and results of Experiment 10 were plotted only

in terms of the percentage of the trials on which a given noise was selected over other

noises, called P,. It will again be compared with PC, the percent correct in the dichotic

experiments.

1. Large Fluctuation Comparison

Particular interest centered on the five noise-pairs for which the interaural (and

monaural) fluctuations were the greatest. The average values of P, for listeners E,

M, and W were, respectively:

For the phase set: 45, 54, 57 %

For the level set: 48, 62, 58 %.

The highest value of P, ever seen (among 30) was 78%. These numbers can be

compared with the values of P, in the dichotic experiment which averaged 97%. The

lowest value of P, ever seen (among 30) was 78%.

Experiment 5 also showed small values of P, compared to PC. Listeners M and W

had mostly higher values of P, in Experiment 5. For the phase set, Listener M had

P, = 61% and Listener W had P, = 63%. For the level set, Listener M had P, = 58%

and Listener W had P, = 70%. The reason for the higher values of P, is probably

due to the higher correlation of monaural fluctuations to interaural fluctuations for

Experiment 10 when compared to Experiment 5.

2. Agreement between listeners

The agreement among the listeners was assessed by comparing values of P, against

noise serial number for listeners taken in pairs. Inter-listener correlations for E—M,

M-W, and E—W were as follows:
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For the phase set: -0.07, 0.76, —0.23

For the level set: —0.33, 0.85, —0.35.

Evidently there was strong correlation between M and W but anticorrelation with

listener E. Experiment 5 also showed both positive and negative inter-listener cor-

relations. The two common listeners, M and W, showed a strong correlation in

Experiment 5, 0.88 for the phase set and 0.89 for the level set.

3. Comparison with envelope fluctuation

A comparison between the listener selection of noises and the fluctuations was assessed

by comparing P, with 3, [E] as a function of the noise-pair serial number. Correlations

for listeners E, M, and W were, respectively:

For the phase set: —0.33, 0.67, 0.72

For the level set: 0.22, 0.81, 0.46

Like Experiment 5, Listeners M and W had high correlations between P, and s,[E].

For the phase set, Listener M had a correlation of 0.84 and Listener W had a corre-

lation of 0.88. For the level set, Listener M had a correlation of 0.66 and Listener W

had a correlation of 0.70.

4. Comparison with Experiment 6

A comparison between the results of the corresponding diotic and dichotic experi-

ments was made by comparing P, on Experiment 10 with Pc on Experiment 6, both

as functions of the noise-pair serial number. Correlations of P, and Pc for listeners

E, M, and W were, respectively:

For the phase set: —0.62, 0.58, 0.67

For the level set: —0.38, 0.85, 0.45.

Like Experiment 5, Listeners M and W had high correlations between P, and PC. For

the phase set, Listener M had a correlation of 0.53 and Listener W had a correlation

of 0.44. For the level set, Listener M had a correlation of 0.66 and Listener W had a

correlation of 0.80.
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2.7.3 Discussion

The above correlations for Listeners M and W are fairly impressive. These include

the correlations between P, in Experiment 10 and P, in Experiment 6 as well as the

correlations between P, and monaural and dichotic fluctuations. Listeners M and W

are also impressively consistent between Experiments 5 and 10. There appears to

be no contradiction between this experiment and the one that used fixed coherence

noise-pairs.

2.8 EXPERIMENT 11: CONTEXTUAL EFFECTS

During the course of the investigations of incoherence detection with reproducible

noises, the question of contextual effects arose. Would it be the case that a particular

noise-pair would yield a different level of detection if it was presented against different

noise-pairs than those chosen for the phase and level sets? It was seen in Experiments

7A, 7B, and 7C that certain noise-pairs kept their individual detection tendencies.

For example, it was always difficult for listeners to detect incoherence in noise-pair

#192 independent of which noise-pairs were presented coherently against it.

2.8.1 Method

The procedure was the same as previous experiments, except that the noise-pairs were

grouped in near-random contexts (not sequential), not phase and level sets. This was

done by listening to all 100 noises in the collection from Experiment 6 (the l4-Hz

noise-pairs with varied coherence). Therefore, ten sets of ten noise-pairs were heard

in this experiment. The seventeen noise-pairs fell into seven different sets out of the

possible ten sets.

The P, and CAS values of this experiment were compared to the matched phase

and level sets of Experiment 9. The matched set noise-pairs of Experiment 9 were

used because the difference in the values of the fluctuations were not as large as
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the noise-pairs in Experiment 6. A large difference between the largest and smallest

fluctuations noise-pairs might be less sensitive to contextual effects. Listeners E, M,

and W participated.

2.8.2 Results and Discussion

Figures 48—51 show the results for the contextual effects experiment. Correlations

between the matched sets and the random sets are reported on the figures as pMR. It

can be seen that these correlations are high for the CAS data (2 0.71 for the phase

set, 2 0.64 for the level set). They are also high for Listeners E and W for the P,

data (2 0.78 for the phase set, 2 0.64 for the level set). Listener M was near the

ceiling for the data, which probably explains why his correlations were smaller than

the other listeners (0.28 for the phase set, —0.04 for the level set). Considering the

results of Experiment 5, it seems highly likely that the small changes in detectability

for noise-pairs in different contexts is due entirely to monaural cues. In conclusion,

considering the high values of plug, it seems that contextual effects play a only small

role when listening to reproducible noise-pairs.
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Figure 48: The Pc scores for the matched phase set selected from Experiment 9 with

14—Hz noise pairs are shown by open circles. They are plotted together with the data

from this experiment, the random sets, which presented the same sounds in a different

context, shown by the closed circles.

111



 

 

 

  

P I d

55 .. : x, .

60 I— : "\ ’5”’3§\ -I

55 I-

’I( \\ ”:’
VI 1

50 " “ ’,-. i ‘ ’1’ d

gt) 45- x’ “‘0’ 0443'“: R 7
.. ” I

o 40- 0,75" ‘0“~~o" ; 1
35 - [,1 : Listener E J

:2: a . O Matched Set

20 _ i 0 Random Sets :

15_ : PMR = 0-79 .

7o - :zzi--- 4

55 .. IQ : 1’? ‘\ . 'i
I \ I I I \

60 ,_ [I \\ I A I [I O

55 - ’ \ ' ’ \ I, I

50 .- I’ ‘ \ IQ‘ LI \\ Ad I -1

U7 45 - £5 I, ‘\‘\ ,’ 1):“ ,>\’ I,

< I I \\ ’ I ' O \\ I, ‘
U 40 "' 1’ [I C'r’—-‘ I "‘

35 F' I I \ ’ ' . .3-x" t5 : LIstener M

:2 " I O Matched Set 2

i 0 Random Sets

20- . - 071 ‘15 _
I pMR - . all

70 - . -- "—-=&~-
23C : 53$ .3. 7

I I, \O -I

55 - A i ,1; "
so- . \ l 7‘. " “

m 45 '- I, \\ ' I \\ I" -

< I \ )7, ‘
U 40)- Ili’a‘ \\ or/T’O---8 -I

35» and? \Y/ I : Listener W "

:2: ——' . o Matched Set j

i 0 Random Sets
20 ~ I - 093 4
15 _ I pMR - '

l l l l l I l J 1 l
 

99 37 a7 23 20 77 31 74 32 75

Noise-Pair Number

Figure 49: The confidence adjusted scores (CAS) for the matched phase set selected

from Experiment 9 with 14-Hz noise pairs are shown by open circles. They are plotted

together with the data from this experiment, the random sets, which presented the

same sounds in a different context, shown by the closed circles.
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Figure 50: The PC scores for the matched level set selected from Experiment 9 with

14-Hz noise pairs are shown by open circles. They are plotted together with the data

from this experiment, the random sets, which presented the same sounds in a different

context, shown by the closed circles.
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Figure 51: The confidence adjusted scores (GAS) for the matched level set selected

from Experiment 9 with 14-Hz noise pairs are shown by Open circles. They are plotted

together with the data from this experiment, the random sets, which presented the

same sounds in a different context, shown by the closed circles.
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2.9 CONCLUSION

Experiments in this chapter attempted to reproduce the results of Chapter 1 with

noise-pairs that had a coherence that was not necessarily fixed at 0.9922. The results

of Experiments 1, 2, 4, and 5 were reproduced by Experiments 6, 7A, 9, and 10.

Experiment 8 failed to reproduce the results of Experiment 3 because Experiment

8 had significant p-values and Experiment 3 did not. The reason for this failure is

probably that the bandwidth of 636 Hz used in Experiment 8 was not large enough

to reach the wideband limit. The wideband limit was reached in Experiment 3 using

a bandwidth of 2394 Hz.

Some additional experiments were performed, like Experiments 7B, that used a

temporal averaging filter, and 7C, that used a time-intensity trading variable to re-

order the noise-pairs for different noise-pairs in the phase and level sets. It was

found that these reorderings did not appreciably change the percentage or level of

p-values. Therefore is is unclear how the fluctuations truly mediate incoherence de-

tection. Chapters 4 and 5 will address this uncertainty in a more systematic way.

Experiment 11 studied the contextual effects on incoherence detection of repro-

ducible noise-pairs. It was found that under two different contexts of listening to the

same reproducible noise-pairs, scores correlated well both in PC (when ceiling effects

were not playing a role) and CAS. The reason that perfect correlation was not achieved

was probably due to the monaural cues (see Chapters 5 and 10) that occurred during

the experiment because the coherent noise-pairs were presented randomly against an

incoherent noise-pair.
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3 THE EFFECTS OF DURATION ON

INCOHERENCE DETECTION

Reproducible noise-pairs in Chapters 1 and 2 were 500 ms in duration. The purpose

of this chapter is explore the effects of duration on incoherence detection. Specifically,

it will try to determine whether the value of the coherence over small durations, like

100 ms, mediates incoherence detection. Therefore, the results of this chapter will

have implications for the validity of results from Chapters 1 and 2, which found that

fluctuations in interaural parameters mediated incoherence detection, not the value

of the coherence function.

3.1 EXPERIMENT 12: NARROW BANDWIDTH

3.1.1 Stimuli

Three collections of 100 noise-pairs with 14-Hz bandwidth were created for Exper-

iment 12. The three collections were different from each other because they had

different durations - 25, 50, and 100 ms.

As for the noise-pairs from Chapter 1, each noise-pair was constructed from equal-

amplitude random-phase components that spanned a frequency range of 490—510

Hz with a frequency spacing of 2 Hz. Components between 495-505 Hz had equal

amplitudes of unity. Frequencies below 495 Hz and above 505 Hz were attenuated

with a raised-cosine window. Consequently there were nine components in the stimuli

that had non-zero amplitudes. The 3-dB bandwidth was 14 Hz. An orthogonalization

procedure guaranteed that the interaural coherence of each noise-pair was precisely

0.9922.

Noise stimuli originally had a duration of 500 ms like those in Chapter 1. The

noise-pairs in this chapter were different from those in Chapter 1 because these noise-

pairs had a raised-cosine window applied with a 10—ms rise-fall time and a total
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non-zero duration of 25, 50, or 100 ms. After the temporal shaping, the value of the

coherence was checked. Noise-pairs were only accepted if the value of the coherence

was 0.992 :1: 0.001. For the 100 accepted 25-ms noise-pairs 1852 noise-pairs were

rejected, 1575 were rejected for 50-ms noise—pairs, and 12112 were rejected for 100-

ms noise-pairs. This requirement on the value of coherence is more lenient than

used in the Chapter 1 (3: 0.0001 was used before). However, from the result of the

experiments in Chapter 2, it was found that a small change in coherence should not

cause a change in the detection data. This is because the noise-pairs in Chapter 2

with varied values of coherence reproduced the results of Chapter 1 with a fixed value

of coherence.

The goal of the stimulus generation technique was to pack a number of components

into a narrow band to create a noise with complicated fluctuations, and yet it is

evident that there is a formal inconsistency in the technique as described. A stimulus

100 ms long is correctly synthesized with components that are separated by 10 Hz,

and a stimulus that is 25 ms long implies components that are separated by 40 Hz,

assuming periodic waveforms and an 8 kHz sample rate. Neither is consistent with

nine components separated by 2 Hz, for an overall bandwidth of 14 Hz. The result

of the inconsistency is that noise stimuli had larger bandwidths than 14 Hz. Actual

bands computed using the synthesis technique, including the temporal envelope, are

shown in Figure 52 for the phase sets and Figure 53 for the level sets.

Averaging the bar lengths in Figures 52 and 53 show that, for a 100-ms noise,

90 percent of the energy is contained in a band 24 Hz (ill) wide and 99 percent

is contained in a band 76 Hz wide (i22). For a 50-ms noise, the 90 percent and

99 percent bandwidths are 39 (i8) Hz and 106 (21:16) Hz. For a 25—ms noise, the

corresponding bandwidths are 74 (i4) Hz and 126 (:t16) Hz.

Figures 52 and 53 show that the synthesis technique enables the complexity of

multiple components while maintaining a reasonably narrow bandwidth. For example,
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computed using the synthesis technique of the stimuli section, Section 3.1.1. The
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points for cumulative energy.
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Figure 53: For each of three stimulus durations, the waveforms in the level sets were

computed using the synthesis technique of the stimuli section, Section 3.1.1. The

thin horizontal lines show bands that contain 99 percent of the noise energy because

the + signs at the ends of each line are drawn at the 0.5 and 99.5 percent points for

cumulative energy with increasing frequency. The heavy horizontal lines show the

bands that contain 90 percent of the energy because the lines end at the 5% and 95%

points for cumulative energy.
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99 percent of the energy is found in a band that is 126 Hz wide for a duration of 25

ms. By contrast, a formally correct synthesis would require a bandwidth of 320 Hz,

more than twice as wide.

Although the inconsistency in the technique results in a bandwidth that is larger

than the nominal bandwidth, the inconsistency does not affect the precise interau-

ral coherence because it does not affect the orthogonality. The inconsistency has a

potential affect on the fluctuation statistics for interaural level and phase because it

changes the computation of the Hilbert transform of the signal.

The real noise-pairs, as presented to the listeners, are computed by adding cosines.

The Hilbert transforms of the left-right noise-pairs are computed by adding the cor-

responding sines. The noise-pairs and their Hilbert transforms are the real and imag-

inary parts of the analytic signals. When the time waveforms have a duration that is

consistent with the frequency spacing in the spectrum the real and imaginary parts

have similar properties. The overlap integral between left channel and initial right

channel is the same for real and imaginary parts, and so the orthogonality com-

putation involves the same weighting. Also, when the orthogonalized right-channel

waveform is rescaled to have the same power as the left-channel waveform, the real

and imaginary parts have the same scale factor because the total energy is the same

in both parts. These two common features are lost when the synthesis is inconsis-

tent. To ameliorate this problem and to make the imaginary part of the waveform

most closely resemble the Hilbert transform of the real part, the overlap integral and

power scaling factors for the imaginary part were taken to be those for the real part.

The resulting inconsistencies in the imaginary part were computed. The computation

shows that when the durations are 100 or 50 ms, the power in the imaginary parts

may differ by a few percent from the power in the real signal for both left and right

channels. Also, the value of coherence as computed for the imaginary part may differ

by a few parts in 10,000 from the desired value of 0.9922. When the duration is
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25 ms, the coherence in the imaginary part may differ by a few parts in 1000 from

0.9922. These inconsistencies are not expected to have an effect on the computation

of fluctuations because the corrected scaling of the imaginary parts means that the

imaginary parts are correct Hilbert transforms of the real parts.

Table 24 gives the mean and standard deviation of st[A<I>] and st[AL] for the noise

pairs used in the experiments. However, when the durations are short, different 100-

noise ensembles may exhibit quite different value for the mean and standard deviation.

Consequently the values given in Appendix 3 were computed over 5000 noise-pairs.

Table 24: Values of the mean and standard deviation of st[A<I>] and st[AL] for noise-

pairs with a nominal bandwidth of 14 Hz and three nominal durations: 25 ms, 50 ms,

and 100 ms. Correlation between the standard deviations is also given. Each value

is based on 100 noise-pairs.

 

BW Duration u(s,[A<I>]) /.I(st[AL]) 0(st[A<I>]) 0(st[AL]) corr

(Hz) (ms) (degrees) (dB) (degrees) (dB)
 

     

14 25 3.62 0.41 3.56 0.36 0.53

14 50 5.85 0.73 6.83 0.65 0.74

14 100 7.80 1.06 6.83 0.68 0.75
 

As for Chapter 1, noise—pairs were computed by a Tucker-Davis AP2 array pro-

cessor (System II) and converted to analog form by l6—bit DACs (DDl). The buffer

size was 4000 samples per channel and the sample rate was 8 ksps. The noise was

lowpass filtered with a corner frequency of 4000 Hz and a -115 dB/octave rolloff.

The noises were presented at 70 dB :t 3 dB with levels determined by programmable

attenuators (PA4) operating in parallel on the two channels. The level was randomly

chosen in l-dB increments, for each of the three intervals within a trial to discourage

the listener from trying to use level cues to perform the task.
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3.1.2 Procedure

The noise—pairs for the three collections were made into phase sets and a level sets as

was done in Chapters 1 and 2. This was done by choosing the five noise-pairs with

the largest fluctuations and five noise-pairs with the smallest fluctuations, for both

phase and level. Six runs were devoted to listening to a group of ten reproducible

noise-pairs. Listeners completed each group before moving on to the next group.

The structure of runs, trials within a run, and the data collection procedure was the

same as that in Chapters 1 and 2. Experiments in this chapter employed three male

listeners from Chapter 1 - D, M, and W.

3.1.3 Results

Figures 54—57 show the PC and CAS’ values for the phase and level sets for the 25,

50, and 100-ms noise-pairs. The vertical dashed line shows the division between the

five smallest fluctuation noise-pairs and the five largest fluctuation noise-pairs, as

in Chapters 1 and 2. The horizontal dashed line shows the value corresponding to

guessing.

In Figures 54—57, the 50—ms and 100—ms conditions show higher values of PC and

CAS for the five noise-pairs to the right of the horizontal dashed line compared to

the five noise-pairs to the left. These noise-pairs with the largest fluctuations have

values of Pc and CAS that are near the ceiling (PC = 100% or CAS = 72). This is

different from the noise-pairs with a 25-ms duration, which had few noise-pairs with

PC values greater than 75% and no noise-pairs with CAS values greater than 36.

Figures 54—57 are like Figures 9—12 in Chapter 1. However, there are some dif-

ferences, most easily seen in the Pc data. The average value of PC over phase and

level sets over all three listeners was: 61% for 25 ms, 65% for 50 ms, and 68% for

100 ms. These values of Pc are notably smaller than the average PC = 92% for the

500-ms noise-pairs from Chapter 1. Figures 54 and 56 show several 50-ms and 100-ms

122



noise-pairs below guessing for the five noise-pairs left of the horizontal dashed line.

There are 30 small-fluctuation noise-pair data points (3 listeners x 2 sets x 5 small-

fluctuation noise-pairs). For the 500-ms noise-pairs in Experiment 1, one had PC <

50%. For the 100-ms noise-pairs, 23 had Pc < 50%. For the 50—ms noise-pairs, 23

had PC < 50%. For the 25-ms noise-pairs, 11 had Pc < 50%.

As in Chapters 1 and 2, t-tests were performed to test the hypothesis that de-

tection of incoherence more readily occurs in the five noise-pairs with the largest

fluctuations in phase or level when compared to the five noise-pairs with the smallest

fluctuations in phase or level. The p—values from these t-tests are in Table 25. For

the 100—ms sets, six of six p—values were significant at the 0.02 level for Pc and at

the 0.02 level for CAS. The IOO-ms CAS data shows the same number of significant

p-values and level of significance when compared to the 500—ms CAS data. However,

the 100—ms PC data shows a larger number of significant p—values when compared to

the 500-ms Pc data. For the 50—ms sets, six of six p-values were significant at the 0.02

level for PC and at the 0.02 level for CAS, much like the 100—ms sets. For the 25-ms

sets, three of six p-values were significant at the 0.05 level for PC and at the 0.05 level

for CAS. Clearly, the number of significant p—values and level of significance for the

25—ms sets did not match the number of significant p-values and level of significance

for 50, 100, and 500-ms sets.

All three listeners reported that they changed the cue used to detect incoherence

for the 25-ms noise-pairs. They began to use a lateralization cue instead of a width

cue. In addition, two listeners reported that two auditory images were sometimes

perceived. Listener D reported that he sometimes chose the incoherent stimulus by

identifying the noise-pair with two different spatial positions and/or two different

temporal onsets. Listener M reported the movement or spatial position of two dif-

ferent images, but not two different temporal onsets. Listener W did not report two

perceived images in the task.
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Figure 54: The percent correct (PC) for three listeners for the phase set from the

25-ms, 50-ms, and 100-ms collections of Experiment 12. The noise-pairs were chosen

to have the smallest and largest st[A<I>] in the collection of 100 noise-pairs. The noise-

pairs are rank ordered by increasing s¢[A<I>] along the horizontal axis. The vertical

dashed line represents 90 unused reproducible noise-pairs. The horizontal dashed line

represents the level of guessing. Several of the 50 and 100—ms noise-pairs to the left

of the dashed line are below the level of guessing.
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Figure 55: The CAS for three listeners for the phase set from the 25-ms, 50—ms,

and IOO-ms collections of Experiment 12. The noise-pairs were chosen to have the

smallest and largest st[A<I>] in the collection of 100 noise-pairs. The noise-pairs are

rank ordered by increasing st[A<I>] along the horizontal axis. The vertical dashed line

represents 90 unused reproducible noise-pairs. The horizontal dashed line represents

the level of guessing. Several of the 50 and IOO-ms noise—pairs to the left of the dashed

line are below the level of guessing.
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Figure 56: The percent correct (PC) for three listeners for the level set from the 25—ms,

50—ms, and 100—ms collections of Experiment 12. The noise-pairs were chosen to have

the smallest and largest st[AL] in the collection of 100 noise-pairs. The noise—pairs are

rank ordered by increasing st[AL] along the horizontal axis. The vertical dashed line

represents 90 unused reproducible noise-pairs. The horizontal dashed line represents

the level of guessing. Several of the 50 and lOO-ms noise-pairs to the left of the dashed

line are below the level of guessing.
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Figure 57: The CAS for three listeners for the level set from the 25-ms, 50-ms,

and 100-ms collections of Experiment 12. The noise-pairs were chosen to have the

smallest and largest st[AL] in the collection of 100 noise-pairs. The noise-pairs are

rank ordered by increasing st[AL] along the horizontal axis. The vertical dashed line

represents 90 unused reproducible noise-pairs. The horizontal dashed line represents

the level of guessing. Several of the 50 and IOO-ms noise-pairs to the left of the dashed

line are below the level of guessing.
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Table 25: The p-values for the phase and level sets with a bandwidth of 14 Hz and

four durations: 25 ms, 50 ms, 100 ms, and 500 ms. The 500 ms p-values are taken

from Chapter 1.

 

 

      
 

 

 

     

PC 25 ms 50 ms 100 ms 500 ms

Listener Phase Level Phase Level Phase Level Phase Level

D 0.029 0.039 <0.001 0.008 <0.001 <0.001 0.095 0.006

M 0.334 0.027 <0.001 <0.001 <0.001 <0.001 0.021 0.047

W 0.457 0.056 0.001 <0.001 <0.001 0.003 0.015 0.014

CA5 25 ms 50 ms 100 ms 500 ms

Listener Phase Level Phase Level Phase Level Phase Level

D 0.027 0.039 <0.001 0.010 <0.001 <0.001 <0.001 <0.001

M 0.306 0.023 0.002 0.002 <0.001 0.004 0.002 0.002

W 0.457 0.065 0.002 0.015 <0.001 0.002 0.001 <0.001
 

 

3.1.4 Discussion

The detection data of Experiment 12 for the 50 and 100-ms noise-pairs were much

like those of Experiment 1 in Chapter 1 for the 500—ms noise-pairs. There was a

difference in the detection scores for the smallest fluctuation noise-pairs, which were

often below chance detection. The reason for this dramatic dr0p in Pc for the short

durations is possibly the monaural envelope fluctuations as were studied in Exper-

iments 5 and 10. For this experiment, the noise-pairs with the largest fluctuations

in phase and level consistently had larger envelope fluctuations than the noise-pairs

with the smallest fluctuations in phase and level. It seems that listeners are more apt

to confuse envelope fluctuations with interaural fluctuations for the durations of 50

to 100 ms than for 500 ms. In the limit that noise-pairs with large interaural fluctu-

ations always have large monaural fluctuations and noise-pairs with large monaural

fluctuations are always chosen over noise-pairs with small interaural fluctuations in

an incoherence detection task, values of PC should be approximately 25% for the small

interaural fluctuation noise-pairs. This is because small interaural fluctuation noise-
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pairs will be presented against large monaural fluctuation noise-pairs about half of

the time. This, in turn, would reduce the PC values of these noise-pairs from guessing

level, which is 50%, to half of guessing level, which is 25%. As can be seen in Figures

54 and 56, many small interaural fluctuation noise-pairs with a duration of 50 or 100

ms have scores of PC near 25%. Noise-pairs that were 25 ms in duration did lead to

as many values of Pc and CAS below chance level. These stimuli are mostly likely

too short to elicit perceptible fluctuations, monaural or binaural.

All of the noise-pairs in this experiment (25, 50, and 100 ms) had the value of the

coherence fixed at 0.9922 calculated over the duration of the stimulus, as was done for

the 500-ms noise-pairs in Chapters 1 and 2. The p-values in Table 25 for the 50 and

100-ms conditions are much like those in Tables 2 and 14 for the 500-ms condition

in the number of significant differences and levels of significance. Fewer significant p—

values were seen for the 25-ms condition. Since the detection scores showed significant

diflerences between the smallest fluctuation noise-pairs and the largest fluctuation

noise-pairs, the coherence function is not used in incoherence detection, even for

short durations. Hence, the results of Chapters 1 and 2 are not misleading in that

fluctuations of interaural parameters are used for incoherence detection for durations

as short as 50 ms.

All three listeners reported that they began to use a lateralization cue because

there seemed to be no width cue for most of the 25-ms noise-pairs. Interaural fluctua-

tions of a 14—Hz bandwidth noise are expected to vary over 1/14 2 71 ms. Therefore,

it is expected that the IPD and ILD do not vary much over 25 ms. The interaural

parameters of three noise-pairs used in the 25-ms sets can be seen in Figure 58. This

figure clearly illustrates that the IPD and ILD do not vary much over a duration of

25 ms for these noise-pairs. Hence, it seems appropriate for listeners to change their

incoherence detection strategy to use a lateralization cue. It would then be useful to

use the mean instead of the standard deviation as a statistic for incoherence detection
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Figure 58: The interaural phase difference and interaural level difference for three

noise-pairs used in the 25-ms sets in Experiment 12. For these noise.pairs, the inter-

aural parameters do not vary much over the duration of the stimulus.

in the 25-ms noise-pairs.

The change in detection strategy from a width cue to a lateralization cue could

describe the PC and CAS values and results of the t-tests. Noise—pairs were sorted

by the 3, statistic, a statistic associated with a width cue. When listeners used a

lateralization cue on sets that were sorted by a statistic associated with a width cue,

p-values did not show as many significant differences between the noise-pairs.

Two listeners reported that two auditory images were sometimes perceived. It

may be noteworthy to note that Listener D had four significant p-values, Listener

M had two significant p-values, and Listener W had zero significant p-values for the

25—ms stimuli. Therefore, listeners that perceived two images had more significant

differences between the largest and smallest fluctuation noise-pairs.

This phenomenon of multiple auditory images has been seen before in Hafter

and Jefl'ress (1968), Young and Levine (1977), and Ruotolo et al. (1979). These

experiments were time-intensity trading experiments that used short-duration tones.
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However, there are issues with the interpretation of the dual-image experiments which

are addressed in Trahoitis and Kappauf (1978).

From the results of this experiment, incoherence detection experiments with a

duration of 25 ms may relate to these time-intensity trading experiments. Time—

intensity trading experiments use static ITDs and ILDs. Some of the 25-ms noise-

pairs in this experiment have quasi-static A<I>(t) and AL(t), as calculated from the

analytic signal (see Figure 58 for examples). In both types of experiments, listeners

use a lateralization cue. In both types of experiments, two images are perceived

only in the case of short durations. Therefore it seems plausible that the movement

of two images is used during incoherence detection and gives the sensation of width.

However, since no formal experiment has been done to test the validity of the perceived

dual images, this will remain a conjecture for the time being.

3.1.5 Conclusion

This chapter found that the value of the coherence over short durations was not used

to detect incoherence in noise-pairs. Listeners still used the fluctuations in phase and

level to detect incoherence. For the durations of 50 ms and 100 ms, the detection

data and levels of significance were comparable to those found in Chapters 1 and

2. For the duration of 25 ms, the detection data and levels of significance were

different from those found in Chapters 1 and 2. The reason for this discrepancy was

that listeners used a lateralization cue to detect incoherence, but the noise-pairs were

sorted by the st function, which is associated with a width cue. Listeners needed to

use a lateralization cue because the time scale of interaural fluctuations for a 14-Hz

bandwidth was much slower than the stimulus duration. Lastly, two listeners reported

two perceived images for the shortest stimulus duration.
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4 BINAURAL MODELING: FIXED COHERENCE

Chapters 1—3 studied the ability of listeners to detect interaural incoherence. The

experiments showed that for the narrowest bandwidth, listeners found it much easier

to detect incoherence when the fluctuations in interaural phase or level were large.

As the bandwidth increased, the relative advantage of large fluctuations diminished

so that the coherence itself became a better predictor of detectability.

The stimulus sets for the experiments of the previous chapters were constructed

by selecting noises based on fluctuations in interaural phase or level. The hypothesis

in constructing the phase set, for example, was that noise-pairs with the largest phase

fluctuations would be more evidently incoherent than noise-pairs with the smallest

phase fluctuations. A similar hypothesis motivated the level set. The clear difference

perceived by the listeners, especially seen in the 14-Hz bandwidth data, indicated that

these hypothetical criteria have some measure of perceptual validity. However, it is

possible, even likely, that some other measure of stimulus fluctuation would correlate

better with the human perception of incoherence. As an example, noise-pair #57 had

one of the largest phase fluctuations and yet Figure 10 of Chapter 1 showed that all

four listeners in the experiment found the incoherence relatively hard to detect. It

is obvious that something was missing from the prediction of detectability based on

stimulus parameters.

Although the experiments in previous chapters selected stimuli based on IPD

fluctuations (phase sets) and ILD fluctuations (level sets), it is not clear that IPD and

ILD fluctuations should be considered as comparably important. The experiments

showed that the phase sets and level sets led to comparable data, but phase and

level fluctuations are so strongly correlated within an ensemble of noise-pairs that

comparable data do not clearly demonstrate comparable importance. For instance, it

is possible that listeners only responded to interaural phase fluctuations. Constructing

a set based on level fluctuations then led to significant distinctions only because the
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level fluctuations are so strongly correlated with phase fluctuations.

The purpose of this chapter is to address the uncertainties left from Chapters

1—3 by testing a variety of different binaural detection models against incoherence

detection data. The binaural detection models were derived from models previously

used to study the masking-level difference (MLD). This was a sensible approach be-

cause the MLD is closely related to incoherence detection, which was argued in the

Introduction.

Domnitz and Colburn (1976) summarized the two major types of binaural models

historically presented to explain the MLD phenomenon. The first type uses interaural

parameter differences, IPD and ILD. For example, the vector model (Jeffress et al.,

1956) predicts the largest release from masking for a signal phase difference (NoS7r)

of 180°. Another example is the lateralization model (Hafter, 1971), in which a signal

is detected by a shifted lateral image that is formed by combining IPD and ILD. The

second type of model includes energy and cross-correlation models. When adding an

out-of-phase tone to noise, the interaural correlation of the entire stimulus is reduced.

Models such as the equalization-cancellation (EC) model by Durlach (1963, 1966,

1972) and the correlation model of Osman (1971, 1973) fall into this category.

There is still debate as to which type of model best describes binaural detection.

Gilkey, Robinson, and Hanna (1985) found that wideband reproducible noise masking

data were incompatible with several interaural parameter models. On the other hand,

Colburn, Isabelle, and Tollin (1997) showed that the EC model was incompatible with

reproducible noise data from Isabelle and Colburn (1991).

From the results of Chapters 1—3, it is evident that incoherence detection cannot

be described by a correlation model because all of the reproducible noises had the

same value of coherence and yet detection varied enormously among the difl'erent

noises. Therefore, the present chapter will focus on interaural parameter models.
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4.1 EXPERIMENT 13: NARROW BANDWIDTH

The purpose of Experiment 13 was to obtain incoherence detection data from a large

set of narrowband noises that were randomly generated and unselected so as to be a

fair representation of all noises with the given bandwidth. The detection data were

collected in order to test the models presented in this chapter.

4.1 .1 Stimuli

The collection of 100 noise—pairs with 14-Hz bandwidth from Experiment 1 in Chapter

1 was used for Experiment 13. In the present experiment all 100 noise—pairs were used

to avoid any bias. As in Chapter 1, attention focused on the interaural phase difference

A<I> and the interaural level difference AL. Fluctuations in these interaural differences

were initially defined in terms of their standard deviations over time, indicated by

function 3,. The fluctuations st[A<I>] and s,[AL] are shown in Figure 6.

4.1 .2 Procedure

The 100 noise-pairs were listened to in sets of ten as ordered by serial number (order

of creation). Thus, the first set had noise-pairs 1—10, the second set had noise-pairs

11—20, and so on. Six runs were devoted to listening to a set of ten reproducible-noise

pairs. Listeners completed each set before moving on to the next set. The structure

of runs, trials within a run, and the data collection procedure was the same as that

in Chapters 1—3. Experiments in this chapter employed three male listeners from

Chapter 1 - D, M and W.

4.1.3 Results

The results from listening to all 100 noise-pairs can be seen in Figure 59. The open

symbols show the CA5 while the solid symbols show the number of correct responses,

essentially equivalent to the PC. These values are plotted as a function of s¢[A<I>] only
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Figure 59: All the detection data for the 100 noise-pairs from Experiment 13 for three

listeners, D, M, and W, are plotted twice, once as the number correct - on a scale

from 0 to 36, and once as CAS - on a scale from 0 to 72. The data are plotted as a

function of the standard deviation of the interaural phase in an attempt to give some

order to the plot.

to give some order to the plot, not because st[A<I>] is thought to be the best model

for detection. This figure illustrates the advantage of using the CAS instead of PC

because the number of correct responses reaches a ceiling, especially for listener M.

The CAS increases the dynamic range of the experiment.

Agreement between the listeners for individual noise-pairs is difficult to see in

Figure 59, but agreement is actually good. The inter-listener correlation was 0.73 for

D and M, 0.71 for D and W, and 0.80 for M and W. These inter-listener correlations

are somewhat smaller than those reported for the ten noise-pairs in Chapter 1 -

approximately 0.9 on average. The reason for the difference is probably that members

of the entire collection of 100 noise-pairs are less distinctive than are the five largest

and five smallest fluctuation noise-pairs used in Chapter 1.
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4.2 MODELS FOR INCOHERENCE DETECTION

In order to discover the stimulus features that best predict human perception of

incoherence, models of perception were constructed using transformed interaural pa-

rameters, and the models were tested against the large set of perceptual data from

Experiment 13. Because the clearest distinction between noise-pairs occurs for the

smallest bandwidths, it was natural for attention to focus on the 14-Hz bandwidth.

Therefore the 14-Hz data will be treated first. The remainder of this section describes

the models.

4.2.1 Model preprocessing assumptions

Several assumptions, common to all the models, were made to reflect auditory pre-

processing of the complex incoherent stimuli. Two free parameters are introduced in

this section as well as a scale of lateralization for the A<I>(t) and AL(t).

1. Compression

A small static interaural difference displaces the lateral position of the auditory image

from a centered position. A greater interaural difference leads to a greater displace-

ment. But increasing interaural differences produce diminishing returns because the

lateral position is a compressive function of interaural differences. A perceptual model

for fluctuations can easily adopt this effect from static experiments. The compression

functions used in the present analysis were derived from Yost’s 1981 experiments.

They are of the form

Mt) = 10 - sgnman - (1 - e"A“’“"/‘°) (15)

and

23.1.0) = 10 - sgniAL<t>1 - (1 — e“'AL“"/8) (16)

where 24,0) and \II°AL(t) are on a scale of lateral position that ranges from —10 to
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10. In Eq. 15, the weighting constant of the exponential is 40 degrees. In Eq. 16,

the weighting constant of the exponential is 8 dB. These functions correspond to the

lateral position of a sine-tone at a frequency of 500 Hz, the center frequency of the

noise-pairs. A further benefit of the compressive lateral position transformation is

that IPD and ILD are put on the same scale so that they can be easily combined in

mathematical models.

2. Temporal averaging

The fluctuation measures used to construct stimulus sets for Chapters 1—3 were based

on instantaneous values of interaural differences as they appeared with the 8000 Hz

sample rate. But it is not evident that, for example, a large interaural difference with

a duration of only 0.125 ms would receive much respect from the binaural system.

Therefore, the present models include a parametric temporal averaging operation,

following other models, e.g. Viemeister (1979), in using an exponential averaging

window to represent a temporal modulation transfer function of the form

OTB \II°(t — t’)e-t’/Tdt’

ngD e—tH/Tdt"

 
é[\I’°(t)] 2 (TD < t), (17)

where \II° represents a transformed interaural difference, the IPD from Eq. 15 or the

ILD from Eq. 16. The time constant ’T' was a free parameter and the averaging window

was terminated after the weight of the exponential function dropped to 0.1, which

determined the upper limit of the integration TD.

3. Critical envelope value weighting

Maxima can occur in the IPD, A<I>(t), if the envelope in one ear is very small relative

to the other. These large IPDs can occur especially if one of the channels (left or

right) has an envelope that is near zero. But if the envelope is near zero, the listener

may not be able to detect this fluctuation in A<I>(t). Therefore, it would be wrong

for a model to give much weight to this phase fluctuation. Following a suggestion by
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Colburn (2004), it was sought to reduce the problem by discounting phase fluctuations

that coincided with very small enve10pe values by employing a weighting function,

wg(t) : 1 if EL(t) and ER(t) 2 g ERMS (18)

0 if EL(t) or ER(t) < 9 ERMS

where EL and ER are Hilbert envelopes for left and right channels, and ERMS ac-

tually indicates a comparison with corresponding left or right channels RMS values.

Parameter g is the critical envelope fraction - a free parameter. If the envelope in

either channel is less than 9 times the RMS envelope, then the weight is set to zero.

Otherwise, the weight is set to one.

After all the modeling assumptions, the transformed IPD and ILD are described

by the notation

‘I’A<I>(t) = él‘I’oA<I>(t)l ‘ wg(t) (19)

and

‘I’AL(t) = él‘I’OALUH- (20)

Because the allowed values of the preprocessing parameters 7' (exponential averaging)

and g (envelope weighting) include the entire physical range, the transformed inter-

aural differences admit the possibility of no transformation. The exception is in the

compression, which was always applied to models 1—7 below.

4.2.2 Models for binaural combination

Ten different binaural combination models with adjustable parameters were studied.

Each model produced a decision statistic intended to predict the detectability of

incoherence. The models and their parameters were then independent variables in

regressions comparing predictions with listener detection performance.

The models tested three different hypotheses concerning binaural combination: (1)

138



the independent interaural difference or independent centers model, (2) the lateral

position or lateralization model, and (3) the short—term cross-correlation model. In

models of the independent difference type, averaged fluctuations in IPD and in ILD

are combined with a relative weighting parameter a. In models of the lateral position

type, an image location is calculated based on IPD and ILD values that are combined

with a time/intensity trading parameter b. The decision statistic is then based on

fluctuations in that location. In the short-term cross-correlation models, only the

IPD is used, so no weighting or trading parameter is necessary.

Model 1: Sum of interaural differences

A simple model of the independent-interaural-difference type hypothesizes that inco-

herence is detected on the basis of a linear combination of the standard deviations

computed over the duration of the noise in IPD and ILD. The standard deviations of

a transformed interaural difference is

 

 31111 = \/T _lTD [1%) - IJZdt (21)

where \Il(t) is either the transformed IPD or ILD. Therefore, the sum of transformed

standard deviation of IPD and ILD is

d1: 0 ' St[\I’A¢p(t)] + (1 — a) ° St[‘I’AL(t)]. (22)

This model has three free parameters: a, 7', and g. The nontransformed fluctua-

tions in IPD and ILD were, in fact, the basis for choosing stimuli in Chapters 1—3.

There, it was found that larger values of st[A<I>] and st[AL] correlated with a greater

detectability of incoherence in noise-pairs for a given value of coherence.

Model 2: Sum of mean square variations

As a close relative to the decision statistic d1, an independent differences model

could use the square of the fluctuation. The sum of mean square variations model
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was introduced by Isabelle and Colburn (1987) in connection with a masking level

difference experiment with reproducible stimuli,

d2 = 0.2 ° 8t2[‘I’A¢p(t)] + (1 — (1)2 ' S?[\I’AL(t)]. (23)

This model has the same free parameters as model 1. This model “...intended to

capture the subjective increase in image width caused by the addition of a target

tone to the narrowband masker...” (Isabelle and Colburn, 2004).

Model 3: Sum of integrations

An alternative decision statistic is based on an integration of the absolute value of

the fluctuations over the duration of the stimulus. In this model the contributions of

the IPD and ILD are computed separately. There is no known precedent for such an

independent absolute value model in the literature.

  

1 T

\IIM(t)’dt + (1 — a) . T _ TD [T
D  

\IIAL(t)(dt. (24)

 

d 1 T

3_a.T—TD¢/II‘D

This model has the same free parameters as model 1.

Model 4: Sum of threshold deviations

A fourth kind of decision statistic measures the fraction of the time that interaural

differences are far from zero (the center position). This thresholded statistic is defined

  

 

as

1 T 1 T
d. = a- T4,. TDWih,m<t>1dt+(1 —a> - T_TD [Tovviwmmdt (25)

where

1 if \Il(t)( 2 h

W[h, 11m] = (26)

0 if 111ml < h.

 

Besides having the same free parameters as other models, model 4 has an extra free
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parameter (four free parameters total), h, to set the level of threshold. Since both

transformed interaural parameters are on the same scale of lateral position, it was

assumed that the threshold was the same for both interaural differences.

Webster (1951) proposed a similar model that used only deviations of IPD to de—

termine the influence of interaural phase on masking thresholds. This model predicts

that large deviations in either IPD or ILD are the basis for incoherence detection.

Model 4 reduces to Webster’s model for a = 1.

Model 5: Standard deviation of the lateral position

Model 5 comes from a model by Hafter (1971) that asserts detection of a signal

might occur from a shift in the lateral position of an image formed by combining IPD

and ILD with a time-intensity trading ratio. Model 5 is the first model of three in

this chapter based on a time-varying lateral position, and it hypothesizes that the

standard deviation of fluctuations in the lateral position best describes incoherence

detection. In a lateral position model, a fluctuation in phase can cancel a fluctuation

in level. Cancellation is not possible in an independent center model. The lateral

position itself can be defined as,

M) = b-w1.<t>+ (1 — b) «111m, (27)

where b is a dimensionless time-intensity trading parameter for transformed interaural

differences. Then the measure of the fluctuation of the lateral position becomes,

d5 = St[\pz(t)] = St[b ° ‘I’A¢p(t) + (l — 0) ° ‘I’AL(t)], (28)

where there are three free parameters: b, T, and 9.

Model 6: Integration of the lateral position

The particular model that Hafter proposed in 1971 was actually a model based on

the absolute value of lateral-position incorporating time-intensity trading. Converted
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to use transformed variables, the model gives

  

 

\Ilz(t)ldt = TETD [7: b'q’A<b(t)+(1 —b)-\IIAL(t) dt. (29)
 

d 1 T

6—T—TDLD

Here, the instantaneous lateral position corresponds to the fluctuation because it is

assumed that the undisplaced position corresponds to z = 0. This model has the

same free parameters as model 5.

Model 7: Threshold deviation of the lateral position

Deviations that exceed a threshold value constitute events, and the durations of these

events are summed in a decision statistic given by

1 T

_T-TD TD

 d7 W[h, \I'z(t)]dt. (30)

As for model 4, W has the value 1 if \Ilz is greater than h and is zero otherwise. Besides

having the same free parameters as other lateral position models, model 7 has an extra

free parameter (four free parameters total), h, to set the level of threshold.

Model 8: Standard deviation of the short-term cross-correlation function

In connection with the MLD, Osman (1971) proposed a model based on the interaural

cross-correlation computed over the entire observation interval. An alternative model

computes the cross-correlation as a function of running time t. It can be shown

that for slowly varying EL(t), ER(t), <I>L(t), and <I>R(t) the running cross-correlation

reduces to the cosine of the IPD (Isabelle and Colburn, 2004). The cross-correlation

function, written as a function of time is

ftt—At 3L (t’)$R(t’)dt’

: t 2 t 2 ’ (31)

\/ft~AI $L(t1)dt1 fz—AI 312(t2)dt2

  

73t<t)

where zL(t’) is the left channel waveform and zR(t’) is the right channel waveform.

This cross-correlation function is evaluated at zero lag because an incoherence de-
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tection experiment includes no offset ITD. The integration window At is brief. For

instance, Isabelle and Colburn (2004) take it to be the inverse of the center frequency

of the noise band.

This is the same function as Eq. 1 in the Introduction except that it is assumed

that the binaural system evaluates the function on a smaller time scale than the entire

duration of the stimulus; therefore it does not vary the value of the lag to maximize

the value of the cross-correlation function. Rewritten in terms of the Hilbert envelope

and phase, the running cross-correlation is

[LN EL(t’)ER(t’) cos[wt’ + <I>L(t’)] cos[wt’ + <I>R(t’)]dt’

= \/ftt—At IEL(t1)|2 cos2[wt1 + ‘I’L(t1)ldt1 ftt—At |ER(tz)|2 COSzlwtz + (I’L(t2)ldt2.

(32)

 

 

Vst (t)

Isabelle and Colburn (2004) showed that ’YSt (t) is approximately given by the cosine

of the instantaneous interaural phase difference when the bandwidth is small, as for

Experiment 13. For the bandwidth of 14 Hz, the Hilbert envelope and phase should

vary on the time-scale of 1/14 2 74 ms. For the center frequency of fC = 500 Hz, this

time-scale is much slower than the period, At = 2 ms. It then can be assumed that

EL, ER, <I>L, and QR are approximately constant over the integration intervals in the

above equation. Over one period of the stimulus the denominator reduces to ELER,

which then cancels the envelope factors in the numerator. Therefore, the short-term

cross-correlation function can be approximated as

'Yst(t) z cos A<I>(t). (33)

The deviation from the diotic value is 1 — 7(t) and the transformed deviation is

\Ilcc(t) = é{1 — cos[A<I>(t)]} ~wg(t). (34)

The value of \IICC(t) ranges from 0 to 2. The transformed deviation includes temporal
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averaging which potentially reduces the effectiveness of brief lateral excursions, and

it incorporates envelope weighting wherein a deviation from perfect correlation is not

noticed if an envelope becomes too small.

The variability of the transformed deviation then forms a decision statistic

d8 = s,[\IICC(t)] = [T —1TD fir: \IICC(t)2dt]1/2. (35)
 

Like the other models, the short-term cross-correlation incorporates exponential tem-

poral windowing, and critical envelope weighting. Unlike the other models, it does

not include compression so that the interaural phase remains in units of radians. Be-

cause d3 does not include any form of ILD, it does not include IPD-ILD weighting

and has only two free parameters, 1' and g.

Another feature of model 8 is that the meaning of “s,” was slightly modified.

Whereas Eq. 21 defines 3, as a deviation from the mean value, the decision statistic

(13 was computed as a deviation of ICC from zero to better represent the idea of

deviation from a diotic noise.

Model 9: Integration of the short-term cross-correlation function

Just as models 3 and 6 integrated the absolute value of model percepts, model 9

integrates the absolute deviation.

1 T \Ilcc(t)dt. (36)d =

9 T—TD TD

 

By definition, \IICC 2 0. Model 9 has the same free parameters as model 8, 1' and 9.

Also, like Model 8, compression was not included in the transformed variable so that

A<I>(t) is in radians.

Model 10: Threshold of the short-term cross-correlation function

Just as models 4 and 7 were based on thresholded values of model percepts, model
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10 integrates a thresholded short-term cross-correlation.

1

d10:T_TD
 f7: W[h,‘1’cc(t)]dt. (37)

Model 10 has three parameters, T, g, and h, where h sets the magnitude of the thresh-

old deviation. The magnitude of the deviation can be as large as 2, the difference

between cos(0) and cos(1r). Like the other short-term cross-correlation models, the

compression was omitted.

4.2.3 Models vs. Experiment 13

The ten models presented above were tested against the data from Experiment 13.

A linear regression of the form y 2 ma: + b was used to evaluate the effectiveness

of a model to describe incoherence detection. The y-variable was the 0.45 for the

individual listeners or for an average over listeners. The x—variable was d" from one of

the ten models. The linear correlation coefficient, r, was used to compare the results

of the regressions. The maximum r, rum, was found by independently varying all

the free parameters over a reasonable space. For example, model 1 has three free

parameters a, 7', and g. The range of a was 0 to 1 with a 0.01 increment; the range

of T was 0 to 6 ms with a 0.5 ms increment (tests with larger values of T will be

described later); the range of g was 0 to 1 with an increment of 0.01. Therefore, for

model 1, 480,000 linear regressions were performed (100 X 12 x 100 x 4 listeners).

For the threshold models 4 and 7, the range of h was 0 to 10 with a 0.25 increment.

(Recall that the compressed IPD and ILD are on a scale of —10 to 10.) For threshold

model 10, the range of h was 0 to 2 with a 0.01 increment. A power law regression

equation was also used to fit the data, but it did not improve the correlation between

the experimental data and the models.
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1. Comparison of model types

The results of the regressions are shown in Figures 60 and 61 for PC and CAS for the

best combination (largest r) of all the parameters for each model. The figure presents

results for individual listeners and for the average listener. Therefore, the rmx of the

averaged data is not the average rmax of the listeners. It is interesting that the most

successful models agree better with the average listener than they do with any single

listener. A similar result was found by Isabelle and Colburn (1991) in modeling

MLDs for reproducible noise. Given that the models are simple signal processing

algorithms whereas human listeners have complicated individual tendencies, that is

the sort of result that one would expect from a model that correctly represents the

general population. The modeling results from the CAS data is consistently better

than the PC data.

Figures 60 and 61 show that the threshold processing type (models 4, 7, and

10) yield no distinction between the independent centers, lateral position, and short-

term cross-correlation (STCC) models. However, there were distinctions for the other

processing types. The models of the independent center type (models 1—3) were more

successful than the lateral position type (models 5 and 6). The independent center and

lateral position models described the data better than the short-term cross-correlation

models (models 8 and 9). Since the STCC depends entirely on A<I>(t), this may be

evidence for an important contribution of AL(t) to incoherence detection.

Model 1 had the largest Tum for all three listeners and for the averaged data. For

the averaged data, rm” 2 0.69 for the PC data and rm” 2 0.87 for the CAS data.

The values of rmax for each type of model (independent centers, lateral position, and

STCC) for the average listener can be more easily compared on Figures 62 and 63.

These figures omit model 2 because model 2 has no analog among the lateral position

and STCC models. Also, the performance of model 2 is very similar to that of model

1, except that the rmax is always slightly smaller for model 2.
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Figure 60: The comparison of Pc scores for the 14-Hz noise-pairs of Experiment 13

with ten models. The value of rm, shows the correlation between the experimental

CAS scores for the 100 noise-pairs and the best fit for each model, optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. It is not the average of rmax averaged over the listeners. Model 1

performs best with rm, 2 0.68. Models 2—3 perform almost as well. Models 5-6 do

not correlate as well with the data as models 1—3. Models 8—9 do not correlate as

well with the data as models 5—7. There is little difference between models 4, 7, and

10.
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Figure 61: The comparison of CAS scores for the 14-Hz noise-pairs of Experiment 13

with ten models. The value of rm” shows the correlation between the experimental

CAS scores for the 100 noise-pairs and the best fit for each model, optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. It is not the average of rum averaged over the listeners. Model 1

performs best with rmax = 0.87. Models 2—3 perform almost as well. Models 5-6 do

not correlate as well with the data as models 1—3. Models 8—9 do not correlate as

well with the data as models 5—7. There is little difference between models 4, 7, and

10.
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Tables 26 and 27 show the values of the free parameters for the maximized r for

the l4—Hz bandwidth modeling. A value of Tables 26 and 27 is that they show that

the parameters are similar for different listeners over the different types of models

(independent center, lateral position, and STCC). Consequently, the fits to the aver-

age listener shown in Figures 60—63 are meaningful. Tables 26 and 27 also show that

fitting parameters that optimize r are similar across types of models, to the extent

that the models permit them to be compared.
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Table 26: Values of free parameters that optimize r in modeling the PC detection

results of Experiment 13 with 100 noise-pairs with a bandwidth of 14 Hz.

 

 

 

 

 

 

 

 

 

 

 

[ Model Listener 7' (ms) a,b g (‘70 of RMS) h (LP)

(11 D 1.5 0.49 0.19 -

M 2.5 0.54 0.33 -

W 0.5 0.47 0.32 -

Ave 0.0 0.49 0.27 -

(1;; D 1.5 0.50 0.21 -

M 2.0 0.54 0.33 -

W 0.0 0.50 0.27 -

Ave 0.0 0.51 0.27 -

(13 D 2.0 0.54 0.15 -

M 2.0 0.53 0.16 -

W 0.0 0.38 0.15 -

Ave 1.5 0.48 0.15 -

(14 D 0.5 0.98 0.00 4.00

M 0.5 1.00 0.00 3.75

W 0.5 0.96 0.00 5.50

Ave 0.5 0.97 0.00 3.75

(15 D 0.5 0.00 0.00 -

M 0.0 0.00 0.00 -

W 0.0 0.00 0.00 -

Ave 0.0 0.00 0.00 -

(16 D 0.5 1.00 0.04 -

M 2.5 1.00 0.04 -

W 3.0 0.29 1.00 -

Ave 1.0 1.00 0.04 -

d7 D 0.5 1.00 0.00 4.00

M 0.0 0.89 0.00 3.00

W 0.0 0.94 0.00 2.00

Ave 0.5 0.94 0.00 3.50

d8 D 9.0 - 0.39 -

M 8.5 - 0.39 -

W 9.0 - 0.39 -

Ave 9.0 - 0.39 -

d9 D 9.5 - 0.36 -

M 9.0 - 0.36 -

w 11.5 - 0.36 -

Ave 10.0 - 0.35 -

dlo D 6.5 - 0.00 0.05

M 0.0 — 0.00 0.05

W 10.0 - 0.00 0.04

Ave 9.0 - 0.00 0.05    
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Table 27: Values of free parameters that optimize r in modeling the CA3 detection

results of Experiment 13 with 100 noise-pairs with a bandwidth of 14 Hz.

 

 
 

 

 

 

 

 

 

 

 

 

 

I Model Listener I ’7' (ms) a,b g (% of RMS) h (LP)

(11 D 1.5 0.53 0.17 -

M 2.5 0.45 0.21 -

W 0.5 0.53 0.23 -

Ave 2.0 0.50 0.19 -

d2 D 1.5 0.51 0.17 -

M 2.0 0.48 0.23 -

W 0.5 0.52 0.23 -

Ave 1.5 0.50 0.23 -

d3 D 0.5 0.62 0.04 -

M 2.0 0.44 0.15 -

W 1.5 0.51 0.12 -

Ave 1.5 0.50 0.12 -

d; D 0.5 1.00 0.00 4.00

M 0.5 0.99 0.00 3.75

W 0.5 0.94 0.00 4.75

Ave 0.5 0.99 0.00 4.00

d5 D 0.5 0.00 0.00 -

M 2.0 0.00 0.00 -

W 2.5 0.00 0.00 -

Ave 1.5 0.00 0.00 -

d6 D 0.5 0.97 0.04 -

M 1.0 0.11 0.15 -

W 0.0 0.42 0.15 -

Ave 0.5 0.91 0.04 -

d7 D 0.5 0.81 0.00 3.25

M 0.0 0.84 0.00 3.50

W 0.0 0.77 0.00 3.25

Ave 0.5 0.80 0.00 3.25

(13 D 9.5 - 0.39 -

M 9.0 - 0.38 -

W 9.5 - 0.36 -

Ave 9.5 - 0.38 -

d9 D 10.0 - 0.36 -

M 11.5 - 0.36 -

W 7.5 - 0.29 -

Ave 10.5 - 0.35 -

dlo D 6.5 - 0.00 0.05

M 0.0 - 0.00 0.06

W 4.0 - 0.00 0.08

Ave 3.0 - 0.00 0.06     
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2. Optimized parameters for model 1

The most successful model was model 1, and Figure 64 shows how the free parameters

change against each other to maximize r for the average listener in that model for the

CA5 data. Results of other conditions (Pc vs. CA5, individual listeners vs. average

listener) produced very similar plots to the extent that it is necessary to show only

the most general condition. Figure 64 was generated by varying two parameters and

keeping the other constant. Plots of a vs. 1' assume that g = 0.19, plots of g vs. 1'

assume that a = 0.50, and plots of a vs. g assume that 1' = 2.

The results of Figure 64 can be summarized as follows:

(a) Integration time:

The integration time constant 7' was found to be unimportant. The greatest 1' occurs

for 7' = 2 ms, however changing T leads to little difference in r. The characteristic

stimulus fluctuations, expected to be of order 1/14 seconds, are slow compared to the

time constants tested in detail, 0—6 ms.

In addition to the detailed test for integration times less than 6 ms, longer in-

tegration times were specifically tested. Longer times were potentially indicated be-

cause the oscillating coherence experiments of Grantham and Wightman (1978) led

to binaural time constants as long as 64 ms (—3 dB response at 2.5 Hz), an eflect

commonly called “binaural sluggishness.” MLD experiments using a masker with tem-

porally varying coherence by Grantham and Wightman (1979) led to time constants

that were even longer. Therefore, spot checks were performed, trying to fit CAS data

with longer values of 7'. For increasing values of 7' = 0, 25, 50, 75, 100, 125, and 150

ms, the value of 1* decreased monotonically. The value of rm“ dropped from rm” z

0.8 for T = 0 ms, to rmax s: 0.6 for T = 75 ms, to rm” z 0.3 for 1' = 150 ms. It was

concluded that there is no useful role for binaural sluggishness in model 1 — the best

model.
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Figure 64: The free parameter surfaces for fitting model 1 to the average listener

data from Experiment 13 - one-hundred noise-pairs with 14-Hz bandwidth. In the

upper-left panel, 1' is plotted against a and 7' for g = 0.19. In the upper-middle panel,

7' is plotted against g and 7' for a = 0.5. In the upper-right panel, 1' is plotted against

a and g for T = 2 ms. The two panels below an upper panel flatten one of the free

parameter dimensions. The variations of free parameters create smooth surfaces. At

this bandwidth, the dependence upon 7' is negligible.
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(b) Critical envelope weighting:

According to the regression analysis, the best value of g for model 1 is about 0.19,

though the rmam is insensitive to g in this vicinity (0.1 < 9 < 0.3). This result

indicates that there is a modest benefit on the average of ignoring phase differences

that coincide with a particularly small envelope in one or both of the ears.

A greater benefit from envelope weighting is seen when one tries to predict de-

tection for individual waveforms. The weighting omits large phase fluctuations that

occur during the onset and offset of the stimulus, where the temporal shaping is ap-

plied and the envelope is small. One would expect that even large phase fluctuations

during these times would often be missed by the listener because they occur at the

very beginning or end of the stimulus.

The envelope weighting applied in Eq. 18 is a simple on/off type. Other envelope

weighting functions were tried - linear enve10pe weighting of the IPD and squared

envelope weighting of the IPD - but including these functions did not describe the

data as well as including the on/off type envelope weighting.

(c) Relative IPD-ILD contributions:

The best value of a for model 1 for the average data is 0.50, which means that

transformed IPD and ILD values contribute equally to the sensation of incoherence.

Because the transformed values were scaled by Eq. 15 and Eq. 16, this near equality

is interpreted to mean that the scaling correctly represents the relative perceptual

importance of IPD and ILD. Because the scaling was derived from Yost’s steady-state

sine experiment results, it was concluded that it is valid to extend the steady-state

data to the case of fluctuating interaural differences.

3. Optimized parameters for other models

(a) Lateral position models:

Tables 26 and 27 show that the first lateral position model (5) favors the transformed

ILD over the transformed IPD in fitting the average listener data (b = 0). The other
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lateral position models (6 and 7) mostly favor the transformed IPD (b z 1). This is in

contrast to the best three independent center models (1—3), that weigh IPD and ILD

as equally important. However, a lateral position model that uses only IPD (b = 1)

or only ILD (b = 0) is equivalent to an independent centers model (that uses only

IPD (a = 1) or only ILD (a = 0). For example, an independent centers model that

incorporates IPD fluctuations separately must lead to an r value that is at least as

large as the r for the lateral position model. Therefore, as long as a and b are near

zero or unity, model 1 will perform as least as well as model 5 in Figures 62 and 63.

(b) Short-term cross-correlation:

The STCC models (models 8—10) correlated least well with the data, possibly because

only the IPD is used in these decision statistics. Integration time constants were no-

ticeably larger for the STCC models (7' z 10 ms) when compared to the other models

(r z 1 ms). Model 10 produced an interesting result in that the threshold magni-

tude is approximately 0.06, which means that listeners are detecting instantaneous

decorrelations from unity at coherence values of 0.94. This is larger than the jnds

found by Gabriel and Colburn (1981), however, they studied the jnd for the entire

duration of the stimulus and not decorrelations over a short time interval. Therefore,

this seems like a reasonable result. Even though the STCC models correlate with the

data least well, it appears that the approximation that yields Eq. 33, is not a bad

approximation for this bandwidth.

(c) The advantage of preprocessing:

The results of modeling the CAS data with the preprocessing removed (no compres-

sion, no temporal averaging, and no critical enve10pe weighting) yielded rm” = 0.69

for the independent centers model for the averaged listener data to be compared with

0.87 with preprocessing included, i.e. model 1. For the Pc data, rm, = 0.50 without

preprocessing compared to rmam = 0.68 with preprocessing. Thus, these preprocessing

assumptions prove beneficial in the modeling attempts. Without preprocessing r was
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maximized by weighting ILD and IPD fluctuations by the ratio of 0.14 dB/degree

for the CAS data (0.06 dB/degree for PC). Yost and Hafter (1987) reported that the

trading of intensity and phase should be 0.10 dB/degree for interaural phases less

than 90° and should be 0.08 or 0.10 dB/degree for interaural phases greater than

90°. The ratio for the CAS data is higher than that of Yost and Hafter, although it

does not seem to be excessively high. The difference may be because this experiment

uses noise-pairs with dynamic fluctuations, whereas Yost and Hafter analyzed static

interaural differences.

4.3 EXPERIMENT 14: CRITICAL BANDWIDTH

After testing the ten models against the 14-Hz bandwidth noise-pairs and coming to

some preliminary conclusions, model performance was tested for the wider bandwidth

of 108-Hz.

4.3.1 Method

The standard deviations of the 100 noise-pairs used in Experiment 14 can be seen in

Figure 15 along with the means, standard deviations, and correlation of interaural

parameters. It was the same collection with 108-Hz bandwidth from which particular

noise-pairs were selected in Experiment 2 from Chapter 1. The same three listeners

participated and the same procedure was used.

4.3.2 Results

The ten models tested with Experiment 13, were also tested with Experiment 14.

The results of Experiment 14 are shown in Figure 65, entirely parallel to Figure 59

for Experiment 13. For Experiment 14, the 0.43 does not come close to saturating,

but the percentage of correct responses does show a ceiling effect. Unlike Experiment

13, where the ceiling was reached for particular noise-pairs for all the listeners, the
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Figure 65: All the detection data for the 100 noise-pairs from Experiment 14 for three

listeners, D, M, and W, are plotted twice, once as the number correct - on a scale

from 0 to 36, and once as CAS - on a scale from 0 to 72. The data are plotted as a

function of the standard deviation of the interaural phase for consistency with Figure

59.

ceiling in Experiment 14 is a factor for listeners D and M, but not necessarily W.

1. Comparison of model types

The results of the regression analysis for Experiment 14 are shown in Figures 66 and

67, parallel to Figures 60 and 61 for Experiment 13. The values of rmax are smaller

than in Figure 61 because there is less variation in detectability for a band as wide

as 108 Hz compared to a band with a 14-Hz width. Model 4, the independent center

threshold-type model, gave the largest rmax for all three listeners and for the averaged

data. For the averaged data, rmax = 0.55.

Tables 28 and 29 show the values of the free parameters that maximized r for

the 108-Hz bandwidth modeling. A value of Tables 28 and 29 is that they show

that the parameters for the models at the 108-Hz bandwidth are mostly similar for

different listeners. Consequently, the fits to the average listener shown in Figure 8
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Figure 66: The comparison of PC scores for the 108-Hz noise-pairs of Experiment 14

with ten models. The value of rmam shows the correlation between the experimental

CAS scores for the 100 noise-pairs and the best fit for each model, optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. The values of Tm: are not as high as for the l4-Hz data shown in

Figure 60, except that model 10 improves.
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Figure 67: The comparison of CAS scores for the 108-Hz noise-pairs of Experiment 14

with ten models. The value of rmam shows the correlation between the experimental

CAS scores for the 100 noise-pairs and the best fit for each model, optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. The values of rum are not as high as for the 14-Hz data shown in

Figure 63, except that model 10 improves.
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Figure 68: The comparison of each mathematical model for each type of binaural

processing in the modeling of the 108-Hz bandwidth Pc data for the average listener.

Model 2 is omitted from this plot.
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Figure 69: The comparison of each mathematical model for each type of binaural

processing in the modeling of the 108-Hz bandwidth CAS data for the average listener.

Model 2 is omitted from this plot.
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are meaningful, although less convincing than the 14-Hz bandwidth fits.

What is interesting about the results shown in Figures 66 and 67 is that the

independent centers models still outperform the lateral position models, though only

marginally, and both types outperform the STCC models. As shown in Figures 68 and

69, all the threshold processing type models (4, 7, and 10) outperform the 3; processing

type models, even model 1 - the most successful model in Experiment 13. The reason

for this may be that models 4 and 7 have an extra free parameter. However, model

10 has the same number of free parameters as model 1. This could be evidence that

a threshold statistic is used for detecting incoherence in larger bandwidth stimuli.

Again, the models account better for the average listener than for any individual

listener, with a few exceptions.
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Table 28: Values of free parameters that optimize r in modeling the PC detection

results of Experiment 14 with 100 noise-pairs with a bandwidth of 108 Hz.

 

 

 

 

 

 

 

 

 

 

 

[ Model Listener 7 (ms) a, b g (‘70 of RMS) h (LP)

d1 D 2.0 0.77 0.03 -

M 0.5 0.45 0.12 -

W 0.5 0.60 0.70 -

Ave 1.0 0.62 0.04 -

612 D 2.0 0.62 0.04 -

M 0.5 0.46 0.12 -

W 0.5 0.59 0.70 -

Ave 1.0 0.54 0.04 -

d3 D 1.0 0.53 0.06 -

M 1.0 0.33 0.01 -

W 0.5 0.55 0.70 -

Ave 1.5 0.49 0.03 -

d4 D 0.5 0.84 0.00 4.75

M 0.5 0.90 0.00 6.25

W 0.5 0.99 0.00 5.50

. Ave 0.5 0.91 0.00 5.50

(15 D 0.5 0.00 0.00 -

M 0.5 0.00 0.00 -

W 2.5 0.00 0.00 -

Ave 0.5 0.00 0.31 -

d6 D 2.0 1.00 0.03 -

M 0.5 0.27 0.07 -

W 6.0 0.28 0.82 -

Ave 1.5 1.00 0.03 -

d7 D 1.0 0.91 0.00 3.75

M 1.0 0.59 0.00 3.75

W 0.5 0.98 0.00 5.25

Ave 1.0 0.59 0.00 3.75

d3 D 0.0 - 0.24 -

M 0.0 - 0.24 -

W 0.0 - 0.19 -

Ave 0.0 - 0.24 -

(19 D 0.0 - 0.58 -

M 0.0 - 0.00 -

W 0.0 - 0.00 -

Ave 0.0 - 0.00 -

dlo D 0.0 - 0.19 0.13

M 4.0 - 0.20 0.02

W 0.0 - 0.20 0.15

Ave 0.0 - 0.19 0.15     
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Table 29: Values of free parameters that optimize r in modeling the CAS detection

results of Experiment 14 with 100 noise-pairs with a bandwidth of 108 Hz.

 

 

 

 

 

 

 

 

 

 
 

 

 

[Model Listener 1 7 (ms) a,b g (% of RMS) h (LP)

(II D 2.5 0.78 0.02 -

M 0.5 0.52 0.02 -

W 0.5 0.68 0.03 -

Ave 0.5 0.51 0.03 -

d2 D 2.5 0.63 0.02 -

M 0.5 0.49 0.02 -

W 0.5 0.56 0.03 -

Ave 0.5 0.48 0.03 -

d3 D 0.0 0.39 0.70 -

M 0.5 0.29 0.02 -

W 0.5 0.51 0.83 -

Ave 0.5 0.32 0.03 -

d4 D 0.5 0.91 0.00 5.00

M 0.5 0.96 0.00 6.25

W 0.5 0.97 0.00 5.50

Ave 0.5 0.95 0.00 5.75

d5 D 0.5 0.00 0.00 -

M 0.0 0.00 0.00 -

W 0.5 0.00 0.37 -

Ave 0.5 0.00 0.00 -

(16 D 2.5 1.00 0.02 -

M 0.5 0.01 0.13 -

W 0.0 0.60 0.83 -

Ave 0.5 0.00 0.00 -

d7 D 1.5 0.93 0.00 3.50

M 2.0 0.51 0.00 3.50

W 0.0 0.81 0.00 5.50

Ave 0.5 0.99 0.00 6.00

d3 D 0.0 - 0.24 -

M 0.0 - 0.20 -

W 0.0 - 0.25 -

Ave 0.0 - 0.24 -

d9 D 0.0 - 0.58 -

M 0.0 - 0.19 -

W 0.0 - 0.21 -

Ave 0.0 - 0.20 -

d,0 D 0.0 - 0.20 0.13

M 5.0 - 0.20 0.15

W 0.0 - 0.11 0.19

Ave 0.0 - 0.09 0.20     
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2. Optimized parameters for models 1 and 4

(a) Model 1:

Since model 1 was the best model for the 14—Hz data (Experiment 13) and model

1 still described the 108-Hz data (Experiment 14) well, model 1 will be analyzed in

detail together with model 4, the most successful model at 108 Hz. For model 1, for

the CAS data of Experiment 14, the best value of g is 0.03, which is smaller than

the value of 0.19 found in Experiment 13. The best value of a is 0.51, which means

that the transformed IPD and the transformed ILD still contribute equally, in good

agreement with the value of a = 0.50 for the narrower bandwidth.

The comparison between free parameter values for model 1 can also be seen in

Figure 70. Figure 70, which is parallel to Figure 64, shows how the free parameters

change against each other when the goal is to maximize r for the average listener in

the 108-Hz bandwidth experiment using model 1. Again, when a parameter does not

explicitly appear in a plot, the best value of the parameter was used. The results

of Figure 70 can be summarized as follows: Unlike Experiment 13, the fluctuations

in Experiment 14 are fast enough to allow the experiment to determine an optimum

integration time (recall that model 1 was insensitive to changes in T for the 14-Hz

bandwidth, as seen in Figure 64). The optimum integration time constant 1' turns

out to be 0.5 ms. This value is smaller than the value of 2.5 ms found by Viemeister

(1979) in a monaural modulation transfer function measurement. It does not show

any evidence of binaural sluggishness (Grantham and Wightman, 1978). This result

indicates that the reason Experiment 13 found no value of r was that the relevant

temporal integration is much faster than the slow fluctuations present in the narrow-

bandwidth noise-pairs.

Figure 70 also shows that the free parameter 9 may not be important for the

larger bandwidth data. The figure shows that rmam occurs for g = 0.03. With a few

exceptions, Table 29 shows that the values of 9 that yielded the best fit were smaller
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Figure 70: The free parameter surfaces for fitting model 1 to the average listener data

from Experiment 14 with 108-Hz bandwidth. The plots are in the same form as Figure

64. Fixed parameters, not appearing along the axes, were given the optimum values

for the average listener for model 1 in Table 29. At this bandwidth, a dependence

upon 7' becomes noticeable.
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Figure 71: The free parameter surfaces for fitting model 4 to the average listener data

from Experiment 14 with 108-Hz bandwidth. The free parameters are the trading

parameter a, the integration time constant 1‘, the envelope weighting factor g, and

the threshold level h. Fixed parameters, not appearing along the axes, were given the

Optimum values for the average listener for model 4 in Table 29. Results for model

4 show a strong interaction between h and g, a strong interaction between h and 1’,

and insensitivity to a.

than those in Experiment 13.

(b) Model 4:

Figure 71 shows how the four free parameters change for different values in model

4, the best model from Experiment 14. Each panel shows how two free parameters

change while two others are kept constant. Like Figures 64 and 70, the constant

parameters match the free parameters that yield rm“. For model 4, when kept

constant, a = 0.95, 7' = 0.5 ms, 9 = O, and h = 5.75.

The upper-left panel shows a vs. T. It is possible to see that this model is
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insensitive to changes in a. Also, the value of 7' can only be small (1.5 ms or less).

A model that is insensitive to changes in a means that the binaural system cannot

profit from using both IPD and ILD fluctuations. The reason for this may be because

of the fluctuation rate of the interaural parameters.

In the upper-right panel, a vs. 9, the insensitivity to a is seen, except for large

values of 9. Also, values of 9 near 0 yield the largest values of r. The middle-row-left

panel shows that the optimum a is insensitive to different values of h, but a near 1

yields the best rmax. Also, it is possible to see the sharp drop off of r for values of

h greater than 6. The middle-row-right panel shows, that the best value of T is 0.5

milliseconds and only values of 9 that are small can describe the detection data.

The lower-left panel shows that for no temporal averaging, model 4 can describe

the data for large values of h up to 7.5. However, as the noise-pairs become more

smoothed for larger values of 7' (and therefore have less peaks above a high threshold),

the model can only describe the data for values of h up to 3. This interaction between

T and h can be seen in all the panels of Figure 71 any time the value of 1' drops rapidly

to zero.

Finally, the lower-right panel shows that large values of h can be used to describe

the data when 9 is near zero. The largest values of r are seen in this vicinity. However,

there is also a peak in r for large values of g and values of h around 4. Therefore, the

interaction between 9 and h is strong and this effect can be seen in the upper four

panels of Figure 71 when one of these free parameters is fixed.

3. Optimized parameters for other models

{a) Lateral position models:

Once again, Tables 26 and 27 show that models 5—7 at 108 Hz have values of b that are

near 0 or 1 for most of the listeners. Therefore, these models best fit the data when

they use only IPD or ILD information. However, a lateral position model that makes

no use of one of the interaural differences is indistinguishable from an independent
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centers of binaural processing model. In fact, lateral position models with b = 1 are

identical to independent center models with a = 1. Therefore, in the case of the

108-Hz bandwidth data, it seems that independent centers may again be the better

type of model, even if there is little distinction between models 1-7 by the values of

rm”.

(b) Short-term cross-correlation:

The STCC models follow the same shape as the other models in Figures 68 and 69, but

they describe the data the much less successfully (except for model 10). Even though

the best model (4) showed an insensitivity to the weighting of IPD and ILD, the

STCC models do not seem able to use just the IPD fluctuations to describe the data

as well as the other models with both IPD and ILD. For model 10, the magnitudes

of the best thresholds were larger for the 108-Hz bandwidth when compared to the

14-Hz bandwidth. Also, model 10 is the only threshold model to have a non-zero

value for g.

(c) The advantage of preprocessing:

As for Experiment 13, the preprocessing assumptions were removed to gauge their

effect. For model 1 and average listener CAS data, rmam = 0.47 without preprocess-

ing can be compared with rum 2 0.50 with preprocessing included. For model 1 and

average listener PC data, rum = 0.37 without preprocessing can be compared with

rmax = 0.45 with preprocessing included. As for Experiment 13, the preprocessing

assumptions of compression, temporal averaging, and critical envelope weighting im-

proved the agreement between model and data. However, it was a marginal gain

when compared to the gain of using preprocessing at the narrow bandwidth. The

best fit of CAS data without preprocessing was obtained by weighting ILD and IPD

fluctuations in the ratio of 0.08 dB/degree, which impressively matches the ratio sug-

gested in the review by Yost and Hafter (1987), namely 0.08—0.10 dB/degree. The PC

data led to a trading ratio of 0.02 dB/degree.

171



4.4 MULTIPLE PARAMETER MODEL

Model 1 appears to be one of the best models for both bandwidths, therefore at-

tempts were made to improve upon this model. Since fluctuation rate appears to be

an important factor (see Chapters 1—3), the fluctuation of the time derivative of the

transformed interaural difference functions were added to the sum of interaural dif-

ferences model. The fluctuation of the time derivative of the transformed interaural

difference is defined as

 

 3w] = \/T _1 TD fT: [%\Il(t)]2dt (38)

where \II is either the transformed interaural phase or level. Also, since envelope

fluctuations were found to be possibly influencing some listeners decisions (see Ex-

periments 5 and 10), s,[E] and st[E’] were also included in the model, where

3413'] = \/% [OT [%E(t)]2dt. (39)

In the end, six stimulus variables were considered to characterize the detection of

 

incoherence in a noise-pair: st[\IIM.], 3491“,], st[\IIAL], s,[‘I”AL], st[E], and s¢[E’].

Thus, model 11 was of the form:

du = c1°3t[‘IIM,] +c2-s;[\I'A¢]+c3-st[\IIAL] +c4-s;[‘IIAL]+c5~st[E]+c6-s;[E]. (40)

A multiple regression for model 11 was performed on the CAS data from Experiment

13. For this regression, r = 0.88. This is a small gain compared to model 1 which

had 1' = 0.87 for just two variables, s¢[‘I’A¢] and s¢[\I’ALl.

Separate linear regressions were done for each of the six variables in model 11 for

the CAS data for the 100 noise—pairs with a 14.Hz bandwidth. The values of r were:

0.76, 0.41, 0.73, 0.11, 0.66, and 0.33 for st[\IIA¢], s¢[\I/'Aq,], st[\IlAL], s¢[\Il’AL], st[E], and
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st[E’] respectively. The derivative of the fluctuation functions do not describe the

detection data as well as the fluctuation functions. Therefore, it appears that the

derivative of the fluctuation functions can be omitted to simplify the model.

A multiple regression with st[\IIM,], st[\IIAL], and st[E] (model 11 with c2 = c4 2

c6 = 0) was performed on the CAS data from Experiment 13. No improvement was

made from the previous value of r = 0.87 that was found in model 1. Therefore,

it seems that model 1, which used just st[\IIM,] and st[\IIAL], describes incoherence

detection adequately when compared to the more complicated model 11.

4.5 DISCUSSION AND CONCLUSION

The goal of the experiments reported in this chapter was to determine the binaural

characteristics that enable a listener to detect small amounts of incoherence in bands

of noise.

4.5.1 Summary

Experiments 13 and 14 used 100 reproducible noise-pairs, with bandwidths of 14 and

108 Hz respectively, to test binaural models of incoherence detection. Each model

was rated by varying its parameters (two, three, or four parameters) to find the

best agreement with detection data. The data from Experiment 13 were the most

informative. They showed that the independent center models outperformed the

lateral position models, which outperformed the short-term cross-correlation models.

The results of Experiment 14 were less informative because the models had smaller

differences between the values of rm”.

In the end, the best of the best—fitting models for 14 Hz was of the following form:

The binaural system detects incoherence on the basis of fluctuations in independently

processed IPD and ILD channels, as though IPD and ILD were encoded at different

centers without regard for the relative timing of their fluctuations. Nevertheless, there
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is a residual IPD-ILD interaction in that IPD fluctuations have no efi'ect if the en-

velope in the left or right channel becomes smaller than about 20 percent of the RMS

envelope value. The IPD and ILD fluctuations are compressed, and the compression

established in steady-state experiments on lateral position is adequate to describe the

compression of fluctuations. The processing centers register compressed fluctuations

in IPD and ILD as measured by standard deviations over time, as integrated through

an exponential window with a time constant of about 2 ms. The registered fluctuations

are added on a lateral position scale at a more central site to form a decision statistic

used to detect incoherence. For narrow bands near 500 Hz, [PD and ILD fluctuations

are added with approximately equal weight. For wider bandwidth the relative weighting

is unclear. As the bandwidth grows, difl'erent noises have increasingly similar fluctua-

tions, and the detection of incoherence is better determined by the value of coherence

itself.

The above bold statement about the best binaural model is based on a literal

interpretation of the correlation coefficient values and must be taken with a grain

of salt. It is doubtful that it is really possible to say that combining independent

IPD and ILD fluctuations (model 1) is appreciably more successful than combining

independent IPD and ILD mean square fluctuations (model 2).

A model that uses IPD and ILD independently might be supported by previous

experiments. The dynamic fluctuations of the incoherent stimuli in this dissertation

have interaural differences that change over short durations. The tracking of multiple

images over short durations has been seen before in Hafter and Jeffress (1968) and

Ruotolo et al. (1979), although never tied to incoherence detection.

The most interesting comparison is between models 1—4, which consider fluctua-

tions in IPD and ILD independently, and models 5—7, which consider a fluctuation of

the position of the lateral image. Figure 63 for 14-Hz bandwidth shows that the in-

dependent center models outperform the lateral position models for all three listeners
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and for the average listener. Thus, a simple sign test favors models of the indepen-

dent processing type. Table 29 shows that several values of b for the lateral position

models were near a value of O or 1, so that only the IPD or only the ILD contributes

to detection. That result means that in the optimizing process the lateral position

models become unstable and become equivalent to independent binaural centers mod-

els. Nevertheless, the difference between the best independent centers model and the

best lateral position model is not great, and the data do not permit a firm conclu-

sion. The informal opinions of listeners in the experiments were that fluctuations in

the perceived laterality of the noise image were the basis for incoherence detection.

Whatever conclusion one reaches about models should not be in obvious disagree-

ment with that opinion. However, listeners may not readily distinguish momentary

image shifts, caused by ILD and IPD fluctuations in the same direction, from image

broadening, caused by fluctuations in opposite directions.

4.5.2 Binaural processing

Like the experiments of Chapters 1-3, the experiments presented here conclude that

coherence is an inadequate measure when the bandwidth is narrow. Coherence may

be adequate in the wideband limit. Three results from Chapter 1 and the present

chapter indicate features of the wideband limit. With increasing bandwidth: ( 1) The

variance among different noises of the fluctuations of IPD and the fluctuations of ILD

decreases. (2) The ability of listeners to detect incoherence varies less among different

noise samples. (3) Different models of incoherence detection make predictions that

are increasing similar, consistent with the prediction of Domnitz and Colburn (1976).

An important difference between the experiments with 14-Hz bandwidth and ex-

periments with 108-Hz bandwidth is the speed of the fluctuations. On the basis of

the experiments and modeling, there is agreement with Zurek and Durlach (1987)

about the advantage of slow fluctuations, but it is not agreed that binaural slug-
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gishness plays a role. The best fitting model leads to a binaural time constant of

0.5 ms for the 108-Hz bandwidth, commensurate with modulation transfer functions

seen in such monaural tasks as the detection of amplitude modulation of broadband

noise (Viemeister, 1979). The best fitting model found an insensitivity to r in the

region of 0.5 ms for the 14-Hz bandwidth. This time constant is not inconsistent with

the matched-noises experiment in Chapter 1 wherein the slow fluctuations at 14-Hz

bandwidth proved advantageous compared to the fluctuations at 108 Hz.

By contrast, binaural sluggishness is associated with time constants of tens, or

even hundreds, of milliseconds. As suggested in the last paragraph of Hall et al.

(1998), binaural sluggishness seems to arise in situations where both the masker and

the signal plus masker contain dynamical interaural cues. If the masker is interaurally

stable the binaural system can take advantage of events in brief epochs. The detection

of a small amount of incoherence as a contrast to a diotic noise, as in the experiments,

is well modeled as a stable masker (No) and a noise-like signal with a different phase

relationship. A rapid response for such a task is consistent with other experiments

cited by Hall et al.

The best integration time of 0.5 ms can be compared with the integration time

of 300 ms found to be best in the loudness meter model of localization as calculated

by Hartmann and Constan (2002). Thus, it seems that the binaural auditory system

is capable of employing either short or long integration times depending on which

better suits the task. When the task is to lateralize an image based on a binaural

cue (loudness meter) the integration time is long. When the task is to detect rapid

fluctuations in binaural cues, as in the work, the time is short. A similar point of view

was taken with respect to monaural listening by Eddins and Green (1995) wherein

integration times of several hundreds of milliseconds are possible for detecting the

presence of a signal but times as short as several milliseconds are possible for detecting

rapid signal variations.
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5 BINAURAL MODELING: VARIED

COHERENCE

This chapter is entirely parallel to Chapter 4 because it performs the same binaural

modeling of fluctuations for large sets of incoherence detection data. However, it uses

the noise-pairs from Chapter 2, the noise-pairs with varied values of coherence. It

is predicted that the results of this chapter will be the same as Chapter 4, just as

Chapters 1 and 2 had the same results.

5.1 EXPERIMENT 15: NARROW BANDWIDTH

5.1.1 Stimuli

The collection of 100 dual-channel noises with 14—Hz bandwidth from Experiment 6

in Chapter 2 was used in this experiment. The values of coherence ranged from 0.969

to 0.998, which can be seen in Figure 33. In the present experiment all 100 noise—pairs

were used to avoid any bias. The fluctuations st[A<I>] and st[AL] are shown in Figure

34.

5.1.2 Procedure

The 100 noise-pairs were randomly divided into ten groups of ten. It was shown in

Experiment 11 of Chapter 2 that context changes listeners’ detection of incoherence

only slightly for reproducible noises. This experiment employed three listeners from

Chapter 2 - two males, M and W, and one female, E.

5.1.3 Results

The results from listening to all 100 noise-pairs can be seen in Figure 72, which

is entirely parallel to Figure 59. The Open symbols show the CAS while the solid

symbols show the number of correct responses, essentially equivalent to the PC. This
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Figure 72: All the detection data for the 100 noise-pairs from Experiment 15 for three

listeners, E, M, and W, are plotted twice, once as the number correct - on a scale

from 0 to 36, and once as CAS - on a scale from 0 to 72. The data are plotted as a

function of the standard deviation of the interaural phase in an attempt to give some

order to the plot. Note that the scale of this plot is different from that in 59.

figure illustrates the advantage of using the CAS instead of PC because the number

of correct responses reaches a ceiling, especially for Listener M.

Agreement between the listeners for individual noise-pairs is difficult to see in

Figure 72, but agreement is actually good. The inter-listener correlation for CAS for

E and M was 0.76, for E and W was 0.83, and for M and W was 0.79. These values

of the correlation are approximately the same as those reported in Experiment 13

(0.71, 0.73, and 0.80). These inter-listener correlations are somewhat smaller than

those reported for the ten noise-pairs in Experiment 6 of Chapter 2 - approximately

0.9.
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5.2 MODELS FOR INCOHERENCE DETECTION

The preprocessing functions and models used in this chapter are exactly the same as

those used in Chapter 4.

5.2.1 Models vs. Experiment 15

The ten models presented above were tested against the data from Experiment 15.

A linear regression of the form y = mx + b was used to evaluate the effectiveness of a

model to describe incoherence detection. The y-variable was the Pc or CAS values for

the individual listeners or for an average over listeners. The x—variable was dn from

one of the ten models. The linear correlation coefficient, r, was used to compare the

results of the regressions. The maximum r, rum, was found by independently varying

all the free parameters over a reasonable space.

5.2.2 Comparison of model types

The results of the regressions are shown for the Pc and CAS data in Figures 73 and

74 for the very best combination (largest r) of all the free parameter values for each

model. The r-values from the CAS data are consistently larger than the r-values

from the Pc data. Like the experiments with fixed coherence noise-pairs, the most

successful models agree better with the average listener than they do with any single

listener for the CAS data, where ceiling effects were minimized. There are a few

exceptions to this. For example, Figure 73 shows that the models for Listener E

sometimes performs better than the models for the average listener, but this occurs

only for the PC data.

Figures 73 and 74 shows that models of the independent interaural difference type

(models 1—4) were more successful than lateral position models (models 5—7). In fact,

the worst independent centers model (model 3) described the CAS’ data better than

the best lateral position model (model 5) for the average listener. This is different
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Figure 73: The comparison of PC scores for the 14—Hz noise-pairs of Experiment 15

with ten models. The value of rmax shows the correlation between the experimental PC

scores for the 100 noise—pairs and the best fit for each model, optimized by adjusting

the model parameters. The solid line represents a fit to the data of the average

listener. It is not the average of Tum averaged over the listeners. Model 1 performs

best with rmax = 0.75. Models 2—4 perform almost as well.

correlate as well with the data as models 1—4. Models 8—10 do not correlate as well

with the data as models 5—7.
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Figure 74: The comparison of CAS scores for the 14-Hz noise-pairs of Experiment 15

with ten models. The value of rmax shows the correlation between the experimental

CAS scores for the 100 noise-pairs and the best fit for each model, optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. It is not the average of rmax averaged over the listeners. Model 1

performs best with rmam = 0.89. Models 2—4 perform almost as well. Models 5—7 do

not correlate as well with the data as models 1—4. Models 8—10 do not correlate as

well with the data as models 5—7.
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Figure 75: The comparison of each mathematical model (3, ...) for each type of

binaural processing (independent centers...) in the modeling of the 14-Hz bandwidth

PC data. Model 2 is omitted from this plot.

than the result of the previous chapter that found the independent center threshold

type model (model 4) had a value of rmax that was smaller than the rmam of lateral

position models 5 and 6. In the present experiment, all seven of the independent

center and lateral position models described the data better than the short-term

cross-correlation (STCC) models. The correlation between the model results of the

CAS data of Experiments 13 and 15 was 0.65. The correlation would have been larger

had there been fewer changes in the order of the threshold models.

Model 1 had the largest rmx for all three listeners and for the averaged data. For

the averaged PC data, rmam = 0.75. For the averaged CAS data, rm, 2 0.89. This

can be compared to 0.68 and 0.87 for the PC and CAS data of Chapter 4. These

values show remarkably good agreement. The values of rmx for each type of model
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Figure 76: The comparison of each mathematical model (3, ...) for each type of

binaural processing (independent centers...) in the modeling of the 14-Hz bandwidth

CAS data. Model 2 is omitted from this plot.
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(independent centers, lateral position, and STCC) can be more easily compared on

Figures 75 and 76. The ordering of the models for the PC data compared to the CAS

data is consistent except that model 10 performs relatively better for the PC data.

Tables 30 and 31 show the values of the free parameters for the maximized r for

the 14-Hz bandwidth modeling. A value of Tables 30 and 31 is that they show that

the parameters are similar for different listeners over the different types of models

(independent center, lateral position, and STCC). Consequently, the fits to the av-

erage listener shown in Figures 73—76 are meaningful. Tables 30 and 31 also show

that fitting parameters that optimize r are similar across models, to the extent that

the models permit them to be compared. Tables 30 and 31 also show that fitting

parameters that optimize r are similar across Pc and CAS’ data. The best fitting

parameters of Experiment 15 (Tables 30 and 31) are comparable to those found in

Experiment 13 (Tables 26 and 27).

184



Table 30: Values of free parameters that optimize r in modeling the Pc detection

results of Experiment 15 with 100 noise-pairs with a bandwidth of 14 Hz.

 

 

 

 

 

 

 

 

 

 
 

 

 

Model Listener r (ms) a, b g (% of RMS) h (LP)

(11 E 0.0 0.42 0.13 -

M 0.0 0.32 0.12 -

W 1.0 0.42 0.27 -

Ave 0.0 0.38 0.12 -

(12 E 0.0 0.46 0.13 -

M 0.0 0.43 0.12 -

W 0.5 0.48 0.27 -

Ave 0.5 0.46 0.24 -

d3 E 0.5 0.51 0.00 -

M 0.5 0.45 0.00 -

W 0.5 0.51 0.00 -

Ave 0.5 0.49 0.00 -

d4 E 2.5 0.45 0.00 3.00

M 1.5 0.47 0.00 3.00

W 0.5 0.47 0.00 1.75

Ave 1.5 0.48 0.00 3.00

d5 E 1.0 0.27 0.38 -

M 0.5 0.24 0.42 -

W 1.0 0.22 0.36 -

Ave 0.5 0.24 0.41 -

d5 E 1.5 1.00 0.00 -

M 0.5 0.30 0.41 -

W 1.5 1.00 0.00 -

Ave 1.0 0.28 0.34 -

d7 E 3.5 0.51 0.30 1.75

M 2.5 0.80 0.00 2.75

W 3.0 0.95 0.00 2.25

Ave 2.5 0.76 0.00 2.50

d8 E 1.0 - 0.27 -

M 3.0 - 0.27 -

W 0.0 - 0.36 -

Ave 0.0 - 0.34 -

d9 E 6.0 - 0.25 -

M 5.0 - 0.25 —

W 4.5 - 0.27 -

Ave 5.0 - 0.25 -

dio E 5.0 - 0.00 0.02

M 5.0 - 0.00 0.03

W 4.0 - 0.00 0.02

Ave 5.0 - 0.00 0.03     
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Table 31: Values of free parameters that optimize r in modeling the CAS detection

results of Experiment 15 with 100 noise-pairs with a bandwidth of 14 Hz.

 

 

 

 

 

 

 

 

 

 

 

 

 

Model Listener r (ms) a, b g (% of RMS) h (LP)

d1 E 0.0 0.43 0.12 -

M 0.0 0.41 0.15 -

W 1.0 0.45 0.21 -

Ave 0.5 0.43 0.17 -

d2 E 0.5 0.46 0.12 -

M 0.0 0.47 0.18 -

W 1.0 0.49 0.22 -

Ave 0.5 0.47 0.18 -

(13 E 0.0 0.50 0.00 -

M 0.5 0.54 0.00 -

W 0.5 0.54 0.00 -

Ave 0.5 0.53 0.00 -

(14 E 2.5 0.47 0.00 3.00

M 0.0 0.46 0.08 3.50

W 2.5 0.54 0.26 4.25

Ave 0.5 0.47 0.11 3.75

d5 E 1.0 0.35 0.30 -

M 1.0 0.40 0.18 -

W 3.0 0.76 0.01 -

Ave 2.5 0.74 0.01 -

d6 E 1.0 0.32 0.30 -

M 2.5 1.00 0.00 -

W 1.5 1.00 0.00 -

Ave 2.0 1.00 0.00 -

(17 E 4.0 0.70 0.02 2.50

M 2.5 0.72 0.00 2.50

W 1.5 0.84 0.00 3.25

Ave 2.5 0.71 0.00 2.50

d8 E 10.5 - 0.32 —

M 0.5 - 0.25 -

W 0.5 — 0.25 -

Ave 0.5 - 0.25 -

d9 E 6.5 - 0.25 -

M 4.0 - 0.23 -

w 5.0 - 0.25 —

Ave 4.5 - 0.24 -

dm E 4.5 - 0.01 0.06

M 5.0 - 0.00 0.03

w 0.0 - 0.00 0.07

Ave 2.5 - 0.00 0.06     
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5.2.3 Optimized parameters for model 1

The most successful model was model 1, and Figure 77 shows how the free parameters

change against each other to maximize r for the average listener CAS data in that

model. Figure 77 was generated by varying two parameters and keeping the other

constant. Plots of a vs. T assume that g = 0.17, plots of g vs. T assume that a = 0.43,

and plots of (1 vs. 9 assume that 7' = 0.5. Results of other conditions (Pc vs. CAS,

individual listeners vs. average listener) produced very similar plots to the extent

that it is necessary to show only the most general condition.

The results of Figure 77 can be summarized as follows:

(a) Integration time:

As for Experiment 13, the integration time constant T was found to be unimportant.

The characteristic stimulus fluctuations, expected to be of order 1/14 seconds, are

slow compared to the time constants tested in detail, 0—6 ms.

In addition to the detailed test for integration times less than 6 ms, longer inte-

gration times were specifically tested. Therefore spot checks were performed trying to

fit CAS data with longer values of 7'. For increasing values of 7' = 0, 25, 50, 75, 100,

125, and 150 ms, the value of 1' decreased monotonically. The value of rmax dropped

from rmax z 0.8 for T = 0 ms, to rm,“ z 0.6 for 1' = 25 ms, to rm” z 0.4 for T =

150 ms. As in Experiment 13, it is concluded that there is no useful role for binaural

sluggishness in model 1 - the best model.

{b) Critical envelope weighting:

According to the regression analysis, the best value of g for model 1 is about 0.17,

though the rum is insensitive to g for g in this vicinity. Applying critical envelope

weighting actually solved the problem of noise-pair #79 from Experiment 6 in Chapter

2 because the major IPD feature in this noise-pair is a large peak during the last 30

ms of the signal when the envelope is small.

187



h 05*

Figure 77 : The free parameter surfaces for fitting model 1 to the average listener

CAS data from Experiment 15 - one-hundred noise-pairs with 14-Hz bandwidth. In

the upper-left panel, 1‘ is plotted against a and T for g = 0.17. In the upper-middle

panel, 1' is plotted against 9 and T for a = 0.43. In the upper-right panel, 1' is plotted

against a and g for T = 0.5. The two panels below an upper panel flatten one of the

free parameter dimensions. The variations of free parameters create smooth surfaces.
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(c) Relative IPD-ILD contributions:

The best value of a for model 1 is 0.43, approximately 0.5, which means that trans-

formed IPD and ILD values contribute about equally to the sensation of incoherence.

This can be compared to a = 0.50 for the fixed coherence noise-pairs in Experiment

13.

5.2.4 Optimized parameters for other models

(a) Lateral position models:

Tables 30 and 31 show that the lateral position models (5—7) favor the transformed

IPD over the transformed ILD in fitting the average listener data. This is in contrast

to the four independent center models (1—4), that weigh IPD and ILD as about equally

important. In the extreme case of model 6, only the IPD appears (b = 1) for two

of the listeners and for the averaged CAS data. However, an lateral position model

that uses only IPD (b = 1) is equivalent to an independent centers model that uses

only IPD (a = 1). Therefore, an independent centers model that incorporates ILD

fluctuations separately must lead to an r value that is at least as large as the r for

the lateral position model. Hence, model 3 must perform as least as well as model 6

in Figures 60 and 61. This result was also seen in Chapter 4.

(b) Short-term cross-correlation:

The STCC models (models 8—10) correlated least well with the data, possibly because

only IPD is used in these decision statistics. Model 10 produced an interesting result

in that the threshold magnitude is approximately 0.02 for PC and 0.05 for CA5,

which means that listeners are detecting instantaneous decorrelations from unity at

coherence values of 0.95-0.98. The magnitude of the decorrelations are slightly smaller

than those found in Chapter 4.
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(c) The advantage of preprocessing:

The CAS results of modeling the data with the preprocessing removed (no compres-

sion, no temporal averaging, and no critical envelope weighting) yielded rm” = 0.72

for the independent centers model for the averaged listener data to be compared

with 0.89 with preprocessing included, i.e. model 1. Thus, these preprocessing as-

sumptions prove beneficial in the modeling attempts. Without preprocessing r was

maximized by weighting ITD and IPD fluctuations by the ratio of 0.08 dB/degree.

Yost and Hafter (1987) reported that the trading of intensity and phase should be 0.10

dB/degree for interaural phases less than 90° and should be 0.08 or 0.10 dB/degree

for interaural phases greater than 90°. The agreement is impressive.

5.2.5 Summary

Experiment 15 modeled detection data from noise-pairs with different values of coher-

ence for three listeners, one of whom (Listener E) did not participate in Experiment

13. The results of the modeling of the Pc and CAS’ data in Experiment 15 were

essentially the same as Experiment 13. Model 1 was the best model with rum 2

0.89 (0.87 for Experiment 13) for the average listener CAS data. The values of the

free parameters for the CAS data were T = 0.5 ms (2 ms for Experiment 13), a =

0.43 (0.50 for Experiment 13), and g = 0.17 (0.19 for Experiment 13). The results of

models between Experiments 13 and 15 correlated at a value of 0.65. Other notable

results were also consistent between Experiments 13 and 15, such as the independent

center models outperforming the lateral position models outperforming the STCC

models, the insensitivity to changes in T, and the advantage of preprocessing.

5.3 EXPERIMENT 16: CRITICAL BANDWIDTH

A great deal of data had been collected for noise bandwidths approximately equal to a

critical bandwidth. During an extensive course of incoherence detection experiments,
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listeners heard many different sets of noises with a bandwidth of 136 Hz. From the two

collections used in Experiments 7A, 7B, and 7C, data were collected for 60 different

noise-pairs.

5.3.1 Method

The 60 noise-pairs used in Experiment 16 can be seen in Figure 78 along with the

means, standard deviations, and correlation of interaural parameters. The noise-pairs

of Experiment 16 could be considered to be a random set of noises with a bandwidth

of 136 Hz similar to the narrow band set of Experiment 15. Such a description would

not be entirely fair because each of the 60 noise-pairs in Experiment 16 were selected

according to some criterion or another (see Experiments 7A—7C), depending on the

intuitions of the experimenter at the time. However, for a bandwidth as large as 136

Hz, the process of selection does not lead to large differences among waveforms. The

means and IPD-ILD correlations of the 60 noise-pair set (Figure 78) are similar to

those for the unselected set of 100 noise-pairs shown in Figure 15 of Chapter 2. The

standard deviations of the 60 noise-pairs are only 40 percent greater. Experiment 16

was the methodologically the same as Experiment 15. The listeners DY, E, M, T,

and W participated.

Another difference between Experiments 15 and 16 arises from using the data

from Experiments 7A, 7B, and 7C from Chapter 2. Some noise-pairs were presented

in several different sets. Noise-pairs from Experiments 13-15 were guaranteed to be

in only one set. However, for this experiment, some noise-pairs were in as many as

four different sets. For these noise-pairs, the average was taken for the PC or CAS

value.
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Figure 78: Fluctuations of IPD versus fluctuations of ILD for the 60 reproducible

noise—pairs having a 136-Hz bandwidth, as used in Experiment 16. Each noise-pair is

labelled by the serial number assigned in Experiments 7A, 7B, and 7C. The means,

standard deviations, and IPD-ILD correlation of the distributions are reported. The

means of the interaural fluctuations are the similar to those shown in Figure 15; the

standard deviations are slightly larger.
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Figure 79: All the detection data for the 60 noise-pairs from Experiment 16 for three

listeners, E, M, and W, are plotted twice, once as the number correct - on a scale

from O to 36, and once as CAS - on a scale from 0 to 72. The data are plotted as a

function of the standard deviation of the interaural phase for consistency with Figure

72. Listeners DY and T were omitted from the plot for the sake of clarity. Note that

the scale of this plot is different from that in Figure 65.

5.3.2 Results

The results of Experiment 16 are shown in Figure 79, entirely parallel to Figure 72

for Experiment 15. For Experiment 16, the CAS does not come close to saturating,

but the percentage of correct responses does show a ceiling effect. Unlike Experiment

15, where the ceiling was reached for particular noise-pairs, the ceiling in Experiment

16 is a factor for Listener M, but not necessarily Listeners E and W.

5.3.3 Comparison of model types

The results of the regression analysis for Experiment 16 are shown in Figures 80 and

81, parallel to Figures 73 and 74 for Experiment 15. The values of rum are smaller

than in Figures 73 and 74 because there is less variation in detectability for a band
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as wide as 136 Hz compared to a band with a 14-Hz width. One can conjecture

that if the 60 noise-pairs of this experiment had not been selected then the value of

rum might have been even smaller. Smaller values of r were seen for the unselected

100 noise-pairs in Experiment 14 compared to Experiment 16. Model 4 gave the

largest rum for all three listeners and for the averaged data. For the averaged CAS

data, rmax = 0.77. Unlike Experiments 13 and 15, but like Experiment 14, the PC

and CAS modeling results yield approximately the same value of rmax. From this

it is concluded that the CAS does not offer appreciably more information when the

majority of listeners are not near the ceiling of PC.

Tables 32, 34, 36 show the values of the free parameters that maximized r for the

136-Hz bandwidth modeling of the PC data. Tables 33, 35, 37 show the values of the

free parameters for the CAS data. A value of these tables is that they show that the

parameters for the models at the 136-Hz bandwidth are similar for different listeners.

Consequently, the fits to the average listener shown in Figures 80—83 are meaningful.

What is interesting about the results shown in Figures 80 and 81 is that the

independent center models still outperform the lateral position models, though only

marginally, and both types outperform the STCC models. However, the differences

between models, best seen in Figures 82 and 83, are often small, and they do not

permit clear statements about the ordering. Several threshold models, models 4

and 7, outperform the 3, models, models 1 and 5 - the most successful models in

Experiment 15. The reason for this may be that models 4 and 7 have an extra free

parameter. Again, the models often account better for the average listener than for

any individual listener, especially for the CAS data. The correlation between different

models’ rmax for the CAS data in Experiments 14 and 16 was 0.95.

In comparing Figures 82 and 83, there is a slight, but small, increase in rm”. This

difference between modeling the PC and CAS data was much larger for the smaller

bandwidth data of Experiments 13 and 15, but comparable for Experiment 14.
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Figure 80: The comparison of PC scores for the 136-Hz noise-pairs of Experiment 16

with ten models. The value of rum shows the correlation between the experimental PC

scores for the 60 noise-pairs and the best fit for each model, Optimized by adjusting

the model parameters. The solid line represents a fit to the data of the average

listener. The values of rum are not as high as for the 14-Hz data shown in Figure 60,

except that Models 8 and 9 improve. The difference between most models appears to

be small.
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Figure 81: The comparison of CAS scores for the 136-Hz noise-pairs of Experiment 16

with ten models. The value of rum shows the correlation between the experimental

CAS scores for the 60 noise-pairs and the best fit for each model, Optimized by

adjusting the model parameters. The solid line represents a fit to the data of the

average listener. The values of r,mm are not as high as for the 14-Hz data shown in

Figure 74, except that Models 8 and 9 improve. The difference between most models

appears to be small.
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Figure 82: The comparison of each mathematical model (3, ...) for each type of

binaural processing (independent centers...) in the modeling of the 136-Hz bandwidth

PC data. Model 2 is omitted from this plot.
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Table 32: Values of free parameters that optimize r in modeling the PC detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 

 

 

 

 

I Model Listener T (ms) a, b g (% of RMS) h (LP)

d1 DY 1.0 0.61 0.06 -

E 0.0 0.40 0.13 -

M 1.0 1.00 0.22 -

T 1.0 1.00 0.36 -

W 0.5 0.83 0.13 -

Ave 1.0 0.82 0.14 -

d2 DY 1.0 0.51 0.06 -

E 0.0 0.43 0.13 -

M 1.0 1.00 0.22 -

T 1.0 1.00 0.36 -

W 1.0 0.62 0.14 -

Ave 1.0 0.65 0.14 -

d3 DY 1.0 0.56 0.02 -

E 4.5 0.66 0.02 -

M 2.0 1.00 0.20 -

T 1.5 1.00 0.21 -

W 1.0 0.91 0.06 -

Ave 1.5 0.84 0.06 -

d4 DY 1.5 0.65 0.04 3.75

E 3.5 0.75 0.07 2.25

M 0.0 0.53 0.18 8.75

T 1.0 1.00 0.33 3.00

W 1.0 0.65 0.28 3.25

Ave 1.0 0.72 0.26 3.50    
5.3.4 Optimized parameters for models 1 and 4

Since model 1 was the best model for the 14 Hz data (Experiment 15) and model

1 still described the 136 Hz data (Experiment 16) well, model 1 will be analyzed in

detail together with model 4, the most successful model at 136 Hz. Again only the

averaged CAS will be analyzed. For model 1, the best value of g is 0.13, close to the

value of 0.17 found in Experiment 15. The best value of a is about 0.75, which means

that the transformed IPD contributes somewhat more than the transformed ILD.

This result can be compared with the value of a = 0.43 for the narrower bandwidth.
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Table 33: Values of free parameters that optimize r in modeling the CAS detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 
 

 

 

 

[ Model Listener T (ms) a, b g (% of RMS) h (LP)

d1 DY 1.0 0.65 0.06 -

E 1.0 0.66 0.13 -

M 2.0 0.67 0.30 -

T 0.5 0.98 0.36 -

W 1.0 0.87 0.09 -

Ave 1.0 0.74 0.17 -

d2 DY 1.0 0.54 0.06 -

E 1.0 0.56 0.13 -

M 3.0 0.56 0.74 -

T 0.5 0.86 0.36 -

W 1.0 0.69 0.09 -

Ave 1.0 0.61 0.14 -

d3 DY 1.5 0.68 0.02 -

E 6.0 0.56 0.06 -

M 2.0 0.68 0.22 -

T 1.0 0.89 0.30 -

W 1.0 1.00 0.05 -

Ave 1.5 0.79 0.09 -

d4 DY 0.5 0.42 0.17 5.25

E 6.0 0.64 0.13 2.00

M 3.5 0.32 0.09 2.75

T 1.0 1.00 0.31 3.00

W 3.0 0.80 0.06 2.75

Ave 3.0 0.61 0.08 2.75    
This is unlike the result from the fixed coherence noise-pairs, which was also found

to be near a = 0.5 for the 108-Hz bandwidth.

For model 4, the values of a and g are similar to those for model 1. However,

there is a difference in T as model 4 has longer integration times, 3—6 ms, compared

1—2 ms for model 1.

The comparison between free parameter values for models 1 and 4 can also be seen

in Figures 84 and 85 respectively. Figure 84 shows how the free parameters change

against each other when the goal is to maximize r for the average listener in the 136-
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Figure 84: The free parameter surfaces for fitting model 1 to the average listener CAS

data from Experiment 16 - 60 noise-pairs with 136-Hz bandwidth. The plots are in

the same form as Figure 77. Fixed parameters, not appearing along the axes, were

given the optimum values for the average listener for model 1 in Table 33. At this

bandwidth, a dependence upon T becomes noticeable.
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Figure 85: The free parameter surfaces for fitting model 4 to the average listener CAS

data from Experiment 16 - 60 noise-pairs with 136-Hz bandwidth. Fixed parameters,

not appearing along the axes, were given the optimum values for the average listener

for model 4 in Table 33. Results for model 4 are not inconsistent with model 1.
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Table 34: Values of free parameters that optimize r in modeling the PC detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 

 

 

 

 

[ Model Listener T (ms) a,b g (‘70 of RMS) h (LP)

d5 DY 1.0 1.00 0.06 -

E 0.0 0.43 0.36 -

M 1.0 0.90 0.22 -

T 1.0 0.88 0.36 -

W 0.5 0.93 0.13 -

Ave 1.0 1.00 0.14 -

d6 DY 1.0 1.00 0.02 -

E 1.5 1.00 0.05 -

M 2.0 0.96 0.20 -

T 1.5 1.00 0.21 -

W 1.0 1.00 0.06 -

Ave 1.5 1.00 0.06 -

d7 DY 1.5 1.00 0.04 3.75

E 1.5 0.97 0.12 3.25

M 0.5 0.56 0.55 3.00

T 2.0 0.88 0.30 2.75

W 2.0 0.97 0.09 3.00

Ave 1.5 0.94 0.10 3.25  
 

Hz bandwidth experiment using model 1. This figure is entirely parallel to Figure 77.

Again, when a parameter does not explicitly appear in a plot, the best value of the

parameter was used. The results of Figure 84 can be summarized as follows: Unlike

Experiments 13 and 15, but like Experiment 14, the fluctuations in Experiment 16

are fast enough to allow the experiment to determine an optimum integration time.

The Optimum integration time constant T turns out to be 1 or 2 ms. This value

agrees with the value found by Viemeister (1979) in a monaural modulation transfer

function measurement. This result indicates that the reason Experiment 15 found no

value of T was that the relevant temporal integration is much faster than the slow

fluctuations present in the narrow-bandwidth noise-pairs.

Figure 85 shows how the four free parameters change for different values in model

4, the best model from Experiment 16. Each panel shows how two free parameters
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Table 35: Values of free parameters that optimize r in modeling the CA5 detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 

 

 

 

 

| Model Listener T (ms) a,b g (‘70 of RMS) h (LPH

d5 DY 1.0 0.94 0.02 —

E 1.0 1.00 0.13 -

M 0.5 0.65 0.17 -

T 0.5 0.84 0.36 -

W 1.0 1.00 0.09 -

Ave 0.5 0.76 0.17 -

d6 DY 1.5 1.00 0.02 -

E 1.0 1.00 0.05 -

M 2.0 0.82 0.22 -

T 1.0 1.00 0.21 -

W 1.0 1.00 0.05 -

Ave 1.5 1.00 0.09 -

d7 DY 1.5 0.73 0.02 3.25

E 0.5 0.24 0.93 1.75

M 0.5 0.55 0.55 3.00

T 0.0 0.71 0.66 2.25

W 2.0 0.97 0.08 3.00

Ave 2.0 0.97 0.08 3.25   
change while two others are kept constant. Like Figures 77 and 84, the constant

parameters match the free parameters that yield rm“. For model 4, when kept

constant, a = 0.60, T = 3 ms, g = 0.08, and h = 2.75. The upper-left panel shows

a vs. T. It is possible to see Tmax occur for values of a between 0.5 and 1.0 and T

about 3 ms. In the upper-right panel, a vs. g, rm“ occurs for a greater than 0.5 and

values of g tending towards 0. The middle-row-left panel shows that the optimum a

is relatively insensitive to different values of h, but a greater than 0.5 yields the best

rm”. Also, it is possible to see the sharp drop off of r for values of h greater than

3. The middle-row-right panel shows, although difficult to see, that the best value of

T is 3 ms. The lower-left panel shows that for no temporal averaging, model 4 can

describe the data for large values of h up to 7.5. However, as the noise-pair becomes

more smoothed for larger values of T (and therefore the interaural differences have
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Table 36: Values of free parameters that optimize r in modeling the PC detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 

 

 

 

[ Model Listener T (ms) a,b g (% of RMS) h (LP)

(13 DY 0.0 - 0.14 -

E 0.0 - 0.13 -

M 1.0 - 0.44 -

T 0.0 - 0.46 -

W 0.0 - 0.35 -

Ave 0.0 - 0.14 —

d9 DY 15.0 - 0.00 -

E 14.5 - 0.00 -

M 2.0 - 0.00 -

T 2.5 - 0.00 -

W 12.0 - 0.00 -

Ave 8.0 - 0.00 -

dm DY 0.0 - 0.04 0.12

E 0.0 - 0.06 0.03

M 0.0 - 0.17 0.04

T 0.0 - 0.37 0.03

W 0.0 - 0.26 0.05

Ave 0.0 - 0.13 0.04   
 

fewer instances of time above a high threshold), the model can only describe the data

for values of h up to 2.5. This interaction between T and h can be seen in all the

panels of Figure 85 any time the value of r drops rapidly to zero. Finally, the lower-

right panel shows that the optimum value of g is relatively constant for a given h.

The differences between Figures 71 and 85 are due to the different fixed parameters.

For example, the value of h is smaller in this experiment and model 4 is sensitive to

changes in h.

5.3.5 Optimized parameters for other models

(a) Lateral position models:

As for Experiments 13—15, models 5—7 for the 136-Hz bandwidth have values of b that

are 1 or near 1 for some listeners. Therefore, these models best fit the data when
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Table 37: Values Of free parameters that optimize r in modeling the CAS detection

results of Experiment 16 with 60 noise-pairs with a bandwidth of 136 Hz.

 

 

 

 

 

I Model Listener T (ms) a,b g (% of RMS) h (LP)

d8 DY 0.0 - 0.26 —

E 0.0 - 0.13 -

M 0.0 — 0.30 -

T 0.0 - 0.46 -

W 0.0 - 0.50 -

Ave 0.0 — 0.44 -

d9 DY 15.5 - 0.00 -

E 10.5 - 0.00 -

M 15.0 - 0.00 -

T 2.5 - 0.00 -

W 13.5 - 0.00 -

Ave 15.0 — 0.00 -

dlo DY 0.0 - 0.04 0.06

E 0.0 - 0.06 0.03

M 0.0 - 0.27 0.14

T 0.0 - 0.32 0.05

W 0.0 - 0.26 0.06

Ave 0.0 - 0.26 0.07    
 

they use only IPD information and no ILD information. However, a lateral position

model that makes no use of one of the interaural differences is indistinguishable from

an independent centers of binaural processing model. In fact, lateral position models

with b = 1 are identical to independent center models with a = 1. Therefore, in the

case of the 136-Hz bandwidth data, it seems that independent centers may again be

the better type of model, even if there is little distinction between models 1-7 by the

values of rum.

(b) Short-term cross-correlation:

The STCC models follow the same shape as the other models in Figure 81, but they

describe the data the much less successfully. Even though the independent center

models favor IPD fluctuations at the 136-Hz bandwidth, the STCC models do not

seem able to use just the IPD fluctuations to describe the data as well as the other
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models with both IPD and ILD. For model 10, the magnitudes of the best thresholds

were comparable for the 14-Hz and 136-Hz bandwidths.

(c) The advantage of preprocessing:

As for Experiment 15, the preprocessing assumptions were removed to gauge their

effect. For model 1 and average listener CAS data, rum = 0.56 without preprocessing

can be compared with rmam = 0.73 with preprocessing included. As for Experiment

15, the preprocessing assumptions of compression, temporal averaging, and critical

envelope weighting improved the agreement between model and data. The improve-

ment of the modeling without preprocessing compared to with preprocessing is much

larger for this experiment when compared to Experiment 16. The best fit without

preprocessing was obtained by weighting ILD and IPD fluctuations in the ratio of 0.05

dB/degree which is slightly lower than suggested in the review by Yost and Hafter

(1987)

5.3.6 Summary

Experiment 14 from Chapter 4 and Experiment 16 from this chapter had many of

the same major results. For example, model 4 was the best model type, followed by

model 1 and the ordering of the models was also the same. The results of the models

correlated at a value of 0.95.

There were four notable differences in the experimental method when comparing

Experiments 14 and 16. First, only 60 selected noise-pairs were used, not 100 uns-

elected noise-pairs. Second, some noise-pairs were presented in multiple sets in this

experiment. Third, there were different listeners and a different number of listeners

between experiments. Fourth, the bandwidth was 136 Hz instead of 108 Hz. These

four differences may explain some of the differences in the results for Experiments

14 and 16. First, the values of rmx were about 0.2 higher for Experiment 16 when

compared to Experiment 14. Model 1 had rmax = 0.67 (0.50 for Experiment 14) and
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model 4 had rmam = 0.74 (0.55 for Experiment 14). Model 1 maximized r for T = 1

ms (0.5 for Experiment 14), a = 0.74 (0.51 for Experiment 14), and g = 0.13 (0.04

for Experiment 14). Model 4 maximized r for T = 3 ms (0.5 for Experiment 14), a

= 0.60 (0.95 for Experiment 14), g = 0.08 (0.00 for Experiment 14), and h = 2.75

(5.75 for Experiment 14). Lastly, the advantage of using preprocessing yielded a gain

of 0.17 in r (0.03 for Experiment 14).

5.4 CONCLUSION

The results of this chapter were very similar to those in Chapter 4 results, as expected.

Modeling the noise-pairs with varied coherence makes little difference to modeling the

noise-pairs with fixed coherence as long as the distributions of the fluctuations are

the same. The value of this chapter is that it shows the results of Chapter 4 are

reproducible with different listeners.
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6 PROBING MODELS WITH SELECTED

NOISE-PAIRS

The modeling experiments of Chapters 4 and 5 were motivated by the observation

that some noise-pairs in Chapters 1 and 2 were clearly out of the order expected from

choosing noise-pairs with the largest and smallest fluctuations in phase and level.

In this chapter, the best model from Chapters 4 and 5 (model 1) will be used to

select noise-pairs for certain properties. For example, noise-pairs with only phase

fluctuations or only level fluctuations will be chosen. Also, stimuli will be chosen to

test the independent centers model against the lateral position model.

6.1 EXPERIMENT 17: MINIMUM FLUCTUATION SETS

The modeling Of the incoherence detection data finds that the processing of IPD is

independent from the processing of ILD. However, it was seen in Figures 6 and 34

that fluctuations in phase and level were highly correlated. This experiment will use

sets with minimum fluctuations in phase or level to see if detection of fluctuations in

IPD is truly independent from ILD.

6.1.1 Stimuli

Noise-pairs were generated like those in Chapter 2. The center frequency was still 500

Hz. The coherence started at 0.9922, but varied over the range of 0.969—0.998 because

the signal was truncated from 1 s to 0.5 s. The same temporal shaping with 30 ms

rise-fall time was used. The noise-pairs in this experiment had a 14—Hz (narrow)

bandwidth. No other bandwidths were used in this chapter because the modeling

results described the incoherence detection data best for the narrow bandwidth.

A collection of 1000 noise-pairs was generated and st[‘IlM.] and st[\IIAL] for the

noise-pairs were plotted in the upper panel of Figure 86. The difference between this
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plot of phase fluctuations vs. level fluctuations and the ones shown in the previous

chapters is that preprocessing was included to make this plot. The preprocessing

values were chosen from the best model in Chapters 4 and 5, which was model 1,

the sum of interaural differences model. The preprocessing included compression and

envelope weighting, which were shown to be useful for describing the data. The value

of the envelope weighting was g = 0.15, near the optimum values of 0.17 and 0.19.

Temporal averaging was omitted because of the insensitivity to changes in T at this

bandwidth. The value of the trading parameter, a, was set at 0.5 in agreement with

modeling results. The use of a = 0.5 does not apply to Figure 86, but does apply to

latter figures in this chapter.

In Figure 86, it can be seen that the minimum values of s¢[\IIM.] and st[\IIAL]

are approximately 1.0 for this bandwidth and level Of mixing. It was encouraging

that the means and standard deviations of the fluctuations in phase and level were

approximately equal after the compression was added. As conjectured in Chapter 4,

this may be evidence that the saturating exponentials (derived from Yost 1981) used

to perform the compression were well chosen. The mean and standard deviation of

phase fluctuations were smaller than the mean and standard deviation of the level

fluctuations. This is probably due to the inclusion of the envelope weighting, which

ignored phase fluctuations at any instant when the envelope fell below 15% RMS-

normalized signal value.

After finding the minimum value of the fluctuations for phase and level for the

collection of 1000 noise-pairs, two more collections of 1000 noise-pairs were generated;

one called the minimum phase fluctuation collection and the other called the min-

imum level fluctuation collection. These collections can be seen in the lower panel

of Figure 86. For the minimum phase fluctuation collection, it was required that

s,[\IIM,] : 1 i 0.1. Likewise, for the minimum level fluctuation collection, it was

required that st[\IIAL] = 1 :t 0.1. Since the phase fluctuations are so small in the min-
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imum phase fluctuation collection, incoherence detection in these stimuli is expected

to rely heavily, if not completely, on the level fluctuations. Similarly, incoherence

detection in the stimuli in the minimum level fluctuation collection is expected to

rely on phase fluctuations.

Next, a minimum phase fluctuation set was picked from the minimum phase fluc-

tuation collection. Twenty noise-pairs were chosen for this set, and they spanned the

range of s¢[\IIAL] in this collection. Noise-pairs in the minimum phase fluctuation set

were rank ordered (1—20) with respect to decreasing level fluctuations. The fluctua-

tion values of these noise-pairs can be seen in Table 38. Likewise, a minimum level

fluctuation set of twenty noise-pairs was picked from the minimum level fluctuation

collection. Noise-pairs in the minimum level fluctuation set were rank ordered (1-

20) with respect to decreasing phase fluctuations. The fluctuation values of these

noise-pairs can be seen in Table 39.

6.1.2 Procedure

The procedure used in this experiment was essentially the same as the one that was

used in all the previous experiments. However, there is one notable difference; there

were 20 noise-pairs to listen to in each set. Therefore, two subsets of ten noise-

pairs were made. The first subset contained the odd-rank-numbered noise-pairs from

the set. Therefore, the subset spanned the entire range Of fluctuation values (for

this bandwidth and level of mixing) because the noise-pairs were rank ordered with

respect to decreasing fluctuations. The second subset had the even-rank-numbered

noise-pairs. Thus, the second subset had a range of fluctuations comparable to the

first subset.
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Figure 86: a) The phase—level plot for the first collection of 1000 noise-pairs in Ex-

periment 17, the minimum flucutation experiment. Note that the axes are now in

units of the psychological variables s¢[‘IIA¢] and s.[‘I’ALl» not the physical variables

s¢[A¢I>] and st[AL]. From this collection, it was determined that the minimum phase

and level fluctuations for this bandwidth (14 Hz) and level of mixing (01:0.125) were

approximately S¢[‘I’A¢] = 1 and sI[‘IIAL] = 1. b) The plot for the minimum phase

fluctuation collection and minimum level fluctuation collection. Each slice has 1000

noise-pairs. From these collections, the minimum phase fluctuation and minimum

level fluctuation sets were chosen. Each set had 20 noise-pairs that spanned the

values in fluctuations.
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Table 38: The fluctuations of phase and level for the minimum phase fluctuation set.

Fluctuations are on the scale of lateral position units (see Chapter 4). Fluctuations in

st[\IIM.] were required to be 1 :l: 0.1. The noise-pairs were rank ordered with respect

to decreasing fluctuations in level.

 

 

 

Serial Rank 8t[‘I’A§] 8¢[‘I’AL]

Number Number

19 1 1.10 2.48

895 2 0.99 2.26

576 3 0.98 2.08

981 4 1.02 2.05

459 5 1.06 1.83

489 6 1.02 1.81

321 7 1.03 1.68

885 8 1.09 1.63

125 9 1.06 1.52

475 10 0.97 1.48

17 11 1.08 1.36

211 12 1.08 1.28

558 13 1.04 1.20

819 14 0.94 1.08

814 15 1.02 1.04

583 16 1.09 0.88

276 17 0.93 0.88

152 18 1.05 0.72

435 19 0.96 0.68

744 20 1.09 0.38      
6. l .3 Listeners

Listeners E and M from the previous chapters participated in this experiment. A new

listener, Listener DA, also participated in this experiment. Listener DA was 22 years

old and had normal hearing.

6.1.4 Results

1. Detection Data

Figures 87—89 show the incoherence detection scores for the three listeners in this

experiment. The horizontal axis is the sum of interaural fluctuations with equal
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Table 39: The fluctuations of phase and level for the minimum level fluctuation set.

Fluctuations are on the scale of lateral position units (see Chapter 4). Fluctuations in

St[‘I’AL] were required to be 1 :t 0.1. The noise-pairs were rank ordered with respect

to decreasing fluctuations in phase.

 

 

Serial Rank SIN/ml Stl‘I’ALl

Number Number

499 1 3.22 0.91

614 2 2.94 0.96

9 3 2.74 1.06

25 4 2.72 0.95

655 5 2.49 1.04

501 6 2.37 1.04

173 7 2.32 0.97

623 8 2.18 0.91

70 9 2.10 0.98

886 10 1.90 1.06

30 11 1.90 0.96

19 12 1.70 1.10

516 13 1.64 1.01

738 14 1.50 1.04

755 15 1.38 1.02

958 16 1.30 1.04

7 17 1.12 1.05

637 18 1.10 1.06

140 19 0.90 0.98

186 20 0.86 0.95       
 

weight (a = 0.5). Because the IPD and ILD are now compressed, it is possible to

evaluate the fluctuations of both phase and level with a single variable. The vertical

axis shows the GAS. Since the use of the CAS is well-justified from the results of

previous chapters and Appendix 1, the PC results will be omitted from this chapter.

The data for Listener DA are in Figure 87. It can be seen that Listener DA had

few noise-pairs near the ceiling and only one noise-pair below chance. Detection data

for the minimum phase fluctuation set show higher scores than the minimum level

fluctuation set when comparing noise-pairs with equal fluctuations as measured by

st[\I'M.] and st[‘IIAL]. There is a trend that noise-pairs with more fluctuations have
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Figure 87: Percent CAS score vs. the combined fluctuations of phase and level for

Listener DA. The open circles show the minimum level fluctuation set. The closed

circles show the minimum phase fluctuation set. The equation of the line of best fit

and the linear correlation coefficient are reported.

larger detection scores and that this relationship is fairly linear.

The data for Listener E are in Figure 88. Listener E has no noise-pairs near the

CAS ceiling and none less than chance. Like Listener DA, Listener E shows higher

scores for the minimum phase fluctuation set.

The data for Listener M are in Figure 89. Compared to the other two listeners,

Listener M had the most noise-pairs at the ceiling (seven with CAS = 72) and the

most noise-pairs below chance (four with CAS < 18). Unlike Listeners DA and E,

Listener M had CAS scores that were comparable for the minimum phase fluctuation

and minimum level fluctuation sets.

2. Regression Comparison

A linear regression was done on both sets of data for each listener. The equation of

best fit and linear correlation coefficient are reported to the right of Figures 87—89.

For Listener DA, the slope for the minimum level fluctuation set was smaller than
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Figure 88: Percent CAS score vs. the combined fluctuations of phase and level for

Listener E. The open circles show the minimum level fluctuation set. The closed

circles show the minimum phase fluctuation set. The equation of the line of best fit

and the linear correlation coefficient are reported.

the minimum phase fluctuation set. The linear correlation coefficient of the regression

was r = 0.81 for the minimum level fluctuation set and r = 0.79 for the minimum

phase fluctuation set.

For Listener E, the linear regressions of the data had nearly equal SIOpes for the

best fitting lines. Compared to Listener DA, the slope of the line for the minimum level

fluctuation set was about equal (slope z 33). However, Listener E had a smaller slope

for the minimum phase fluctuation set compared to Listener DA. The lines describe

the data points about equally well for each set. The linear correlation coefficient was

r = 0.84 for the minimum level fluctuation set and r = 0.82 for the minimum phase

fluctuation set. These coefficients can be compared to the coefficient obtained from

the modeling that was done in Chapter 5. For model 1, Listener E had 7‘ = 0.81 for

the 100 noise-pairs with varied coherence.

For Listener M, the slopes of the regression lines were much steeper when com-
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Figure 89: Percent CAS score vs. the combined fluctuations of phase and level for

Listener M. The open circles show the minimum level fluctuation set. The closed

circles show the minimum phase fluctuation set. The equation of the line of best fit

and the linear correlation coefficient are reported. Three points were removed from

the regression in the minimum phase fluctuation set. These three points are shown

with open boxes. The reason that these points were removed was because Listener

M had clearly reached the ceiling of CAS, unlike the other listeners.
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pared to the other listeners; therefore Listener M is more sensitive to incoherence

than Listeners DA and E. (Note that three noise-pairs were removed for the linear re-

gression performed on the minimum level fluctuation set because Listener M clearly

reached the ceiling for these noise-pairs). The lines also describe the data points

about equally well for each set. The linear correlation coefficient was r = 0.91 for

the minimum level fluctuation set and r = 0.89 for the minimum phase fluctuation

set. These coeflicients can be compared to the coefficient from the modeling that was

done in Chapter 5. For model 1, Listener M had r = 0.81 for the 100 noise-pairs

with varied coherence. Therefore, it the selected noise-pairs of this experiment yield

higher correlation coefficients.

Table 40: Values of the linear correlation coefficient, r, for the minimum phase and

level fluctuation sets for the CAS data. Linear regressions were done on the noise-

pairs with preprocessing included and with no preprocessing included. The values of

r are larger for four of the six regressions that used preprocessing.

 

 

Min. phase Min. level Min. phase Min. level

Listener Preprocessing Preprocessing No Preprocessing NO Preprocessing

DA 0.79 0.81 0.71 0.88

E 0.82 0.84 0.69 0.84

M 0.89 0.91 0.85 0.79          

Linear regressions were performed by using no preprocessing (no compression or

envelope weighting) in the fluctuation calculation and presented in Table 40. Four Of

the six possible regression comparisons were higher when preprocessing was included.

One set (Listener E, Minimum Level) had the same value Of r whether preprocessing

was included or not. One set (Listener D, Minimum Phase) had a smaller value of r

when preprocessing was included.
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6. 1 .5 Discussion

As can be seen from the figures, listeners can use only phase fluctuations or level

fluctuations to detect incoherence, as predicted by the models in Chapters 4 and

5. This is because listeners, for the minimum level fluctuation set, had increasing

detection scores for increasing fluctuations in phase when the level fluctuations were

kept very small (st[\IIAL] z 1). Likewise, listeners, for the minimum phase fluctuation

set, had increasing detection scores for increasing fluctuations in level when the phase

fluctuations were kept very small (st[\IIM.] z 1).

Two of the three listeners were more sensitive to fluctuations in ILD than in IPD

when they have the same units of lateral position. This is because the detection scores

were higher for the minimum phase fluctuation set, the set that held the fluctuations

in phase at a small, constant value but varied the fluctuations in level. This result

for dynamic interaural diflerences agrees with the work by McFadden et al. (1971)

which showed that some subjects were more sensitive to static ILDs than to static

IPDs (and vice versa).

Chapters 4 and 5 were motivated by the result from Chapters 1 and 2 that some

noise-pairs were clearly out of order with respect to detectability scores. Noise-pairs

in those previous experiments were picked by the two physical variables, st[A<I>] and

st[AL]. By transforming the fluctuation variables with psychologically relevant trans-

formations, the results of Chapters 4 and 5 can be directly applied to pick noise-pairs

with fluctuations that correlate better with detectability scores, which can be seen in

Table 40.

Lastly, the correlation coefficients were higher in this experiment than in Exper-

iment 15 in Chapter 5, the modeling of the 100 unselected noise-pairs with varied

coherence and 14—Hz bandwidth. This might seem like an unexpected result since

this experiment used only 20 noise-pairs and Experiment 15 used 100 noise-pairs.

The reason for this may be that the noise-pairs in this experiment were selected for
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particular properties. This is not the only occurrence of higher correlation coefficients

for selected noise-pairs; the values of 1' were higher for the modeling in Experiment

16 that had 60 selected noise-pairs compared to the modeling in Experiment 14 that

had 100 unselected noise-pairs for essentially the bandwidth and distribution of fluc-

tuations in phase and level.

6.2 EXPERIMENT 18: ADDITION AND CANCELLATION

SETS

Experiments in Chapters 4 and 5 found that an independent centers model performs

better than a lateral position model to describe incoherence detection. This experi-

ment is an additional test of the independent centers versus lateral position model.

6.2. 1 Stimuli Selection

Noise-pairs were generated like the previous experiment. The preprocessing functions

of compression and envelope weighting were included in the sorting and selecting of

noise-pairs. For this collection, it was required that st[\IIM.] = 1 :t 0.1 and st[‘IIAL] =

1 :1: 0.1. The total number of noise-pairs generated for this collection was 10,000.

From the collection, the noise-pairs were sorted with respect to the lateral position

variable, st[\IIz] = st[‘IJM./2 + ‘I’AL/Z].

Twenty noise-pairs with the largest st[‘IIz] were chosen from the collection Of 10,000

as the addition set. It was expected that the addition set would have noise-pairs with

large IPDs and ILDs in the same lateral direction that coincided temporally. Next,

twenty noise-pairs with the smallest st[\IIz] were chosen from the collection Of 10,000

as the cancellation set. It was expected that the cancellation set would mostly have

noise-pairs with IPDs and ILDs in opposite lateral directions that coincide temporally.

An example of a noise—pair from the addition set and a noise-pair from the cancellation

set can be seen in Figure 90.
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Figure 90: a) The fluctuations in phase, level, and lateral position for a sample noise-

pair from the addition set. This noise—pair has a large interaural phase and level

at approximately 300 ms. By the lateral position model, these interaural differences

add to give a large fluctuation of the lateral position. b) The fluctuations in phase,

level, and lateral position for a sample noise-pair from the cancellation set. This

noise-pair has a large interaural phase and level at approximately 150 ms, but in

Opposite directions. By the lateral position model, these interaural differences cancel

each other to give a small fluctuation of the lateral position.

Two more collections of 10,000 noise-pairs were similarly generated. One collection

had st[\IIM,] = 1.25 :l: 0.1 and s¢[\IIAL] = 1.25 i 0.1, and the other collection had

st[‘IIM.] = 1.5 i 0.1 and st[\IIAL] = 1.5 i 0.1. An addition set and a cancellation

set were similarly picked from each of these two collections. These three values of

(SIN/34.] + st[‘IIAL]) /2 = 1, 1.25, 1.5 were chosen because they avoided the ceiling for

Listener M, which was seen to be reached for (s¢[‘IIM.] + st[‘IIAL]) /2 z 1.75 in Figure

89.
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Figure 91: The addition sets (open symbols) and cancellation sets (closed symbols)

for Experiment 18. Error bars are two standard deviations in overall length. All

three listeners show no significant difference between addition or cancellation sets,

supporting the hypothesis that the lateral position model is not used by listeners to

detect incoherence.

6.2.2 Results

Figure 5 shows the means and standard deviations of the CAS for the twenty noise-

pairs in the addition set (Open symbols) and cancellation set (closed symbols). Sym-

bols are jogged for each listener around the values of (st[‘IIAq.] + st[‘IIAL]) /2 = 1, 1.25,

and 1.5. All three listeners showed little increase in the mean for each set with respect

to the standard deviations Of the points. The error bars are large for each data point

in this experiment.

There was no significant difference between noise—pairs in the addition set and

222



cancellation set for three listeners as measured by a two—sample t-test. All the t-

tests between the scores for the addition and cancellation sets showed no significant

difference at the 0.05 level. In fact, for the sets with fluctuations of about 1.25, it was

seen that the cancellation sets performed consistently better than the addition sets.

6.2.3 Discussion and Conclusion

In this experiment, noise-pairs with nearly the same values of St[\I’A§] and s¢[\IIAL]

were generated. They were then sorted with respect to st[‘Ilz] to test if there was any

difference between noise-pairs that had interaural differences that added or cancelled

in the lateral position model. No difference was seen, supporting the hypothesis that

the independent centers model is used for incoherence detection.

It might be argued that this experiment is fundamentally flawed because the pre-

processing used (model 1) should favor the independent centers model. However, this

is not entirely true. All the modeling done in Chapter 4 used the same compression

functions for models 1—7. As for temporal averaging, it was omitted from this exper-

iment because it did little to change the modeling results for the 14-Hz bandwidth.

Lastly, the envelope weighting has different values of g for these two types of models.

The envelope weighting was found to be unnecessary for the best lateral position

model in Chapter 4 (g z 0). However, if a value of g = 0.15 is used in the lateral

position model, the description of the detection data does not dramatically change

(r = 0.76 for g = 0.15, T = 0.81 for g = 0). Therefore it appears that preprocessing

only slightly favors an independent centers model over a lateral position model.

Experiments in Chapters 4 and 5 showed values of the trading parameter b near

0 or 1 for the lateral position models. This means that listeners use only IPD fluc-

tuations or only ILD fluctuations for incoherence detection. It was argued that this

result supports an independent centers model of fluctuation processing and incoher—

ence detection. But, the current experiment gave the lateral position model a second
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chance. N0 part of the preprocessing changed the sign of the IPD or ILD. Therefore,

noise-pairs that add St[\I/Aq)] and st[\IIAL] in the same lateral direction will, in general,

always add. Likewise, noise-pairs with cancelling interaural differences will always

cancel somewhat. Thus, the addition sets must have noise-pairs with larger values

of st[‘Ilz] than noise-pairs in the cancellation sets. Hence, it seems that any value

of b would provide an adequate test of the lateral position model. Choosing b = 0.5

possibly gave the lateral position model the best chance to succeed in this experiment.

Because of the way the stimuli were picked, an additional conclusion can be made

from this experiment. Since all of the noise-pairs had nearly the same values of phase

and level fluctuations, the standard deviations of the data points are predicted to be

small for this experiment. But, in fact, the standard deviations of the data points are

quite large. Although some of the size of the error bars can be contributed to listener

uncertainty, this may be evidence that the simple signal processing algorithm used in

Chapters 4 and 5 still needs to be refined to describe incoherence detection. Or it is

possible that a more sophisticated model is necessary; such as one that models the

neural firing patterns of the brainstem nuclei.

224



7 CONCLUSIONS

The work described in this dissertation began with the suspicion that the detection

of interaural incoherence is not entirely described by the coherence function. The co-

herence function is a time-averaged function. However, the perception of incoherence

over headphones is dynamic and varies as a function of time.

In order to resolve this discrepancy, experiments in Chapters 1 and 2 were per-

formed. Reproducible noise—pairs were generated with a fixed coherence of 0.9922.

It was found that the standard deviation of the variation in the interaural parame-

ters over time varies greatly between individual noise-pairs for narrow bandwidths.

However, the standard deviation of the interaural parameters over time does not vary

much between individual noise-pairs for wide bandwidths. Sets were constructed by

selecting stimuli with the largest and smallest fluctuations in interaural parameters.

It was found that listeners detect incoherence by using fluctuations in interaural phase

and level. Since the fluctuations are similar for only wide band cases, the use of the

coherence function to predict detection seems only appropriate in the case of wide

bandwidths.

Experiments with shorter duration stimuli were used in Chapter 3 to test the

possibility that a coherence function shorter than the duration of the 500-ms stimuli

is used to detect incoherence. It was found that listeners could detect interaural

fluctuations for durations as small as 50 ms for a 14-Hz bandwidth. Similar to the

results of Chapter 1, the detection scores showed significant differences between the

largest fluctuation noise-pairs and the smallest fluctuation noise-pairs, despite the

noise-pairs having a fixed value of coherence. Therefore, listeners do not use a short-

term coherence function. For the sets with 25-ms noise-pairs, listeners began using a

lateralization cue of one or two auditory images.

Chapters 4 and 5 developed a black-box model of incoherence detection by using

models originally presented to describe MLD detection data. It was found that the
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best model added the standard deviation over time Of the IPD and the standard devi-

ation over time of the ILD. These functions of phase and level were added with equal

weight after the interaural parameters were compressed to a lateral position scale.

Envelope weighting and temporal averaging were also included in the model. This

model may support the perception of two lateral images that listeners experienced

for the 25-ms noise-pairs in Chapter 3.

Chapter 6 attempted to use the modeling results to confirm two previous results

from Chapters 4 and 5: 1) listeners can use just phase fluctuations or just level

fluctuations to detect incoherence and 2) listeners track independent IPD and ILD as

a function of time and not a single auditory image made of the combination of the

two interaural parameters. These results were confirmed.

From these experiments, it seems that incoherence is detected by using the inter-

aural phase difference and interaural level difference as calculated from the analytic

signal. The use of these lateralized interaural parameters from the center position

in the head produces the sense of width often associated with incoherence detection.

Before this dissertation, van de Par and Kohlrausch (1999) found that the coher-

ence function wholly describes incoherence detection. The reason for the discrepancy

between experiments is due to the different interpretations of the bandwidth depen-

dence of interaural parameters. Van de Par and Kohlrausch did not find a bandwidth

dependence, whereas there was one found in this dissertation. With respect to other

experiments in the literature, the reason that the coherence function has been used to

describe incoherence detection is possibly due to the stimuli that have been used in

previous experiments. Namely, critical bandwidth noises of about 100 Hz (Koehnke

et al., 1986; Culling et al., 2001) and wide bandwidth noises (Pollack and Trittipoe,

1959a,b; Boehnke et al., 2002) have been used for experiments where individual fea-

tures in the interaural parameters are often too fast to recognize.

The implications of the results in this dissertation are important to MLD experi-
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ments because it is thought that incoherence detection is used to detect out-of-phase

tones in noise (Wilbanks and Whitmore, 1967; Koehnke et al., 1986; Durlach et

al., 1986; Bernstein and Trahiotis, 1992; van de Par and Kohlrausch, 1995). Two

prevalent models to describe MLD data are the EC model and the correlation model.

However, from the results of these incoherence experiments, both of these models

should only be applied to stimuli that have wide bandwidths and similar fluctua-

tions. This is because the EC model and the correlation model are energy-based

models that have no mechanism to analyze interaural parameters over short duration

windows.

Despite all of the progress made in this dissertation to understand incoherence

detection, there is more work to be done. For example, it was found that there is

room for improvement on the modeling of the detection data, especially in the case

of modeling the critical bandwidth data (about 100 Hz wide for a center frequency

of 500 Hz). In addition, there were confusions between monaural envelope fluctua-

tions and interaural fluctuations in Experiments 5 and 10. It would be interesting

to explore how these confusions relate to false alarm rates in single-interval MLD ex-

periments with reproducible stimuli. In addition, some experiments should be done

to explore the effects of changing the center frequency of the noises. For increasing

center frequency, it is expected that listeners will not be able to use interaural phase

differences. This is because the auditory system cannot hear phase differences for

frequencies above about 2 kHz. This type of experiment might give insight into high-

frequency MLD experiment results (e.g. Bernstein and Trahiotis, 1992). In addition,

some experiments should be done to explore the effects of changing the value of coher-

ence (level of mixing) of the noises. Fluctuations should increase dramatically as the

value of the coherence drops to 0. DO the results in this dissertation apply to lower

values of coherence? Lastly, a more sophisticated model than the ones presented in

Chapters 4 and 5 can be applied to the detection data. There has been plenty of
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work done to model firing patterns from the MSO and LSO, the brainstem nuclei

that process interaural parameters (Colburn et al., 1990; Han and Colburn, 1993;

Brughera et al., 1995; Dasika et al., 2005; Zhou and Colburn, 2005). However, in all

of these models, the outputs of the M80 and LSO are never addressed together and

never applied to incoherence detection data. Therefore, the data and results in this

dissertation might help in modeling brainstem nuclei firing patterns.
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APPENDIX A: CONFIDENCE ADJUSTED

SCORES

A.1 HISTORY

The history of incorporating rating methods in binary decision tasks, such as yes-no

(YN) and two-alternative forced-choice (2AFC) tasks, has been studied briefly and

some time ago. The reason to attempt using rating methods in psychophysical tasks

is best expressed by Pollack and Decker (1958): “At first examination, the binary-

decision procedure appears inefficient. Often listeners report that they can make finer

discriminations than the simple yes-no judgment of message acceptance or message

rejection.” Another reason to use rating methods is that the experimenters might

need to extend the usable range of data to avoid ceiling and floor effects. This would

be especially important for experiments with frozen stimuli.

There are at least two distinctly different applications of the theory of signal

detection to rating methods. The first is using a “Type 2” psychophysical task in

which the listener rates the correctness of a previous response. The other is using a

rating of confidence in the listener’s ability to perform the given task. Although the

two rating methods sound similar (and are Often confused for one another), they are

distinctly different in the signal detection analysis.

A.1.1 Type 2 Tasks

An example of a Type 1 psychophysical task is the detection of a signal in noise by

either a YN or 2AFC task. The difference between a Type 1 and Type 2 task, by

definition, is that a Type 2 task rates the correctness of the previous Type 1 task.

This rating must happen after the Type 1 decision; the two tasks cannot happen

simultaneously. Type 2 psychophysical tasks were studied for a short time during the

experiments by Egan and Clark (1956), Egan et al. (1956), and Pollack and Decker
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(1958). These were source-receiver experiments in which the task was to rate the

correctness of the receiver’s response in identifying a word presented over a noisy

channel. It was quickly realized that this task was fundamentally different from the

normal detection of a signal in noise.

Although Type 2 tasks have been used in memory studies, calibration studies,

and perception without awareness studies, a recent article by Glavin et al. (2003)

has shown Type 2 tasks to be potentially very difficult to use in a controlled way.

The major problem occurs when the probability density function (pdf) of the signal

is transformed for the Type 2 task. There is a chance, in fact it is shown that it is

Often preferable, that the pdf of the Type 1 task is transformed to perform the Type

2 task. Because the transformation of the pdf might be unpredictable, it would seem

wise to avoid using a Type 2 psychophysical task unless necessary. This problem was

only realized in hindsight by Pollack and addressed in a letter (Pollack, 1959); this

is probably the reason why the use of Type 2 tasks has been limited for the past 50

years.

The question is whether the methods used in this dissertation qualify as a Type 2

task. Glavin et al. (2003) says, “Another possible confusion could arise if an observer

were asked to give a binary choice between a signal and noise and to follow this with

a rating of confidence that the trial was the signal trial. The fact that the second

decision is a rating and follows a binary Type 1 decision does not make it a Type 2

decision. If the second decision is a rating of confidence in the signal event, rather

than in the correctness of the first decision, then it is a Type 1 rating, no matter

when it occurs.” It is apparent that using a rating system and using the confidence

adjusted scores (CA5) in this study is not akin to performing a Type 2 task.
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A.1.2 Rating Methods

Confidence adjusted scores are clearly not equivalent to Type 2 tasks. Therefore,

the use of theory of signal detection must be applied to the rating methods and

CAS. It is possible to find other derivations in the literature on confidence ratings

and multi-point decision scales. Egan et al. (1959) showed that in a multi-point (6

points), ordinal decision scale in a YN task was consistent with the theory of signal

detection. This was followed up by Schulmann and Mitchell (1965) who showed that

a multi-point rating task could be also be used for a 2AFC task.

Since the task used in these experiments were 2AFC with a confidence rating, it is

consistent with the theory of signal detection. However, in the analysis of the data for

these experiments, the point system used (1 for correct, 2 for correct and sure) is not

necessarily supported by any previous study that is known. Nevertheless, because of

the nature of the experiment, namely the use of frozen-noise pairs, it may be possible

to evaluate the acceptability and effectiveness of using the adOpted point system.

A.2 CAS VS. Pc SCORES

As was stated in the data collection section of Chapter 1, a four-button box was used

in data collection so that the listeners could respond to the correct interval with a

confidence estimate. The buttons from left to right were 2!, 2, 3, and 3!, representing

confident second interval, second interval, third interval, and confident third interval

respectively. Listeners were instructed to use a confident response only if there was no

uncertainty as to which interval was incoherent. The CAS is defined as the number

of times the listener responded correctly plus the number of times that the listener

was confident about the correct response. Since an individual noise-pair was heard

36 times, it was possible for a listener to get a score of 72 if the listener was able to

respond correctly and confidently for all 36 presentations.

In order to test the validity of the CA S, it may be instructive to first observe when
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listeners use confident responses. The scores used were from the entire collection

experiments of Chapters 4 and 5, not the phase and level sets of Chapters 1 and 2.

Figure 92 shows values of CAS vs. PC for the 100 individual noise—pairs from 14-Hz

bandwidth collection of Chapter 1. Likewise, Figure 93 shows the 100 noise-pairs

for 14-Hz collection of Chapter 2, Figure 94 shows the 100 noise-pairs for 108-Hz

collection of Chapter 1, and Figure 95 shows 60 noise-pairs for 136-Hz collections of

Chapter 2.

Figure 92 shows that Listeners M had 39 noise—pairs with scores at the the ceiling

(Pc : 100%). Listener W had 46 noise-pairs with PC = 100%. Listener D also reached

the ceiling for 21 noise-pairs. Listeners D and M tend to start responding confidently

at Pc = 75%. Listener W uses confident responses more sparingly, using them when

PC > 80%. Similar results are seen in Figure 93.

For the 108-Hz bandwidth, Listeners D and M show scores near the ceiling in

Figure 94. Listener W does not have many noise-pairs scores near the ceiling, however,

he is still using the confident responses for the highest values of PC, and thus increasing

the dynamic range of the experiment.

For the 136-Hz bandwidth, Figure 95 shows that the CAS vs. PC values of DY,

E, T, and W are like those of W in Figure 94. The only two listeners that were

common between the 108-Hz collection and the 136-Hz collection were Listeners M

and W. Listeners M and W show that the CAS vs. PC results are alike between

the two bandwidths in number of noise-pairs near Pc = 100% and when confident

responses were used. This result is expected because the difference between these two

bandwidths is small; they are both approximately a critical bandwidth for a center

frequency of 500 Hz.

A comparison across bandwidth shows that the 14—Hz bandwidth task has many

more data points near the ceiling of Pc ..——_. 100% than for the 108-Hz or 136-Hz band-

width task. This can be seen when comparing values of PC in Figures 92 and 93 with
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Figure 93: The values of CAS vs. PC for the 100 noise-pairs of the 14-Hz bandwidth

in Experiment 6 of Chapter 2.
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Figure 94: The values of CAS vs. PC for the 100 noise—pairs of the 108-Hz bandwidth

in Experiment 2 of Chapter 1.
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Figure 95: The values of CAS vs. PC for the 60 noise-pairs of the 136-Hz bandwidth

Experiment 7 in Chapter 2.
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Figures 94 and 95 for common listeners. Therefore, it is easier to detect the incoher-

ence in the 14—Hz bandwidth noise-pairs compared to the wider bandwidth noise-pairs

for the same value of coherence. One of the reasons the CA5 was introduced was

to remove the effects of the ceiling of PC, especially for the 14-Hz bandwidth where

incoherence detection is easiest.

A.3 WEIGHTING

The weight given to the number of confident responses (Neonf) compared to number

of correct responses will now be varied to study the dependency of CAS results to

different weights. The rest of the figures in this appendix show p-values, inter-listener

correlations, and model correlations plotted against the weight of the confident re-

sponses in the equation

CAS 2 Neon + WGight X NC (41)
onf

where Ncorr is the number of correct responses and the weight is on a pseudo-log

scale. Note that Ncorr is equivalent to PC. The weights used were 0 (corresponding

to PC results), 0.25, 0.5, 1 (the weight used throughout the dissertation for the CAS),

2, 4, and 00.

A.3.1 P-values

Since the same noise-pairs were presented to listeners, it is expected that the p-

values should be smallest if all the listeners adopt the same strategy for incoherence

detection. The p-values of a one-tailed t-test were found for PC and CAS values in

phase and level sets in Chapters 1 and 2.

The results of varying the weight for the phase and level set t-tests are seen in

Figures 96—99. Figure 96 shows the p-values for the phase and level sets for the four
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Figure 96: The p-values as a function of weight for an one-tailed t-test. The p-values

are from the phase and level sets of the 14—Hz bandwidth noise-pairs from Experiment

1 in Chapter 1.

listeners of Experiment 1, the 14-Hz bandwidth. The weighting curves are relatively

flat for four of the curves in the vicinity of a weight equal to 1; the other four curves

continue to decrease near 1. In Figure 97, four curves are flat near 1, four curves

decrease, and two curves increase. Figure 98 shows all the curves relatively flat and

near-minimum around a weight of 1. Figure 99 shows mostly fiat curves except one

that continues to decrease (Listener D phase set) and one curve that has a sharp

minimum at 1 (Listener M level set).
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Figure 97: The p—values as a function of weight for an one-tailed t-test. The p-values

are from the phase and level sets of the l4-Hz bandwidth noise-pairs from Experiment

6 in Chapter 2.
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A.3.2 Inter-listener Correlation

Next, average inter-listener correlation (over all the listeners in the experiment) was

plotted as a function of weight.

1. Phase and Level Sets

Figures 100 and 101 shows average inter-listener correlation for the two 14-Hz

experiments. Figure 100 shows both the phase and level sets monotonically increase

with increasing weight. However, the maximum is almost reached in both cases for

a weight equal to 1. This means that the use of Ncorr is not very consistent over

observers relative to Nconf° This is unlike Figure 101 which has a maximum at 0.5

for both the phase and level sets average inter-listener correlation, although a weight

of 1 is almost as good. Note that the correlation is relatively flat for values near

1. Figure 102 shows a maximum at 2 for the phase set and a general increase for

increasing weight for the level set. Figure 103 shows maxima at 1 for both the phase

and level sets.
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Figure 100: The average inter-listener correlation for the phase set and level set in

Experiment 1.
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Figure 102: The average inter-listener correlation for the phase set and level set

in Experiment 2. Note that the vertical scale is the same size as Figure 100, just

translated downward.
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Figure 104: The weight of the confident responses is varied to show the effect on the

average inter-listener correlation for the 14-Hz bandwidth data in Experiment 1. The

function shows a maximum near a value of 1, with relative insensitivity in this region.

The minima of the function are at the extreme weights of 0 (using only PC) and 00

(using only confident).

2. Entire Collection

Now, the average inter-listener correlation was calculated as a function of weight

for the entire collection of 100 noise-pairs that were used in Experiments 1 (14 Hz),

2 (108 Hz), and 6 (14 Hz). The 136-Hz collections in Experiment 7 were also used,

but only 60 of 200 noise-pairs were included.

Figures 104-107 show the results. All four figures show maximum inter-listener

correlation for weights of 0.5 and 1. For the cases where the maximum is 0.5, the

average inter-listener correlation at 1 is near the maximum value.
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Figure 105: The weight of the confident responses is varied to show the effect on the

average inter-listener correlation for the 14-Hz bandwidth data in Experiment 6. The

function shows a maximum near a value of 1, with relative insensitivity in this region.

The minima of the function are at the extreme weights of 0 (using only PC) and 00

(using only confident response). Note that the vertical scale of this figure is the same

size, but translated upward when compared to Figure 104.
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Figure 106: The weight of the confident responses is varied to show the effect on

the average inter-listener correlation for the 108-Hz bandwidth data in Experiment

2. The minima of the function are at the extreme weights of 0 (using only PC) and

00 (using only confident). Note that the vertical scale of this figure is the same size,
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Figure 107: The weight of the confident responses is varied to show the effect on

the average inter-listener correlation for the 136-Hz bandwidth data in Experiment 7.

The function shows a maximum near a value of 1, with relative insensitivity in this

region. The minima of the function are at the extreme weights of 0 (using only PC)

and 00 (using only confident). Note that the vertical scale of this figure is the same
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A.3.3 Modeling Results

The last test to evaluate the validity of the CA5 was performed by remodeling of the

detection data from Chapters 4 and 5. The difference between the previous modeling

of the CAS data and this analysis is the weight of Nconf was varied. The weight of

the Ncon

best model for the 108-Hz and 136-Hz data. Except for varying the weight of the

f was varied for model 1, the best model for the 14-Hz data and nearly the

confident response, the modeling was performed exactly the same as in Chapter 4,

including all the preprocessing and free parameters.

For the 14-Hz data with fixed coherence, Figure 108 shows Tmax for the individual

listeners and for the average of the listener data. It shows that confident responses

are very important to include when modeling the data. The weighting curves increase

for increasing weight and are near the maximum for a weight of l for all the listeners

and averaged data.

For the 14-Hz data with varied coherence, the results are seen in Figure 109. For

Listener M and the averaged data, the value of Tmax increases for weights up to

2 and remains relatively constant for weights of 4 and infinity. Listeners E and W

show a maximum at weights of 0.5 and 2 respectively, although, Tmax decreases very

gradually for higher weights. The importance of using confident responses at this

bandwidth is not surprising as much of the data was near the ceiling for PC, as shown

in Figure 92.

For the 108-Hz data, the results can be seen in Figure 110. Listener M and the

averaged data show a maximum at a weight of 1. Listener D shows a maximum at

0.5. Listener W shows the maximum Tmax at a weight of 00 that is not much larger

than the Tmax at a weight of 1. All the curves are relatively flat in the vicinity of a

weight equal to 1.

For the 136-Hz data, the results can be seen in Figure 111. Three listeners, D,

E, and T show the peak of Tmax at a weight near 1. Listener M shows a monotonic
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Figure 108: The weight of the confident responses is varied to show the effect on the

modeling predictions for model 1 for the 14—Hz bandwidth data with fixed coherence.
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modeling predictions for model 1 for the 14-Hz bandwidth data with varied coherence.
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Figure 110: The weight of the confident responses is varied to show the effect on the

modeling predictions for model 1 for the 108-Hz bandwidth data with fixed coherence.
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the modeling predictions for model 1 for the 136-Hz bandwidth data with varied

coherence.
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increase for increasing weight. This may be expected for Listener M because he was

often at the ceiling for PC is this experiment as can be seen in Figure 95. Listener

W was the opposite of M, showing a monotonic decrease for increasing weight. This

shows that the decision strategy of Listener W was probably non-optimal or that

he was inconsistent when using the confident responses. Although it is not reported

anywhere in this dissertation, Listener W had the most incorrect-confident responses

of all the listeners and had the largest number of runs omitted due to these mistakes

over all the cases. Nevertheless, even with Listener W’s decrease in Tmax for increased

weight of NC the average 136-Hz data shows that the general population has a
0an

maximum in the Tmax function at a weight of 1.

AA DISCUSSION AND CONCLUSION

The results of this analysis are encouraging for several reasons. Of particular merit

are the weighting curves that are mostly concave downward for all of the inter-listener

correlations and modeling correlations. The weighting curves often showed maxima

near a weight of l, which was used as the weight for the CAS in this dissertation. If

the maxima for the weighting curve was not at 1, it was often the case that a weight

of 1 was near the maximum (or minimum, in the case of the t-tests) value and the

curve had a near-zero slope in this vicinity, indicating an insensitivity to the exact

weight chosen for the confident responses.

In conclusion, the validity of using confidence adjusted scores was tested in this

appendix. Given that the use of the CAS is not a Type 2 psychophysical task (even

though this task may be mistaken for one), but rather a multi-point decision scale

that is supported by the theory of signal detection, from a historical standpoint, it

appears using the CAS is a legitimate psychophysical method. Experiments varying

the weight of the confident responses show that a weight of 1 is a near optimum

choice for the weight for this task. Therefore, the psychophysical methods used in
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this dissertation seem valid and justified.
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APPENDIX B: FLUCTUATIONS AS A

FUNCTION OF BANDWIDTH

The mean values and standard deviations of st[A<I>] and st[AL] are given in Figures

6, 15, and 21 for a collection of 100 noise-pairs and bandwidths of 14 Hz, 108 Hz,

and 2394 Hz respectively. It can be seen that as bandwidth increases, the standard

deviation decreases. The purpose of this appendix is to provide more precise values

of the means and standard deviations and to fit a functional form to the variation of

the standard deviation of st[A<I>] and st[AL] as a function of bandwidth.

For each value of bandwidth, 5000 noise-pairs were generated with a fixed value

of coherence 0.9922 as described in Experiments 1—3. These noise-pairs included the

same spectral envelope and temporal windowing as in the experiments. The results

are given in Table 41.

 

BW II(st[A<I>]) p(st[AL]) 0(st[A<I>]) 0(st[AL]) corr

(Hz) (degrees) (dB) (degrees) (dB)
 

     

14 10.78 1.45 6.95 0.77 0.80

108 13.19 1.71 3.40 0.35 0.73

2394 13.56 1.75 1.04 0.12 0.41
 

Table 41: Values of the mean and standard deviation of st[A<I>] and st[AL] for noise-

pairs with three bandwidths: 14 Hz, 108 Hz, and 2394 Hz. Correlation between the

standard deviations is also given. Each value is based on 5000 noise-pairs.

A power regression was used to find the a power law describing the variation of

st[A<I>] and st[AL] as a function of bandwidth. The power regression was of the form

y 2 mm? where the bandwidth is the x-variable and the standard deviation of s¢[A<I>]

or MAL] is the y-variable. The line of best fit was

y = 18.6113'0'37 (42)
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for .9, [AQ] and

y = 1.93cfo'36 (43)

for MAL]. Both fits described over 99% of the variance of the points. Therefore, the

dependence of the fluctuations in IPD and ILD over time vary as approximately the

inverse cubed-root of the bandwidth.
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APPENDIX C: FLUCTUATIONS AS A

FUNCTION OF DURATION

The purpose of this appendix is to provide more precise values of the means and

standard deviations of st[A4>] and st[AL]. Values of the mean and standard deviation

of s¢[A<I>] and s¢[AL] for noise-pairs with three bandwidths: 14 Hz, 108 Hz, and 2394

Hz and four durations: 25 ms, 50 ms, 100 ms, and 500 ms. Correlation between the

standard deviations is also given. Each value is based on 5000 noise-pairs. Differences

between values from Appendix B and Appendix C are due to the different temporal

shaping used for the collections. Appendix B used a 30 ms rise/fall time and Appendix

C used a 10 ms rise/fall time.

 

 

 

 

    

BW Duration II(st[A<I>]) Ii(st[AL]) 0(st[A<I>]) 0(st [AL]) corr

(Hz) (ms) (degrees) (dB) (degrees) (dB)

14 25 4.01 0.46 4.24 0.46 0.75

14 50 5.94 0.77 5.91 0.72 0.80

14 100 8.57 1.15 6.92 0.79 0.78

14 500 12.14 1.60 5.48 0.57 0.73

108 25 10.35 1.38 6.88 0.76 0.79

108 50 11.66 1.54 5.78 0.62 0.73

108 100 12.51 1.64 4.70 0.50 0.72

108 500 13.35 1.73 2.40 0.25 0.69

2394 25 13.30 1.70 3.27 0.34 0.41

2394 50 13.42 1.72 2.30 0.25 0.41

2394 100 13.50 1.74 1.66 0.18 0.41

2394 500 13.58 1.75 0.72 0.08 0.38
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