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Abstract

An Experimental Study of Pressure- and Electroosmotically-Driven Flows

in Microchannels with Surface Modifications

By

Chee Leong Lum

Researchers investigating pressure-driven flows within microchannels have
reported a discrepancy with classical theory. These discrepancies were attributed to
various reasons; notably entrance effects, electroviscous effects, early transition to
turbulence, surface roughness effects, etc. These measurements were all performed
using bulk flow measurement techniques such as pressure drop and flow rate
measurements. To investigate if deviations from classical theory do exist, the friction
factor obtained from the current study was compared to classical theory for
microchannels with a characteristic size of 300um. The determination of the friction
factor in this study differs from other researchers as it is derived from local
measurements of the velocity profile using the Molecular Tagging Velocimetry (MTV)
technique. This is the first time that a local measurement of the velocity profile has
been used to derive the friction factor. Local measurements are advantageous as
entrance effects do not affect it and it does not suffer from the high order dependence
on diameter (D% when relating pressure drop to volume flow rate. The microchannels
used in this study were coated with polymer brushes (HEMA) and octadecyl-
trichlorosilane (OTS) to investigate if the added hydrophobicity of these coatings would
affect the pressure-driven flow.

The second part of this study relates to electroosmotically-driven flows within

microchannels. Electroosmotically-driven flows are of interest as pressure-driven flows



become increasingly ineffective in transporting fluid due to the increase in surface to
volume ratios in smaller microchannels. The electroosmotic velocity’s dependence on
temperature and the applied electric potential was studied using a simultaneous
velocity and temperature measurement technique (Molecular Tagging Velocimetry &
Thermometry, MTV&T). The estimation of the electroosmotic velocity based only on the
Helmholtz-Smoluchowski equation was found to be inadequate due to the presence of
Joule heating and showcases the need for a simultaneous local measurement of both
the velocity and temperature to resolve the flow physics. This local measurement
technique is also used to obtain local zeta potential ({) measurements of the different
surfaces. Zeta potential information is important in designing microfluidic devices to
improve mixing characteristics within microchannels. An added capability of the
measurement technique to reveal zeta potential dependence on temperature is also
presented. To further our understanding of the spatio-temporal evolution of
temperature within the microchannel during electroosmosis, a numerical simulation

(FLUENT) was employed with boundary conditions similar to our experimental studies.
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Chapter 1 Introduction

For many years, researchers involved in the engineering field were focused on
the macro scale as most applications that demanded our attention were macro in size.
The need for a wind tunnel to better simulate real world conditions, for example,
eventually led to the creation of an 80x120 feet wind tunnel at NASA Ames. Other
instances of similar use of macro-sized test facilities can be observed. Biologists and
chemists, on the other hand, are mainly interested in cell structures, chemical
reactions and the like, which operate at micro or even nano-scales. In recent years,
however, miniaturization has become more important for engineers in efforts to build
smaller devices that have a smaller footprint with similar or better characteristics
compared to their macro-sized counterpart. Miniaturization holds many promises but
as yet not fully realized as our understanding of the flow physics within micro scale
structures are not fully developed. One of the obvious advantages of miniaturization is
size. Smaller sized pumps, engines, chemical detectors, etc. utilize space constraints
more efficiently. A miniaturized chemical detector, for example, could in theory be fitted
on a wrist watch and help warmn the user of chemical exposure. Costs could also be
significantly reduced as the use of material decreases. The miniaturization of a heat
transfer device increases the surface to volume ratio available for heat transfer thus
improving the performance of cooling and heating mechanisms. A cooling performance
increase in a small package would benefit the cooling requirements of a personal
computer, for example. These advantages and many more have created a need to fully
understand the physical implications of miniaturization.

Coinciding with this need, this study specifically investigates methodologies
currently used to move fluids within microchannels through experimental study and
comparing with known theories. Biologists and chemists have traditionally used

pressure driven flows within capillaries for analyte separation analyses. Pressure driven



flows, however, cause the separated analytes to spatially spread out or broaden as they
are advected downstream of the capillary for detection due to the presence of shear.
Band broadening of the separated analytes causes a reduced detection sensitivity.
Electroosmotically driven flows (EOF), conversely. do not cause band broadening due to
the uniform flow characteristics across the entire capillary. The surface charge present
on most surfaces, coupled with an ionized fluid (e.g. aqueous solutions of an electrolyte)
within the capillary and an electric field applied parallel to the surface causes EOF to
occur. This technique is essential in capillary electrochromatography (CEC). CEC
combines the advantage of chromatography (separating uncharged analytes possessing
different adsorption characteristics), and separation of charged analytes through
electrophoresis (variation in analyte velocity due to charge differences).

As much as pressure driven flows and EOF have been utilized in biochemistry
and engineering, certain issues related to the flow transport within micro- and nano-
sized channels need to resolved. Researchers over the years have compiled a large
amount of data that showed inconsistencies between experimental results and theory
for pressure driven flows within microchannels. A representative data set for friction
factor was presented by Sharp et. al. (2002) and replotted in Figure 1-1. Agreement with
theory requires that the data in Figure 1-1 have a normalized friction constant of unity.
All the data sets showed large variations from theory except data from Sharp et. al.
(2000). These anomalies were attributed to surface roughness effects, electroviscous
effects, micro-rotational effects of individual fluid molecules, early transition to
turbulence, entrance effects, non-local flow measurement techniques and inaccuracies
in measuring channel dimensions. Coincidentally, the data sets that showed variations
from theory were all acquired with bulk flow measurements like measurement of flow
rates and pressure drops. Data from Sharp et. al. (2000) were acquired using a
combination of pressure drop measurements and a local measurement technique called
Particle Image Velocimetry (PIV) and showed agreement with theory (Reynolds number,

Re: 100-2000). Transition to turbulence was observed at Reynolds number (Re) ~ 2000
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which is consistent with general flow theory. PIV is a measurement technique that uses
particles to track flow movement but care is needed to ensure that the particles used do
not interfere with the flow and that flocculation (coalescing of particles) does not occur.
Above all, it is important that the particles used for flow tracking do indeed follow the
flow field faithfully. Density mismatch with the working fluid or the interaction of the

charged surfaces of the particles with the microchannel could cause errors in the

measurements.
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Figure 1-1. Normalized friction constant plot with data from various researchers. (Sharp
et. al, 2002)

More recently, Brutin et. al. (2003), through pressure drop measurements,
suggested that the observed deviations from classical theory for round glass capillaries
(as large as 530um) in their experiments are due to the fluid's ionic composition and its
interaction with the charged microchannel wall to cause an added viscosity near the

wall. This phenomenon is called electroviscous effects and is known to only affect the



flow field when the electric double layer (EDL) is comparable in height to the
microchannel dimensions (Rice and Whitehead, 1965). This phenomenon will cause an
added viscosity-like effect on the bulk flow, thus causing a deviation from classical
theory. Phares and Smedley (2004), however, stipulated that electroviscous effects do
not affect the flow field for smooth capillaries >100wm in diameter. As the channel size
decreases (<50um), the inconsistencies with theory become more pronounced. Their
measurement range was from a Re of 0.0001-1. Other causes of discrepancies with
classical theory have also been attributed to surface roughness. Phares and Smedley
(2004) measured deviations of up to 17% from classical theory for rough tubes
(roughness values (¢/D, roughness in relative to diameter) of 2% were observed). The
tubings that were used were made of stainless steel and the roughness characteristics
were noticeably higher than that of glass capillaries.

In any experiment, the appropriate use of experimental techniques plays a very
important role in determining its effectiveness. Pressure drop and volume flow rate
measurements are suitable in providing bulk or averaged flow information across the
entire flow setup but entrance effects need to be decoupled from the measurement. An
local measurement technique is thus needed to resolve unambiguously the flow physics
within microchannels.

In this study, an in-situ technique is utilized to determine the velocity and
estimate the wall friction factor. Molecular Tagging Velocimetry (MTV) is a local
measurement technique similar in implementation to PIV but uses “tagged” molecules
instead of particles to track the flow. The utilization of molecules ensures that some of
the constraints (particle density, flocculation, etc.) related to the use of PIV are not
present in MTV. A more detailed discussion of the MTV technique is presented in § 2.5.
Previous work by Maynes et. al. (2002) used the MTV technique to provide mean flow
characteristics within a 0.705 mm circular tube but did not utilize the velocity profiles
to derive friction factor information as is being done in this study. For each set of

experimental conditions, the velocity profile, the pressure drop and the mass flow rate
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were quantified. The velocity profile was measured using the MTV technique but only
the mean velocity information was derived from it. Volume flow rate, however, was
measured by collecting the fluid at the channel exit over a period of time. The two
measurements were compared to determine any discrepancies from theory. These
experiments were performed over a Reynolds number range of 500-2500 and the
friction factor derived from pressure drop measurements showed agreement with the
standard friction factor definition of f=64/Re for a Poiseuille flow in round capillaries. It
is intended in the current study to improve upon the measurements made by Maynes
et. al. (2002) by focusing on smaller channel sizes (300um) where a deviation from
theory (if any) is more likely, lower Reynolds numbers (1-100) and a higher
measurement resolution. Also, the friction factor will be derived from in-situ
measurements of the velocity profile and not bulk flow measurements as in the case of
Maynes et. al (2002) and Sharp et. al. (2000). This is expected to provide higher
accuracy measurements as ambiguities like entrance length issues which are related to
bulk flow measurement techniques are not present.

Maynes et. al. (2002), Sharp, et. al (2000) and our own experiments to date were
all performed using water as the flowing medium but it is worth noting that some of the
data from Figure 1.1 was obtained using non-polar fluids. Non-polar fluids like silicon
oil and kerosene, for example, do not contain ions and their interactions with surfaces
are different from ionic fluids. The difference in molecular forces present in each
material or fluid causes surface tension when two different materials come in contact
(Adamson, et. al. 1997). An example of surface tension is illustrated in the beading of
water droplets into spheres to reduce the surface area exposed to air. Non-polar fluids
have a lower surface tension caused by the absence of ions and any purported
interaction of ions between the fluid and the microchannel as a source of discrepancy in
friction factor (Ren et. al (2001) and Brutin et. al. (2003)) will be a non-issue in this
case. Nevertheless, experimental results from Pfahler et. al. (1990) with N-propanol and

silicone oil as the flowing medium still showed a consistent deviation from theory which
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could be due to other unknown factors or simply an error in measurement. The
discrepancies in the literature clearly indicate that there is a need to resolve some of
these issues.

Another prevalent issue in fluid flow in microchannels is the possibility of slip.
The typical no-slip boundary condition, whereby the fluid flow decelerates to zero
velocity at a solid boundary, holds for macro scales as the shear stress is considerably
lower than that present within microchannels. Navier, in 1823 proposed a slip
boundary condition with the slip velocity proportional to the velocity gradient at a

surface and a proportionality constant, B, as the slip length.
ou
U=p— 1-1
ay

To date, molecular dynamics simulations (Jabbarzadeh, et. al. (1999)) and
experiments (Pit et. al. (2000) and Trethaway, et. al. (2002)) have been performed to
estimate the slip length with varying results. Slip lengths on the order of nanometers to
1 micron have been reported on treated microchannels. Microchannels are typically
treated with octadecyl-trichlorosilane (OTS) to render the channel surface hydrophobic
(hydrophobicity is a tendency for a surface to repel water, hence the term hydro). An
increased hydrophobicity will typically increase slip lengths. Shear stress
measurements by itself do not reveal any information about slip as it is not affected by
its presence. However, the normalization of the shear stress to obtain friction factor
utilizes the mean velocity which increases with the presence of slip. The equations of
motion with slip velocity are derived in Appendix L.

Experimental techniques used to measure slip typically measure the increased
flow rate within a treated microchannel or zoom in on the solid-liquid interface to locally
measure the slip length. The use of bulk flow measuring techniques is usually plagued

with uncertainties as it is difficult to attribute a measured increase in flow rate to be
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due to the presence of slip alone. An increased flow rate could potentially be caused by
a change in channel size, an error in pressure drop measurements, etc. A local
measurement of the slip length on the other hand, although appealing since it removes
any ambiguities associated with bulk flow measurements, is very difficult since it
requires a high resolution measurement technique.

As the dimensions of our flow device become smaller, pressure becomes less
effective in moving fluids. The following expression, showing the relation between Ap

and Q. illustrates this for flow within capillaries.

_1284Q

— 1-2

Ap

where Apis the pressure drop required, Z is the dynamic viscosity, @ is the volume

flow rate and, / and D is the length and diameter of the flow device respectively. The
pressure drop scales inversely with the 4th power of diameter. As the flow device
diameter becomes smaller, the pressure drop needed to move fluid within
microchannels becomes very large. For example, a 10X reduction in diameter requires a
10,000X higher pressure drop to maintain the same volume flow rate. Conversely, EOF
is an elegant way of transporting fluid within microchannels without the need for high
pressure. A byproduct of EOF, however, is heat generation through Joule heating.
Excessive heat generation can affect electroosmotic flow and cause problems with
analysis of separated analytes. To better comprehend the effects of Joule heating,
temperature measurements within the microchannels would be useful. Ross et. al.
(2001) managed to measure whole field temperature distributions within acrylic
microchannels using a temperature dependent emission of a fluorescent dye. The
precision with which the measurements were made were low and the technique did not
take into account the spatial inhomogeneity of the excitation laser nor curvature of the

microchannel. Thomson et. al. (2001), conversely, used a phosphorescent dye whereby



the emission intensity of the dye alone is used to infer the temperature. An
improvement to the techniques used by Thomson et. al. (2001) and Ross et. al. (2001),
as documented in Hu et. al. (2003), will be used for the first time to measure
temperature and velocity simultaneously within microchannels in EOF. The
characterization of both temperature and velocity simultaneously will allow us to draw a
direct consequence of temperature change to velocity change due to physical changes of
the fluid properties. A temperature gradient that develops along the length of the
microchannel as electroosmosis occurs may cause additional errors in measurement of
the electroosmotic velocity for bulk flow measurements.

Another aspect of interest in EOF is the determination of the zeta potential of a
surface. Oftentimes, a surface is coated to change its charge characteristics (to prevent
flocculation of particles, for example). The interaction of the surface coating with the
fluid is not directly known and measurements of the zeta potential of the surface need
to be made. The zeta potential is a characteristic observed from the combination of the
interaction of the surface charge and the fluid characteristics within the channel and is
one of the factors that affect electroosmotic velocity. A typical method for determining
the zeta potential of a microchannel is to observe the movement of a neutral particle
during electroosmosis. The Helmholtz-Smoluchowski equation is then used to calculate
the zeta potential from a measured electroosmotic velocity. The use of particles to
measure zeta potential within a microchannel, however, is cumbersome as the
electrophoretic contribution of the particle has to be taken into account. Sze et. al.
(2003) measured the averaged electroosmotic velocity within a microchannel and in
turn inferred a zeta potential. Through the in-situ measurement capability of the MTV
technique and charge neutrality of the tracers, part of this study addresses the
measurement of zeta potentials of various surfaces. Knowledge of the zeta potential will
help us in designing flow control within microchannels.

The layout of the rest of this thesis is as follows. Chapter 2 describes in detail

the diagnostic techniques and instrumentation used to measure velocity and
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temperature. For velocity measurements, the MTV technique (Gendrich et. al., 1997) is
utilized while for temperature measurements, the phosphorescence characteristics of
the chemicals used for MTV are exploited to yield temperature information (Hu et. al.
(2001). This technique is termed Molecular Tagging Thermometry (MTT). The
experimental setup for both electroosmotic and pressure driven flows is described next
as well as the surface modifications performed on the microchannels. Chapter 3
introduces pressure-driven flows and the various issues pertaining to it with results
and discussions at the end of the chapter. Chapter 4 delves into the intricacies of
electroosmotic flow. The electric double layer and principles of electroosmosis are

initially described followed by the experimental results.



Chapter 2 Experimental Setup & Measurement
Techniques

In this chapter, the various experimental setups needed for experiments in
pressure-driven and electroosmotically-driven flows are described. The optical setup for
MTV and the imaging system are initially presented. Next the construction and surface
modifications of the microchannels are described followed by the flow setup. The

chapter concludes with presentation of the MTV and MTT techniques.

2.1 Optical Setup

The use of MTV in this study warrants the use of a UV laser and a range of
optics to shape the laser beam. Traditionally, a 308nm wavelength laser was used for
tagging of the flow. In this study, however, a different wavelength was used due to beam
focusing issues. This is the first implementation of the MTV technique with a 266nm
wavelength laser. The laser utilized is a Continuum®© Powerlite 9030 running at a
wavelength of 266nm with peak energy levels of 115mdJ/pulse and a repetition rate of
30Hz. The laser beam is circular in shape (~8mm diameter) and has a nearly Gaussian
energy distribution. To ensure a symmetric profile of the laser beam, the laser is usually
firing at high energy levels. However, due to the low energy requirements of these
experiments at micro scales, a large amount of the laser energy has to be removed
before allowing the beam to impinge on the experimental setup. A high energy level is
known to damage the quartz walls of the microchannels and could also cause excessive
bleaching of the MTV chemicals.

The laser energy is initially set to an estimated energy level of 50mJ/pulse. The
laser beam is subsequently passed through a 99.9% beam splitter to reduce the energy
to 0.1%. At 0.1% of the initial energy, the energy per pulse of the laser beam is

estimated at 0.05mdJ/pulse. A spatial filter is added to the optical setup to improve the
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beam quality. Spatial filtering is achieved by two 50mm spherical lens and a pinhole.
Further improvements to the beam quality can be achieved with smaller focal length
lens and a smaller pinhole. Eventually, a 12.7mm focal length lens is used to focus the
beam into a thin line. All optics used were UV grade synthetic fused silica acquired from

CVI Laser LLC with a damage threshold of 10J/cmz2.
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Figure 2-1. Optical setup for experiments

The current setup has been able to create laser lines as thin as 13um (full width at half
maximum, FWHM) although most of the experimental results were obtained with a
25um line width. The minimum line width is not always achievable depending on how
accurately the optics were aligned. At the focal spot size of 13um, the energy density
has increased to 37J/cm? which is beyond the damage threshold of the best UV lenses
(due to the limits of the damage threshold on the anti-reflection coating) and near the
limits of quartz. Through experimentation with the beam energy and the focal spot size,
a realizable working condition is achieved for tagging of the MTV triplex. The optical
setup described is shown in Figure 2-1. The optical setup is common between the

pressure driven and electroosmotic flow experiments.
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2.2 Imaging System

Low light levels of phosphorescent chemicals used here for MTV require the use
of intensified cameras. Two different cameras were utilized. A Xybion ICCD (Xybion
Corp.) camera was used specifically for velocity measurements in the pressure driven
flow studies due to its high gain. The image acquisition rate at full frame (640x480
pixels) is 30Hz. A Mutech M-Vision 1000 PCI Bus Frame Grabber was used to acquire
images to a PC. For simultaneous measurements of electroosmotic velocity and its
corresponding temperature profile, a Dicam Pro (PCO AG) intensified camera was used.
An acquisition rate of 7Hz at full frame (1280x1024 pixels) is achievable. This camera
has the capability of imaging two full frame images (double-shot mode) successively in a
short time frame (as fast as 500ns between 2 frames) and its gain stability makes it
suitable for temperature measurements. Gain stability is an added benefit as the
charging characteristics of the intensifier on the camera does not need to be accounted
for in the temperature measurements. The measurements of gain stability and charging
capability of the camera in the double-shot mode are documented in Appendix C. For
the Xybion ICCD, the two consecutive images required for velocity measurements were
acquired separately under the assumption that the flow field does not change with time.
This is a good assumption since the flow is steady, fully developed and laminar. In an
electroosmotic flow setup, the temperature and velocity changes with time and the pair
of images need to acquired consecutively.

A 10X Mitutoyo (Infinity Corrected M Plan Apo Long Working Distance) objective
was used in all the experimental work presented here. This apochromatic lens is
aberration corrected for red, blue and yellow. It has a working distance of 33.5mm and
a depth of focus of 3.5um with a numerical aperture of 0.28. Since the objective is
infinity corrected, a Mitutoyo tube lens (MT-40) is needed after the objective to focus the
image at the imaging plane of the camera. A distance of 170mm between the tube lens

and the camera is required for the correct magnification of the image. Further details of
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the lens setup are provided in Appendix A. Although the objective is rated at 10X, the
effective magnification observed by the cameras is less due to the optical system within
the camera. An effective magnification of 6.6X was observed for the Dicam Pro and 5.9X
for the Xybion ICCD. The magnification calibration of the camera is provided in
Appendix B.

For synchronization of the Xybion ICCD camera to the laser, the internal timing
of the camera was used as the trigger source while for the Dicam Pro, an external delay
generator was used. Digital delay generators from Stanford Research Systems Inc. (DG-
535) and Berkeley Nucleonics (BNC 555) were used in the setup. The full description of

the various timing and cable connections are provided in Appendix D.

2.3 Microchannels

2.3.1 Channel Construction

The microchannels used for flow measurement are homemade and are
nominally 300um in height, 25.4mm in width and 63.5mm in length. For electroosmotic
flow studies, a 5mm channel width was used instead. The width for EOF was reduced
due to the available electric current used to transport fluid in an electroosmotic
experiment and the length is designed to allow for a sufficient entrance length and other
optical access issues. Beam steering effects and optical distortion due to the curvature
when using capillaries can cause a misrepresentation of the results. This is shown in
Appendix G for a commercial quartz microchannel. Although software techniques can
be used to correct for some of these effects, it is a tedious effort. The microchannels
used in this research are all rectangular channels with flat sides to eliminate any of
these effects.

Molecular tagging techniques usually require an excitation laser to “excite” the

lumophore. In this study, a UV laser is utilized and regular channels made of
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borosilicate or Pyrex absorb part of the energy of the incident laser. This is due to

reduced optical transmission and higher absorption at deep UV wavelengths and

increases the p y of d to the The absorption also reduces the
amount of energy that is available for excitation of the lumophore. Synthetic fused silica
(hereafter referred to as quartz), which has a higher purity than natural fused quartz, is
being used throughout this research as it exhibits high transmission and lower UV
absorption levels. Figure 2-2 illustrates the transmission spectra of the particular type
of quartz (Corning 7980) used in all the channel fabrication. The absorption at 248nm
is listed as 0.2% while at 198nm, the absorption is only 1% for a 10mm thick specimen.
This material exhibits excellent transmission characteristics in the Deep UV (DUV)
range. Since all the microchannels are made of quartz glass thinner than 5mm,

absorption is minimal.

Internal Transmittance: Code 7980 Standard Grade

1500 2000 2500 3000 3500
wavelength [nm]

Figure 2-2 Corning 7980 Transmission Spectra (Corning Inc.)

To make a microchannel, 4 pieces of quartz flats are used. For the top and
bottom walls of the microchannel, quartz flats 1" x 1/8" x 3" (w x h x 1) in size were
used and separated by a gauge block to space out the microchannel height. The gauge
block (Mitutoyo Corporation) has an uncertainty of 60.96nm and is NIST traceable. This
assembly of a gauge block sandwiched between two quartz flats is secured and two

additional quartz flats 6.35 x 1 x 76.2mm (w x h x 1) are glued in place as the side walls.
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The glue used is RTV Silicone. The silicone glue is allowed to cure for 24 hours before
the microchannel is handled.

For the pressure driven flow setup, the microchannels are mated to Plexiglas
adapters which are fitted with hose barbs. The hose barbs are connected with tubing to
the constant head reservoirs or the syringe pump. This is shown in Figure 2-3. The
materials chosen for the setup is known to be inert to the working fluid and the

chemicals slated for use in this research.

Plexiglas adapter
Hose barbs Quartz J
\ channel
Flow . __________ . —
directjon ( --------- .:_-_-%----:_ _________ :

Figure 2-3. Schematic of a completed rectangular quartz channel.

The investigation of electroosmotic flows requires the use of a different setup.
The quartz channels are still used but reservoirs are attached directly to the inlet and

outlet of the channels. The setup is shown in § 2.4.3.

2.3.2 Preconditioning and Surface Modifications

Glass surfaces usually exhibit a negative surface charge when exposed to
aqueous solutions. The adsorption of impurities on the surface, however, creates non-
uniformities in this surface charge. Quartz channels which are untreated have varying
levels of uniformity of surface charge and this can cause experiments to be inconsistent
and surface coatings to be non-uniform. To eradicate this problem, preconditioning of
quartz channels is crucial.

Methods employed by other researchers (Faller et. al., 1999, Raber et. al., 2000,

Dabek-Zlotorzynska et. al., 2001) for preconditioning channels essentially reduces to
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the rinsing of the channels in either an acid or a basic solution for an amount of time,
followed by a rinse in water and a buffer solution. Different methods of pretreatment
were used for detection of different chemicals. The use of hydrochloric acid for
preconditioning, for example, caused problems for detection of certain chemicals as
trace amounts of chloride ions remain in the channel. This resulted in spurious results
due to cross contamination. The method utilized here, since we are not concerned with
cross contamination, involves exposing the microchannels to a 1M solution of NaOH
and 1M solution of HCl separately for 1 hour each and then rinsing with deionized
water. The technique described here is similar to that described in Hau et. al. (2003)
and further details of the chemical reaction that deprotonates the silanol groups are
explained in the paper.

In this study, the microchannels are coated with different surfaces and the flow
physics within these microchannels are then studied. The treated microchannel with a
uniform surface charge is coated with polymer brushes or a hydrophobic monolayer.
Surface modifications with OTS increases the hydrophobicity of quartz channels, while
growing polymer brushes modifies the surface charge and the morphology of the quartz
channels. These surface modifications can affect the flow field within channels and it is
these affects that would be studied in this research. The OTS monolayer is typically
prepared by immersing the channel within a 2mM solution of OTS in dicylcohexyl for a
few hours. The channels are then rinsed with chloroform and dried. The channel is
baked at 100°C overnight to crosslink the OTS molecules to form a robust layer. The
polymer brush derivatization on a silicon surface is complicated and involves many
steps and the details are provided in Huang et. al. (2002) and Kim et. al. (2000). A brief
description of the technique is provided in Appendix I. All surface modified channels
used in this research were made by Dr. Matt Miller at the Department of Chemistry at
Michigan State University.

Surface characteristics of channels are expected to affect the flow field due to a

change of zeta potential. The flow may exhibit a higher flow rate or a deviation from
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standard fully developed flow profiles under different surface conditions. Hydrophobicity
is the tendency for a surface to repel fluid due to surface tension. Material that has a
tendency to attract fluid and causes a blob of water to spread out when placed on the
surface is considered hydrophilic while the opposite is true for hydrophobic surfaces.

Figure 2-4 below shows the relative surface tension of the polymer brush coating
compared to the OTS-coated and uncoated quartz. These images show that the OTS
treated surface exhibited the highest surface tension while an untreated quartz surface
is more hydrophilic than quartz treated with polymer brushes. The polymer brushes

can be grown to increase or decrease the hydrophobicity of the surface.

Uncoated quartz Surface Quartz coated with OTS-coated Surface
polymer brushes (hydrophobic surface)

Figure 2-4. Comparison of hydrophobicity between uncoated, polymer brushes
and OTS coated quartz surfaces (liquid used is water).

The use of the MTV technique requires the use of a high energy laser to tag the fluid
within the channel. The amount of energy used to tag the fluid may also ablate the
surface modifications performed on the quartz surfaces. This is a concern if the treated

surface is damaged due to the tagging laser. The typical beam size (diameter) currently

used is appr ly 25um, down from an original beam size of approximately
8mm. This translates to an energy density of ~10J/cm2. Tests with a 100mdJ/pulse
laser with an energy density of ~0.2 J/cm? did not indicate any damage to the polymer
brushes coating. Considering that 9000 pulses of the laser beam irradiated the sample,

this energy density is deemed sufficient to investigate the possible damage on the
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coatings. The following figure illustrates a scanning electron microscope (SEM) image of

the quartz channel coated with polymer brushes before and after laser irradiation.

Before Laser Irradiation After Laser Irradiation

Figure 2-5. Scanning electron microscope (SEM) images of polymer brushes before and
after laser irradiation (after ~9000 laser pulses).

2.3.3 Surface Roughness Measurements

Surface roughness of the various surfaces used in this work is quantified with
atomic force microscopy (AFM) scans. All the scans were performed at the W.M. Keck
Microfabrication Facility (Michigan State University) with the assistance of Dr. Baokang
Bi. A Dimension 3100 Scanning Probe Microscope (SPM) with an active AFM probe
(Veeco Instruments Inc.) was used in the measurements. Three circular quartz samples
(1 inch diameter); one coated with OTS, one with polymer brushes (hereafter referred to
as HEMA) and one left uncoated were scanned. Figure 2-6, Figure 2-7 and Figure 2-8
illustrate the surface scans of the various surfaces and their corresponding roughness
values. The uncoated quartz surface illustrated in Figure 2-6 has a relatively low
surface roughness at 0.87nm. The surface roughness values are presented in Table 2-1.
Relative roughness values are usually quoted relative to the characteristic length of the
microchannel. For round capillaries, the diameter is used but in this case, the 300pum

height (H) or the hydraulic diameter (Dy) can be used interchangeably.
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Figure 2-6. AFM scan of uncoated quartz
Surface Relative Relative
Surface roughness, €/H|roughness, €/Dy
Roughness (nm)| a 0;,) (109
Quartz 0.8705 29 1.47
OTS 4.743 15.81 7.99
HEMA 5.949 19.83 10.03

Table 2-1. Surface roughness values for various surfaces
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Figure 2-7. AFM scan of OTS coated quartz.
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Figure 2-8 AFM Scan of HEMA Coated Quartz
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From the figure, the roughness in the HEMA coated quartz is of a lower spatial
frequency than the OTS coated quartz although the roughness values are higher. The
high frequency roughness displayed in OTS coated quartz may be the reason slip occurs
due to a higher probability of trapped bubbles and the reduction in contact between the
moving fluid and the microchannel surface. Even with the different coatings (OTS and
HEMA), the roughness values are about 3 orders of magnitude lower than that
measured by Phares and Smedley (2004). Thus the experimental results presented in

this work can be considered to be in the limit of a smooth surface.

2.4 Flow Setup

2.4.1 Pressure-Driven Flows

The first experimental setup was initially created to provide for very accurate
control of flow rates with minimum costs. Two constant head reservoirs were placed at
the inlet and outlet of the microchannel and the vertical traverse of one of these
reservoirs would vary the pressure drop across the microchannel. This setup is shown
in Figure 2-9. The reservoirs were each made of Plexiglas and connected to the quartz
microchannel assembly through Teflon tubing. For each reservoir, a pump is used to
continuously provide an overflow to maintain a constant head on each end of the
microchannel. The overflow from the two reservoirs is channeled into a larger reservoir.
Some of the data presented in this study were obtained with this experimental setup.
One disadvantage to varying the pressure gradient with this technique is the large
range of height needed to create different flow rates (the velocity is proportional to the

square root of height).
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Figure 2-9 Experimental Setup for Pressure Driven Flow (side view, x-z plane)

To circumvent this difficulty while still maintaining flow rate accuracy, a syringe
pump (Harvard Apparatus pHD 22/2000) is utilized to provide a larger range of flow
rates. The syringe pump is rated with an accuracy of + 0.35% of the reading with a
reproducibility of 0.05% and a minimum achievable flow rate of 0.0001uL/hour. For the
flow rates in this study (0-310mm/s peak velocity), the syringe pump causes a

maximum fluctuation of only + 0.35ml/s.

p Quartz Channel
(Aspect Ratio=84.6)
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Syringe pump Side View of Channel

Figure 2-10. Setup for Pressure Driven Flows with Syringe Pump (x-z Plane)

The syringe pump is initially preloaded with the phosphorescent triplex solution before
the start of an experiment. The syringe pump is preprogrammed for a particular flow

rate and a given time for any flow transients to dampen out before the start of any
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experiments. At the other end of the experimental setup (Figure 2-10), the flow
discharges into a beaker. The syringe used is a 100ml stainless steel syringe which is
refilled from a beaker after each run. In both experimental setups, care is taken to
ensure that while the microchannel is filled, no bubbles are trapped. Any trapped
bubbles could potentially cause the flow field to be affected. An illustration of the

general experimental setup for pressure-driven flows is provided in Figure 2-11.

View of test
section : enlarged

Figure 2-11 Illustration of test section (syringe pump setup)

Interrogation region y

10x objective — > @

Figure 2-12 Schematic of experimental interrogation location (top view, x-y plane)
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All the measurements were performed near the edge of the side walls (-11.2 <y <
-9.7mm, -5mm < x < 5mm) where the signal to noise of the acquired images is better
compared to the center of the channel. The determination of the interrogation region is
based on calculations of the entrance length and the analytical solution of the flow field
within a rectangular microchannel at the x and y location selected for the experiments.
The velocity profile and its corresponding shear stress are found to be insensitive
towards changes in Y-axis locations (only in the region of -12.2mm < y < 12.2mm in the
microchannel). An illustration of the interrogation region is provided in Figure 2-12. All
measurements were performed in the range of 1.5-3mm away from the wall (y-axis) in

the center of the microchannel (-5mm < x < 5Smm).

2.4.2 Entrance Length

The analytical results used to compare with the experiments are computed for
the fully-developed region. For any duct flow experiments, it is important to establish
the entrance length to obtain the propagation length of inviscid behavior. This is
important so that the interrogation region for any experiments is in the fully-developed
region. For micro scaled flows, however, the characteristic lengths involved are much
smaller than macro scaled flows and it is expected that the entrance length be short.

This is estimated by the following equation (White, 1991).

I, =0.04* H * Re, 2-1

where [k is the entrance length, H is the characteristic height of the microchannel and
the Reynolds number is based on the characteristic height. For the maximum Reynolds
number considered in this study, the entrance length for a 2-D microchannel is < Imm.
For our experiments, the measurement location is in the region of x = +5mm which is

well beyond the entrance region.
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2.4.3 Electroosmotic Flow Setup

Two Plexiglas cylinders with a diameter of 84mm were used as reservoirs and
mated to the microchannel. The large diameter of the reservoirs was needed to minimize
the formation of an elevation head which would cause a pressure gradient to
contaminate the electroosmotic flow field. The consideration of this problem is outlined
in Appendix E. Platinum wires were placed in each cylindrical reservoir near the
channel inlet and outlet to act as electrodes. A high voltage potential is applied across
these electrodes. A schematic of the electroosmotic flow setup is illustrated in Figure
2-13. The fluid used as the flowing medium is the phosphorescent chemical mix added
with sodium phosphate as an electrolyte and buffer. More details on the use of sodium
phosphate are discussed later.

A Wavetek Programmable Function Generator (Model 275) was used to provide a
DC signal to a high voltage DC amplifier (Trek Model 609C-6) which amplifies the input
by 1000x before applying it to the electrodes. This creates an electric potential across
the length of the microchannel needed for electroosmosis. The high voltage setup fixes
the voltage but the electric current may vary due to changes in conductivity of the fluid
within the microchannel. The actual current is monitored during the experiment by
measuring the voltage drop across the inline resistor as shown in Figure 2-14.

For the setup shown in Figure 2-14, the resistor contributes to the overall
current of the circuit. Experiments with a voltage of 2000V have yielded a current of
2mA. This essentially indicates a resistance of 1MQ present in the fluid circuit through
Ohm's Law. At this resistance level, the relative perturbation error (RPE) of the added
resistor is computed and shown in equation 2-2. This level of perturbation will only
increase the current within the circuit by 0.328%. For the range of voltages (560V-
1963V) and current (0.5-2mA) in this experiment, the perturbation error from the

current monitoring resistor is negligible.
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Figure 2-14. Current measurement setup
% RPE = — =L x100 = 328% x100 = 0.328% 2-2
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2.5 Molecular Tagging Velocimetry

Molecular Tagging Velocimetry (MTV) is an optical technique for obtaining whole
field velocity information in a plane. The current implementation of the technique is
based on excitation of long lifetime molecular tracers that phosphoresces, flowing
within the experiment of interest, by a laser at a suitable wavelength. These molecular
tracers move with the flow and continue to emit light after the laser is turned off. The
tracking of these tracers would then yield velocity information.

The long lifetime tracers used in this implementation of MTV is a

phosphorescent chemical triplex, 1-BrNp-MSCD-ROH , with typical molar

concentrations of 1x104M Maltosyl-B-cyclodextrin, 0.055M neopenthanol and a
saturated amount of 1-bromonaphtalene (approx 1x10-5 M). Figure 2-15 illustrates the
schematic of the chemical configuration that allows the tracer to achieve long
phosphorescent lifetimes (The particular capping alcohol used in this figure is tert-

butyl).

(9 ns)

Figure 2-15 Chemical structure of Phosphorescent Supramolecule used here for MTV

Bromonaphtalene is the chemical that luminesces upon excitation by a UV

laser. This chemical goes into the “cup” structure of cyclodextrin in a dynamic way and
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while it is interspersed within cyclodextrin, cyclohexanol attaches to the “lip” of the
“cup”. The capping efficiency of cyclohexanol determines the degree of oxygen
quenching. As oxygen, among others, quenches the phosphorescence emission of the
chemical, a reduction in quenching causes an increase in lifetime of the emission.
Figure A in Figure 2-15 illustrates the reduced lifetime (9ns) when dissolved oxygen is
allowed to enter the “cup” structure of cyclodextrin. Figure B illustrates how alcohol
attaches to the “lip” of the “cup” to shield bromonaphtalene from being quenched by
oxygen to yield a resultant increase in lifetime to 5ms. The addition of these chemicals
to water, due to the low concentration used, does not affect the general characteristics
of water as the viscosity and density of water remains the same.

These long lifetime tracers are “excited” to a higher quantum state by an
ultraviolet laser and the subsequent decay to a lower state produces emission in the
visible wavelength. Typically, a pulsed laser (20ns or less pulse width) in the UV
wavelength range is used to “tag” or “excite” the molecules in the region of interest.
These “tagged” molecules are imaged at two successive instances, one right after the
laser pulse and the second within the lifetime of the emission.

The delay time between the two images is dependent on the signal level of the
intensified camera and the time required for a sufficient amount of pixel displacement
between the tagged lines. The pair of images is then correlated to obtain velocity
information. The measured Lagrangian displacement vector provides the estimate of the
velocity vector. In Figure 2-16, two sets of laser lines were aligned orthogonally and
used to excite the chemicals to form a grid pattern of “tagged” fluid.

The MTV technique has been continuously varied based on the nature of the
problem involved to suit the application at hand. Single line tagging is by far the easiest
implementation of MTV. This method provides a single component of velocity within the
flow field. The drawback to this method is that knowledge of the flow field is needed a
priori as single line tagging can only resolve 1 component of velocity perpendicular to

the tagged line. For example, single line tagging was applied to the measurement of the
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initial velocity within a plume during a solidification process due to its unidirectional

velocity field (Figure 2-17).

[ 9
|

Tagged regions imaged Tagged regions The velocity field derived using
right after the laser pulse imaged 8 ms later a spatial correlation procedure

Figure 2-16 : Typical MTV image pairs and the corresponding correlated velocity vector
field. (Gendrich, et. al., 1997) After 8ms, the tagged regions are imaged again to yield a
distorted image due to the velocity of the fluid. Correlation of these images resulted in a
velocity vector field as shown in the last image.

[

Figure 2-17. Image of plume during uni-directional solidification
(red line indicates single component velocity profile, Lum et. al., 2001)
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Laser line tagging, as illustrated in Figure 2-16, is commonly used to obtain 2
components of velocity in a plane and has been applied to the measurement of velocity
very near the surface of a stalling airfoil (Gendrich, 1998), among others. In this same
multi-line configuration, images obtained from a pair of cameras aligned at an angle
with respect to the tagged line allow us to obtain the 34 component of velocity in the
out of plane direction. This technique, called stereoscopic imaging, was recently applied
to the study of the 3-dimensional structure of a concentrated line vortex array (Bohl et.
al., 2001). Detailed discussions of the planar 2-D technique applied to various flows are
provided in Koochesfahani et. al. (1996), Gendrich and Koochesfahani (1996), Gendrich
et. al. (1997) and Koochesfahani (1999).

In this research, single line tagging is utilized as it is expected that the flow field
within microchannels would be unidirectional and fully developed. The assumption of
fully developed flow is acceptable within microchannels as long as the interrogation
region is sufficiently downstream of the channel inlet to avoid any entrance length
issues. Only one component of velocity is needed to resolve the flow physics under these
conditions. Flows within microchannels with recirculating features, however, would
require the use of 2-component MTV.

The reduced area of laser illumination and the imaged field of view causes the
amount of light collected by the imaging system to decrease compared to macro-scaled
flows. The lower amount of light limits the delay between the two images needed for
detection of slow moving flows. Neopenthanol is used to replace cyclohexanol (typically
used due to its low cost) as the capping efficiency of neopenthanol is higher and causes
a further reduction in oxygen quenching resulting in a higher emission. The relative
intensity of phosphorescence emission by using neopenthanol compared to
cyclohexanol and other available alcohols is provided in Figure 2-18. The use of a
different laser wavelength in this study (266nm) compared to the typical 308nm
wavelength also improves the absorption of the MTV chemicals which in turn should

help increase the phosphorescence emission. Figure 2-19 illustrates the relative
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absorption spectra of bromonaphtalene at different wavelengths. The relative absorption

at 266nm is 7 times higher than at 308nm.

utanol

cyclohexanol b GRS

Phosphorescence Emission (relative intensity)
3

0 0.025 0.050 0.075 0.100 0.125 0.150
Alcohol Concentration, M

Figure 2-18. Total phosphorescence emission from 1-BrNp.GB-CD.ROH for three
different types of alcohol at fixed concentrations of 1-BrNP and GB-CD and
at 308nm wavelength laser excitation. (Plotted from Gendrich et. al., 1997)
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Figure 2-19. Spectraphotometer Scan of Relative Absorption of Bromonapthalene
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2.5.1 Velocity Correlation Technique

Previous procedures for correlating a single tagged line (Lum et. al., 2001)
utilized a peak detection algorithm. At the peak, a 2n order fit is used to obtain
subpixel accuracy of the measured displacement. The use of a peak detection algorithm,
although simple in implementation, is vulnerable to noise contamination. Sharp noise
spikes may affect the detection of the true line center and a high signal to noise is
required to obtain accurate results. A higher order fit may also be necessary whenever
the line profile does not appear to be Gaussian. In the current research, the accuracy of
the single line velocity correlation technique was improved upon by using a spatial
correlation technique and a 7th order polynomial fit to locate the center of the displaced
lines. This is the 1-D implementation of the original 2-D correlation technique used for
processing 2-component MTV data (Gendrich et. al., 1997)

The image pair obtained from the MTV technique, one imaged right after the
laser pulsed and the other after a given delay, is spatially correlated, row by row, to give
velocity profile information. Each row of pixel from each image is extracted and a
convolution procedure applied to obtain the position of highest spatial correlation
coefficient. The spatially correlated peak is fitted with a 7th order polynomial to obtain
subpixel position accuracy. The spatial correlation technique is more impervious to
noise spikes in the tagging line and would provide a better control on the accuracy of
the correlations. The correlation program was written in Labview due to its friendly
graphical user interface (GUI) and flexibility. The program was written to accommodate
correlation of the whole image, or regions of interest only, in order to reduce processing
time. The correlation data set is exported to a text file and subsequently read into a
plotting program for data analysis. A description of the source code and the graphical
user interface is provided in Appendix H.

The program was tested with images of known signal to noise ratios to determine

the accuracy of the correlation procedure. Typical results yielded a displacement RMS
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of < 0.1pixels. Figure 2-20 illustrates the RMS from the correlation of single tagged lines

with different signal to noise (S/N) ratios at different line thicknesses.
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Figure 2-20. Uncertainties of correlated single tagged lines at different signal to noise
ratios and line widths (full width at 1/e2).

2.5.2 Taylor Dispersion

Taylor dispersion can be induced by a combination of molecular diffusion and flow
convection and is a phenomena that manifests itself in this study by broadening the
tagged fluid. In a capillary, a dispersion coefficient is used to describe the extent of
dispersion and is given to be proportional to the ratio of the axial convection to the
radial molecular diffusion. This effectively represents the rate at which material spreads
out axially in the system. For MTV experiments, if broadening of the tagged fluid occurs,
the signal to noise ratio could decrease in the delayed image and may cause a higher
RMS error in the correlation. Thus it is of interest to estimate the level of dispersion.

At the small time scales utilized in this study, however (which usually translates to
low convective velocities), dispersion is dominated by molecular diffusion only and the

convective velocity is not an issue. Longer time scales would cause the convective term
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to dominate. The effects of diffusion can be estimated by calculating the broadening of

the tagged line over time. This is represented by equation 2-3. (Miles et. al. 2000)

* = 0,% + 81n(2)DAt 2-3

where @ is the resultant thickness of the line. ao is the original width of the tagged line,
D is the diffusion coefficient and At is the time delay across which the broadening is
calculated for. For a representative diffusion coefficient of 5x10-¢ cm2/s (fluorescein), a
line width, a, of 25um and a delay time, A4t, of 4ms, the eventual line width becomes
25.22um. Thus a negligible amount of broadening is brought upon by molecular

diffusion.

Figure 2-21 Undelayed (left) and delayed (right) images with line profiles drawn across
the center of the image for electroosmotic flow

To further investigate the effects of dispersion, a line profile is drawn across an
undelayed and a delayed image (average of 30 images) and is shown in Figure 2-21 and
Figure 2-22. Again, the results illustrate that over a timescale of 4ms, the broadening of

the tagged line is negligible.

34



1.00 fw
usf 4

B - -0 Delayed image
60— —@ Undelayed Image

)
s

z
[7]
g &
€ 050 &
©
© &
€
5 ]
Z 025
0 2 . _ g 2
0 20 40 60 80 100

Spatial Location (pixels)

Figure 2-22 Comparison of line profile for undelayed and delayed images.

2.6 Molecular Tagging Thermometry

The original implementation (Thomson et. al., 2001) of Molecular Tagging
Thermometry (MTT) was based on the intensity decay of the phosphorescent emission of
the tagged molecules. This, however, could not correct for non-uniformities of the laser
beam which could introduce errors into the measurement. Hu et. al. (2003) improved
upon this technique by relying on the temperature dependence of the phosphorescence
lifetime of the triplex instead. Through a ratiometric method, any non-uniformities of
the laser beam or background are corrected for. The lifetime of the phosphorescent
triplex are calibrated and is used to provide temperature information.

For a typical MTV application, the laser is used to create a 2-dimensional grid
pattern and two images are taken in quick succession. These images are spatially

correlated to obtain velocity information. The same images can yield temperature
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information since the lifetime can be calculated from knowing the emission intensity
decrease at a spatial location at two different times.
According to quantum theory, the emission decay of first-order

photoluminescence is exponentially based. This is expressed by the following equation.
Tem =Iget/? 2-4

where t is the time constant used to define a 37% drop from the initial intensity
or the emission lifetime, L and L is the emitted intensity. The region of interest S, and

S2 in Figure 2-23 represents an area averaged to yield temperature information.

Initial tagged region

Channel
wall

Intensity, I

First Image, S

Second Image, Sz

! 300um
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Tagged region 9ms later

Figure 2-23 Exponential decay of phosphorescence intensity
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The phosphorescence emission decays exponentially and is depicted in the plot. It turns
out that the division of the intensity integrals at these two instances in time only
depends on the time delay between images and the phosphorescence lifetime. This is
shown in equation 2-5. Note that it is important to integrate the intensity of the same

molecules in both images for this relation to be true.

where At is the time delay between the two images. For the current work, both
undelayed and delayed images have the same exposure times to yield equation 2-5. The
exposure times can be set differently to increase the dynamic range of the
measurements.

This method, coupled with the calibrated phosphorescence dependence on
temperature, will give us temperature profile information along the tagged laser lines.
This temperature field is obtained simultaneously with velocity field information. Since
the chemicals used by Hu and Koochesfahani (2004) are slightly different from that
used in this research (difference in the alcohol used) a recalibration of the chemical
lifetime dependence on temperature was performed.Using the double shot feature of the
Dicam Pro (PCO AG) camera, the lifetime variation with temperature was measured and
illustrated in Figure 2-24. When the calibration results for the two different chemicals
were normalized at the same temperature, the data points showed slight differences
accentuated at lower temperatures due to less sensitivity of the technique at lower
temperatures (Hu et. al. (2005)). To apply the technique during an experiment, the
initial temperature of the fluid is recorded with a thermocouple. This gives a reference
point for the measured lifetime at room temperature which is used to fit to the
calibration curve to obtain temperature information. Another important aspect in
implementing MTT is background correction of the images. Since the technique is based

on intensity, any spurious contribution from the background could cause errors in the
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measurements. All the measurements performed in this study were background

corrected to avoid this error.

2.0 v v
] Neopenthanol MTV Mix (Trial 2)
1.8} o Neopenthanol MTV Mix (Trial 1)
3rd Order Fit
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Normalized lifetime (‘t/‘taooc)
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Figure 2-24. Normalized lifetime of both chemicals
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Chapter 3 Pressure-Driven Flows

The solution for pressure driven flows within round capillaries are well-known
and available in most fluid mechanics textbooks. In this chapter, the equations of
motion for capillary flows are initially introduced and contrasted to the series solution
for rectangular channels. The three-dimensional velocity profile for a rectangular
channel is numerically computed to illustrate the differences. A measure of deviation
from classical theory is the friction factor and this is computed for comparison with
other researchers. The derivation of the friction factor for rectangular channels is
presented along with the required experimental measurements to obtain the normalized
friction factor. The “Results and Discussion” section first explores the errors involved in
pressure drop measurements due to uncertainties in the channel dimensions and
moves on to presenting the experimental results used to calculate the friction factor for
uncoated, OTS or HEMA-coated microchannels. The friction factor results are then
compared with theory and results from other researchers. Other factors that could

affect the friction factor are also presented.

3.1 Equations of Motion

The exact solution for a fully-developed pressure driven laminar flow within a
capillary (i.e. Poiseuille flow) is well known. The Navier-Stokes equations in combination
with the conservation of mass equation, fully characterizes the flow of incompressible
Newtonian fluids. The full Navier-Stokes equation in cylindrical polar coordinates can

be written as follows, using (ur, us, wJ) as the three components of velocity.
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where p is density, t is time and p is pressure. Equations 3-1, 3-2 and 3-3 are
representations of the Navier Stokes equations along the different axes. For a steady,
incompressible, fully-developed laminar flow within capillaries, the velocity profile is
characterized by an exact solution to the Navier-Stokes equations. Under these

conditions, the three equations of motion simplify to

ap
0=-—/— -4
or 3
0--12% 3-5
r 06
__ % 119 iﬂ)
0= ax+“{r ar[r or 3-6
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Integrating Equation 3-6 results in a paraboloid velocity distribution

where R is the radius of the capillary. Physically, the velocity distribution within a
capillary is a paraboloid and the volume flow rate is given by

R
Q=2zrj'uxrdr 3-8
0

In order to obtain a relationship between volume flow rate, Q, and pressure gradient,

Equation 3-8 is integrated to give

_a' ( op
9= 1284 (_ axj 3-9

Note that flow rate scales with the 4t power of diameter. This condition has a
significant impact on the accuracy of measurements of friction factor using bulk flow
measurement techniques. An uncertainty of 2% in determination of the diameter, D,
results in an uncertainty of 8% in the flow rate.

The fully-developed flow within a rectangular channel is also based on the

solution of the Poisson's equation (Vzu x = Y u(dp/dox) but its solution is complicated by

the geometry. This is provided in the form of a series solution. The series solution is
depicted in the following equation for a rectangular section: -a <y <a, -b<z <b.

(White, 1991).

cosh(izb / 2a) 3

2 oo . . .
ey, 2) = 16a (_ (_12) Z - 1)(1_1)/2[1 _ coshlizz /?a)] cosliny /2a) 3.10
i
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Figure 3-2. Schematic of channel geometry

where u(y,2) is the velocity profile within the rectangular channel, a and b are the half
width and half height respectively, dp/dx is the pressure gradient along a specified
length of the channel and u is the dynamic viscosity. Integration of this equation over

the channel cross section yields the overall volume flow rate equation.

Q 3-11

_ 4ba3( dp) |_192a i tanh(izb / 2a)
- Tdx )l 5y 5
B\ d) by 35,

At any given y-location, the mean velocity is needed for comparison of the experimental

results to theory. This is given in the following equation by integrating equation 3-10 in

the z-axis.
_ 32a2( dp) <« (i-1)/2(, _ 2asinh(irb/2a)) cos(iny / 2a)
ux(y) = -—= (-1) b- 3-12
T ( dx)t=l,23:.5.. ( i” ) 3
3.2 Friction Factor

Friction factor is a non-dimensionalized representation of wall shear stress. For
any viscous fluid flow, once the flow is fully developed (i.e. no acceleration), the shear
stress counterbalances the pressure force. The shear stress for incompressible

Newtonian fluids is linearly related to the rate of deformation and can be expressed in
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Cartesian coordinates (refer to Figure 3-2 for axes designation) as shown in the

following equations.
oy auy
xy =Tyx =4 [ u | ax 3-13
auy 9
y A duz
Tyz =7 -
yz =tzy = ”(az ay] 3-14

) d
fox = tag = 5+ 2 315

where yx is the dynamic viscosity, u., uy and u. are velocity components in the x, y and
z directions respectively. For a fully-developed flow within a rectangular duct, equations

3-13. 3-14 and 3-15 simplify to

It will be shown later that only 7,, needs to be considered as the experimental data

were obtained in the central region of the microchannel. The friction factor or

sometimes referred to as the Fanning friction factor is defined as a normalized shear

stress in Equation 3-17.

Iwall
}{zl’ux 3-17

where u, is taken to be the local mean velocity at any given x-z plane in our

measurements. For laminar round capillary flows, it can be shown that the Darcy
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friction factor is defined by f=64/Re (the Fanning friction factor, C;, only differs from the

Darcy friction factor, f, by a factor of 4).
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Figure 3-3. Fanning friction factor for different geometries
(White, 1991; data from Shah and London, 1978)

The Fanning friction factor for various geometries are shown in Figure 3-3 where b/a is
the aspect ratio and Re is based on the hydraulic diameter. For a rectangular channel,
as the aspect ratio increases, the ratio b/a decreases and approaches a strictly 2-D flow

with a C; shown in Equation 3-18.

f== 3-18
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To calculate the friction factor for a rectangular channel with a different aspect
ratio, the series solution needs to be employed. The derivative of Equation 3-10,

evaluated at the wall gives

dux. _ﬁ_ill) SIS i-1)/2[ . ,Er_]coS(iﬂy/2a)
U ( > tanh(irb /2a)* - =3 319

Substitution into Equation 3-17 yields the friction factor at the wall for a given x-z

plane for rectangular channels with an arbitrary aspect ratio.

Crly= (%J

(- 1=/ 2[tanh(iﬂb /2a)* %]C—"—S—(—"'—y—i—z‘i) 3-20
=135

13

Investigation of flow physics and friction factor within microchannels are
typically performed through the determination of the overall volume flow rate, Q. and
pressure drop (Ap) measured across the length of the entire microchannel. Equation
3-18 is used to represent the theoretical friction factor with the Reynolds number
derived from the volume flow rate measurements. Equation 3-21 is typically used by
other researchers to derive the experimental friction factor from pressure drop and flow

rate measurements, where l and D represents the length and hydraulic diameter of the

channel respectively, p is density of the fluid and U is the mean velocity averaged over

the entire cross section of the microchannel.

rr 2
Ap = f’ ”U 3-21

One major drawback to using the pressure drop to measure friction factor, apart
from measuring bulk flow quantities, is the difficulty in accounting for the contribution

of entrance effects (multiple experiments have to be performed to estimate the
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contribution of entrance effects for a particular channel geometry). Recall that entrance
effects cause a higher pressure drop to occur. Also, as noted previously (Equation 3-9),
the D* dependence of volume flow rate, Q, could cause significant errors in the
measurement of bulk flow quantities due to uncertainties in knowing the actual value of
D (errors as large as 20% in friction factor due to a 5% uncertainty in channel
dimensions). The combination of all these factors has motivated the current in-situ
measurements for friction factor. In this study, the MTV technique is utilized to obtain
local measurements of friction factor within a rectangular quartz microchannel with a
nominal height of 300um. The ability of the technique to measure spatially resolved
velocity profiles across the height of the microchannel result in the determination of the
local friction factor.

The measured experimental friction factor (equation 3-17) is then compared with
the theoretical friction factor (equation 3-20) to illustrate any deviations from classical

theory. This is illustrated in Equation 3-22 where the pressure drop, dp/dx. is

substituted with the experimental mean velocity (equation 3-12).

i - 1)(1-1)/2(,,_ 2asinh(mb/2a)) cos(iry /2a)
Crexp _ 2theory (a_u) i=1,35.. iz i3 som
C -2 P) -
Sitheory  ugyp \%%/exp Y l)(i—l)/2.rtanh(m J2aye & ]cos(ifzy/2a)
\i=1.35... l 2a i3 |

The series in equation 3-22 is numerically computed for a given height and width of the

microchannel although computation of ., requires the peak velocity measured

from the experiments. The velocity gradient, ( u \

» and the mean velocity, i, . are all
az,exp

obtained from experiments. The velocity profiles obtained from the experiments are

integrated and the local mean velocity calculated. The theoretical mean velocity. yeory -

is obtained from integration of a parabolic profile at the interrogation location. This will
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be shown in § 3.3 where the experimental results are presented. The parabolic profile
matches the theoretical solution of flow in the central region (-12.2mm < y < 12.2mm) of
a rectangular microchannel (25.4mm wide in the y direction) and is thus used for fitting

of the velocity profiles obtained from the experiments.
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3.3 Results & Discussion for Pressure-Driven Flows

To better illustrate the fully developed flow field within a rectangular channel, a
computation of the series solution (Equation 3-10) was performed for various aspect
ratios. Figure 3-4 illustrates the computational results obtained from the exact solution
of the series solution for a channel of aspect ratio of 1. The color bar represents the
normalized velocity, u/umax Where umax is the overall maximum velocity across the cross

section). Notice that the velocity profile resembles a paraboloid except near the wall

boundaries where it tapers out to conform to the square boundaries of the channel.

5 1
1 i 08
4 06

3
04
3 02
0 5
0] 0
-Axis 0 S yoaxis

0.8
0.6
0.4
0.2

Z

Y-Axis

Y-axis 2-Axis
Figure 3-4. Series solution of velocity profile, u(y,z), within a square channel
(refer to Figure 3-2 for axes designation)

With the current experimental setup, the width of the channel is 25.4mm and the
height is 0.3mm. This translates to an aspect ratio of 84.667. For this aspect ratio, the
flow field is parabolic only in the X-Z axis while in the Y-Z axis, the velocity profile is flat

over most of the channel. To visualize the velocity profile within a channel of high
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aspect ratio, Figure 3-5 is illustrated for a channel of aspect ratio of 5. The differences
between the velocity profile within a microchannel with an aspect ratio of 5 and 84.667

lies only in the length of the central flat region.

1
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gﬂb‘ 6
30‘ 4
=]
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0.8
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04
0.2
o
0 E 5
Y-Axis Z-Axis

Figure 3-5 Series solution of velocity profile, u(y,z), within a 5:1 channel.

For the high aspect ratio channels used in this research, the profile along the Y-axis is
almost flat while the profile along the Z-axis still maintains a parabolic profile across
most of the width of the channel. This is in contrast to Figure 3-4 where a parabolic
profile was observed along both axes of the channel. The computation of the series
solution (Equation 3-10) allows us to predict a priori the expected flow field for our
experimental tests and is the basis for our comparisons with classical theory. The
comparisons with experiments were made at specific y-locations selected by the optical
requirements of the imaging system.

Digressing, it is of interest to investigate the errors that may be involved in our
comparisons to theory due to uncertainty in the exact y-location of the experimental

interrogation regions. The normalized velocity computed from the series solution is
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shown in Figure 3-6 for a microchannel with an aspect ratio of 84.67 (this is the
microchannel used in the experiments). The data points are plotted along the y-axis in
the center of the channel (Z=0). The velocity at different y-locations is normalized with
the peak velocity at the center of the microchannel and the distance from the wall refers
to the side walls of the microchannel in the Y-axis. The figure shows that the
normalized velocity is close to unity as close as 0.5mm from the wall. Close inspection
of this figure at 0.5mm reveals that the discrepancy in velocity from the center of the
channel is less than 0.1%. Figure 3-6 illustrates that for a microchannel width of

25.4mm, u(y,z =0) does not deviate significantly in the range of -12.04 < y <

+12.04mm. As long as the interrogation regions of the experiment are within this range,
the velocity can be considered a constant. The velocity gradients at the wall also show
the same trend. This is illustrated in Figure 3-7. This allows the experiments to have

more flexibility given that the range of interrogation locations is not too constrained.

1.00

0.75

0.50

utheory(y) /utheocy(y=0))

0.25

0 05 1.0 1.5 2.0
Distance from Wall (mm)
Figure 3-6. Change of velocity near the channel wall (Y-axis); aspect ratio of 84.67
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An interesting observation of the series solution is that in order to achieve a
strictly 2-D flow, a very high aspect ratio for a rectangular channel is needed. This is
shown in Figure 3-8. As the aspect ratio becomes large enough, the flow field becomes
more two-dimensional and thus yield a ratio of Umean/Umax that asymptotically
approaches a constant value where Upean is the overall channel mean velocity and Umax
is the maximum velocity. For a 2-D flow, the ratio Umean/Umax would be 2/3. The
microchannel used in this study (aspect ratio of 84.667) would not yield a strictly 2-D

flow geometry.

3.3.1 Comparison of the Rectangular Channel Series Solution to the 2-D
Flow Parabolic Solution

For pressure driven flows within round capillaries, a steady, laminar and fully-
developed flow would produce a paraboloidal flow field. If a cross section of the flow is
taken along the diameter of the capillary, a parabolic velocity profile results. For flow in
rectangular channels, cross sections of the flow field along the X-Z plane (refer to Figure
3-2) also produce parabolic profiles but as the side walls (y=+12.7mm) are approached,
the velocity profile starts to deviate. This causes a change in the velocity gradient (slope,
1/s) at the wall. This is shown in Figure 3-9 where around 0.2mm from the edge of the
microchannel, the series solution starts to deviate from the parabolic profile. It is worth
noting that the the numerical computation of the series solution is the exact solution of
the flow field within a rectangular channel. However, since the series solution in the
“central” region (-12.2mm < y < 12.2mm) of the microchannel matches the parabolic
profile so well, the parabolic profile is used to obtain the friction factor in our
experimental data sets. All the experimental data in this study were obtained from this
“central” region. At 1mm from the side wall. the percentage change in slope is only
0.03% from the centerline. Another technique of obtaining the friction factor without the

assumption of a parabolic profile is also employed and is described later. If the
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experimental data were obtained closer to the walls (< 1mm), the actual numerically

computed velocity profile at that interrogation location would be used instead.

o8} 4

6——=o Parabolic solution for slope

0.6 =——& Actual Rectangular Channel Series Solution

0.4

Normalized Slope

0.2

0 02 04 06 08 10 12 14 16 18 20

Distance from the wall (mm)

Figure 3-9 Comparison of parabolic profile solution to the numerical computation of the
series solution

3.3.2 Determination of Friction Factor from Experiments

Experiments with pressure driven flows were performed with a microchannel
fabricated from quartz flats resulting in a channel width of 25.4mm and a channel
height of approximately 300um. The flow facility was shown in Figure 2-9. Using the
MTV technique, a single laser line was used to “tag” the MTV chemical across the
300um height of the microchannel and its phosphorescence is tracked in time to obtain
velocity information. The images in Figure 3-10 illustrate the initial phosphorescence

image and the corresponding delayed image 3ms later (images are averages of 100
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images). The width of the laser line in this case is 30um (full width at half maximum)
and the interrogation region is y = 3mm from the side wall (y-axis, refer to Figure 3-2). A
correlation procedure, as described previously was used to process the images and
obtain velocity information. The central region of the tagged fluid is thicker due to the
higher velocities present in the center of the channel and the long exposure times. This
could be reduced by lowering the exposure time at the expense of lower intensities in
the images. The size of the microchannel can be accurately determined because of the
reflection of the tagged fluid.

Reflection of
/ upper wall

Channel
wall

300um

Initial Image with 500us exposure Delayed Image 3ms later

Figure 3-10. Images of tagged molecules for pressure driven flows.

Figure 3-11 illustrates the velocity profile obtained from the correlation of Figure
3-10. The data points near the wall are seen to deviate from zero velocity as the poor
signal to noise near the walls resulted in 2-4 (~2um/pixel) pixels of unreliable data.
However, by curve fitting the rest of the data to a parabolic curve, and extrapolating

based on the channel height, a nominally zero velocity was obtained at the walls.
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Figure 3-11 Velocity profile from correlation of initial and delayed images
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There are two ways to obtain the local friction factor from the experimental data set.
The first technique involves fitting a parabolic curve and obtaining the velocity gradient
at locations of zero velocity. This however assumes the no-slip condition at the wall. The
derivation of slip velocity and the limitations of the current technique to measure slip
will be described in a later section. The second technique involves determining the slope
directly from the data. A 1%t order central differencing procedure was performed on the
data points to obtain the slope. The key idea of this technique is to utilize the reflection
at the walls to determine the location of the walls and hence the slope at that location.
This is illustrated in Figure 3-12.

Linear curves (blue lines) are fitted to the data points near the reflection and the
location of zero slope (change of sign) is taken to be the location of the wall; illustrated
by the green horizontal lines in Figure 3-12. Another linear curve (black line) is fitted to
the central region of the slope data and is extrapolated to intersect with the green
horizontal lines to obtain the slope at the walls. One advantage of this technique is that
no assumption about wall slip needs to be made a priorl The two techniques were
compared and differences of less than 0.5% in the friction factor resulted. A discussion

of the uncertainties in the measurements is provided in Appendix M.

3.3.3 Experimental Results for Non-Coated Quartz Microchannels

The first data set for pressure driven flows was obtained with the setup as
shown in Figure 2-9 where the pressure gradient is varied by gravitational forces. This
resulted in measurements with Reynolds numbers in the range of 11.23 - 84.12 where
the Reynolds number was determined from the mean velocity at the interrogation

location and the hydraulic diameter as the characteristic length.
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Re #:11.23

Undelayed (0.3ms Exposure) Delayed 2ms (0.3ms Exposure)

Re #: 22.37 Re #: 22.37
Undelayed (0.3ms Exposure) Delayed 2ms (0.3ms Exposure)

Re #: 32.84 Re #: 32.84
Undelayed (0.3ms Exposure) Delayed 2ms

Re #: 43.07 Re #: 43.07
Undelayed (0.3ms Exposure) Delayed 2ms (0.3ms Exposure)

Re # 53.22 Re #: 53.22

Undelayed (0.3ms Exposure) Delayed 2ms (0.3ms Exposure)
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Re #: 63.89 Re #: 63.89
Undelayed (0.2ms Exposure) Delayed 1ms (0.2ms Exposure)

Re #: 74.11

Re #:74.11
Undelayed (0.2ms Exposure) Delayed 1ms (0.2ms Exposure)

Re #: 84.12
Undelayed (0.2ms Exposure) Delayed 1ms (0.2ms Exposure)

Re #: 84.12

Figure 3-13. Images of tagged fluid for different flow velocities for uncoated
microchannels
For the Reynolds number range of 11.23 - 53.22, the images were taken with an
exposure time of 0.3ms and a delay of 2ms. From Reynolds number of 63.89 - 84.12, a
0.2ms exposure and a 1ms delay was used. The use of shorter delays is warranted to
minimize the amount of pixel displacement while the lower exposure time is used at
higher velocities to minimize broadening of the tagged fluid. Note that the thicker
central region of the tagged fluid is not caused by dispersion but by the long exposure
time and the higher velocities in the center of the microchannel. Blemishes apparent on

the images are caused by dead pixels and dirt on the front face of the microchannel.
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This affected the correlation procedure as apparent in the red curve (Re #: 43.07) in
Figure 3-14 where a bump in the profile can be seen (highlighted by an arrow). This
caused a slight under prediction of the velocity for all the curves in the figure at the

approximate wall location of -70um. This is illustrated by an arrow in the figure.

Channel Height (Z-axis, pm)

o 50 100 150 200
Velocity (mmvs)

Figure 3-14. Velocity profiles at different Reynolds numbers (Re #: 11.23 - 43.07)

However, when a parabolic curve was fitted to the data points, the general trend of the

ligibly affected by the . The velocity profiles for all the different flow

curve is

rates are shown in Figure 3-14 and Figure 3-15.
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Re #: 74.11

Channetl Height (Z-axis, um)

Velocity (mmvs)
Figure 3-15. Velocity profiles at different Reynolds numbers (Re #: 53.22-84.12)

The imaging system has difficulties resolving the fine detail near the wall due
probably to parallax issues. This causes the velocity to have an apparent non-zero value
at the walls. As the velocity increases, the data points at the walls seem to measure a
higher non-zero velocity. This is an artifact of the imaging issues and could potentially
be improved upon by using a higher magnification objective for imaging near the walls.
A parabola is curve fitted to the rest of the data points away from the wall and
extrapolated to the location of the walls to obtain the slope and thus the friction factor.

Table 3-1 details the experimental results obtained from the correlated images.
The fit coefficients for the parabolic curve fit for all the data sets are shown and the
“lower” and “upper” positions designate the wall locations. The two techniques
described in § 3.3.2 are then used to obtain the slope (shear rates) at the wall locations.
Minimal deviations were observed and the easier technique of fitting a parabolic curve

to the data points is henceforth used.
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One disadvantage of using a high aspect ratio microchannel is that the
hydraulic diameter, Dy, is biased by the width of the channel and the Reynolds number
computed from the hydraulic diameter (Reps) may not be representative. Table 3-1 adds
a column for Reynolds number computed from the characteristic height (Recwn,
301.4um) and this results in a Reynolds number range that is about a factor of 2 lower

than that computed previously. The differences are illustrated in Figure 3-16.

g -
£ 103 y=1
o o0 Re,,
\% o ReDH

« 1.02

1.01

Normalized Friction Factor, C

1.00
0.99
0.98}
5 10 20 50 100
Reynolds Number (Re)

Figure 3-16 Normalized friction factor based on definitions of Reynolds number.

3.3.4 Extended Range of Re # for Non-Coated Microchannels

More experiments were performed with the non-coated microchannels to try and
extend the range of the Reynolds number. From our experiments, as the Reynolds
number becomes lower, the amount of displacement achievable while maintaining

sufficient signal to noise becomes smaller. Due to the reduced signal to noise at long
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delay times, a Reynolds number, Repu lower than 0.32 was not achievable. A
representative set of images is shown in Figure 3-17 and by correlating the images, the
velocity profiles are obtained. The velocity profiles for the lowest Reynolds numbers are
shown in Figure 3-18. Note that from Figure 3-17, the images for a Reynolds number of
0.32 had very small displacements (1 pixel or less) and this contributed to the level of
noise when the images were correlated. This effect is demonstrated in the normalized
friction factor shown in Table 3-2. Comparing the normalized friction factor in Table 3-2
to Table 3-1, a noticeable difference in friction factor is present. At the lowest Reynolds

number, the deviation from a normalized friction factor of 1 is higher.

Re #: 0.32 Re #: 0.32
Undelayed Image Delayed Image

Re #: 1.37 Re #: 1.37
Undelayed Image Delayed Image

Re #: 10.86 Re #: 10.86
Undelayed Image Delayed Image

Figure 3-17. Images of tagged fluid for different flow velocities (Re # : 0.32-10.86)
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Velocity profiles obtained from the different images in Figure 3-17 are shown in Figure
3-19. One of the differences with this set of data is the interrogation location (1mm from
the side wall) and the shorter reflection at the upper and lower walls. The closer the
interrogation region is to the side walls, the shorter the reflection will be. However, the

intensity of the images increases due to a shorter path length.
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Figure 3-18 Plot of velocity at different pressure gradients (Re #: 0.33)
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Figure 3-19. Plot of velocity at different pressure gradients (Re #: 1.37-137.98)
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3.3.5 Experimental Results for HEMA coated Quartz Microchannels

The experimental results for HEMA coated microchannels echo the results from

the non-coated microchannels.

Re #:2.19
Undelayed Image (1ms exposure) Delayed Image (5ms delay)

Re #:2.19

Re #:12.93
Undelayed Image

Re #:12.93
Delayed Image

Re #:32.59
Undelayed Image (0.5ms exposure) Delayed Image (2ms delay)

Re # : 65.05
Undelayed Image (0.2ms exposure) Delayed Image (1ms delay)

Re # : 65.05

Figure 3-20. Images of tagged fluid for different flow velocities for HEMA coated
microchannels (Re # : 2.19-65.05).
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The image pairs obtained from the experiments are illustrated in the Figure 3-20.

The images in Figure 3-20 are slightly different in appearance from previous line
tagging images. Due to the different intensity variations, some images illustrate a
thicker tagged line in the middle due to the higher exposure times. Another aspect of
the tagged lines which is also inherent in the previous set of images is the curvature
present in the undelayed images. The curvature becomes more apparent as the flow
velocity increases. This is caused by the amount of delay between the firing of the laser
and the time when the image was taken. If the delay is reduced, this effect will also be
reduced. However, since the velocity correlation technique is based on the correlation of
the undelayed with the delayed image, the curvature of the undelayed image did not
cause any problems with the correlation technique. The velocity profiles obtained from

the pair of images are shown in Figure 3-21. The full experimental data set is shown in

Table 3-3.
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Figure 3-21 Plot of velocity at different pressure gradients for HEMA coated
microchannels (Re #: 2.19-4.28).
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Figure 3-22. Plot of velocity at different pressure gradients for HEMA coated
microchannels (Re #: 9.97-65.05).
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3.3.6 Experimental Results for OTS coated Quartz Microchannels

For the OTS coated quartz microchannels, a similar experimental procedure was
performed. Notice that the tagged fluid in Figure 3-23 and Figure 3-24 exhibits a
thinner region in the middle of the microchannel. The laser beam is at its focal point in
the middle of the microchannel which caused the narrower beam. An artifact of a more

focused beam is the higher energy levels present which cause bleaching effects.

Re #:2.42
Undelayed Image (1ms exposure) Delayed Image (3ms delay)

Re #:2.42

Re #:4.51 Re #:4.51
Undelayed Image (1ms exposure) Delayed Image (3ms delay)

Re #: 10.58

Re #: 10.58
Undelayed Image (1ms exposure) Delayed Image (3ms delay)

Figure 3-23. Images of tagged fluid for different flow velocities for OTS coated
microchannels (Re # : 2.42-10.58).
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Re #:13.48 Re #:1
Undelayed Image (1ms exposure) Delayed Image ns delay)

Re # : 36.98
Undelayed Image (0.3ms e>

Re # : 36.98
posure) Delayed Image (1ms delay)

Re # : 138.44
Undelayed Image (0.1ms exposure) Delayed Image (1ms delay)

Re #: 138.44

Figure 3-24. Images of tagged fluid for different flow velocities for OTS coated
microchannels (Re # : 13.48-138.44).

This is illustrated in Figure 3-24 where the central region of the tagged fluid has a lower
intensity. The intensity levels, however, were sufficient in performing the velocity
correlation. The last image set in Figure 3-24 illustrates a thicker central region in the
delayed image due to the longer exposure time necessary for a good signal to noise

ratio. This is not caused by dispersion.
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Figure 3-25. Plot of velocity at different pressure gradients for OTS coated
microchannels (Re #: 2.42-138.44).

The images from Figure 3-24 are correlated to obtain the velocity profile for each
individual syringe pump setting. These velocity profiles are shown in Figure 3-25 and
illustrate a representative set of the data taken for this experimental setup. The full
experimental data set is provided in Table 3-4 and illustrates similar results obtained
for the non-coated and HEMA coated microchannels. The normalized friction factor
displays excellent agreement with classical theory. The normalized friction factor for all
the different surfaces is plotted against the results from other researchers and is shown
in Figure 3-26. A zoomed-up view of the experimental results is provided in Figure 3-27
along with the calculated error bars. The error bars signify the uncertainties in

determining the friction factor.
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3.3.7 Limit of Slip Detection

The possibility of fluid slip at a boundary was proposed by Navier in 1823. The
slip velocity at the boundary is assumed to be proportional to the shear stress at the
surface. This is shown in equation 3-23 where B is the slip length and w. is the slip

velocity.

u, = f—= 3-23

Results from Tretheway et. al. (2002) reported a slip length as large as 1pm for
fluid flows within a 30um x 300um microchannel coated with OTS. The measurements
were made using fluorescent particles 300nm in diameter with the velocity profile
measured along the 300um height of the microchannel with an integrated depth of
30um. From the experimental results presented in previous sections for pressure driven
flows within microchannels with different coatings, the normalized friction factor yielded
a deviation from theory of only + 0.5%. It is thus of interest to investigate the slip
detection limit of the in-situ measurement techniques that were applied in comparison
with the reported 1um slip length.

In the presence of slip within a microchannel an offset is imposed on the
parabolic flow profile (derivation of the equations are presented in Appendix L). For a
1um slip length, a wall velocity with a magnitude of 1.325% of peak velocity is observed
(Figure 3-28). In order to understand the slip detection limit of the in-situ measurement
technique, the error margin from the experimental results is used as a starting point.
Although the errors were obtained for the normalized friction factor measurements (the
slip imposes an offset and there is no change in shear stress although the friction factor
will decrease due to a higher mean velocity), the errors from the measurements are an

indication of how well the technique can resolve differences in velocity near the wall.
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Figure 3-29 is a more detailed version of Figure 3-12 and is used to illustrate how the

error margin is utilized to obtain the slip detection limit.

- - x=1.325%
Profile with No-Slip
Profile with 1um Slip

Spatial location (z-axis, mm)

Normalized velocity (u/um)

Figure 3-28. Comparison of theoretical velocity profiles near the wall with and without

slip
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Figure 3-29. Central differencing technique for obtaining slope
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The linear curve fit (black line) in Figure 3-29 is used to obtain the slope at the
wall and the upper wall is taken as an example. The wall location (347.7um) is plugged
into the linear curve fit equation to obtain the slope at the upper wall. Since the friction
factor measurements typically yield an uncertainty of < 0.5% and assuming that in the
worst case scenario that all the errors are attributed to the determination of the slope
(although in reality, the uncertainty of 0.5% is cause by the combination of the
uncertainty in determination of the wall locations and the fit), the slope at the wall is
determined to be -2570.82 + 12.85 1/s. The shearing rate of 2570.82 1/s is the highest
shear rate measured in this study. The spatial locations within this slope range are
determined and the corresponding velocity differences at these two locations are
compared. At a slope of -2570.82, the velocity is zero while the velocity is 1.897mm/s at
a slope of (-2570.82+12.85). Note that this uncertainty in velocity is dependent on the
gradients at the wall (higher gradients will result in a higher uncertainty in velocity).
Since the minimum shift in velocity that can be measured is 1.897mm/s in this case, it
translates to a minimum detectable slip length of 752nm. This value, however, is close
to the reported value of lum by Trethaway et. al. (2002) and it is inconclusive if the

present technique will be able to resolve the slip lengths.

3.3.8 Electroviscous Effects

The electroviscous effect is based on the presence of ions in a fluid made to
move relative to a charged surface by an induced pressure gradient. For a charged
surface, ions of opposite charge to the surface are preferentially attracted to it. A
pressure gradient within the microchannel would tend to move the ions near the walls
and thus create a streaming potential. This potential opposes the motion of the fluid in

the direction of the pressure gradient by inducing back conduction by ion diffusion and
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electroosmotic flow (Probstein, 1994). The resultant pressure driven flow would
effectively demonstrate a higher ‘viscosity’ due to this added resistance.

The streaming potential created is limited to the interaction between the Debye
layer and the charged surface. The Debye layer is a layer primarily composed of ions
opposite in charged to the surface (more details in § 4.3.1) and is usually on the order of
less than 100nm. Rice and Whitehead (1965) consider the electroviscous effect to be
negligible when k >> 1 where k is the ratio of the capillary radius to the Debye layer
thickness. Brutin and Tadrist (2003), however, measured discrepancies with classical
Poiseuille flow for capillaries as large as 539.69um and attributed it to electroviscous
effects. Note that the k value is 13,500 which is expected to have negligible
electroviscous effects. The experimental data illustrated in the present study for
pressure driven flows have been shown to be highly consistent with classical theory and
no discrepancies have been found for microchannels 300um in height. This further

proves that discrepancies from classical theory at this level are highly unlikely.

3.3.9 Contributions and Conclusions

The present study illustrates a marked improvement over previous diagnostic
techniques used by other researchers (Maynes et. al. (2002) and Sharp et. al. (2000)) to
measure flow characteristics within microchannels. Maynes et. al (2002) utilized the
MTV technique to measure the velocity profile within a 705um diameter capillary but
the quality of the images were not sufficient to resolve the velocity gradients at the
walls. Surface curvature issues of the round capillaries used in their study also
impeded the measurements at the walls. Multiple smoothing algorithms were needed to
improve the signal to noise characteristics of the images but were only used to yield flow

rate information. Sharp et. al (2000) also measured the flow rate but utilized a particle
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tracking technique instead. Although these measurement techniques were local in
nature, it was used to measure bulk flow properties. The implementation of the MTV
technique in this study, however, managed to resolve the velocity profiles near the
channels walls to provide a local measurement of fricion factor that is not
contaminated by entrance effects.

Apart from an improvement in the measurement technique, one obvious
discrepancy between local measurements (Maynes et. al. (2002), Sharp et. al. (2000)
and the present study) and bulk flow measurements are deviations from classical
theory. Other researchers (Wu and Little (1983), Pfahler (1990), Choi (1991), Wilding
(1994), Yu (1995), Jiang (1995)) have advocated a deviation from classical theory within
microchannels as large as 500um in size under high shearing rates (~2000 1/s).
Various reasons for the deviations that were proposed include increased roughness,
electroviscous effects, entrance effects, an early transition to turbulence and
inaccuracies in measuring the dimensions of the channel.

This study, however, has proven conclusively that at similar shearing rates and
even with hydrophobic microchannels 300um in size, classical theory still holds. One of
the primary advantages in this study is the ability of the experimental technique to
measure the velocity profiles locally. This essentially removes the contribution of
entrance effects and any uncertainties of the dimensions of the microchannel. Thus
more accurate measurements of the velocity gradients are possible. The accuracy of this
measurement is also utilized to determine the limit of slip detectability. The analysis
showed that a minimum slip length of 752nm is detectable. It is concluded that slip
lengths of > 752nm were not measured in the present study. Previously reported slip
lengths of 1um by Trethaway et. al. (2002) may have been caused by the interaction
between the tracer particles used for velocity measurements and the microchannel

walls.
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3.3.10 Future Work

Currently, the measured velocity profiles have unreliable data points near the
walls. This is due to the combination of the large physical size of a pixel and the
thickness of the laser line. To be able to use a higher magnification objective to resolve
the velocity profile close to the walls, a diffraction grating can be used to create fringes
and use it for tagging the fluid. The fringes are expected to be much thinner than the
tagging lines used in the present study. This is expected to provide a more resolved
velocity profile. Another plausible technique for measuring slip lengths at these scales is
a combination of the MTV technique with total internal reflection (TIR).

As the mean velocity of the measured velocity profiles increases, the “measured”
velocity at the wall seems to increase accordingly. This is an artifact of the
measurement technique as it is not able to resolve at sub-pixel levels. However, this
value may be an indication of the increase in shearing rates as the mean velocity
increases. A closer look at this problem may yield a novel way of measuring shearing

rates.
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Chapter 4 Electroosmotic-Flow in Microchannels

Microchannels experience large pressure drops as the large surface to volume
ratio causes an increased frictional resistance to fluid movement. To create a flow speed
comparable to macro flow phenomena within microchannels would require a prohibitive
amount of pressure. Microchannels in the tens of microns in diameter would require an
alternative method of fluid transport. An elegant way of moving fluid within
microchannels, albeit not without its own challenges, is through electroosmosis.
Electroosmosis is the movement of an ionized fluid relative to a charged channel due to
an induced electric potential. The Helmholtz-Smoluchowski equation is used to relate
the electric potential, Ex to the resultant velocity field, u. and is given in the following

equation.

", = e, E, a1
H

where & is the permittivity of vacuum given by a constant, & is the relative
permittivity of the fluid, {is the zeta potential and p is the viscosity. For a given fluid
temperature, the electroosmotic velocity linearly increases with electric potential. A by-
product of moving fluid with electroosmosis, however, is Joule heating. As
electroosmosis progresses, the temperature of the fluid increases which causes the
relative permittivity and viscosity to change (the temperature dependence of these
properties will be discussed later). A higher electric potential also causes a higher
heating rate. This causes a non-linear increase in electroosmotic velocity. To correctly
determine the electroosmotic velocity dependence on electric potential, the temperature
and velocity of the flow needs to be measured simultaneously to account for changes of
the fluid properties. Thus, the Molecular Tagging Velocimetry and Thermometry
(MTV&T) technique is simultaneously applied to the measurement of electroosmotic

flows within microchannels. The time evolution study of electroosmotic velocity is
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presented in § 4.3.4. An added advantage of being able to measure temperature and
velocity simultaneously is the determnination of the zeta potential dependence on
temperature. This is illustrated in § 4.3.5.

Due to the constraints of the experimental setup, the imaging system can only
image the center of the channel. As electroosmosis causes heating of the fluid within
the microchannel, it is of interest to determine the temperature profile within the entire
microchannel as it undergoes a gradual increase. This was investigated through a
computational solution (FLUENT).

In the coming sections, the surface charge of quartz is initially discussed
followed by its effect on the fluid adjacent to its surface. This sets the basis for
discussion of the principles of electroosmosis and the variables that affect it. The
equation of motion for electroosmosis is subsequently presented. This chapter
concludes with results and discussions from the present work, focusing on the
importance of measuring electroosmotic velocity and temperature simultaneously and
the ability to indirectly measure zeta potential and its temperature dependence. The
computational solution will provide further details on the temperature characteristics of

electroosmosis within a microchannel.

4.1 Electric Double Layer

Most surfaces exhibit a charged surface when exposed to an aqueous polar
medium (electrolyte). In the case of glass or quartz, deprotonated (lacking in protons)
silanol groups (Figure 4-1) naturally occur and cause the surface to assume a negative
charge. The presence of the surface charge, however, affects the ionic distribution
within the electrolyte because the negatively charged surface preferentially attracts
positively charged ions (counter-ions) within the fluid. Coupled with the random

thermal motion of the ions, an exponential distribution of ions is exhibited near the
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surface (Probstein, 1994). Figure 4-2 illustrates the distribution of counter-ions and co-

ions and the corresponding potential distribution at the surface.

o- o-
! !

8i Si

Figure 4-1. Schematic of deprotonated silanol groups

Concentration, ¢ Potential, ®
4
by
Counterions
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Coions
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0 Ap 0 Ap
Distance from Distance from
surface, x surface, x

Figure 4-2. The diffuse electric double layer (Probstein, 1994)

One defining feature of the ion distribution is the Debye length (ip). The thickness of
this layer can be estimated through the application of the Poisson equation. The
electrodynamic problem may be considered electrostatic assuming that there are no
magnetic fields induced by the current. The Poisson equation (equation 4-2) can thus
be utilized to relate the spatial variation of the charge distribution for a medium of

constant permittivity. (Probstein, 1994)

V2¢=—&. 4-2

where ¢ is the electric potential, ¢ is the permittivity and pe is the electric charge

density defined as
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pE =FZZ‘C‘ 4'3

where F is Faraday's constant, z is the charge number (valency), c is the concentration
of ions and iis summed for all the ionic species in the solution. Assuming that there are
no co-ions present near the surface, the Poisson equation can be simplified to equation

4-4.

2
d’¢ _Fzc 4-4

dx*> ¢
where x is defined as the distance from the surface. Integrating the equation twice, the

electric potential is given as

Fzex?
T 2

4-5

¢

Note that the concentration, c is the concentration of the bulk fluid. To obtain the
Debye length, the electric potential is equated to the electric potential energy per mole

of counter-ions which is defined to be

W = —Fup 4-6

As mentioned before, the random thermal motion of the ions caused a decaying
distribution of counter-ions near the surface. At the Debye distance, the electric
potential energy is approximately equivalent to the thermal energy (RT/2 per mole per
degree of freedom; where R is the gas constant and T is the temperature). In a strictly 2-
dimensional setting (éssummg that the other dimension is uniformly distributed), the

thermal energy needed to overcome the potential energy (AW) is RT.

_F?z%cx?
2¢

F2 2.2
= & 4_7

AW =
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In equation 4-7, it is shown that the Debye length is proportional to the square root of
temperature and inversely proportional to valency and the square root of concentration.
As the electrolyte increases in valency or concentration, the Debye length becomes
shorter due to the increased amount of ions present to neutralize the effects of the

surface charge.

4.1.1 Debye-Huckel Approximation

The estimation of the Debye length presented in the previous section from a
thermal energy stand point does not yield the ion distribution near the walls. If the
distribution at the wall is taken into account, the Poisson’s equation would look slightly
different. The ions near the surface have a Boltzmann distribution given as

FzFp

c, =c,e RT 48
where ¢ > coas ¢ - 0. From equation 4-3, the charge density is modified to become
zZF9  zFe
peg =zFc,|e RT —eRT
4-9

. zF¢
= _2Fz il 4
PE C, sm.h( )

substituting the charge density back into equation 4-2, the Poisson equation becomes

2 2
M = icﬂ_sinh(ﬂ) 4-10
dx? £ RT

For small potentials, zF¢ << RT and Equation 4-6 can be simplified to become

d’¢ ¢
dx2 = AD2 4-11

This is the Debye-Hiickel approximation which is applicable for surfaces with small
potentials. The integration of equation 4-11 with the boundary conditions of ¢ = ¢ at

x=0 and d¢/dx = 0 as x > « results in
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¢ =¢u.:e_Z 4-12

This equation illustrates that the electric potential is exponentially decaying from the

charged surface and the Debye length, Ap, is the 1/e decay distance of the potential.

4.2 Principles of Electroosmosis

At the ionic level (see Figure 4-3), a single layer of ions with an opposite charge
to that of the surface, called the Stern layer, is strongly attracted to the surface charge
(opposite charges attract) and largely remains immobile. Beyond this layer, the Debye
layer, which is a layer consisting on average of ions opposite in charge to the surface
charge is present. This layer, depending on the concentration of the ionized fluid
present, could range in the order of angstroms to nanometers. When an electric field is
applied parallel to the negatively charged surface, the positively charged Debye layer is
attracted to the negative electrode. This induces motion and through the action of
viscous forces, this motion is transferred from the Debye layer to the bulk fluid (ionized
but neutral). One can perceive the Stern layer as a no-slip surface and the movement of
fluid above this layer to resembles a boundary layer type flow. The flow profile is
described in diagram (a) of Figure 4-3. The induced motion caused by the movement of
ions at the shear surface (between the Stern and Debye layers) results in a perceived
“plug” flow as the Debye layer is so thin (refer to equation 4-1 for the uniform plug flow
velocity). Plug flow is characterized by a uniform velocity profile across the whole

microchannel. This is illustrated in Figure 4-4.
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Figure 4-3. Schematic of a typical ion distribution in the vicinity of a charged surface
and the resultant electroosmotic velocity profile and surface potential (Probstein, 1994)
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Figure 4-4. Schematic of velocity profile within microchannel for electroosmosis

Diagram (b) in Figure 4-3 illustrates the change in potential with distance from

the surface. The surface potential, &, is dictated by the amount of deprotonated silanol
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groups that are present. The potential drops at the Stern layer due to the presence of
ions of opposite charge. At the interface of the Stern and Debye layer, the potential is
called the zeta potential, { The zeta potential is an important aspect of electroosmosis

because it is this potential that the rest of the ions within the fluid are affected by.

4.2.1 Factors Affecting Zeta Potential

The uniformity of the formation of deprotonated silanol groups and thus the
consistency of surface charge for different microchannels, however, depends on the pH
value of the aqueous solution it is exposed to. At a lower pH, less silanol groups are
deprotonated which causes a reduction in surface charge. Figure 4-5 illustrates the zeta
potential for various surfaces at different pH values. The potential at the shear surface
is defined as the net addition of the surface charge and the charge present in the Stern
layer. At a particular electrolyte concentration, reducing the pH causes a reduction in
zeta potential. The reduction in zeta potential is due to the reduced presence of
deprotonated silanol groups. The zeta potential can even be made to change sign at very
low pH (sapphire, for example). When an electric field is applied within the
microchannel over time, positive ions tend to accumulate at the anode and negative
ions at the cathode. Positive ions contribute to the basicity whereas negative ions to the
acidity of the solution. This essentially creates a pH gradient within the electroosmotic
flow setup and may ultimately affect the uniformity of the zeta potential. One way to
limit the change of pH is by using a buffer solution which is discussed further in § 3.3

when results for electroosmotic flows are presented.
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Figure 4-5. Plot of zeta potential for various surfaces at different pH values.
(Ohshima, et. al., 1998)
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Figure 4-6. Schematic of a charged surface illustrating factors that affect zeta potential

Figure 4-6 further explores other factors that affect the zeta potential of a
surface. For a surface that has less deprotonated silanol groups as in Figure 4-6(a), the

zeta potential will be less compared to Figure 4-6(b) which has a higher surface charge.
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Figure 4-6(c) on the other hand illustrates a high surface charge but a low
concentration of electrolytes. Since the zeta potential is the net addition of the surface
charge and the charge in the Stern layer, Figure 4-6(c) would have a higher zeta

potential compared to Figure 4-6(d).

4.2.2 pH Stability

During electroosmosis, when fluid is transported within the channel, electrolysis
is occurring simultaneously. The electrolysis of water causes a pH gradient to form. The
following reaction balance details electrolysis of water and the formation of ions which

causes the pH gradient (Skoog et. al., 1997).

2H,0 - 0, +4H" +4e”
4H,0 +4e” — 2H, +40H"~

4-13

As electrolysis of water progresses, oxygen and hydrogen gases are created at
the anode and cathode respectively but the amount of hydrogen gas created is two
times that of oxygen gas. Positive ions and negative ions are also created and this
causes a pH imbalance. To counter this, a phosphate buffer solution is used to buffer
the additional ions present at each electrode and maintain the pH level. The following

reaction balance details the workings of the buffer. (Skoog et. al., 1997)

H,PO,” + OH™ — HPO,* + H,0
HPO,* + H,0* — H,PO,” + H,0

Phosphate ions (H,PO, ) react with hydroxide ions to form a different phosphate ion

(HPO42_) and water when there is an excess of hydroxide ions. The converse occurs

when there are excess hydronium ions. Hydroxide and hydronium ions cause a change
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in pH and by balancing the amount present in the fluid through the use of a buffer, the
pH stays essentially constant.

Figure 4-7 illustrates the measured change of pH with an increased volume of
sodium hydroxide within the sodium phosphate buffer solution. The plot illustrates
plateaus of nearly constant pH values and once the buffering capability of the buffer
solution is exceeded, a sudden jump to the next plateau is observed. The electroosmotic
experiments will be conducted at a pH of 7 where any addition of pH contributing ions
should not affect the overall pH significantly.

During the course of an electroosmotic experiment, the amount of additional
ions accumulated at each electrode is assumed to be small. The amount of sodium
hydroxide added to the buffer to cause the pH to cross the plateaus of almost constant
PH is considerably larger than what is expected from a short electroosmotic experiment.

Thus an essentially constant pH value can be assumed.

12 v v v
This is the pH of the MTV + phosphate solution
when the phosphate was initially mixed with the
MTV solution
10}
8 S
T
[+ %
6 b
of ¢
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Figure 4-7. Change of pH of MTV Solution and Sodium Phosphate Buffer Solution with
increasing volume of Sodium Hydroxide.
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An essentially constant pH also translates to a constant zeta potential (refer to section
2.3). The zeta potential, as explained previously, is also affected by the concentration of
the electrolyte. At a higher concentration, the amount of ions within the Stern plane

increases and neutralizes the surface charge further. This creates a lower zeta potential.

4.2.3 Equation of Motion for EOF

The equation of motion for electroosmosis is based on the momentum equation
with modifications to include the Lorentz forces caused by the presence of an electric
field. The Lorentz relation is used to relate the forces on the ions and the bulk fluid flow

in the system. This relation is shown in equation 4-15 (Probstein, 1994).

S =peE 4-15

where f is the force on an ion, pg is the charge density (equation 4-3) and E is the
electric field. It is worth noting that since equation 4-3 sums the valence number and

concentration of each ion species, an electrolyte is necessarily electrically neutral

unless an electric field is present. The momentum equation is shown in equation 4-16.
D -
pD—ut’=—Vp+yV2u+pg 4-16

Assuming steady, fully developed unidirectional flow, neglecting any pressure gradients
and gravitational effects while adding the contribution of the Lorentz forces, the

momentum equation becomes
Vi = —pgE 4-17
Substituting the Poisson equation (equation 4-2) for the charge density and
integrating twice, the resultant electroosmotic velocity is

£ E
u, =_&£ 4-18
]

where ( is the zeta potential, x4 is the viscosity of the electrolyte and Ex is the applied

electric potential. This is the Helmholtz-Smoluchowski equation used to characterize
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electroosmotic velocity. This equation, however is valid only when the Debye length is
significantly smaller than the size of the channel. For a Debye length that is comparable
to the channel size, the Huckel-Onsager relation should be used instead (Probstein,
1994). The present study only deals with the former case and the Helmbholtz-
Smoluchowski equation proves to be adequate. A comparison of the Debye length to the
channel size is presented in a later section.

Traditionally, the Helmholtz-Smoluchowski equation was used to determine the
velocity component given an electric potential. This, however, can prove to be
inaccurate since a significant amount of heat can be generated at high electric
potentials. The rise in temperature of the fluid from heating will cause the relative
permittivity and viscosity to change and result in a non-linear increase in velocity. This
gives rise to the importance of measuring temperature and velocity simultaneously with

the MTV&T technique so that the changes in the fluid properties can be accounted for.

4.2.4 Time Response of Electroosmotic Flows

The inertia of fluid flows in response to an electric field is largely disregarded for
equilibrium flows. However, a finite time is needed for the ions within the flow to
response to the applied potential. For electroosmotic flows, the two characteristic time
scales are polarization of the double layer and viscous diffusion. Double layer
polarization is dependent on the ions present in the fluid while viscous diffusion is
dependent on the size of the channel. The time scales involved in the polarization of the

double layer, i is estimated to be on the order of

r, =0(2 /D) 4-19

where A, is the Debye length, and D the diffusion coefficient of ions within the fluid

(Minor et. al. (1997)). The viscous diffusion time scale, 7, on the other hand is on the

order of
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z,,=0(D,p!p) 4-20
where Dn is the hydraulic diameter or characteristic length, p is the density and u is the
viscosity of the fluid. The larger the characteristic length, the longer the time scale
would be. In the present study, the time scales are all in the sub-microsecond scales
and are not expected to cause issues with measurement of the uniform velocity profile.
The time scales are only important if the start-up phenomena of electroosmotic flow is

being investigated. It is presented here for completeness.

4.2.5 Surface Conduction Effects

The Helmholtz-Smoluchowski equation given in equation 4-18 is a simplification
as only the bulk conductivity of the fluid is taken into account in its derivation. One
other factor that affects electroosmotic velocity is surface conduction. Surface
conductivity is an excess quantities and is a second order effect. This phenomenon
occurs because of an excess of ions constituting the countercharge. To quantify this
effect relative to the bulk conductivity, the applied potential, E, is related to the current,

I as in equation 4-21 (Lyklema, 1995).
I L o
E =AK" +SK 4-21

where I represents current, E the electric potential, A the cross-sectional area of the
channel, KL the bulk conductivity S is the circumference of the channel and K¢ the
surface conductivity. The bulk conductivity contribution, AKL, is Ohm’s law and is the
leading term in the equation. Comparison of equations 4-18 and 4-21 and eliminating E

reduces the equations to the following.

&, I
v=-= (AK"+SK") 4-22

When SK° << AKL, the equation reduces to the standard Helmholtz-Smoluchowski

equation. Experimental values (Bikerman (1935)) have shown that surface
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conductivities do not exceed 108 S (Siemens) while present experimental bulk
conductivities are easily two orders of magnitude higher (152 x 10€S). A measure of the
relative importance of surface conductivity in electroosmosis is given by the Dukhin

number (Du).

Du = lll<( 7 4-23

where lis the characteristic length (typically the height or radius of the channel). When
the characteristic length is large, the Dukhin number becomes negligibly small as does

the contribution from surface conduction to electroosmotic flow (Lyklema, 1995).

4.2.6 Factors Affecting Electroosmosis

The Helmholtz-Smoluchowski equation gives a relation for electroosmotic
velocity that allows a simplified view of the factors that affect electroosmosis. The
permittivity, €, (dielectric constant) is the capability of the fluid to hold charge and is the
product of the permittivity in vacuum, &, and the relative permittivity, &. The
permittivity of free space or vacuum, &, is a constant given by 8.854 x 1012 C2N''m?,
where C is Coulomb and N is Newtons, while the relative permittivity of the fluid, &, is
taken to be that of water. The relative permittivity of the fluid is assumed to be the
same as water as the concentration of the buffer and the added phosphorescent
chemicals are low.

Figure 4-8 illustrates the temperature dependence of the relative permittivity of
water. Its temperatur<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>