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ABSTRACT

KERNEL METHODS FOR BIOSENSING APPLICATIONS

By

Hassan Aqeel Khan

This thesis examines the design noise robust information retrieval techniques based on kernel

methods. Algorithms are presented for two biosensing applications: (1) High throughput

protein arrays and (2) Non-invasive respiratory signal estimation. Our primary objective in

protein array design is to maximize the throughput by enabling detection of an extremely

large number of protein targets while using a minimal number of receptor spots. This is

accomplished by viewing the protein array as a communication channel and evaluating its

information transmission capacity as a function of its receptor probes. In this framework,

the channel capacity can be used as a tool to optimize probe design; the optimal probes

being the ones that maximize capacity. The information capacity is �rst evaluated for

a small scale protein array, with only a few protein targets. We believe this is the �rst

e�ort to evaluate the capacity of a protein array channel. For this purpose models of the

proteomic channel's noise characteristics and receptor non-idealities, based on experimental

prototypes, are constructed. Kernel methods are employed to extend the capacity evaluation

to larger sized protein arrays that can potentially have thousands of distinct protein targets.

A specially designed kernel which we call the Proteomic Kernel is also proposed. This kernel

incorporates knowledge about the biophysics of target and receptor interactions into the cost

function employed for evaluation of channel capacity.

For respiratory estimation this thesis investigates estimation of breathing-rate and lung-

volume using multiple non-invasive sensors under motion artifact and high noise conditions.

A spirometer signal is used as the gold standard for evaluation of errors. A novel algorithm

called the segregated envelope and carrier (SEC) estimation is proposed. This algorithm

approximates the spirometer signal by an amplitude modulated signal and segregates the



estimation of the frequency and amplitude information. Results demonstrates that this ap-

proach enables e�ective estimation of both breathing rate and lung volume. An adaptive

algorithm based on a combination of Gini kernel machines and wavelet �ltering is also pro-

posed. This algorithm is titled the wavelet-adaptive Gini (or WAGini) algorithm, it employs

a novel wavelet transform based feature extraction frontend to classify the subject's under-

lying respiratory state. This information is then employed to select the parameters of the

adaptive kernel machine based on the subject's respiratory state. Results demonstrate sig-

ni�cant improvement in breathing rate estimation when compared to traditional respiratory

estimation techniques.
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CHAPTER 1

INTRODUCTION

Modern statistical and pattern recognition techniques have found applications in a diverse

range of scienti�c disciplines. Modern biology for example has bene�ted tremendously from

these inter-disciplinary interactions resulting eventually in the emergence of new disciplines

such as bioinformatics and computational biology. This thesis explores the application of

statistical learning approaches to enhance the performance of biological and medical sensing

systems. In particular, this work focuses on the use of signal processing and kernel methods

for reliable information extraction from high-dimensional and noisy data found in protein

and respiratory sensing data.

The block diagram of a typical protein sensing framework is shown in Figure 1.1 (a). The

goal in this application is to simultaneously detect the concentration levels of multiple target

proteins within a test sample. From a communication theoretic perspective this setup can

be viewed as multiplexed communication channel. The throughput of this channel depends

on a number of factors which may or may not be under our control. These include: di�usion

noise, receptor response and saturation characteristics and the Hook e�ect etc. This thesis

is primarily concerned with the impact of di�usion noise and the receiver response charac-

teristics. Ideally, we would like to obtain expressions that demonstrate the e�ect of receptor

parameters on the throughput of multiplexed protein array platforms in the presence of chan-

nel irregularities such as di�usion noise. Information and communication theory provide a

number of useful tools for evaluating the performance limits of any communication channel

in the presence of noise; the foremost being the channel capacity. Enhancing the throughput

of any communication channel entails the maximization of its information-theoretic capacity,

C, which depends on the conditional probability distribution of the channel, p(y|x). It is gen-

erally very di�cult to �nd closed-form expressions for this distribution; this can attributed
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Figure 1.1: Block diagrams of (a) a protein sensing channel and; (b) a respiratory signal
estimator.

to the complexity of the di�usion channel and the non-linear nature of the protein receptors.

Therefore, the conditional distribution, p(y|x), must be computed via numerical techniques.

The numerical techniques employed in this thesis primarily employ Monte-Carlo simulations

and kernel methods for evaluation of capacity and similar measure of information.

Figure 1.1 (b) shows the block diagram of a multi-electrode respiratory sensing system.

The objective of such a system is to measure a human subject's respiratory parameters such

as: Breathing Rate (BR) , indicating the frequency at which the subject inhales and exhales,

and Lung Volume (LV) which corresponds to the volume of air contained within the lungs at

2



any given instance of time. Such a framework should preferably employ non-invasive sensors

in order to avoid causing discomfort to the subject being monitored. Impedance plethys-

mography is a popular non-invasive respiratory signal estimation technique which operates

by placing plethysmographic sensors over the subject's chest and abdomen areas. Under

normal breathing conditions the cross-section of the chest and abdomen areas increases dur-

ing inhalation and returns to a baseline during exhalation [1], this causes a change in the

impedance of the attached electrodes resulting in output signals from which respiratory

parameters of interest can be extracted. Unfortunately, these sensors su�er from motion

artifacts and noise making it di�cult to the estimate breathing rate and lung volume espe-

cially when the subject performs some physical activity. A potential solution to this problem

is to employ multiple sensors so that information from multiple sources may be combined

to obtain an artifact free estimate of the desired respiratory information. This thesis uses

a number of signal processing and pattern recognition techniques to demonstrates that it is

indeed possible to minimize (or diminish) the impact of noise and channel artifacts by using

multiple plethysmographic sensors. Also proposed are algorithms based on kernel methods

for robust recovery of respiratory parameters in the presence of motion-artifacts. The refer-

ence respiratory signal for comparison, and training, is obtained from a Spirometer which is

immune to motion-artifacts but is invasive and therefore, not feasible for long-term subject

monitoring.

This thesis is organized as follows: Motivation for both applications is presented in

section 1.1 and section 1.2. Contributions are listed in section 1.3. Chapter 2 presents

an approach which employs DCT based �ltering and pattern recognition for estimation of

breathing rate and (tidal) lung volume. Chapter 3 examines accurate breathing rate estima-

tion using kernel methods. Also presented is an innovative wavelet �ltering based front-end

which enables detection of di�erent respiratory and physical states of human subjects with

high accuracy. Coupled with kernel methods this technique demonstrates signi�cant reduc-

tion in the error obtained when estimating breathing rate from impedance-plethysmographic

3



electrode channels. An information theoretic analysis of the protein array channel is con-

ducted in chapter 4. Optimal probe con�gurations that maximize information exchange

across the proteomic channel are also investigated. Chapter 5 propose a framework based

on kernel methods for evaluating the quadratic capacity of the proteomic channel. Chap-

ter 5 also presents a novel proteomic kernel which is based on the bio-physical interaction of

the receptor probes and the target particles. Conclusions and future work are presented in

chapter 6.

1.1 Impedance Plythesmorgaphy For Respirator Signal Estimation

Chronic obstructive pulmonary disease (COPD) is the 3rd leading cause of death worldwide

[2] and is a major cause of disability a�ecting more than 12 million people in the United

States [3]. Over 5 million people in the United States (US) are a�ected by Heart Failure

(HF) which accounts for 300,000 deaths per year in the US [4]. Di�culty in breathing and

shortness of breath are early indicators of deteriorating patient conditions in both these

diseases. There are currently no cures for HF and COPD therefore, continuous monitoring

of the respiratory condition in these patients can enable caregivers to intervene at an early

stage and manage disease symptoms, forestalling catastrophic events and avoiding loss of

precious lives. The two most important parameters extracted from the respiratory signal are

the respiration-rate and lung-volume. Lung-volume is indicative of the size of lungs and the

volume of air a patient can breathe in or out, it is the most important factor for detection

of COPD [5]. Tachypnoea, or an increase in respiration-rate, can be representative of an

attempt by the body to compensate for poor pulmonary gas exchange and/or poor cardiac

circulation. It has been demonstrated to be a signi�cant factor in the prediction of cardiac

arrest in the ICU [6]. Depression of the respiratory center due to severe deterioration of

the patient or narcotic overmedication often corresponds to a decreased respiratory-rate [7].

However, despite the signi�cance of monitoring patient breathing patterns and respiratory

rates, these measurements are frequently ignored in clinical practice [1]. Studies of ICU
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Figure 1.2: Reference Spirometer signal and Electrode outputs (raw and �ltered) under
di�erent motion and breathing conditions (a) reaching for object; (b) shallow fast breathing;
(c) deep fast breathing; (d) deep slow breathing; (e) holding breath.

practices have revealed that in spite installation of vital signs based early warning scoring

systems respiratory measurements are neglected over 40% of the time [8]. This can be

attributed to the fact that the most accurate respiratory rate measurement methods, such

as CO2 sensors and �ow sensors, are di�cult to administer and often intolerable for non-

intubated ambulatory patients. An alternative is to measure respiratory conditions using

impedance based electrodes. This method is not invasive and thus, is more likely to be

accepted by both clinicians and patients due to the already routine use of electrode based

monitoring systems at hospitals.

Unfortunately, electrode-based respiratory measurements are noisy and therefore, require
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post-processing to minimize the impact of noise irregularities. The second major objective

of this thesis will be to employ multiple electrodes placed at di�erent spatial locations over

the bodies of human subjects to estimate the respiratory signal. A spirometer (invasive �ow

sensor) is used as the �Gold standard� reference signal. The top plot in Figure 1.2 displays

the output of a spirometer in di�erent respiratory states. The corresponding outputs of three

distinct electrodes are shown the middle plot. Notice, that the electrodes introduce a slow

varying DC baseline in the respiratory signal. Furthermore, there is signi�cant distortion

in region-(a) due to motion-artifacts that occur when subject reaches for an object. The

electrode output after bandpass �ltering is shown in the bottom plot. This thesis proposes a

number of di�erent techniques for obtaining an accurate estimate of the spirometer/ respi-

ratory signal from electrode outputs by formulating the task at hand as a machine learning

problem. A novel technique called �Segregated Envelope Carrier � (SEC) estimation is pro-

posed. This approach is based on the hypothesis that the respiration information lies on two

distinct manifolds: (1) a high frequency manifold and; (2) a low frequency manifold. The

details of this approach are presented in chapter 2. The SEC enables the estimation of both

breathing rate and lung volume. It is highlighted that traditional non-invasive approaches

to respiratory signal estimation concentrate solely on respiration-rate estimation and gener-

ally do not cater for lung-volume estimation. For example a Kalman �lter framework was

proposed in [9]. This approach estimates the respiration-rate by combining information from

multiple physiological sources. Respiration rate can also be derived from the electrocardio-

gram (ECG); such approaches generally employ algorithms based on the R-peak amplitude

(RPA) modulation [10] or the respiratory sinus arrhythmia (RSA) [11], [12]. More recently, an

approach combining both RSA and RPA has been proposed in [13]. Although, all the afore-

mentioned techniques achieve high accuracy (in estimating respiration-rate only), they are

tested on data collected from non-ambulatory subjects generally resting in a supine position.

In contrast, the database employed for this thesis has been created under more challenging

conditions and records respiratory signal in both ambulatory and non-ambulatory condi-
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Breast Cancer Sialyl Lewisx, C3, C4, C5, IL-8, TM-peptide,
IL-5, IL-7, MCP-3 CXCL8, IL-8, CXCL1, GRO

Ovarian Cancer IL-6, IL-8, VEGF, EGF, MCP-1, CA-125
Leptin, Prolactin, Osteopontin, IGF-1, MIF

Prostate Cancer MCP-1, IL-6, IL-8, GRO-α, ENA-78, CXL-16

Table 1.1: List of cytokines/proteins employed for cancer detection.

tions. There are only a small number of very recent studies that measure both lung-volume

and respiration-rate which can be found in [14] and [15].

In addition to the SEC an innovative approach based on the combination of wavelet

�ltering and kernel methods is proposed in chapter 3. This technique achieves a signi�cant

reduction in the breathing rate error under noise and artifact conditions.

1.2 High Throughput Protein Arrays

The human body is thought to contain more than 2 million proteins, each associated with

a di�erent biological function [16]. Decoding of these complex biological functions requires

detecting and measuring the state of numerous proteins simultaneously. In this regard, high-

throughput protein microarrays have become an essential tool which enables rapid, direct,

quantitative and multiplexed detection of a multitude of proteins. Applications of the protein

microarray technology range from drug development to disease detection and diagnosis.

Consider, for example the case for detecting �cytokines" which are signaling proteins that

are collectively responsible for a number of physiologic functions and play an important role

in many detecting onset of diseases [17]. Using protein microarrays, researchers have been

able to uncover new and improved, cytokine based, biomarkers for a number of diseases such

as: Alzheimers [18] Parkinsons diseases [19] and many other types of cancers [20]. Table 1.1,

lists some examples of cytokine and protein targets that could be used as biomarkers for

di�erent types of cancers (Refs: [17,21�24]). One of the trends and corresponding challenges

in the design of protein assays is to be able to simultaneously detect as many biomarkers as

possible while minimizing the volume of the sample required for analysis.
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Figure 1.3: Recent trends in protein array construction. N is the number of target proteins;
V is the sample volume (in µL) required for a single test; E=N/S is the e�ciency of the
protein array, where, S represents the total spots on the microarray.

Figure 1.3 shows the speci�cations of some of the protein microarrays that have been

reported during the last 15 years [25�34]. The plot compares the total number of targets

that can be simultaneously detected versus the e�ciency of the array given by the di�erent

ranges of test sample volumes. Figure 1.3 clearly shows that the overall trend has been to

enhance the throughput and multiplexing capability of protein arrays by detecting a large

number of target proteins while consuming as little of the test sample volume as possible.

For instance, one of �rst the protein arrays was proposed in [25], it employed 504 spots

for multiplexed detection of 7 targets ensuring very high redundancy at cost of achieving

very low e�ciency (plotted on bottom left of Figure 1.3). Recently developed microarrays

however, generally employ approximately 2 spots per target and therefore, have an e�ciency

value around 1/2. Figure 1.3 also indicates that the best arrays (in terms of E and N) also

consume the smallest amount of sample volume per target per test.

This thesis investigates the limits of multi-analyte detection capability of a generic pro-

teomic microarray platform based on information theoretic and computational modeling

techniques. From an information theoretic point of view, a proteomic platform can be viewed
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Figure 1.4: (a) Traditional array with microspots speci�c to only a single protein. Maximum
e�ciency equal to 0.5 (b) Combinatorial array, contains both speci�c and combinatorial
microspots. Can achieve e�ciency greater than 0.5 (c) Scanning electron microscope (SEM)
image of previously reported combinatorial spot. Di�erent logic elements are plotted on top
of the SEM. Experimentally measured conductance across: (d) a soft-OR receptor for mouse
and rabbit IgG; (e) a soft-AND receptor for mouse and rabbit IgG; (f) a conventional (non-
combinatorial) receptor speci�c only to mouse IgG (Figure (c) to (f) adapted from [35,36]).
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as a biosensing channel where target proteins (with di�erent concentration levels) constitute

the signal being transmitted and the channel noise arise due to di�erent biosensing arti-

facts like non-speci�c binding, saturation, hook e�ect, spot corruption and measurement

noise [37, 38]. This concept is illustrated in Figure 1.4(a) for a small scale assay where each

of the spots (labeled 1-3) are immobilized by target speci�c antibody probes. For the sake

of simplicity the input to the assay is a binary vector with a �0" indicating absence and a

�1" indicating presence of the target protein. Each of the probes comprises of epitopes which

are recognition sites that bind with the target protein with some degree of a�nity. Thus,

a protein-probe hybridization can be viewed as an equivalent �inner-product" between the

assay matrix and the input �protein" vector, with the resulting output being a measurable

electrical or an optical signal vector.

Conventional microassays and microarrays use multiple spots of antibody probes to im-

prove the reliability of detecting a single target. Thus, from a channel coding point of view

this procedure can be viewed as using a repetition block-code and existing microarray plat-

form use a repetition code to combat channel errors. However, it is well known that the

channel capacity of a repetition code is not e�cient, especially if the size of the block-code

becomes large. In this regard, using a �combinatorial" probe that can bind with di�erent

target proteins with di�erent a�nities (as shown in Figure 1.4(b)) could be used to enhance

the capacity of the assay. Investigating this principle using a computationally e�cient ap-

proach is one of the main objective of this thesis. This requires development of suitable

channel models followed by the evaluation of the channel probability distributions which are

required for computing the channel capacity. Models of the proteomic di�usion channel and

di�erent types of receptors are derived in chapter 4. Numerical results indicate that capacity

of the proteomic channel can indeed be enhanced using combinatorial probes. Furthermore,

e�ciency of numerical computation of the channel distributions can be improved employing

kernel methods.
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1.3 Contributions

The primary motivation for this thesis is to employ the principles of pattern recognition and

information and signal processing for noise robust retrieval of information from emerging

biosensing applications. In this respect this thesis focuses on two applications areas namely:

(1) Non-invasive respiratory signal estimation and (2) High throughput protein detection

arrays. In both these application signi�cant emphasis is placed on kernel methods. The key

contributions are listed below:

1. This thesis employs a novel dataset recorded by General Electric Global research in

Niskayuna New York for estimation of respiratory signal parameters. This dataset

contains respiratory signals recorded from multiple non-invasive sensors from 19 human

subjects. In comparison to datasets employed in existing literature our dataset is

unique in the sense that it contains multiple instances of subjects performing various

physical activities. Our dataset contains multiple instances of the subjects in di�erent

respiratory states such as: apnea, accelerated breathing and hyper-ventilation, slow

breathing etc. Existing dataset in contrast generally focus on only one or two types of

respiratory states. Therefore, the respiratory dataset employed in this thesis is

unique in the sense that it contains a diverse set of respiratory states and

physical activities.

2. Existing literature in respiratory estimation focuses primarily on breathing rate esti-

mation alone. Lung volume estimation is generally ignored and there are only a few

works that have investigated the estimation of lung volume from non-invasive sen-

sors [14] and [15]. However, the dataset employed in these works do not contain any

motion artifacts. This thesis proposes a novel approach called the Segregated

Envelope Carrier (SEC) estimation which examines the estimation of both

breathing rate and lung volume from non-invasive sensors under both arti-

fact and artifact-free conditions.
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3. A set of novel features based on the discrete wavelet transform is proposed. These

features provide a simple method for classi�cation of the subject's respiratory and

physical states. This thesis employs these features for detection of artifacts, apnea,

accelerated and normal breathing regions. To the best of the author's knowledge

this is the �rst time that these type of features have been employed for

classi�cation of respiratory and physical states.

4. An adaptive framework based on Gini kernel machines is proposed for detection of

breathing rate estimation. This is titled the Wavelet-Adaptive-Gini (or WAGini) al-

gorithm for breathing rate estimation. This algorithm employs wavelet based features

for respiratory state classi�cation and uses the classi�er's decision for selecting a ker-

nel machine that has been trained speci�cally for the underlying respiratory state.

Evaluation of the output indicates that the WAGini algorithm enables sig-

ni�cant reduction in the breathing rate estimation error. The performance

improvement obtained is signi�cant in comparison to standard rate estima-

tion technqiues.

5. For protein array sensing this thesis evaluates the impact of various channel irregulari-

ties on information transfer between the input and output of the a�nity based protein

array sensors. For this purpose a protein array is viewed as a communication channel

and its channel capacity is evaluated. To the best of the author's knowledge

this is the �rst e�ort undertaken to evaluate the information transmission

capacity of a protein array channel.

6. Capacity evaluation of the protein array channel entails modeling of the various ir-

regularities that can have an adverse impact on the information of interest. For this

purpose models of di�usion processes and receptor artifacts, based on ex-

perimental prototypes constructed in lab, are presented. Existing literature

investigating the capacity of biological communication channels generally employ ideal
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models of receptors; see for example [39].

7. Evaluation of shannon's channel capacity becomes challenging when dealing with non-

linear channels with continuous and high-dimensional input alphabets. An alternative

can be to employ metrics such as a quadratic form of mutual information which in

practice are more amenable to optimization. In this context an optimization frame-

work based on a quadratic information measure is proposed in chapter 5. Of particular

importance in this framework is the use of a novel kernel which we call the Proteomic

Kernel. The proteomic kernel is designed speci�cally to capture the bio-

physical interactions of the receptor probes and the target protein particles.

This enables the easy extension of protein array designs to a large number

of target proteins. It is envisioned that the theoretical discussion provided in this

thesis will eventually lead to software tools that will enable prompt and cost-e�ective

design of high-throughput protein arrays.
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CHAPTER 2

RESPIRATORY SIGNAL ESTIMATION

Accurate respiratory signal estimation using impedance plethysmography can be challenging

under certain conditions such as; during patient motion or under noisy conditions at high

breathing rates. This chapter discusses a number of di�erent signal processing and learning

techniques for estimation of breathing rate and lung volume from multiple non-invasive

impedance plethysmographic electrode channels. The organization of this chapter is as

follows: section 2.1 describes the hardware employed for obtaining respiratory data from

di�erent human subjects; it also details the di�erent conditions under which the data was

collected. Section 2.2 discusses the salient characteristics of the respiratory signal, this is done

to provide theoretical background and gain insights about what strategy to employ to obtain

a good estimate of the respiratory signal from the electrode outputs. Section 2.3 contains

details of the di�erent regression techniques employed to predict the respiration/spriometer

signal from the electrode outputs. A total of four di�erent regression techniques have been

employed; they are listed in sections 2.3.1 to 2.4. The �rst two approaches are based on

conventional techniques such as Support Vector regression (SVR) and Gaussian mixture

regression (GMR). A simple scheme based on DCT �ltering is discussed in section 2.3.3.

A novel approach titled:�Segregated Envelope Carrier� (SEC) is proposed in section 2.4.

It operates on the assumption that respiratory information is contained in two distinct

manifolds: (1) Envelope Manifold containing slow varying temporal information and (2) The

Carrier Manifold containing the relatively faster varying temporal information. Consolidated

results for all human subjects are summarized in section 2.5.
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Figure 2.1: Con�guration employed for measurement of respiratory signal from human sub-
jects. The spirometer employs a di�erential pressure sensor (placed inside a tube over the
mouth) to measure �ow versus time. Multiple impedance plethysmographic sensors placed
over the torso measure changes in lung volume versus time.

2.1 Multi-lead impedance plethysmography

The most reliable and accurate methods of measuring the breathing rate employ instruments

such as spirometers that measure the changes in the air�ow directly from the patient's

airway. The spirometer (or �owmeter) setup employed during data recording is illustrated

in Figure 2.1; it uses a di�erential pressure sensor placed inside a tube located over the

subject's mouth. The subject's nose is blocked using a nose clip so that only the air �ow

to and from the mouth is captured. The di�erence in air�ow to and from the mouth is

measured by the di�erential pressure sensor which the produces the time-series signal y(t)

corresponding to the variation of air�ow into and out of the lungs as function of time.

An alternate sensing mechanism that can be employed to measure the respiratory signal

uses impedance-plethysmographic sensors placed over the subject's torso. These sensors

operate by capturing a subject's chest motion as it in�ates and de�ates during inspiration

and expiration. An impedance plethysmographic electrode sensor measures variations of the

changes in the air volume inside the subject's lungs as a function of time and its output x(t)
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Figure 2.2: Percentage of data during which di�erent impedance-electrodes give the lowest
error rate.

is therefore, the integral of the �ow signal output from the spirometer:

x(t) =

∫
y(t)dt (2.1)

Due to its non-invasive nature the plethysmographic sensing mechanism is very appealing

for long-term and remote monitoring of patients. Unfortunately, this mechanism is prone

to motion artifacts [40] since essentially any activity by the subject such as arm movement

etc can also be measured by a plethysmographic sensor and can therefore interfere with the

respiratory information. A potential solution to this problem is to employ multiple sensing

electrodes placed at di�erent spatial locations over the patient's body. Since the respiratory

signal is correlated among all the impedance electrodes and the patient movements are

sporadic and generally not correlated we should be able to separate the respiratory signal

from motion artifacts using a multi-sensor setup. A simple procedure to demonstrate the

potential advantage of using multiple impedance-electodes is to divide the respiratory data

in to, non-overlapping, segments of equal time duration and then compute the percentage of
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segments during which the breathing rate obtained from any particular chest-sensor is closest

to the reference breathing rate obtained from the spirometer. In this way we can compute

that percentage of segments during which a certain electrode gives the best performance

(or the smallest breathing rate error). The bar-graph in Figure 2.2 plots the percentage of

segments during which each of the 10 chest-sensors gives the best performance. It can be

observed that there is no clear winner and the most accurate chest-sensor gives the best

performance in only about 20% of the total segments. This is not unexpected since the data

is not artifact free and the degree of impact of a motion artifact on an impedance-electrode

depends on the nature of the underlying physical activity and the electrode's location. For

example, a sudden right arm movement is more likely to distort outputs of electrodes on

the right side of the torso than it is to distort the left side sensors. As a result there

seems to be no single electrode-sensor that gives the best performance across all the di�erent

activities contained in the various segments of data. Therefore, it seems likely that multiple

impedance-electrodes may enable us to minimize/eliminate the impact of motion-artifacts

on respiratory signal estimation.

2.1.1 Data Collection And Pre-processing

The experiments in this chapter are based on 11 respiratory datasets each of which was

recorded from a distinct adult human subject. An additional 8 subjects are added for the re-

sults in the next chapter. Data was collected by General Electric (GE) global research at their

Niskayuna NY location. The data collection protocol was approved by GE's institutional re-

view board. A total of 10 impedance electrodes were placed at di�erent spatial locations on a

human subject's torso as shown in Figure 2.1. As mentioned previously, a spirometer (Model

RX137F Biopac Inc. Goleta, CA) is used as the reference respiratory signal. The spirometer

and electrodes were switched on and o� by two di�erent operators and the output signals

were aligned manually. Excess pre- and post-samples were truncated. The spirometer and

electrode hardware have di�erent sampling rates therefore, interpolation was employed to
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waveforms with identical sampling rates. Each individual dataset is approximately 50 min-

utes in duration. During recording the human subjects were instructed to maintain di�erent

positions/postures such as: sitting in chair, laying face-up on bed and standing etc. Fur-

thermore, subject was told to achieve distinct respiratory-states such as: normal breathing,

deep breathing, shallow fast breathing, deep fast breathing, coughing, yawning and holding

breath etc; while simultaneously maintaining di�erent postures/positions . Each dataset also

incorporated motion artifacts by recording the respiratory signal while the patient performed

di�erent physical-activities such as: reading, eating, walking, reaching to grab object etc.

Consider for example, interval-(a) in Figure 1.2 (on page 6) where the subject is reaching for

an object while breathing normally (as indicated by the spirometer signal) in a seated po-

sition. Motion artifacts in this interval cause signi�cant distortion in the electrode signals.

During intervals-(b) through (e) the subject is laying, face-up, on a bed and maintaining

di�erent respiratory-states each for a duration of approximately 30 seconds.

In addition to motion artifacts impedance electrode outputs include a changing DC-

baseline (see Figure 1.2 middle plot). This can be attributed to slight shifts in electrode

position over time. Therefore, the �rst pre-processing step is to apply a DC blocking �lter to

the electrode outputs. After this a lowpass FIR �lter is applied to eliminate high frequency

interference and noise. The bottom plot in Figure 1.2 displays the �ltered electrode signals

and demonstrates that simple �ltering eliminates the DC-baseline and high frequency noise.

2.2 Respiratory Signal Characteristics

This section provides a brief background about the important information contained within

the respiratory signal output from the spirometer and examine its time-frequency charac-

teristics. A typical spirometer employs a mouthpiece to directly measure the air�ow in the

lungs during inspiration and expiration [41]. The breathing-rate is contained in the spirome-

ter frequency whereas, the lung-volume can be obtained by integrating the spirometer ouput.

Therefore, it is critical to preserve both the frequency and amplitude of spirometer in order
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to produce an accurate estimate of the respiration-rate and lung volume. As a result, we

approximate the spirometer output by an Amplitude-Modulated (AM) signal. The harmonic

nature of the Spirometer signal implies that it can be represented e�ciently using a har-

monic basis such as the Discrete Fourier Transform (DFT) or the Discrete Cosine Transform

(DCT). If true this may provide us with a method to construct sparse features for signal

regression. To examine the harmonic nature of the respiratory signal we take a sample

Spirometer output and subdivide it into, non-overlapping, frames (or windows) of length

M = 200 samples each. Given a total of F non-overlapping frames in the spirometer output,

it is transformed using a DCT basis

zi = Tui for i = [1, ..., F ] (2.2)

where, T represents the (M×M) DCT basis. The vector ui ∈ RM represents the i-th frame

of the spirometer waveform and zi ∈ RM represents the corresponding vector of coe�cients

obtained after application of the DCT transform. A quantized/ distorted estimate of the

spirometer signal is then obtained using the inverse DCT transform as below

ũi = T−1z̃i for i = [1, ..., F ] (2.3)

where, z̃i is the vector that is obtained by retaining only the N ≤ M coe�cients in zi that

have the largest absolute values; the remaining coe�cients are set to zero. For a given value

of N quality of the reconstructed signal is evaluated by computing its average Signal-to-

Distortion Ratio (SDR) as below:

SDR =
1

F

F∑
i=1

20log
||ũi||

||ui − ũi||
(2.4)

where, || || represents the l2-norm. Figure 2.3 displays a plot of the Signal-to-Distortion

Ratio (SDR) for di�erent values of N .

The length M of each frame ui is equal to 200 samples and therefore, the maximum

value of N can be equal to 200. However, we are interested in the SDR values at small

values of N , hence Figure 2.3 displays SDR only upto a maximum of N = 30 coe�cients.
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Figure 2.3: Signal-to-Distortion Ratio of a Spirometer Signal Reconstructed for a �xed
number of DCT coe�cients.

Figure 2.3 indicates that a reasonable SDR (>10 dB) can be achieved even using a small

number (10 to 15) of DCT coe�cients. It is highlighted here that we are primarily interested

in extracting the frequency and the amplitude; other factors such as the exact shape of the

waveform are not critical and therefore, can be compromised at the cost of preserving these

two parameters. Therefore, the SDR may not be the best metric to measure the quality

of the spirometer signal since even a low quality SDR signal may be acceptable as long

as it preserves the critical parameters. Hence, SDR is only employed in this section for

demonstration purposes, the �nal results are evaluated using di�erent metrics (described in

section-2.3).

A demonstration of the AM approximation is presented in Figure 2.4 where the top �gure

contains the reference spirometer signal. Figure 2.4 (b) contains a plot of the quantized

spirometer signal, ũ = [ũ1, . . . , ũF ], obtained by retaining only the single largest DCT

coe�cient in each frame i.e.; N = 1. The SDR obtained for this signal is equal to -0.104

dB. The plot in Figure 2.4 (c) shows the signal obtained via the AM approximation. In

this case the carrier (breathing rate) component is obtained by setting the spirometer DCT

coe�cient with the largest absolute value (in each frame) to 1. The remaining M − 1

20



34.5 35 35.5 36

−0.3

0

0.3

(a)

34.5 35 35.5 36

−0.3

0

0.3

(b)

34.5 35 35.5 36

−0.3

0

0.3

(c)                        Time (min)

Figure 2.4: (a) Original Spirometer signal. (b) Reconstructed signal using only 1 DCT
coe�cient; SDR = -0.104 dB. (c) Reconstructed signal using the AM approximation; SDR
= 5.483 dB.

coe�cients are set to 0. This carrier component is then multiplied with the, ideal, envelope

obtained from the spirometer signal in Figure 2.4 (a) to obtain the AM approximation

displayed in Figure 2.4 (c). The SDR in this case is equal to 5.483 dB therefore, moving

from the single DCT coe�cient to the AM-approximation results in a gain of about 5.5 dB.

The AM-approximation also uses only a single DCT coe�cient however, it also multiplies

the coe�cient with the envelope. Therefore, it seems that the AM approximation is a fair

assumption. Note that use of the �ideal� envelope here is only for demonstration purposes;

for the SEC algorithm proposed in this chapter the envelope component is learnt from the

spirometer signal during the training phase and predicted from electrode outputs during the

test phase.
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2.3 Spirometer Signal Regression

The multi-lead plethysmography system employed for data collection consists of a total of

10 impedance electrodes strategically placed at di�erent spatial locations over the patient's

body. As mentioned previously, a spirometer was employed to capture the patient's true

respiratory state. On average each subject's dataset consisted of 95,000 samples. Each

dataset was split into 9 non-overlapping sets out of which 8 were employed for training and

1 was used for testing at one time. A number of di�erent regression techniques were tested

to obtain the best estimate of the spirometer signal. The following subsections describe in

detail some of the regression approaches that were employed. Due to space constraints it is

not possible to plot all of the reconstructed test signals. Therefore, only 4 test signals for

each regression technique are plotted here. For consistency and judicious comparison the

same set of test signals is plotted for all the regression methods presented in the following

subsections. Results for all the Datasets are summarized at the end in Tables 2.2 and 2.1.

The critical parameters here are the signal's breathing rate and envelope. Therefore, to

evaluate the quality of the estimated respiratory signal the following performance metrics

are employed:

2.3.0.1 Average Breathing-Rate Error (BRerr)

The accuracy of the estimated respiration rate is evaluated by comparing the predicted signal

with the reference spirometer signal. More speci�cally both, the estimated and reference,

signals are divided into 60 sec frames and the respiration rate is calculated by identifying

the highest energy frequency component in their respective spectrograms. The spectrogram

was evaluated using 60 sec long Gaussian windows with an overlap of 25 sec between succes-

sive windows. The average breathing rate error (BRerr), in breaths-per-minute (BPM), is

then computed by �rst taking the absolute di�erence between the reference and estimated

breathing-rate curves and then averaging over the total number of frames.
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2.3.0.2 Envelope Correlation Coe�cient (Eρ)

The correlation-coe�cient is employed to quantify the relationship between the temporal

variations of the envelopes, of the reference and the estimated respiratory signals. In par-

ticular, this metric is critical for evaluation of test signals that contain a mixture of di�erent

respiratory states (such as the signal in Figure 1.2) where the envelope exhibits signi�cant

temporal variations.

2.3.1 Support Vector Regression (SVR)

The description of support vector machines in this section is based on Smola et. al's tu-

torial [42]. Support vector machines (SVM) [43], [44] are amongst the most popular and

widely applied tools in regression problems. Given a set of input training vectors, [x1, ...,xl]

belonging to input space X
(

= Rd in the current context
)
, and corresponding training la-

bels, given by [y1, ..., yl] ∈ R. Support-Vector Regression attempts to �nds a function f(x)

that has at most ε deviation from all training values, yi, and is as �at as possible [42]. In a

linear formulation the function f(x) is assumed to have the following form:

f(x) = wtx + b (2.5)

where, w ∈ X and b ∈ R. For functions of the type in (2.5) Flatness corresponds to seeking

a small w. This may be achieved by minimizing the norm of w. Thus one can solve for

w within the framework of convex optimization. However, it is possible that a function,

f(x), that satis�es ε-deviation constraint for all pairs (xi, yi) may not exist. Therefore, slack

variables ξi, ξ∗i are introduced to tolerate some errors to make the optimization feasible.

Minimization of |x| subject to the constraints discussed above can now be formulated as the

following optimization problem [43]:
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min
1

2
|w|2 + C

l∑
i=1

(ξi + ξ∗i ) (2.6)

subject to


yi −wtxi − b ≤ ε+ ξi

wtxi + b− yi ≤ ε+ ξ∗i

ξiξ
∗
i ≥ 0

The trade-o� between the error-tolerance and the �atness of f(x) is controlled by the

constant C > 0 [42]. Non-Linear support vector regression operates by mapping the training

instance xi into a (generally higher dimensional) feature space S using the map Φ : X → S

and then applying the standard support vector regression algorithm.

The primal objective function of (2.6) can be solved more easily in its dual form by

making use of a Lagrangian function. The dual of the primal in (2.6) generalized to the

non-linear case is given by:

max


−1/2

∑l
i,j=1

(
αi − α∗i

)
K
(
xi,xj

)

−ε
∑l
i=1

(
αi + α∗i

)
+
∑l
i=1 yi

(
αi − α∗i

) (2.7)

subject to
l∑

i=1

(αi − α∗i ) and αi, α
∗
i ∈ [0, C]

where, αi ≥ 0andα∗i ≥ 0 represent the Lagrange multipliers; K
(
xi,xj

)
:= Φ (xi)

tΦ
(
xj
)
is

called the Kernel -function. The dual in (2.7) depends only on the dot product in the feature

space and therefore, can be solved without explicitly computing of Φ (xi). In the non-linear

case, xand f(x) take the following form:

w =
l∑

i=1

(αi − α∗i ) (2.8)

f(x) =
l∑

i=1

(αi − α∗i )K (xi,x) + b (2.9)
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Therefore; after training, predictions using future, or test, data vectors can be made

using equation (2.9). For SV regression the open-source LIBSVM toolbox [45] is employed.

The kernel used is the radial basis function (RBF) kernel, K (xi,x) := exp (−γ|xi − x|).

The dimension, d, of the input feature vectors is equal to 20. Each feature vector contains

10 electrode samples (one corresponding to each of the 10 electrodes) and an additional 10

values containing the delta coe�cients of each electrode. The delta coe�cients correspond to

the 1st derivative of the electrode time-series outputs and are employed here to capture the

temporal dependence on the preceding samples. In order to capture temporal dependence

we also, experimented with features based on the auto-regressive (AR) model however, the

results were not encouraging and therefore, are not presented here. The parameter C and γ

parameter, of the RBF kernel, were selected by performing a grid-search on a large collections

of test signals from di�erent patients; the values that gave the best performance (in terms

of the performance metrics described above) were selected for the rest of the simulations.

The estimated time series obtained via SVR for four test signals are shown in Fig-

ures 2.5(b) - 2.8 (b). The reference spirometer output is also shown for comparison. Res-

piratory signal estimation is generally more challenging at higher breathing rates therefore,

we selected test signals that contain instances of apnea, normal and accelerated breathing.

Furthermore, to demonstrate the impact of motion artifacts, three out of the four test sig-

nals also contain regions where the subjects are performing a physical activity. For Test

Signal-1 (Figure 2.5) SVR results in an overall RRerr = 4.58BPM however, the envelope

correlation coe�cient is only 0.338. Additionally, there seems to be signi�cant degradation

in the envelope and rate estimation in due to motion artifacts when the subject is physically

active. For Test Signal-2 the RRerr = 17.61BPM which is quite high and there also seems

to be noticeable degradation in the motion artifact region. For Test Signal-3 the RRerr is

almost zero however, this signal does not contain any regions of physical activity and enve-

lope correlation correlation coe�cient is still quite low. Test Signal-4 follows a similar trend

and there appears to be signi�cant degradation in the region containing physical activity.
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Figure 2.5: Test Signal-1 ; time series obtained from: (a) Reference spirometer (b) SVR
(RRerr = 4.58 BPM, Eρ = 0.338) (c) GMR (RRerr = 5.92 BPM, Eρ = 0.771) (d) DCT
based estimation, (RRerr = 6.58 BPM, Eρ = 0.327) and (e) SEC (RRerr = 2.79 BPM, Eρ
= 0.989). Subject performing physical activity between 0 to 100 sec.

Therefore, there seems to be a signi�cant margin for improvement and other alternatives

must be investigated.

2.3.2 Gaussian Mixture Regression (GMR)

Given the harmonic nature of the respiratory signal, a Gaussian Mixture based approach

seems to be a very appealing option. For example, Gaussian mixture models (GMMs) are

one of the most widely employed methods in speech based applications [46], [47] where

the underlying signal contains complex harmonic information. GMMs are based on the

assumption that the underlying distribution of the data can be approximated by a multi-

modal Gaussian distribution. A single instance of the feature vector, x, at the input of

the Gaussian mixture model is d(= 20) dimensional and consists of the electrode outputs
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Figure 2.6: Test Signal-2 ; time series obtained from: (a) Reference spirometer (b) SVR
(RRerr = 17.61 BPM, Eρ = 0.572) (c) GMR (RRerr = 9.38 BPM, Eρ = 0.712) (d) DCT
based estimation, (RRerr = 13.83 BPM, Eρ = 0.384) and (e) SEC (RRerr = 2.80 BPM,
Eρ = 0.868). Subject performing physical activity between 0 to 100 sec.

plus their corresponding delta coe�cients (at one time sample). Thus the feature extraction

block is identical to the one employed for SVM regression in section 2.3.1. The Gaussian

mixture density of an (d+ 1) dimensional multivariate random variable Φ = [x, y], obtained

by concatenating x and the (1-dimensional) spirometer output y, is given by [48]:

p(Φ) = p(x, y) =
K∑
k=1

πkN (Φ;µk,Σk) (2.10)

where, K is the total number of Gaussian components, πk are non-negative mixing com-

ponents with
∑K
k=1 πk = 1 and N (Φ;µk,Σk) represents a multi-variate Gaussian density.

Furthermore, µk denotes the mean vector and is given by:

µk =

µkx
µky

 (2.11)
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Figure 2.7: Test Signal-3 ; time series obtained from: (a) Reference spirometer (b) SVR
(RRerr = 0.396 BPM, Eρ = 0.417) (c) GMR (RRerr = 16.21 BPM, Eρ = 0.846) (d) DCT
based estimation, (RRerr = 16.21 BPM, Eρ = 0.343) and (e) SEC (RRerr = 3.03 BPM,
Eρ = 0.947). No physical activity at any time.

Σk represents the covariance and is given by:

Σk =

Σkxx Σkxy

Σkyx Σkyy

 (2.12)

After initialization using K-means clustering [49] the EM algorithm [50] is employed

to �nd the parameters of the Gaussian mixture distribution(of equation (2.10)) that best

�ts the training data. The number of mixture components (K) is determined using the

Bayesian-Information Criterion (BIC).

The conditional distribution, pk(y|x), of a component k, of the spirometer output y given

the input feature vector x is determined by dividing the joint distribution, pk(x, y), by the
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Figure 2.8: Test Signal-4 ; time series obtained from: (a) Reference spirometer (b) SVR
(RRerr = 4.80 BPM, Eρ = -0.041) (c) GMR (RRerr = 4.91 BPM, Eρ = 0.646) (d) DCT
based estimation, (RRerr = 7.81 BPM, Eρ = -0.081) and (e) SEC (RRerr = 3.24 BPM,
Eρ = 0.291). Subject performing physical activity between 100 to 180 sec.

marginal distribution, pk(x) [48]:

pk(y|x) =
pk(x, y)

pk(x)
= N

(
x|µky|x,Λ

−1
kyy

)
(2.13)

where, Λkyy is a submatrix of the matrix Λk = Σ−1
k given by:

Λk =

Λkxx Λkxy

Λkyx Λkyy

 (2.14)

The conditional mean, µky|x, is given by:

µky|x = µky −Λ−1
kyyΛkyx (x− µkx) (2.15)

During the test phase the spirometer output is predicted from the feature vectors using the

Gaussian mixture distribution learnt during the training phase. More speci�cally; given a
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test vector x the estimate ŷ of the spirometer is equal to the expectation of the conditional

distribution p(y|x):

ŷ = E [p(y|x)] (2.16)

The spirometer test signals estimated using Gaussian Mixture Regression (GMR) are

plotted in Figure 2.5 (c) - 2.8 (c). It seems that GMR, as compared to SVR, gives a better

estimate of the envelope as indicated by both the shape of the GMR estimates and the

higher values of Eρ. However, in terms of breathing rate estimation it seems that GMR also

degrades in high breathing rate and motion artifact regions. Therefore, overall it seems that

GMR does result in performance improvement over SVR, especially at normal respiration

rates. However, its performance at higher respiration rates is not satisfactory and there is

still margin for improvement.

2.3.3 DCT Based Estimation

In general, it is di�cult to optimize machine learning classi�ers to give optimal performance

in regression applications that have signi�cant temporal correlation between neighboring

samples. This is because the underlying theory, more often than not, assumes that the data

points are independent and identically distributed. A potential solution to this problem

can be to consider techniques such as Markov Models that explicitly cater for the tempo-

ral dependence or employ a feature extraction front-end that outputs feature vectors that

e�ectively capture temporal dependence. The addition of delta features in SVR and GMR

did ameliorate the situation to some extent however, there is still room for improvement.

This subsection, presents a very simple time-frequency technique that operates on temporal

frames of �nite length and estimates the spirometer signal on a frame-by-frame basis, in

contrast to the sample-by-sample estimation approach employed by SVR and GMR. The

output signal from each electrode is split into non-overlapping frames of length M temporal

samples. Di�erent frame lengths were experimented with; M = 200 samples was found to

give the best performance. Assuming that maximum number of frames in a given test signal

30



equals F then for the i-th frame the (M × N) matrix Xi, whose columns contain the time

samples from the N(= 10) electrodes, the DCT coe�cient matrix Ci is obtained by

Ci = TXi for i = [1, ..., F ] (2.17)

where, T represents the (M ×M) DCT basis. In the next step the quantized coe�cient

matrix C̃i is obtained by setting all, but the P (< M) largest magnitude coe�cients in every

column of Ci to zero. The mean coe�cient vector x̃i is then obtained by taking the average

over all the electrode signals:

x̃i =
1

N

N∑
n=1

c̃ni for i = [1, ..., F ] (2.18)

where, c̃ni represents the n-th column vector of C̃i. Finally, the estimated spirometer time

samples, for frame-i are obtained via the inverse DCT transform:

ŷi = T−1x̃i for i = [1, ..., F ] (2.19)

The reconstructed test signals are plotted in Figure 2.5 (d) - 2.8 (d) and demonstrate that

SVR and GMR are better in terms of envelope estimation than DCT based reconstruction.

In terms of breathing rate estimation however; the time series plots of the estimated signals

indicate that the (much simpler) DCT based approach gives a performance similar to that of

SVR and GMR. This observation, although seemingly minor, has signi�cant implications. It

demonstrates that it is possible to estimate the respiration rate by a simple procedure based

on identifying the dominant frequency components in the electrode signals (without requiring

any training data). Although the problems with envelope estimation are still unresolved, the

DCT based approach paves the way for the next approach (the SEC, presented in section 2.4)

in which envelope and respiration rate estimation are segregated and treated as separate

problems. Breathing rate estimation in the SEC is a more re�ned version of the DCT

based estimation whereas, envelope estimation employs regression models similar to the ones

presents in sections 2.3.1 and 2.3.2 with the di�erence that it estimates only the envelope

and is not responsible for breathing rate estimation.
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Figure 2.9: Block diagram of SEC estimation using the AM approximation.

2.4 SEC Estimation Using the AM Aproximation

This section introduces a novel respiratory signal estimation approach titled Segregated

Envelope and Carrier (SEC) Estimation. SEC estimation is based on the observation that

the spirometer can signal be approximated by an Amplitude Modulated (AM) signal. AM

is one of the oldest and simplest modulation techniques and is obtained by multiplying a

(high-frequency) carrier with a (lower-frequency) information signal. The result is a signal

centered around the carrier frequency whose amplitude/envelope varies in proportion to the

information signal. Therefore, the SEC views the spirometer output as an AM signal, albeit

with a time varying carrier component.

The primary advantage of the AM approximation is that it enables separate evaluation
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of the envelope and respiration rate thus preventing errors in estimation of one parameter

from e�ecting the other. The block diagram of a framework based on the AM approximation

is shown in Figure 2.9, the Envelope Estimator and the Carrier Estimator blocks provide

predictions of the signal's amplitude and respiration rate. The outputs of both blocks are

then multiplied to obtain the the estimated spirometer signal. This approach may also be

motivated physiologically in the sense that physical activity by the subject generally intro-

duces large amplitude distortions in the electrode signals while the frequency information

(in some, if not all) of the electrode signals still remains intact. In such a scenario we may

bene�t by segregating the estimation of the signal's rate and envelope. Instead of the sample

by sample approach employed in the SVR and GMR, estimation of the signal envelope over a

relatively longer temporal window should enable mitigation of the large amplitude variations

observed in the motion artifact regions of Test Signals-1, 2 and 4. The envelope and carrier

estimation blocks are described in detail below.

2.4.1 Envelope Estimation

The envelope estimation block employs regression techniques similar to those used in sub-

sections 2.3.1 and 2.3.2 with the exception that training is performed using the envelope of

the spirometer signal instead of it's actual sample values. The input features remain that

same as those employed in the preceding sections. By focusing solely on the envelope (and

not the carrier) it is hoped that the classi�er maybe be able to learn the temporal variations

in the signal amplitude with ease. Results indicate that this is indeed the case.

During the training phase the envelope is obtained by �rst locating the local-maxima

in the spirometer signal and then interpolating to produce a signal that is the same length

as the original spirometer output. SVM and GMM models are then trained to predict

the envelope using the electrode signals. Analysis of the results of SVR and GMR based

envelope estimation indicate that for the majority of Test Data, GMR performs better at

lower amplitude values of envelope (commonly found in normal breathing regions) whereas
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the SVR is better higher amplitude values of the envelope (commonly found in accelerated

breathing regions ). This is consistent with the trend in sections 2.3.1 and 2.3.2 where it

was observed that the GMR based approach performed better at lower amplitude, lower

frequency regions. The reason why SVR based envelope estimation outperforms GMR based

envelope estimation (at higher envelope amplitudes) may be attributed to the fact that in

general, SVMs are better suited for scenarios where the number of training instances are

small, which is somewhat true here since the bulk of the data consists of subjects breathing

normally. Therefore, given a larger amount of data it is possible that the performance

obtained via GMR may be improved however, collecting so much data is often di�cult.

The �nal, SEC, envelope is obtained by combining the envelopes output by the SVR and

GMR based envelope estimators. To elaborate, the GMR envelope was employed at lower

amplitudes and the SVR envelope was employed at higher amplitude values. The threshold

to switch between low and high amplitudes was determined by examining large instances of

the data. It is highlighted that the same threshold was employed for all test signals and it

was not changed for di�erent test signals. Results for SEC estimation (Figures 2.5 (e) - 2.8

(e)) indicate that envelope estimation at higher respiration rates is signi�cantly better than

all previous methods. This can be attributed to employing a classi�er dedicated for only

envelope estimation.

2.4.2 Carrier Estimation

As highlighted earlier, the results in section 2.3.3 indicate that respiration rate information

can be extracted using a simple procedure. The carrier extraction process is a modi�ed

version of the DCT based technique introduced in section 2.3.3. The primary di�erence

being that only a single DCT coe�cient is retained and assigned a value of 1. However, this

approach can cause problems during time intervals where electrode signals contain noise.

Consider for example the reference spirometer signal in Figure 2.10-(a) where the subject

is holding his breath during some intervals. Picking the strongest frequency component
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Figure 2.10: (a) Original Spirometer signal. (b) Signal estimate using the largest magnitude
DCT coe�cient (c) Signal estimate via noisy frame suppression.
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in the electrodes results electrode noise frequency being selected in some noisy frames as

demonstrated in Figure 2.10-(b). This can be remedied by exploiting the observation that the

majority of noisy electrode frames have low energy compared to the true frames containing

the respiratory signal. Thus we can di�erentiate between noisy and true respiratory frames

by comparing the energy of each test frame with the average frame energy, ξ, computed

from the training data. A test frame with energy signi�cantly below ξ is assumed to be a

zero frame and all DCT coe�cients are set to zero. Formally, we �rst compute the (M × 1)

vector cTsti by adding adding the absolute values of the coe�cients of the N electrodes

cTsti =
1

N

N∑
n=1

|c̃ni | i = [1, ..., F1] (2.20)

Here, F1 is the total number of frames in the test signal. The average training frame energy

ξ is computed as below:

ξ =
1

F2

F2∑
i=1

‖cTrni ‖ (2.21)

where, cTrni represents the mean coe�cient vector of the i-th training data frame, F2 is the

total number of frames in the training data, and | | represents the l2-norm. Now, if

‖cTsti ‖ > ηξ (2.22)

the largest magnitude element of cTsti is assigned a magnitude of 1 (sign remains unchanged);

the remaining elements are set to zero. If on the other hand condition (2.22) is not satis�ed,

then all coe�cients are set to zero. The parameter η = 0.15 and its value was determined

heuristically from the data. Figure 2.10-(c) demonstrates the spirometer estimate obtained

via the noisy frame suppression procedure outlined above.

Results for Test Signals-1 to 4 are displayed in Figures 2.5 (e) - 2.8 (e). It can be observed

that the performance improvement is signi�cant. For Test Signal-1 SEC outperforms all

other techniques by a large margin both terms of envelope and breathing rate estimation.

The envelope correlation coe�cient for this signal is almost equal to 1, RRerr = 2.80BPM .

Additionally, SEC seems to be more robust to the e�ect of motion artifacts as is apparent
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SVR GMR DCT SEC SVR GMR DCT SEC

1 3.392 3.022 3.331 1.789 10.045 16.574 14.900 10.212

2 8.265 2.529 3.269 1.11 35.877 25.06 31.731 2.163

3 17.33 2.131 2.699 0.781 14.531 0.469 15.469 0.938

4 11.435 5.185 6.747 2.983 22.461 21.289 20.313 2.930

5 3.196 2.983 4.19 1.918 10.637 13.882 9.195 1.082

6 8.594 6.605 4.759 2.557 17.578 0.586 20.733 2.524

7 35.938 7.244 4.972 2.344 33.545 12.744 9.229 7.178

8 4.688 3.764 4.230 1.847 27.604 20.182 30.599 18.359

9 3.480 9.375 3.835 4.261 11.953 9.258 4.922 4.805

10 3.385 1.910 4.514 2.17 6.563 12.891 7.031 3.984

11 5.122 2.951 3.733 2.431 11.484 3.281 10.078 2.344

Mean: 10.135 4.579 4.205 2.199 18.389 12.383 15.930 5.359

Low Breathing Rates High Breathing Rates
Subject

Table 2.1: Average Respiration Rate Error (RRerr) for 11 di�erent human subjects.

from its estimate between 0 to 100 sec. Both SVR and GMR su�er from degradation in

this region. Similar trends are observed in Test Signal-2 as well. For Test Signal-3 the

RRerr = 3.03BPM for SEC is slightly higher than that achieved by using SVR however; SEC

is still signi�cantly better in terms of envelope estimation. For Test Signal-4 the envelope

correlation coe�cient value is not the best amongst the four techniques mentioned in this

work. However, this metric is not perfect and visually it seems that SEC estimation gives an

acceptable performance. In terms of RRerr still gives the best performance and again seems

to be more tolerant of motion artifacts than the other three approaches.

2.5 Results

Due to space constraints it is not possible to plot all the Test signals and the performance

obtained by all methods for 11 di�erent human subjects are summarized in Tables 2.1 and

2.2. As mentioned at the start of section 2.3, each patient's data was divided into 9 non-

overlapping subsets. At one time a single subset was used as the test signal and the rest

were used for training. In this fashion each subset was used as a test signal and compared
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SVR GMR DCT SEC SVR GMR DCT SEC

1 0.182 0.397 0.367 0.281 0.036 0.286 0.343 0.557

2 0.261 0.368 0.209 0.426 0.062 0.501 0.091 0.627

3 0.122 0.210 0.436 0.359 0.053 0.395 0.258 0.631

4 0.431 0.506 0.421 0.615 0.592 0.856 0.441 0.897

5 0.445 0.353 0.438 0.369 0.565 0.545 0.257 0.876

6 0.495 0.450 0.441 0.399 0.572 0.953 0.138 0.918

7 0.420 0.602 0.555 0.548 0.763 0.757 0.512 0.850

8 0.505 0.506 0.570 0.534 0.165 0.472 0.162 0.603

9 0.183 0.221 0.131 0.164 0.141 0.195 0.318 0.082

10 0.534 0.346 0.645 0.458 0.123 0.187 0.311 0.454

11 0.492 0.507 0.615 0.592 0.174 0.592 0.150 0.701

Mean 0.370 0.406 0.439 0.431 0.295 0.521 0.271 0.654

Low Breathing Rates High Breathing Rates
Subject

Table 2.2: Envelope correlation Coe�cient (Eρ) for 11 di�erent human subjects.

with the spirometer reference signal. The respiration rate and envelope performance metrics

were computed; after this the subset was replaced in the training set and the next subset

was selected and training and testing phases were repeated. Furthermore, we subdivided

each subject's Test Signals in to two groups depending on whether they contained Low or

High respiration rates. For example all signals such as Test Signal-1 were labeled as Low

respiration rate signals whereas, signals such as Test Signal-2, 3 and 4 were labeled as High

respiration rate signals. Each metric listed in Table 2.1 and Table 2.2 was computed by

averaging over all the Low or High breathing rate test signals for that particular human

subject. For example, the average respiration rate error for subject-1 using the SEC is 1.789

BPM for low breathing rate test signals and 10.212 BPM for high breathing rate test signals.

It can be observed from Table 2.1 that in terms of respiration rate, the AM based SEC

approach gives the best performance for majority of subjects. Most practical applications

require that the respiration rate error (RRerr) must be less than 10 BPM at all times. We

employ a stricter threshold of 5 BPM here. At low breathing rates all approaches, except

SVR, give low errors. However, overall SEC gives a more consistent performance and its
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RRerr is never greater than 5 BPM. Whereas, RRerr for GMR exceeds 5 BPM for 4 out

of the 11 subjects. DCT and SVR estimation exceed the 5 BPM threshold for 1 and 6

subjects respectively. At high respiration rates SEC gives the best performance on average

and its RRerr exceeds the 5 BPM for 3 subjects. SVR and GMR exceed the threshold for

11 and 8 subjects respectively. Whereas the RRerr for DCT based estimation exceeds 5

BPM for all but one of the 11 subjects. Overall, the values in Table 2.1 demonstrate a trend

similar to that observed for Test Signals-1 to 4 i.e., GMR gives reasonable performance at

low respiration rates however, at high respiration rates it gives a reasonable performance

in a few cases but completely misses the mark in the majority of cases. SEC, in contrast,

delivers a much more consistent performance.

Envelope correlation coe�cients (Eρ) are listed in Table 2.2. At high breathing rates,

SEC gives the best performance for all subjects except subjects 6 and 9. For human subject-6

GMR performs slightly better however, SEC also results in a very high correlation coe�cient

(0.918). For human subject-9, the envelope estimation performance for all 4 techniques

is subpar; this may be due to extraordinarily high levels of noise or interference during

data collection. At low breathing rates there is not a signi�cant di�erence between the

performance of all the four techniques in terms of envelope estimation. On average DCT

gives the best performance followed by the SEC. However, it is highlighted that at low

breathing rates the signal envelope does not exhibit signi�cant variations in the shape of

the envelope. The majority of signals at low respiration rates are similar to Test Signal-1

and therefore, have an almost �at envelope with an amplitude close to the subject's average

lung volume. In these scenarios a few false peaks in the estimated envelope may result in

signi�cant variations in Eρ. Consider for example TS-1, although the correlation coe�cient

of the SEC estimate of this signal is lower than that of the GMR estimate it can be observed

visually that there is not a signi�cant di�erence between the two envelopes. At high breathing

rates however, the reference signals exhibits signi�cant variations in lung volume shape and

correlation coe�cient gains much more importance in these regions. The results demonstrate
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that SEC delivers signi�cant performance improvements over all other approaches.
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CHAPTER 3

BREATHING RATE ESTIMATION USING KERNEL METHODS

The previous chapter discussed the SEC which is a framework for estimation both the breath-

ing rate and lung volume. The technique for estimation of the breathing rate in the SEC is

quite simple technique for breathing rate estimation. Although it gives reasonable perfor-

mance there still is room for improvement. In this chapter the emphasis is shifted primarily

to the estimation of beathing rate esimtation alone. There are two primary reasons for this:

(1) Breathing rate is considered to be a much more important in clinical practice than lung

volume; and (2) Improvement in rate estimation is bound to bene�t lung volume estimation

as well since accurate estimation of breathing rate is critical for lung volume estimation using

the SEC. To elaborate further, the breathing rate estimation approach proposed in this chap-

ter can be used to replace the rate (carrier) estimation technique employed in section 2.4.2.

In this chapter kernel machines are employed to for robust breathing rate estimation. The

best performing technique employs an innovative set of features constructed from the dis-

crete wavelet transform to di�erentiate between various respiratory states which enable the

learning algorithm adapt based on the underlying state (such as Apnea, fast breathing or

normal breathing etc).

A detailed analysis of the results obtained from the, DCT �lter based, breathing rate

estimation employed in the previous chapter reveals that (other than artifact regions) the

most challenging respiratory states for rate estimation using impedance electrodes are hy-

perventilation and apnea especially when electrode outputs are noisy. Two example cases

are presented in Figures 3.1 and 3.2. Detection of breathing rate during hyperventilation

is challenging primarily because the subject is taking very shallow breaths while breathing

at a very rapid rate. Therefore, the changes in the lung volume are quite small and can

missed easily especially when the electrode signal contains noise. Consider for example, the
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Figure 3.1: Breathing rate estimation during hyperventilation under high noisy conditions.
(a) Reference Spirometer. (b) SEC output. (c) Electrode-2 output.

respiratory signal shown in Figure 3.1 (a); the subject starts breathing at an accelerated rate

beyond the 30 second mark. Examination of only the spirometer signal seems to indicate

that there shouldn't be much di�culty in estimating breathing rates at any rate because

the amplitude of the spirometer signal during accelerated breathing is comparable to its

amplitude under normal breathing conditions. However, the spirometer measures �ow ; our

task is to estimate the breathing rate from the electrodes, which measure the lung volume

directly which does not change signi�cantly during the shallow breathing hyperventilation

conditions. Therefore, when noise power is high it becomes very di�cult to di�erentiate

between noise and genuine breath signals. This can be observed from the plot of electrode-2

shown in Figure 3.1 (c), it can be seen that amplitude of the electrode output in the hy-

perventilation region (between 0.5 min to 2 min) is quite low; as a result a spectral energy

based rate estimation algorithm may under or over-estimate the breathing rate as shown in
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Figure 3.2: Breathing rate estimation during apnea under high noisy conditions. (a) Refer-
ence Spirometer. (b) SEC output. (c) Electrode-2 output.

Figure 3.1 (b). Similarly, a high level of noise may also cause falsely treating an apnea region

as a hyperventilation region as shown in Figure 3.2 (c).

Although the SEC employs noisy-frame suppression (described in section2.4.2) to mit-

igate the impact of noise it is dependent on the accurate estimation of the envelope and

therefore, may not work in case envelope estimation is not accurate. Therefore, this chapter

presents a technique which employs kernel machines for accurate estimation of breathing

rate; results demonstrate improvements in performance.

3.1 Gini Kernel Machines for Breathing Rate Estimation

As discussed above the breathing rate estimation algorithm employed by the SEC degrade in

the presence of motion artifacts and high noise power. Training kernel machines on a dataset
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that contains example scenarios containing artifacts and noise may enable better estimation

of the breathing rate. The training dataset contains a number of representative noise and

artifact scenarios and also contains multiple electrode channels therefore, it is anticipated

that the kernel machine should be able to learn the mapping to actual breathing signal even

when some of the electrode channels are corrupted. The subsections that follow describe

in detail the optimization techniques employed for training Gini kernel machines and how

they can be used for breathing rate estimation. This optimization framework was presented

in [51]; it is described here for convenience and is modi�ed according to the demands of the

application where necessary.

3.1.1 Supervised Learning Using Gini-Kernel Machines

In a general supervised learning framework the learner is trained using a set of feature vectors

T ⊂ X : T = xi, i = 1, .., N independently drawn from a �xed distribution P (x), with x ∈

X . Furthermore, the learner is also provided with a set of soft (or hard) labels yik =

P (Ck|xi) that represent the conditional probability measures representing the probability of

observing class-k given feature vector xi. The set of classes is discrete (k ∈ [1, . . . ,M ]) and

the labels therefore, are normalized to satisfy the condition
∑M
k=1 yik = 1. For breathing

rate estimation the number of classes M = 2; with class-1 representing inspiration and

class-2 representing expiration. The soft labels for each class are derived using the logistic

transformation as described in section 3.1.2. The task of the learner is to search for useful

patterns in the training data and use them to select a �nite set of regression functions

P̃ = {P̃k(x)}, k = 1, ..,M that are accurate estimates of the true conditional probabilities

P (Ck|x). The learner accomplishes this by incorporating prior knowledge of the topology of

the feature space using a distance metricDQ : RM×RM → R. In addition toDQ, the learner

also employs an agnostic (or non-informative) distance metric DI : RM × RM → R which

assumes no knowledge of the training set. Use of the agnostic prior enables enforcement

of the smoothness constraints on the regression function P̃k(x). Smoothing is consistent
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with the principles of maximum entropy [52] and is required because the prior labels yik

are based only on the training data; use of DQ alone results in an over-�tted solution that

does not generalize well to unseen data. Therefore, the training procedure for estimation

of the probability functions P̃ = {P̃k(x)} is generally performed by minimization of a joint

distance metric as below

min
P̃

G(P̃ ) = min
P̃

[DQ(Y, P̃ ) + γDI(P̃ , U)]. (3.1)

Where Y : RN × RM is a matrix of prior labels yik = P (Ck|xi), with i ∈ [1, .., N ] and k ∈

[1, ..,M ]. U denotes a uniform distribution given by Uk(x) = 1/M, ∀k = 1, ..,M . γ > 0

is a hyper-parameter that controls the trade-o� between the prior (DQ) and agnostic (DI)

distance metrics. The solution obtained by minimizing the cost function 3.1 is close to

both prior distribution with respect to the distance metric DQ(., .) and the agnostic (non-

informative) uniform distribution U . The maximum entropy framework [52] also permits the

imposition of linear constraints on the optimization problem 3.1. These constraints should

be in terms of cumulative statistics de�ned on the training set. The �rst linear constraint

imposes the equality condition between the frequencies of occurrence of a class k = 1, ..,M

under the distribution P̃ to an equivalent measure under the prior distribution yik. This

�rst constraint expresses equivalence between average estimated probabilities and empirical

frequencies for each class over the training set

N∑
i=1

P̃k(xi) =
N∑
i=1

yik, k = 1, . . .M (3.2)

The underlying assumption here is that all features x ∈ X are equally likely. The normaliza-

tion and boundary conditions for valid probability distributions are expressed using a second

set of linear constraints

P̃k(x) ≥ 0, k = 1, . . .M, (3.3)
M∑
k=1

P̃k(xi) = 1 (3.4)
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Figure 3.3: Maximum entropy regression for supervised learning; the square region represents
the constraint space. (a)γ →∞: Solution is the projection of U onto the constraint space.
(b)γ = 0: Solution P̃ is equal to Y . (c) Non-extreme values of γ: Solution P̃ lies at a location
within the constraint space that minimizes the total distance to the prior distribution Y and
the agnostic distribution U .

where the normalizing equality constraint subsumes the additional inequality constraint

P̃k(x) ≤ 1, k = 1, . . .M .

An illustration of the solution to the optimization problem in equation (3.1) is shown

in Figure 3.3. For the purpose of illustration the linear constraints (5.8), (3.3) and (3.4)

are represented by the shaded square region. As a result any solutions to (3.1) must lie

within or at the boundary of the constraint space. The proximity of the, learned, distri-

bution P̃ to the prior empirical distribution Y is determined by the distance DQ(Y, P̃ ).

The distance DI(P̃ , U) that de�nes an agnostic model which assumes zero prior knowledge.

This framework is similar to the maximum entropy approach [52, 53]. Note that the prior

distribution Y lies within the constraint space whereas the agnostic U distribution will lie

outside the constraint space under non-degenerate conditions. The location of the solution

P̃ with respect to the prior Y and agnostic U distributions is in�uenced by the value of the

hyper-parameter γ > 0. This parameter also determines the generalization performance and

sparsity of classi�ers de�ned by P̃ . As demonstrated in Figure 3.3, for γ = 0, the solution
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overlaps with the prior distribution Y resulting in over-�tting of the training set. When

γ → ∞, the maximum entropy entropy solution is achieved which is the projection of the

agnostic distribution U on the constraint space.

After application of �rst order Karush-Kuhn-Tucker (KKT) conditions [54] the opti-

mization problem in (3.1) along with the constraints (5.8) to (3.3) can be represented by a

Lagrangian function L

L(G, bk, βk, z) = G(P̃ )− bk
N∑
i=1

(
P̃k − yik

)
− βkP̃k(x)− z

1−
M∑
k=1

P̃k(x)

 (3.5)

Here bk and βk represent Lagrange multipliers corresponding to frequency constraints (5.8)

and the inequality constraints (3.3) respectively. z(x) corresponds to Lagrange multiplier

for the normalization constraint (3.4). Minimization with respect to the probability function

P̃ = {P̃k(x)} can be achieved by taking the gradient and setting the result to zero.

γ
∂DI(P̃ , U)

∂P̃k(x)
= −

∂DQ(Y, P̃ )

∂P̃k(x)
+ bk − z(x) + βk(x). (3.6)

For simplicity purposes it is assumed that DI(P,U) has a form that can be decomposed

into independent and identically distributed (i.i.d.) components. Furthermore, a quadratic

formulation is employed as a distance metric. This leads to the following form for DI(P̃ , U)

DI(P̃ , U) =
M∑
k=1

N∑
i=1

1

2

(
P̃k(xi)− Uik

)2
(3.7)

The agnostic distribution Uik(≡ 1/M) is uniform, and upon substitution yields the following

form

DI(P̃ , U) =
1

2

M∑
k=1

N∑
i=1

P̃k(xi)
2 − N

2M
(3.8)

The Lagrange function in (3.5) can now be rearranged to give the class-conditional proba-

bility for any vector x

P̃k(x) =
1

γ

[
−
∂DQ(Y, P̃ )

∂P̃k(x)
+ bk − z(x) + βk(x)

]
(3.9)

There are a number of choices for DQ(., .), the prior distance metric, amongst the most

popular is the quadratic distance which employed widely in kernel methods [55] and in
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Bayesian methods ( as covariance functions) [56]. For two distributions P̂ = {P̂k(x)} and

P̃ = {P̃k(x)} the quadratic distance is given by

DQ(P̂ , P̃ ) =
C

2

M∑
k=1

∑
x,v∈T

K(x,v)
[
P̂k(x)− P̃k(x)

] [
P̂k(v)− P̃k(v)

]
. (3.10)

Where K : RM × RM → R represents a symmetric, positive de�nite kernel that satis�es

M ercer's criterion,1. Some popular kernels employed in machine learning applications in-

clude the Gaussian radial basis function and polynomial splines [55,57]. The kernel K(x,v)

quanti�es the topology of the metric space for the points x,v ∈ X and therefore, embeds

prior knowledge into the distance DQ(., .). The gradient of the quadratic distance DQ(., .)

of (5.12) with respect to P̃k(x) is given by

∂DQ(Y, P̃ )

∂P̃k(x)
= −C

2

∑
v∈T

K(x,v)
[
P̂k(v)− P̃k(v)

]
(3.11)

To avoid complexity in notation, v in equation (3.11) is rewritten as an indexed vector xi

to give:

∂DQ(Y, P̃ )

∂P̃k(x)
= −C

2

N∑
i=1

K(x,xi)
[
P̂k(xi)− P̃k(xi)

]
(3.12)

The �rst order conditions (3.9) for the quadratic form DQ(., .) in equation (5.12) can now

be rewritten as

P̃k(x) =
C

2γ
[fk(x)− z(x) + βk(x)] (3.13)

where

fk(x) =
N∑
i=1

λikK(xi,x) + bk

with inference parameters

λik = C[yik − P̃k(xi)].

The Lagrange parameter function βk(x) in Equation (3.13) needs to ensure that the proba-

bility scores Pk(x) ≥ 0 ∀x ∈ X according to (3.3), and the Lagrange parameter function

z(x) needs to ensure normalized probabilities
∑M
k=1 Pk(x) = 1 according to (3.4).

1K(x,v) = Φ(x) · Φ(v). There is no need to explicitly compute the map Φ(·) since it
only appears in inner-product form.
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The procedure for obtaining the set of inference parameters Λ = {λik}, i = 1, .., N, k =

1, ..,M entails solving (3.1) over the set of training data T . Expressing the quadratic distance

DQ(Y, P̃ ) in equation (5.12) in terms of the inference parameters λik and substituting back

in the cost function (3.1) along with the agnostic distance DI(P,U) (3.8) leads to a dual

formulation for the GiniSVM cost function

Hg =
M∑
k=1

 1

2C

N∑
i=1

N∑
j=1

λikQijλ
j
k +

γ

2

N∑
i=1

(yik − λik/C)2

 (3.14)

where Qij = K(xi,xj) denote elements of the kernel matrix Q. The constant term (=

−N/2M) in the agnostic distance DI(., .) of equation(3.8) has been discarded since it has no

e�ect on the minimization. As is the case for the primal (3.1), minimization of the dual Hd

should also be performed while ensuring that the linear constraints (5.8)-(3.4) are satis�ed

when search for solutions. The constraints rewritten in terms of the inference parameters

are as below

M∑
k=1

λik = 0, i = 1, . . . N,

N∑
i=1

λik = 0, k = 1, . . .M, (3.15)

λik ≤ Cyik.

The solution to the Gini dual in equation (3.14) subject to the constraints (3.15) can now

be using standard quadratic optimization techniques that are available in several packages

[58�60].

3.1.2 Probabilistic Labeling of Respiratory Data

The Gini kernel machine framework described above estimates the probabilities of a discrete

set of classes. As a result the respiratory signal that is to be estimated must be converted

in probabilities. This can be accomplished by viewing the estimation of the breathing signal

to be a two class problem with class-1 representing expiration (or exhalation) and class-2
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representing inspiration (or inhalation). Furthermore, the exact value of the respiratory

(�ow) curve obtained from the spirometer can be mapped to soft probability labels using the

logistic transform. Consider for example the spirometer output shown in Figure 3.4 (a). Here

positive values represent expiration (or class-1) and negative values represent inspiration (or

class-2). The probability yi1 = P (C1|xi) can be obtained by

yi1(t) =
1

1 + exp (−cφi)
(3.16)

where, c is a constant controlling the shape (or saturation) of the logistic curve and φi is

the value of the spirometer signal at the i-th time sample. Since there are only two classes

the probability y2i = 1 − y1i. Probability labels obtained by application of the logistic

transform of equation (3.16), with c=20, to the spirometer signal in Figure 3.4 (a) are shown

in Figures 3.4 (b) and (c).

3.1.3 Results Gini Kernel Machine

For evaluation of respiration rate error the the evaluation criteria is made more stringent.

In chapter 2 a temporal window of 60 seconds with an overlap of 25 seconds was employed.

This is now reduced to a window length to 10 seconds with an overlap of 5 seconds. A shorter

windows implies that even very small duration errors will be taken in to consideration when

evaluating the breathing rate error. The output of the Gini-SVR is denoised using the

daubechies wavelet in order to eliminate noise. The window length employed for denoising

is 20 seconds. As done in the previous chapter data sessions are grouped into two categories:

(1) Artifact Sessions (or subsets)during which the subject is mobile but breathing at a

normal rate; and (2) Accelerated Breathing and Apnea Sessions during which the subject

is stationary and breathing at an accelerated rate or holding breath; these sessions do not

contain motion artifacts. The average breathing rate error for all subjects is presented in

Table 3.1. Also presented in Table 3.1 is the breathing rate error obtained when employing on

a single impedance-plethysmographic electrode sensor. Electrode-4 is selected for comparison
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Figure 3.4: Probabilistic transformation of respiratory signal (a) Reference Spirometer out-
put, positive values of �ow indicate expiration, negative values indicate inspiration (b) Plot
of yi1 = P (C1|xi) (or expiration probability) versus time (expiration) (c) Probability of
yi2 = P (C2|xi) (or inspiration probability) versus time.
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Subject
Artifact Sessions

Accelerated Breathing &

Apnea Sessions

Elec-4 SEC Gini Elec-4 SEC Gini

1 4.54 2.29 1.81 11.67 8.67 15.29

2 5.65 2.04 1.93 12.41 5.78 15.74

3 3.07 19.06 1.90 10.52 13.11 12.25

4 7.93 5.76 3.60 16.52 2.34 8.74

5 7.23 3.66 3.13 15.99 4.65 4.13

6 5.06 5.10 3.23 4.93 5.18 12.94

7 8.41 8.33 2.54 28.58 32.85 16.03

8 12.08 4.63 3.75 12.49 3.90 16.49

9 2.73 2.77 2.88 3.70 3.50 5.85

10 4.77 3.77 2.57 12.15 6.59 15.34

11 6.26 2.75 2.27 9.95 9.64 15.56

12 6.19 2.83 2.47 9.52 9.68 14.15

13 8.86 3.38 2.48 8.42 7.77 10.10

14 3.14 2.94 2.72 7.93 11.30 13.61

15 3.39 3.18 2.80 5.10 7.42 6.29

16 3.29 2.69 2.54 10.14 9.17 15.56

17 5.64 4.42 3.49 8.92 3.32 16.74

18 6.11 3.82 2.95 7.06 3.54 7.79

19 4.60 4.79 4.20 6.37 2.77 11.01

Mean 5.73 4.62 2.80 10.65 7.96 12.29

Table 3.1: Average Respiration Rate Error (RRerr) in BPM for di�erent human subjects.
Errors are computed over 10 second windows with 5 second overlaps.
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Figure 3.5: WA-Gini block diagram. The top plot illustrates the main steps of the respiratory
state detector (see equations (3.17) to (3.19)).

because it gives the breathing rate error amongst all the 10 individual sensors (as illustrated

in Figure 2.2).

Results demonstrate that use of the Gini kernel machine results in signi�cant perfor-

mance improvements in artifact sessions where the average reduction in breathing rate error

is almost equal to 2 BPM when compared to the SEC. The Gini kernel machine outperforms

both electrode-4 and SEC in artifact sessions for all subjects except one (subject-9). Un-

fortunately, it seems that performance degrades in accelerated breathing and apnea sessions

where the mean error increases from 7.96 BPM to 12.29 BPM when compared to the SEC.

The problems that cause this performance degradation are discussed and remedied in the

next section.
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3.2 �WA-Gini� Wavelet Adaptive Gini Kernel Machines

Performance degradation of Gini kernel machine in accelerated breathing and apnea can be

attributed to two factors: (1) Training data is slightly unbalanced because there are relatively

larger instances of each subject breathing normally than there are of accelerated breathing

and apnea. As a result, the learning algorithm is biased towards normal breathing rates.

(2) Denoising suppresses or eliminates high-frequencies in regions containing accelerated

breathing. To overcome these problems an additional respiratory state detection block is

added on top of the Gini kernel machine algorithm. Two enhancements are made to the

Gini kernel machine regression framework discussed in the preceding section. First, wavelet

�ltering is employed to accurately identify accelerated-breathing and apnea regions. Second,

a separate Gini kernel machine trained just on accelerated breathing data is also added.

This means that the framework now has two Gini kernel machines; one for normal breathing

and one for accelerated breathing. Upon detection of an accelerated region, the algorithm

switches to the accelerated breathing Gini. This algorithm is titled the Wavelet-Adaptive-

Gini (or WAGini) and is illustrated in Figure 3.5. The respiratory state detector employs

wavelet �ltering for detecting the presence of accelerated breathing. The Gini-selector block

switches between the accelerated and normal-breathing Ginis based on the output of the

respiratory state detector. For comparison purposes results for a much simpler respiratory

state detector, which employs the Discrete Cosine Transform (DCT), are also presented in

section 3.2.4.

3.2.1 Respiratory State Detection using Wavelets Filters

Knowledge of the subject's respiratory state can enable further enhancement of the perfor-

mance of the learning algorithm. For example, if the learning algorithm knows with high

con�dence that the subject is breathing normally then it knows that the high-frequencies

in the electrodes are caused by noise or interference and should be attenuated. Similarly,
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knowledge that subject is breathing at an accelerated rate should trigger the inverse process

resulting in ampli�cation of high frequencies and suppression of lower frequencies. The SEC

rate estimation does utilize rate respiratory state detection to di�erentiate between hyper-

ventilation and apnea regions however, it makes a hard decision. The respiratory state in a

frame is classi�ed as either accelerated breathing or apnea depending on the energy in level

in the high frequency bands. There are a number of disadvantages to using this approach;

the primary being constant resolution in the spectral and temporal domains. Use of �xed

length time windows implies that a wrong decision will impact the entire frame. The Single

Gini approach operates at the other end of the spectrum it has much higher resolution since

it predicts the value of each individual sample and although it has much better temporal

resolution, a few noisy samples in its output can increase the rate estimation error. Another

problem arises from the fact that the physiological breathing rates are located well below the

sampling rate (< 0.05 fs) making it di�cult to design traditional �lters that can di�erentiate

between the various frequency bands spanning the physiological frequencies.

Fortunately, tools like wavelet based �ltering provide an e�cient way to achieve high

frequency resolution at lower frequency bands. The discrete wavelet transformation (DWT)

of a signal of length N can be obtain e�ciently via multi-resolution analysis (MRA) pro-

posed by Mallat [61]. The MRA based DWT for three decomposition levels is illustrated

in Figure 3.6. MRA can be considered to have a tree like structure where at each level

the input is �ltered using either a low-pass �lter (LPF), h[n], or a high-pass �lter (HPF),

g[n]. The impulse response of each �lter depends on mother wavelet being employed. The

LPF h[n] at each level retains the lower half of the input frequency band and discards the

upper half whereas; the HPF g[n] does the opposite and retains only the upper half of the

frequency band. For example, at level-1 the highest frequency in the input signal is π rad/sec

(corresponding to half of the sampling frequency in Hz). The output of the level-1 LPF h[n]

therefore contains the lower half of the input frequency band [0 − π/2] whereas, output of

the corresponding HPF, g[n], covers the upper half; the [π/2 − π] frequency band. Since
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Figure 3.6: Wavelet decomposition using Multi-resolution analysis.

the output of �lters contains half of the original frequency half of the time samples in the

output become redundant and therefore can be discarded by down-sampling by a factor of

2. As more levels are added to the tree the frequency resolution starts to increase, doubling

at each stage.

The enhanced frequency resolution achieved by the application of DWT can be very useful

for di�erentiating between the various respiratory states which are located very close to each

other in the frequency domain. An illustration of this is presented in Figure 3.7 where

the top plot contains the reference spirometer signal of a subject in di�erent respiratory

states. Decomposition levels d3, d5, d6 and d8 are shown in the lower plots. A lower wavelet

decomposition levels corresponds to higher frequency bands wheres as high decomposition

levels represent lower frequencies. It can be seen that d3 coe�cients have the highest value

in shallow high breathing (or hyperventilation) regions and are almost zero in normal and

slow breathing regions. This means that decomposition coe�cients d3 may be employed
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Figure 3.7: Reference spirometer signal y(t) and its corresponding Daubechies-Wavelet [62]
details at di�erent levels.
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to di�erentiate hyperventilation regions from normal and slow breathing regions. Similarly,

decomposition d5 seems to accurately indicate the presence of Deep High breathing regions

whereas decompositions d6 and d8 seem to presence of normal shallow breathing regions or

respiratory states. The next section describes how probabilistic curves can be computed

from the multiple electrode signals to identify di�erent respiratory states.

3.2.1.1 Region Score Computation

Ideally the identi�cation of any respiratory state or event should be based on a probabilistic

measure as it would enable making soft decisions making the overall framework �exible. The

advantages of such a setup will become clear as its details are examined in the forthcoming

discussion. Figure 3.7 demonstrates that di�erent respiratory states are easy to identify

at distinct decomposition levels for instance, hyperventilation is most easily identi�able at

level-3 whereas, slow-deep-breathing lies at level-8. Therefore, a measure for detection of

a certain respiratory state can be constructed from the values of detail coe�cients of the

wavelet decomposition level at which it occurs. However, the wavelet decompositions in

Figure 3.7 are derived from the spirometer signal; the actual measures will need to be based

on the outputs of multiple electrode channels. The top plot Figure 3.8 displays the output

of electrode-1 corresponding to the spirometer signal shown in Figure 3.7. Note the high-

level of noise in d3 shown in the bottom plot. This explains the reason why it has been

so challenging to extract the breathing rate during hyperventilation so far. There exists a

signi�cant amount of noise in the frequency band containing hyperventilation rates. The

problem is further aggravated by the fact that the lung volume changes are very small in

this state making the energy of the desirable frequencies quite low. Fortunately it seems

that the energy is large enough to be detectable since the wavelet details are higher in the

hyperventilation region than they are in the other states. In addition to this, use of multiple

electrode channels can also salvage the situation.

We now derive two probabilistic scores based on the wavelet detail curves that enable us to

58



Figure 3.8: Electrode-1 output x1(t) and its corresponding Daubechies-Wavelet [62] details
at di�erent levels.
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make decisions as to whether the underlying respiratory state is normal (or low) breathing,

hyperventilation or apnea. A pleasantly surprising, bonus, outcome of using these score

curves is that in addition to respiratory state detection they also enable detection of motion

artifacts with very high temporal resolution and accuracy. Given dlm(t) the wavelet detail

curve corresponding to level-l of electrode-m we �rst extract its envelope:

d′lm(t) = Envelope[dlm(t)] (3.17)

The envelope is employed here because the intent is to capture the slow temporal variations

of the wavelet curve. For a given test signal we obtain a distance measure rlm(t) as below:

rlm(t) = d′lm(t)− Etrn[d′lm(t)] (3.18)

Here Etrn[d′lm(t)] represents the expected value of d′lm(t) in the training data. rlm(t) is

a simple distance measure that indicates deviation of the wavelet detail-l (of electrode-m)

above or below it mean value in the training data. rlm(t) can be converted into a probabilistic

measure using the logistic function:

plm(t) =
1

1 + exp (−crlm(t))
(3.19)

where, c is a constant controlling the steepness of the curve2. Positive values of rlm(t) are

transformed to plm(t) ∈ (0.5, 1] whereas negative values of rlm(t) result in plm(t) ∈ [0, 0.5).

plm(t) = 0.5 when rlm(t) = 0. As illustrated in Figures 3.7 and 3.8 the high or accelerated

breathing rates are generally located in levels 3 and 4. Therefore, the probability that a

sample, at time t, from electrode-m belongs to an accelerated respiratory state is given by:

p′m(t) =
1

2
(p3m(t) + p4m(t)) (3.20)

Simiarly, the probability that a sample from electrode-m belongs to a normal (or low) breath-

ing state is obtained by merging the probabilities obtained from levels 5 to 8:

p̄m(t) =
1

4

8∑
l=5

plm(t) (3.21)

2plm(t) represents the value of probability score plm at time t.
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The overall probability that a vector consisting of single sample from all 10 electrodes

belongs to accelerated respiratory state is obtained by combining the probability scores of

the individual electrodes:

p′(t) =
10∑
m=1

ωmp
′
m(t) (3.22)

Where ωm represents the weight assigned to electrode-m. Furthermore the electrode weights

must sum to 1 in order to ensure a valid probability score.

10∑
m=1

ωm = 1 (3.23)

The results presented here assign equal weights (ωm = 1/10, m = [1 . . . 10] ) to all electrode

however, it is also possible to assign electrode weights based on some signal quality indicators

(SQI). In such a setup electrodes that are considered to be noisy, based on the value of the

SQI, should be assigned a lower weight whereas electrodes with low noise should be assigned

higher weights. The combined probability of a sample belonging to normal or low breathing

respiratory state is given by:

p̄(t) =
10∑
m=1

ωmp̄m(t) (3.24)

The normalization constrain in equation (3.23) applies in this case as well. An illustration of

how the probability scores p′(t) and p̄(t) enable classi�cation of di�erent respiratory states

is presented in Figure 3.9. It is apparent that the probability scores vary according to the

underlying respiratory state. For instance the value of p′(t) is close to 0.5 in normal, low

breathing and apnea regions. It rises sharply in the hyperventilation region (between the

35 min to 35.5 min mark) and then begins to drop. Similarly, a normal or low breathing

state is indicated by the dominance of the low probability curve p̄(t). An apnea region can

be is characterized by p′(t) ≈ 0.5 and extremely low values of p̄(t). Ideally, p′(t) should

also approach 0 in an apnea region however, practically this does not happen because of the

presence of noise in the electrode signals. Note that the probabilities p′(t) and p̄(t), at a time

sample t, do not sum to 1 this is because almost all respiratory states have some contribution

from both high and low frequencies. The above discussion indicates that comparison of the
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Figure 3.9: Respiratory state detection (a) Spirometer output (b) Mean of all 10 electrodes
(c) Probability curves: solid line represents probability of accelerated breathing, p′(t); dotted
line represent probability of normal (or Low) breathing, p̄(t).
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relative value of both probabilities allows us to make a correct decision about the underlying

respiratory state. The highest priority in this work is assigned to di�erentiation between

three respiratory states namely, hyperventilation (or accelerated breathing regions), apnea

(or regions with zero breathing rates) and normal breathing. Although it is possible to

di�erentiate between more respiratory states this thesis di�erentiates between only three.

The decision making process about whether a sample at time t belongs to a hyperventilation,

apnea or normal breathing region is described below.

Hyperventilation: A sample at time t belongs to hyperventilation respiratory state if

its accelerated breathing probability score p′(t) is greater than 0.5 and the normal breathing

probability score p̄(t) is less than p′(t). This can be represented in terms of an indicator

function, 1H(t) as below:

1H(t) =


1, p′(t) > ηw, and p̄(t) < p′(t)

0, otherwise
(3.25)

The threshold ηw is �xed at 0.5 for the majority of subjects. Data for three subjects contains

signi�cant high frequency noise, in these case ηw was assigned values slightly less than 0.5.

Apnea: An apnea region contains is characterized by low values of both accelerated

and normal breathing scores because it contains no genuine breathing cycles. This can be

represented in terms of an indicator function, 1A(t) as below:

1A(t) =


1, p′(t) ≤ 0.5, and p̄(t) < ξw

0, otherwise
(3.26)

The threshold ξw is �xed at 0.3 for all subjects.

Normal Breathing: All samples that do not belong to either an apnea or hyperven-

tilation state are considered to be generated from a normal breathing state. The indicator

function 1N (t) representing the locations of normal breathing samples can be obtained by

applying the exclusive-OR operation to the indicator functions 1H(t) and 1A(t) and negating
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the answer:

1N (t) = ¬ [1H(t)⊕ 1A(t)] (3.27)

Where the symbols ⊕ and ¬ represent the exclusive-OR and negation operations respec-

tively3. Since 1H(t) and 1A(t) are mutually exclusive therefore, the exclusive-OR operation

gives the locations of the time samples where the respiratory state is either hyperventila-

tion or apnea. Negation of the exclusive-OR output gives the location of all non-apnea and

non-hyperventilation samples.

3.2.2 Respiratory State Detection using DCT Filters

In theory wavelet �ltering should enable high-accuracy classi�cation of di�erent respiratory

states however, in order to validate this claim results for respiratory state detection using

DCT �ltering are also presented. The mean sensor signal, x̄(t), is �rst divided into non-

overlapping time frames of 5 seconds each. The ith frame xi consisting of M(= 5× fs) time

samples4 of x̄(t) is transformed to obtain the DCT coe�cient vector ci:

ci = Txi (3.28)

Here, T denotes the (M ×M) DCT matrix. Frame-i is considered to belong to an apnea

region if the norm of its DCT coe�cients |ci| is signi�cantly below a threshold ξD. In order to

be classi�ed as accelerated-breathing, frame-i must satisfy the following two conditions: (1) It

must contain signi�cant energy at higher frequency components. In other words, the ratio of

the norm of its high-frequency DCT coe�cients to the norm of all its DCT coe�cients must

exceed a threshold ηD. (2) It must not be an apnea frame. Most apnea frames also contain

signi�cant energy at higher spectral components due to high-frequency noise in the sensor

output. Therefore, condition-(2) is imposed to avoid misclassifying an apnea frame as an

accelerated-breathing frame. Frames that do not fall into apnea or accelerated breathing are

3All logical operations are modulo-2
4fs represents the sampling frequency in Hz
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classi�ed as normal-breathing frames. The thresholds ηD and ξD control the decision function

and are determined from their receiver-operating-characteristic (ROC) curves. That is, the

DCT apnea threshold, ξD, is varied over a wide range to determine the apnea detection ROC

curve which is a plot of the false-positive-rate (FPR) versus the true-positive rate (FPR).

The value of ξD which results in a FPR of 1% is selected and used for respiratory state

detection. Similarly, the value of ηD resulting in 1% FPR for accelerated breathing frames

is selected from its corresponding accelerated breathing ROC curve. Note, in section 3.2.1

the wavelet thresholds ηw and ξw were �xed to 0.5 and 0.3 respectively. We would like to

point out that these values also correspond to a 1% FPR for apnea and accelerated breathing

regions. Limiting both the wavelet and DCT respiratory state detectors to the same FPR

ensures that the comparison is fair.

3.2.3 Rate Estimation Using Adaptive Gini Kernel Machines

In order to improve estimation of breathing rate in accelerated breathing regions the WA-

Gini algorithm employs a Gini kernel machine trained only on accelerated breathing samples

. Upon detection of an accelerated breathing region the algorithm switches from the nor-

mal breathing Gini to the accelerated breathing kernel machine. For apnea regions, one

possibility is to set the output to zero. However, this approach may result in large rate esti-

mation errors in case of false alarms. Therefore, a soft-decision approach is employed i.e.; the

normal-breathing Gini is used in apnea regions as well. The main issue with apnea regions is

high-frequency noise which is removed by the wavelet denoising applied at the output of the

normal breathing Gini; this results in zero, or minimal, breathing rate estimation error for

the vast majority of apnea regions. Results indicate that this approach performs better than

explicitly setting apnea regions to zero. In order to evaluate which of the two respiratory

state detectors performs better results for both con�gurations. The framework that employs

the wavelet based respiratory state detection is titled �Wavelet Adaptive Gini� or WAGini.

Whereas, the DCT based framework is titled the �DCT Adaptive Gini� or DAGini. Both
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approaches are identical in all other respects with the only di�erence being the respiratory

state detector.

3.2.4 Results

The breathing rate errors obtained using a number of di�erent techniques for 19 di�erent

human subjects in the normal breathing artifact sessions are presented in Table 3.2. The

results for accelerated breathing and apnea sessions are contained in Table 3.3. The results for

DAGini, in accelerated-breathing and apnea sessions, demonstrate noticeable performance

improvement when compared to the single-Gini and the single sensor approaches. However,

when compared to the SEC the performance improvement in accelerated breathing sessions

is very small. In artifact sessions, the DAGini results in more than 1 BPM improvement

when compared to the SEC however, it performs worse than the single-Gini approach. This

degradation is due to false detections of accelerated breathing frames in normal breathing

sessions of some subjects. Consider for example, the single-Gini results in artifact sessions

of subject-1 and subject-2. For subject-1 the error rates for single-Gini and DAGini are

identical because there are no false detections of accelerated frames. For subject-2 however,

the single-Gini error rate is lower than that for DAGini because of high noise in certain

normal breathing sessions. This results in false detection of accelerated breathing regions by

the DCT based respiratory state detector causing an increase in the overall breathing rate

error.

The results for WAGini demonstrate that wavelet �ltering coupled with multiple kernel

machines produce the best estimate of breathing rate in accelerated-breathing and apnea

sessions. When compared to the SEC and DAGini we obtain more than 2 BPM improvement

in the average error estimate. In artifact sessions the single-Gini still remains the best

performing approach however, the di�erence with WAGini is not very signi�cant. As was

case in DAGini the errors in this case may also be attributed to false detection of accelerated

breathing regions since the wavelet approach is not perfect. However, the overall rate error
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Subject
Artifact Sessions

Elec-4 SEC Gini DAGini WAGini

1 4.54 2.29 1.81 1.81 1.81

2 5.65 2.04 1.93 2.77 3.58

3 3.07 19.06 1.90 10.07 4.68

4 7.93 5.76 3.60 3.60 4.00

5 7.23 3.66 3.13 3.13 3.13

6 5.06 5.10 3.23 5.33 3.23

7 8.41 8.33 2.54 5.49 2.54

8 12.08 4.63 3.75 3.75 3.75

9 2.73 2.77 2.88 2.88 2.88

10 4.77 3.77 2.57 2.57 2.57

11 6.26 2.75 2.27 2.27 2.27

12 6.19 2.83 2.47 2.47 2.47

13 8.86 3.38 2.48 2.48 2.48

14 3.14 2.94 2.72 2.72 3.26

15 3.39 3.18 2.80 2.80 2.80

16 3.29 2.69 2.54 2.54 2.54

17 5.64 4.42 3.49 3.49 3.49

18 6.11 3.82 2.95 2.95 2.95

19 4.60 4.79 4.20 4.20 4.27

Mean 5.73 4.62 2.80 3.54 3.09

Table 3.2: Average Respiration Rate Error (RRerr) in BPM for di�erent human subjects in
artifact sessions. Errors are computed over 10 second windows with 5 second overlaps.
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Subject

Accelerated Breathing &

Apnea Sessions

Sensor-4 SEC Gini DAGini WAGini

1 11.67 8.67 15.29 10.27 11.90

2 12.41 5.78 15.74 7.91 6.21

3 10.52 13.11 12.25 17.62 10.73

4 16.52 2.34 8.74 5.12 3.04

5 15.99 4.65 4.13 1.38 1.33

6 4.93 5.18 12.94 8.99 3.08

7 28.58 32.85 16.03 15.89 12.74

8 12.49 3.90 16.49 8.17 4.78

9 3.70 3.50 5.85 3.09 3.48

10 12.15 6.59 15.34 7.64 9.84

11 9.95 9.64 15.56 10.99 7.84

12 9.52 9.68 14.15 15.38 4.09

13 8.42 7.77 10.10 8.16 7.27

14 7.93 11.30 13.61 5.30 3.92

15 5.10 7.42 6.29 4.43 2.46

16 10.14 9.17 15.56 4.06 3.67

17 8.92 3.32 16.74 3.48 2.66

18 7.06 3.54 7.79 4.20 3.98

19 6.37 2.77 11.01 6.64 7.44

Mean 10.65 7.96 12.29 7.83 5.81

Table 3.3: Average Respiration Rate Error (RRerr) in BPM for di�erent human subjects in
accelerated breathing & apnea sessions. Errors are computed over 10 second windows with
5 second overlaps.
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is still much less than that obtained via the DAGini. Overall it seems that the WAGini

enables us to achieve a balance between rate estimation in artifact and accelerated breathing

sessions.

3.2.5 Wavelet Based Artifact Detection

An added advantage of using the wavelet based probability curves is that they also enable

very accurate detection of regions containing motion artifacts. Even though these metrics

were not constructed primarily for this purpose they seem to be very good at identifying the

presence of motion artifacts. Furthermore, it seems that they may also enable identi�cation

of the underlying physical state/ posture of the human subject. This section brie�y discusses

the possibility of using the probability scores of section 3.2.1.1 for artifact detection. The

discussion is kept brief on purpose but it paves the way for any possible future work. A

number of di�erent motion artifact introduce low-frequency high-amplitude distortions in the

electrode signals. For example consider the plot of electrode outputs shown in Figure 3.10

(b). In this case the subject is reaching for an object between the 0.5 to the 2 minute mark.

It can be observed that the artifact signals are severely distorted. A brief glance at the value

of the probability curves indicates that low frequency curve p′(t) is signi�cantly above the

average level for the duration of the artifact. The high-frequency curve is also above the

average value most of the artifact duration. Therefore, it seems that very high values of the

p′(t) curve may enable very accurate identi�cation of artifact regions.

In addition to artifact detection it seems that we may also be able to identify the underly-

ing physical state of the subject as well. For example, comparison of the plots in Figure 3.11

which correspond to a reaching activity; and Figure 3.12 which correspond to walking indi-

cate that during walking the the di�erence between the high-frequency and low-frequency

curves is smaller than di�erence during reaching. Similarly, the plots in Figure 3.13 corre-

spond to the case when the subjects are on a bed rolling from left to right. Therefore, it

seems highly likely that the exact shape of the score curves will allow di�erentiation between
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the underlying physical state. This type of knowledge may enable further improvement in

the breathing rate estimate obtained via algorithms such as the WA-Gini however, they have

been left for future work and have not been investigated further in this thesis.
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Figure 3.10: Impact of motion-artifact on electrodes and probability curves; subject is reach-
ing for object between the 0.5 to 2 min mark. Plots indicate: (a) Spirometer output; (b)
Outputs of three electrodes and; (c) Probability curves.
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Figure 3.11: Probability curves of four di�erent subjects when reaching for object.
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Figure 3.12: Probability curves of four di�erent subjects walking at a normal pace.
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Figure 3.13: Probability curves of four di�erent subjects when rolling left and right on bed.
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CHAPTER 4

PROTEOMIC CHANNEL CAPACITY

This chapter presents a detailed strategy for evaluating the channel capacity of a proteomic

channel. In order to be of any practical use the channel capacity calculations must be based

on realistic channel conditions. This requires development of models that incorporate noise

irregularities that may degrade protein detection performance. This chapter is organized as

follows: Section 4.1 introduces the basic components of the protein receptor channel. Sec-

tion 4.1.1 presents a model of the di�usion process that is relevant for sensing applications

such as protein arrays. A two-compartment approach is employed by sub-dividing the dif-

fusion process into two stages: (1) Large-scale, deterministic, di�usion from transmitter to

receiver probe (2) Small-scale, stochastic, di�usion in a small volume around the receptor.

Section 4.1.2 describes the response of combinatorial and speci�c probes and highlights in

the impact of di�erent parameters on detection performance. Section 4.2 introduces the

conditional distribution of the protein array channel and discusses the impact of receptor

parameters on the noise variance. Capacity is computed as a function of receptor parameters

in Section 4.3.

4.1 Proteomic Channel Models

A typical a�nity-based sensing application begins with the addition of a test sample to

the array reaction chamber which contains a number of di�erent probes immobilized in

micrometer or nanometer sized spots throughout its entire volume. In the absence of any

drift the protein particles present in the test sample follow a Brownian type motion and over

time distribute evenly over the reaction chamber. The concentration of a protein is measured

by using receptors that capture particles in their vicinity. A single Receptor consists of a

large number of probes /recognition elements that are uniformly distributed over its surface.
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The physical representation of a simpli�ed dual protein assay with a single combinatorial

receptor that detects both input proteins is shown in Figure 4.1. At the start of the test,

a sample volume containing particles to be analyzed is injected into the reaction chamber.

The change in particle concentration rate at the spot of the target receptor depends on

the Di�usion properties of the medium (determined by factors such as the viscosity and

the physical dimensions of the target proteins). The receptor samples the concentration

information in its encompassing volume and depending on whether the probe is speci�c or

combinatorial produces an output signal proportional to the concentration of one or more

proteins. In the following sub-sections we present a mathematical formulation that models

the di�usion process and the receptor binding process.

4.1.1 Protein Di�usion Model

While at a macroscopic level di�usion can be viewed as a deterministic process, at the

microscopic level the perpetual Brownian motion of particles causes random variations in

the transport of particles resulting in so-called �Di�usion noise�. Although mass-transport

limited biochemical systems can be modeled using stochastic di�erential equations such as the

Langevin equation [63], the calculus of multivariate stochastic di�erential equations becomes

cumbersome except for some special cases. In order to keep the model mathematically

tractable we use a deterministic transport model based on the Fick's second law of di�usion.

The variation due to the constant random motion of particles is modeled only within a small

sub-volume around the receiver probe. For a protein array which performs multiplexed

detection of N types of proteins, we denote the input of the system by a vector x ∈ ZN≥0.

Each component of x is a non-negative integer random variable denoted by xn and represents

the total number of particles of protein-n in the test sample. Particles are injected into the

reaction chamber using a device such as a micro-pipette and injection location will taken to

be the origin ΘI = (0, 0, 0) in the three dimensional space. Fick's second law can be used

to predict how the concentration of protein-n changes over time at a receptor located at the
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Figure 4.1: (a) Cross-sectional view of di�usion in a multi-protein array. Di�erent states
of the channel: (b) t = 0 : Xn particles injected at origin ΘI = (0, 0, 0); (c) t > 0 :
concentration, Λn(ΘR, t), of particles in the receptor sub-volume is given by (5); (d) t→∞ :
(Steady-State) concentration, , of particles in the receptor sub-volume is given by (6).

coordinate ΘR = (xR, 0, 0) [64] and can be expressed as :

∂Λn(ΘR, t)

∂t
= Dn∇2Λn(ΘR, t). (4.1)

Λn(ΘR, t) is the concentration of particles at the receptor location ΘR at time t. Dn is the

di�usion coe�cient of the protein-n molecule. However, the model in equation (4.1) does not

account for the interaction between the protein particles with the epitopes (binding sites) on

the receptor and hence needs to be modi�ed accordingly. The concentration of the protein-n

within a small sub-volume where the receptors are immobilized (here onward referred to as

the �Receptor Sub-Volume�, VR) is primarily e�ected by two processes:

1. Sorption which refers to the adsorption and desorption of protein particles to the
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receptor surface or surface epitopes. We assume that the sorption rate is high compared

to the transport rate of particles in the test sample, therefore, it is fair to assume

that a local equilibrium exists for the adsorption and desorption processes. Under

these conditions the sorption rate changes in proportion to the concentration [65]; this

enables us to model sorption as a sink located at ΘR:

∂Λn(ΘR, t)

∂t
= Dn∇2Λn(ΘR, t)−Kd

∂Λn(ΘR, t)

∂t
(4.2)

where, Kd is the equilibrium-partitioning coe�cient between the �uid and the sorption

to the receptor surface.

2. Binding of adsorbed particles to epitopes on the receptor. Binding between the ad-

sorbed particles and the receptor epitopes can be modeled using an additional �sink"

factor to equation (4.2) according to:

∂Λn(ΘR, t)

∂t
= Dn∇2Λn(ΘR, t)−Kd

∂Λn(ΘR, t)

∂t

− rnΛn(ΘR, t) (4.3)

where, rn is the reaction rate at which protein-n targets bind with the epitopes on the

receptor.

Equation (4.3) can rearranged to give:

∂Λn(ΘR, t)

∂t
=
Dn
Rs
∇2Λn(ΘR, t)−

rn
Rs

Λn(ΘR, t) (4.4)

where, Rs = (1 +Kd). Equation (4.4) indicates that both the di�usive transport and probe

binding process are inhibited due to the equilibrium adsorption and desorption [65]. We

assume that the size of the receptor sub-volume is signi�cantly small in comparison to the

overall size of the reaction chamber. We will approximate the input to the di�usion channel

to be a volumetric point source that injects xn protein particles during an in�nitesimally

small time interval (compared to the di�usion time-scales). This can be modeled using an
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Figure 4.2: Concentration as a function time inside receptor sub-volume for di�erent values
of Dn. ( Total input concentration Λn(ΘI , 0) = 4 g/cm3, xR = 1 cm, rn = 0.02s−1, Rs = 2).

impulse which occurs at the start of the test (t = 0) and hence the impulse response based

on the equation (4.4) leads to:

Λn(ΘR, t) =
xn√

4πD′nt
exp

(
−x2

R

4D′nt
− r′nt

)
. (4.5)

D′n = Dn/Rs and r′n = rn/Rs and represent the di�usion and reaction rates adjusted

for the inhibition caused by sorption. The diligent observer will note that a 1-D di�usion

model has been employed to solve for equation (5). The is justi�ed due to the following

reasons: (1) Given a 3-dimensional reference axes shown in Figure 4.1(a), we can assume

that the respective concentrations of the receptors and the protein particles in the cross-

sectional plane (along the y-axis) are constant and can vary only along the x-axis. A similar

assumption was used in [66] where the e�ect of di�usion on the kinetics of an evanescent

wave bionsensor was investigated. The variations along the z-axis can also be ignored under

the assumption that the depth of the reaction is shallow. (2) Although, higher-dimensional

models could be employed they often do not yield an analytical solution and hence need to be

solved using numerical techniques. A simple 1-D model is therefore tractable and preferable.

Figure 4.2 is a plot of equation (4.5) for di�erent values of Dn; and it plots the concentra-

tion observed in the receptor sub-volume. For our analysis we are interested in concentration
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of protein-n inside the receptor under steady-state conditions. This can be calculated by

integrating equation (4.5) over time according to:

Λn(ΘR) =

∫ ∞
0

xn√
4πD′nt

exp

(
−x2

R

4D′nt
− r′nt

)
dt

=
xn√
4D′r′n

exp

−
√
r′nx

2
R

D′n

 . (4.6)

Due to the Brownian dynamics of particle di�usion the true stead-state concentration Λn

inside the receptor volume is a random variable whose average value is given by equation

(4.6). Under the assumption that the probability of two particles occupying the exact same

spatial location is negligible and that the motion of all individual particles inside the reaction

chamber is independent of each other; it can be shown that the actual concentration Λn(ΘR)

inside VR is a Poisson random variable, with an arrival rate equal to the average concentration

given by Λn(ΘR) [67], [68] :

Λ̃n(ΘR) ∼ Poiss(Λn(ΘR)) (4.7)

For the rest of the analysis we will not include ΘR in our expressions with the understand-

ing that Λn represents the average concentration of protein-n inside the receptor sub-volume

located at ΘR. We now have a model which we can use to characterize the random variation

of concentration inside the receptor sub-volume, VR, at steady-state.

4.1.2 Receptor Response Model

Deviations from ideal behavior at the receptor are critical for constructing realistic models

of the system in question. In this context, a majority of the preliminary investigations

into molecular communication systems have focused primarily on non-idealities resulting

from the di�usion process, while assuming ideal receptor models (see for example [68], [39]).

Only a limited number of studies have addressed this problem. For example, in [69] the

impact of sensor cleanse time on the performance of a molecular communication system has
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Figure 4.3: Illustration of receptor saturation due to unavailability of free probes.

been investigated. In this section a realistic model based on actual receptor prototypes,

constructed in the lab, is presented.

The number of particles inside the receptor sub-volume can be measured using an elec-

trical or an optical transducer that is also immobilized to the probes [35, 70] (for e.g. gold

nanoparticles for optical detection or conductive polymer for electrical detection). Since

there are only a limited number of epitopes on a receptor, at high concentrations not all

protein particles inside VR will be able to �nd a vacant epitope to bind with; as illustrated in

Figure 4.3. Therefore, at low-to-medium concentrations a change in the transducer's output

signal Y varies in direct proportion to a corresponding change in the average concentration

of protein-n inside VR. However, at high concentrations the receptor reaches saturation and

the rate of change of Y decreases due to unavailability of free probes as shown in Figure 4.4.

Furthermore, at ultra-large protein concentrations a large number of a�nity based assays

su�er from a phenomenon called the Hook E�ect [71] which results in a drop in the output

with increasing concentration. The Hook E�ect occurs beyond the Saturation region and is

thought to be the result of factors such as shadowing in which the high density of captured

particles prevents the binding of detector probes resulting in a drop in the overall signal.

Under the Hook E�ect an assay will almost certainly give a faulty reading resulting in a ca-

pacity equal to zero; making capacity calculations irrelevant. As a result we assume that the
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Figure 4.4: Output signal saturation in a typical a�nity based array.

input concentration is upper-bounded by a value which is well-below the Hook concentration

and do not a�ect our receptor model. We can now write the rate of change in the average

transducer output with respect to a corresponding change in the average concentration inside

VR as [72]:

dy/dΛn = kF(Λn) (4.8)

where, k is proportionality constant, it models the sensitivity of the receptor to protein-n

and is independent of Λn. The function F( ) incorporates the saturation response; in general

it should satisfy the following boundary conditions:

F( 0 ) = K <∞ (4.9)

F(∞) = 0 (4.10)

Furthermore, in order to ensure that the change in magnitude of y reduces as more recognition

elements are occupied by incoming particles, the following conditions should also be satis�ed:

F(Λ) > 0 (4.11)

d

dΛ
F(Λ) ≤ 0 (4.12)
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One function satisfying conditions (4.9) to (4.12) is listed below [72]:

F(Λ) =
1

α + Λ
(4.13)

where, α > 0 is a constant and controls the saturation function under control conditions

(when no particles are present). Equation (4.13) can now be written in di�erential form and

integrated to give a model for the transducer output:

dy = k
dΛ

α + Λ
(4.14)∫ y

y0

dy = k

∫ Λn

0

dΛ

α + Λ
(4.15)

y(Λn) = y0 + k log

(
α + Λn
α

)
(4.16)

Therefore, the output signal of the transducer is a log-linear function of the concen-

tration inside the receptor sub-volume. For the dual-protein combinatorial probe which is

constructed by immobilizing recognition elements speci�c to two di�erent proteins (as shown

in Figure 1.4(b)) the output signal will be a function of particles of both proteins. In this

case the gradient of the output signal with respect to the concentration of protein-1 and

protein-2 will be given by:

∂y

∂Λ1
= k1

(
1

α + Λ1

)
+ k12

(
1

γ + Λ1 + Λ2

)
(4.17)

∂y

∂Λ2
= k2

(
1

β + Λ2

)
+ k12

(
1

γ + Λ1 + Λ2

)
(4.18)

where, (k1, α) and (k2, β) are the model parameters corresponding to protein-1 and protein-2

respectively. The e�ect of Joint Hybridization on the output signal is captured by the pa-

rameters (k12, γ). Joint hybridization can be interpreted as the sensitivity of combinatorial

probes to the concentrations of both input proteins. In combinatorial probes joint hybridiza-

tion maybe introduced by design as shown in Figure 4.5. The solution to equations (4.17)
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Receptor Parameter Description Value

Y m0 Control conductance (Mouse IgG) 

Y r0 Control conductance (Rabbit IgG) 

Detection Limit (Mouse IgG) 190 g/ml

Detection Limit (Rabbit IgG) 195 g/ml
k m Sensitivity (Mouse IgG) 4.4×10

-3

k r Sensitivity (Rabbit IgG) 4.4×10
-3

Y mr0 Control conductance (Mouse + Rabbit IgG) 

k m Sensitivity (Mouse IgG) -3×10
-4

k r Sensitivity (Rabbit IgG) 1×10
-3

k mr Sensitivity (Mouse + Rabbit IgG) 5.3×10
-3

Detection Limit (Mouse IgG) 57.4 g/ml

Detection Limit (Rabbit IgG) 1000 g/ml

Detection Limit (Mouse + Rabbit IgG) 63 g/ml

Y mr0 Control conductance (Mouse + Rabbit IgG) 

k m Sensitivity (Mouse IgG) 2.4×10
-3

k r Sensitivity (Rabbit IgG) 2.7×10
-3

k mr Sensitivity (Mouse + Rabbit IgG) 2.6×10
-3

Detection Limit (Mouse IgG) 4.6 g/ml

Detection Limit (Rabbit IgG) 24 g/ml

Detection Limit (Mouse + Rabbit IgG) 1200 g/ml
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Table 4.1: Behavioral model parameters for three di�erent types of receptors with Mouse
and Rabbit IgG as target analytes [35] [36]. Note: the letters `m' and `r', in the subscript,
have been employed here (instead of the numerals `1' and `2' in equation (4.19)) to represent
Mouse and Rabbit IgG respectively.

and (4.18) is given by:

y=g(Λ1,Λ2)=y0 + k1 log

(
α + Λ1

α

)
+ k2 log

(
β + Λ2

β

)
+ k12 log

(
γ + Λ1 + Λ2

γ

)
(4.19)

The log-linear model in equation (4.19) is consistent with the experimental results that have

been previously reported [35] for soft-logic receptors (corresponding to rabbit and mouse IgG)

shown in Figure 1.4(c). The response of the soft-logic functions remain consistent with the
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Figure 4.5: Speci�c and Combinatorial Probes.

presence and the absence of the IgG targets, whereas, the magnitude of the measured output

(conductance in the case of [35]) scales log-linearly with the analyte concentration.

Equation (4.19) can also be generalized to more than two proteins and di�erent types of

combinatorial circuits such as: (1) �AND� gate which generates a signal when both input

proteins are present. (2) �OR" gate which generates a signal when either protein is present.

(3) �XOR" gate which generates a signal when one protein is present and the other is absent.

Although, traditional protein assays suppress the joint hybridization e�ect it was shown to

be helpful under certain conditions in [73] and [74]. A demonstration of the advantages of

exploiting joint hybridization was presented in [35, 37] where FEC codes were constructed

using combinatorial probes and in comparison to speci�c probes, an overall reduction in

protein detection error rate was observed. However; up till now probe parameters have been

selected experimentally; this is laborious and time consuming and consumes expensive lab

material. For instance table 4.1 shows the experimentally determined parameters of the

model (4.19) for the rabbit IgG and mouse IgG combinatorial probes (non-combinatorial,

soft-AND and soft-OR functions). However, in this paper we are primarily interested in

the impact of the di�erent model parameters on the overall capacity, therefore, we vary the

di�erent model parameters instead of using �xed values as listed in table 4.1. In this context
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Figure 4.6: Conditional distribution of protein array channel; (a) 3D view (b) Top view.
Receptor Parameters are �xed to k1 = 1, k2 = 0.9, k12 = 0.9; Di�usion parameters are as
listed in Table 4.3; x2 = 1.765× 103.

capacity estimation plays an important role and can be used as a tool for selecting model

parameters. The optimal probe parameters should in principle correspond to the maximum

capacity and therefore the capacity calculation should also provide key insights on designing

synthetic probes with the desired hybridization parameters.

4.2 Conditional Distribution of Protein Array Channel

The next step towards determining the information capacity of the proteomic channel is to

determine the conditional distribution PY |X(y|x) where y is the output and x = [x1, x2] is the

input vector to the channel. The conditional distribution PY |X(y|x) of the proteomic channel
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Parameter Value/Range

Y0 0.5
α 1
β 1
γ 1
k1 [0,1]
k2 [0,1]
k12 [0,1]

Table 4.2: Values of Receptor Parameters
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Figure 4.7: Conditional distribution of protein array channel for k1 = 0.2 and x2 = 1.765×
103. The values of k2 and k12 vary row and column wise respectively.
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will capture the e�ect of the di�usion noise as described in section 4.1.1 and the e�ect of the

receptor response model as described in section 4.1.2. As is the case for any communication

channel this conditional distribution can be empirically determined by observing the receptor

outputs Y corresponding to a large number of inputs. Our empirical approach will be to

use equation (4.6) to determine the steady-state concentration Λn corresponding to each

protein-variant inside the receptor sub-volume, for di�erent instances of the input particle

concentration vector x = [x1, x2]. Based on equation (4.7) the noisy values of the receptor

concentration will be obtained by sampling a poisson random variable with rate equal to the

steady-state concentration Λn. These noisy concentration samples are then used to obtain

the corresponding values of the transducer output using equation (4.19) which will then be

used to evaluate the conditional distribution PY |X(y|x). The parameters of the receptor

response model of equation (4.19) are listed in table-4.2. Since, we do not know the optimal

set of parameters and therefore, k1, k2 and k12 are varied to determine their e�ect on the

conditional distribution and eventually the array capacity. Although a practical array can
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Figure 4.8: Conditional distribution of protein array channel for k1 = 1.0 and x2 = 1.765×
103. The values of k2 and k12 vary row and column wise respectively.
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Figure 4.9: Cross sectional view of the conditional distribution PY |X(y|x) for a �xed x2 and
varying x1. Conditional variance σY |X(y|x)2 is approximated by it's average value σ2

n.

Parameter Value/Range

D′ 10−6cm2s−1

r′ 10 s−1

xR 2× 10−3cm

Table 4.3: Di�usion and Reaction Parameters

have sensitivity parameters greater than 1, we limit parameter range between 0 and 1. The

di�usion parameters for both the input proteins are assumed to be identical and are listed

in table 4.3. Figure 4.6 displays the conditional distribution PY |X(y|x) (for a �xed value of

x2 = 1.765 × 103) from two di�erent viewing angles; the receptor parameters are �xed to

k1 = 1, k2 = 0.9, k12 = 0.9 and the di�usion-reaction parameters are as listed in table 4.3.

The e�ect of receptor parameters on the channel conditional distribution can be visually

inspected for some instances of the conditional distribution and are displayed in Figure 4.7

and Figure 4.8. For a receptor with low sensitivity to protein-1 as shown in Figure 4.7

we observe a more pronounced e�ect on the conditional distribution. In contrast, for a
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Figure 4.10: KL-Divergence between true and �xed variance distributions.

receptor with high sensitivity to protein-1 (Figure 4.8) the e�ect of the other two parameters

(k2 and k12) is less pronounced. Plots of the conditional distribution indicate that the noise

at the output of the protein array channel is signal dependent. Unfortunately closed form

expressions for the capacity of channels with signal dependent noise are too complex to

compute or cannot be computed in most scenarios. This problem is further complicated

if the channel distribution has a non-stand form, as is the case for a proteomic channel.

We therefore have to resort to a numerical approach or use some simplifying assumptions

such that capacity expressions corresponding to standard channel distributions can be used.

Because the objective of this paper is to determine approximate capacity expressions, we

have opted for the analytical approximation based approach. Since we are interested in the

impact of receptor parameters on the array capacity, we assume that the variance of the

output signal is �xed for all input values and therefore, is independent of the value of the

input particles. Thus, we approximate PY |X(y|x) by a normal distribution with mean given

by the true value of y of equation (4.19) and a constant variance σ2
n that is independent

of the input. This is demonstrated in Figure 4.9 where the dotted line indicates the cross-

sectional view of the actual conditional distribution PY |X(y|x) whose variance σY |X(y|x)2 is

signal dependent and decreases with increasing values of x1. The highlighted area indicates
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the approximate conditional distribution with constant variance σ2
n which is equal to the

mean value of σY |X(y|x). In order to capture the dependence on the receptor parameters

we compute the noise variance by transmitting a large number of inputs and observing the

output y for a �xed set of receptor parameters. Since, the actual value of the variance depends

on the value of the input x therefore the value of the variance corresponding to a �xed set of

receptor parameters is obtained by averaging over the variance observed for di�erent values

of the input. This process is repeated until we obtain the variance values over the complete

range of receptor parameters. The variance σ2
n is a function of the receptor parameters and

is computed by regression on the average variance of the true conditional distribution that

is observed for a range of di�erent receptor parameters. Multivariate polynomial regression

results in the following expression for σ2
n:

σ2
n =

(
− 0.946k2

1 + 0.711k2
2 + 27.518k2

12

− 22.041k1k2 + 5.806k1k12 + 4.684k2k12

+ 21.804k1 + 19.352k2 − 66.008k12 + 58.781)× 10−3 (4.20)

The noise distribution can now be employed to evaluate the capacity of the protein array

channel.

The degree of error incurred by applying the constant variance assumption can be gauged

by comparing the actual, variable variance, probability distributions with the constant vari-

ance probability distribution employed for capacity calculation using a metric such as the

Kullback-Leiber (KL) Divergence. Figure 4.10 plots, along the y-axis, the percentage of the

observed (variable variance) output distributions whose KL-Divergence with the approxi-

mate, constant variance, distribution is less than the KL-Divergence listed along the x-axis.

For example, given a KL-Divergence of 0.5 we can see that 55% of the observed distributions

have a KL-Divergence of less than 0.5 when compared with the approximate distribution.

Similarly, about 70% of the observed distributions are within a KL-Divergence of less than
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1 from the constant variance distribution.

4.3 Proteomic Channel Capacity

The approximate conditional distribution can now be used to estimate the information ca-

pacity of the proteomic channel. The information capacity of any communication system is

the maximum amount of information that can be successfully conveyed from a transmitter

to a receiver in a single use [75]. Formally it is de�ned as the maximum mutual information

between the transmitted and the received signal, with maximization performed over all prob-

ability distributions de�ned on the input alphabet. For the protein array communication

system with input x = [x1, x2], output Y and given a set (k1, k2, k12) of probe parameters

we de�ne capacity as:

C = max I(x; y)|(k1,k2,k12) (4.21)

= max [H(x)−H(x|y)] (4.22)

= max [H(y)−H(y|x)] (4.23)

I(x; y) represents the mutual information [76]. Capacity is obtained via maximization of

the mutual information I(x; y) between the input and output signals over all possible prob-

ability distributions de�ned on the input alphabet. A combinatorial protein array channel

can be viewed as a transform Ψ : Z2
≥0 → R that maps the input x to the output y. The

transform Ψ is noisy and models the e�ect of di�erent noise sources found in a proteomic

channel. In section 4.2 it was assumed that the output noise distribution is identical for

all possible noise-free (deterministic) outputs yD therefore, we can replace the noisy map Ψ

with a deterministic noise-free transform ΨD followed by an AWGN noise model. Equation

4.23 can now be rewritten as:

C = max [H(y)−H(y|yD)] (4.24)

= max I(y; yD) (4.25)
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Since the output y is equal to the deterministic transducer output yD plus gaussian noise

therefore, we can employ the expression for the capacity of an additive white noise (AWGN)

channel.

The validity of using a Gaussian distribution can be investigated using Goodness-of-Fit

(GOF) measures. For this purpose three quantitative GOF metrics namely: (1) Kolmogorov-

Smirnov (2) Chi-Squared and (3) Anderson-Darling Test metrics were employed. These

metrics enable us to check whether observed samples are generated by a speci�c distribution

(Gaussian in this case). To evaluate each metric we observe the noisy transducer outputs for

di�erent instances of the input particle concentration vector x = [x1, x2] in a manner similar

to that outlined in section-III. The observed output sample vector, for a given parameter

con�guration [k1, k2, k12] and input concentration instance x = [x1, x2], is considered to have

a Gaussian distribution if the GOF test accepts the Null-Hypothesis with a signi�cance value

of 1 %. The observed output sample vectors that pass the GOF test are then divided by the

total transmitted sample vectors to compute the percentage of observed data that is con-

sidered to be Gaussian distributed. This value is averaged over all parameter con�gurations

to obtain the mean value for each of the three metrics. It was observed that for all 3 test

metrics, on average, more than 80 % of the observed outputs have a Gaussian distribution.

To be speci�c, 88.5 % of the data passed the GOF test when using the Chi-Squared test;

97.47 % of the data passed using the Kalmogorov-Smirnov test and 81.6 % passed using the

Aderson-Darlin test. Therefore, the assumption of the output having a Gaussian distribution

is not an unfair one.

The capacity of an AWGN channel with noise variance σ2
n and an average input power

less than equal to P is given by [75]:

C =
1

2
log

(
1 +

P

σ2
n

)
(4.26)

For a proteomic channel the equivalent of a power constraint is an upper bound on the

variance of the input particles. However, as described in section 4.1.2 the variance of the

concentration of the input particles is not under our control. But it is reasonable to bound
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Figure 4.11: Capacity of protein array channel for di�erent values of receptor parameters.
Variance P of the input distribution is the same for all settings and is set equal to 10.

(from above) the concentration level of the input particles ( by placing an upper bound on

the variance of yD). The capacity of a protein array as a function of receptor parameters

can now be computed by substitution of equation (4.20) in to equation (4.26).

Figure 4.11 plots the estimated capacity of protein array channel for di�erent values of

receptor parameters. The concentration level (equivalent to power) of the input particle is

kept �xed (at the same level) for all the experiments. Because three receptor parameters
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were involved in the sweep, each �gure in Figure 4.11 corresponds to a �xed value of k1,

which is the receptor sensitivity to protein-1. Due to limited space we only present only a

small number of the capacity curves here however, it is highlighted that the trends observed

in Figure 4.11 were observed over the entire range of the receptor parameters. It can be

observed from the plots that for all parameter settings a higher capacity is achieved when

we use a combinatorial receptor that can bind with both proteins simultaneously. Increasing

the joint hybridization parameter k12 always improves the capacity. At low values of the

protein-1 sensitivity parameter, k1, increasing the sensitivity (k2) to protein-2, generally

results in a decrease in the capacity as can be seen in Figure 4.11 (a) to (c). At higher

sensitivities to protein-1 however, the value of the sensitivity parameter of protein-2 does

not have a signi�cant impact on the overall capacity. Relative to a speci�c receptor the

highest capacity gains are achieved at lower values of k1. This can be attributed to the fact

that the joint hybridization parameter k12 has a more signi�cant impact on the variance

at lower values of k1. For example, by comparing the bottom two plots in Figure 4.7 and

Figure 4.8; it is apparent that increasing k12 from 0 to 1 results in a much more signi�cant

reduction in the overall variance when k1 = 0.2 (Figure 4.7) in comparison to the case where

k1 = 1 (Figure 4.8). As the value of k1 increases the gain in capacity (relative to a speci�c

probe) diminishes however, the loss is not very signi�cant.
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CHAPTER 5

KERNEL MACHINES FOR CAPACITY ESTIMATION

The capacity of a dual-protein proteomic channel was computed by approximating it is an

additive white Gaussian noise (AWGN) channel in chapter 4. The proteomic channel is a

non-linear channel with high-dimensional, continuous input alphabets. Capacity evaluation

of such a channel is challenging and generally requires numerical solutions. Furthermore,

even when using numerical techniques it often become very challenging to optimize Shannon's

information measures such as the mutual information. This chapter presents a framework

that employs Gini kernel machines to evaluate the (quadratic) mutual information of the

proteomic channel. For this purpose a novel proteomic kernel is proposed which incorporates

the bio-physics of the receptor and target protein interactions into the optimization problem.

Furthermore, it enables array designers to identify the most important probes amongst a

large number of candidates. In comparison to the capacity evaluation approach in chapter 4,

the framework presented in this chapter considers a large number of input proteins, the

approach employed in the previous chapter was limited to only 2 input proteins. Although it

can be extended to larger number of proteins it becomes di�cult since the number of cross

terms (kij) in the transducer model of equation (4.19) increases signi�cantly as the number

of target proteins increase.

The organization of this chapter is as follows. Section 5.1 describes the di�usion model

employed. The transducer model is presented in section 5.2. A framework for evaluation of

the capacity using Gini kernel machines is presented in section 5.3. A novel kernel employed

for capacity estimation is proposed in section 5.4.

96



Figure 5.1: Cross-sectional view of di�usion in a multi-protein array.

5.1 Di�usion Model

Analytic solutions for di�usion models containing multiple protein targets in 3-dimensional

volumes are often impossible to obtain. Keeping this in perspective this chapter employs a

simple di�usion model which views the protein array reaction chamber at stead-state under

well-mixed conditions. The physical representation of a simpli�ed three protein assay with

multiple receptors input proteins is shown in Figure 5.1. At the start of the test, a sample

volume containing particles to be analyzed is injected into the reaction chamber. In order

to keep the model mathematically tractable we assume that the reaction volume can be

divided into smaller, cubic, sub-volumes of equal size as shown in Figure 5.1 and consider

the random variation of particles only inside the sub-volumes containing the receptors located

at the bottom of the reaction volume.

For a protein array which performs multiplexed detection of P types of proteins, we denote

the input of the system by a vector u ∈ ZP+. Each component of u is a non-negative integer

random variable denoted by un and represents the total number of particles of protein-n in
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the test sample. Particles are injected into the reaction chamber using a device such as a

micro-pipette. It is assumed that input particles get distributed uniformly throughout all

the reaction volume and there are an equal number of protein particles, of each type, inside

each sub-volume. The vector x ∈ ZP+ represents the average number of proteins of each type

inside each sub-volume. Therefore, the average number of particles of protein-n inside each

sub-volume is given by:

xn =
un
M

n = 1, . . . P (5.1)

where,M represents the total number of sub-volumes inside the reaction volume. Due to the

Brownian dynamics of particle di�usion the true number of particles xn inside sub-volume

is a random variable whose average value is given by equation (5.1). Under the assumption

that the probability of two particles occupying the exact same spatial location is negligible

and that the motion of all individual particles inside the reaction volume is independent of

each other; it can be shown that the actual number of particles x̃n, of protein-n, inside a

sub-volume is a Poisson random variable, with an arrival rate equal to the average number

of particles given by xn [77], [78] :

x̃n ∼ Poiss(xn) n = 1, . . . P (5.2)

This model can now be used to characterize the random variation of concentration inside

the receptor sub-volumes.

5.2 Receptor Response Model

The receptor response model employed here is an extension of the joint model presented in

section 4.1.2. The output of a receptor in a protein array with P di�erent types of input

proteins is given by:

98



y=g(x)=y0 +
P∑
i=0

ki log

(
α + xi
α

)
+
∑
i6=j

kij log

(
γ + xi + xj

γ

)
(5.3)

Here, the sensitivity parameters ki and kij ∈ R≥0. ki = 0 implies that receptor does not

contain probes that interact with particles of protein-i. Whereas, kij = 0 implies that the

probes of type-i do not interact with protein-j.

5.3 Proteomic Channel Capacity Estimation

The information capacity of any communication system is de�ned as the maximum mutual

information between the transmitted signal x and the received signal y [76]. The maximiza-

tion is generally performed over all probability distributions de�ned on the input alphabet.

C = max
P (x)

I(x; y) (5.4)

Channel capacity is generally a di�cult metric to compute. Analytically its derivation

for complex channels can be very challenging (if not impossible) to evaluate. Numerical

solutions on the other hand are a more viable option however, classic numerical approaches

for capacity evaluation such as the Arimoto-Blahut algorithm [79], [80] are limited to �nite

input and output alphabets. Although these algorithms have been extended to continuous

input and/or output alphabets [81] the evaluation of capacity for continuous channels (such

as the proteomic channel) with high-dimensional input-output alphabets is still an open

problem. The primary challenge in capacity evaluation of the proteomic channel is accurate

estimation of the conditional channel distribution P (y|x) which is di�cult due to the high-

dimensional and continuous nature of the input and output alphabets. To elaborate further,

a traditional route can be use the empirical conditional channel distribution P̂ (y|x) however,

an accurate estimate is di�cult to obtain for high-dimensional, continuous channels. As a
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Figure 5.2: Block diagram illustrating the computation of capacity of the proteomic channel.

result we model proteomic channel capacity estimation as a supervised learning problem in

which we employ regression to learn the channel conditional distribution, P̃ (y|x) from a

�nite set of training examples and then utilize it to evaluate the mutual information which

is then maximized to attain capacity. The capacity estimation of the proteomic channel is

illustrated in Figure 5.2. It is highlighted that instead of Shannon's mutual information the

framework in this chapter employs a quadratic measure of mutual information.

In the framework of supervised learning, the learner is supplied with a training set of

feature vectors T ⊂ X : T = {xi}, i = 1, .., N drawn independently from a �xed distribution

P (x),x ∈ X . In the current scenario the input feature space X = ZP+ and corresponds to

the number of particles of each protein type present inside the receptor sub-volumes. Also

provided to the learner is a set conditional probability measures yik = P̂ (yk|xi) de�ned

over the set of receptor spots yk with k = 1, . . . S. The labels therefore are normalized and

satisfy
∑S
k=1 yik = 1. The task of the learner is to choose a set of regression functions P̃ =

{P̃ (yk|x)}, k = 1, .., S that accurately predict the true conditional probabilities P (yk|x) for

the receptor spots. This is accomplished by using a distance metric DQ : RS×RS → R that

embeds prior knowledge about the topology of the feature space. The capacity estimation

of the proteomic channel can therefore, be formulated as the maximization of the mutual

information subject to the constraint that the distance between the empirical distribution,

100



P̂ (yk|x) and the estimated distribution P̃ (yk|x) is less than equal to an error threshold ε:

max
β

I(x; y)

st: DQ

(
P̂ (yk|x), P̃ (yk|x)

)
≤ ε

(5.5)

In contrast to the conventional capacity computation the maximization for the proteomic

channel is performed over the channel parameters β = [β1, . . . βP ] which array designer can

vary to embed the maximum amount of input information in the channel output. The

parameters β ∈ RP≥0; and determine the importance assigned to each type of probe, they

are discussed in detail in section 5.4. The optimization in (5.5) can also be rewritten as:

max
β

DI

(
P̂ (yk|x) , P (yk)

)
st: DQ

(
P̂ (yk|x), P̃ (yk|x)

)
≤ ε

(5.6)

where DI : RS × RS → R represents a distance metric. Although it is possible to employ

a metric such as the Kullback-Leibler-Divergence (KLD) it makes the optimization problem

di�cult and therefore, a quadratic distance will be employed instead. For the proteomic

channel it is reasonable to assume that the output distribution P (yk) = Pu = U [y0, ymax]

for k = 1, . . . S. In other words P (yk) is uniformly distributed between the control output y0

and the maximum transducer output under saturation conditions ymax. This enables us to

reformulate the problem of mutual information estimation as a training procedure involving

the minimization of joint distance metric over the probability functions P̃ =
{
P̃ (yk|x)

}
min
P̃

G(P̃ ) = min
P̃

[
DQ(P̂ , P̃ ) + γDI(P̃ , Pu)

]
(5.7)

In this setting the distance metric DI(., .) can be viewed as an agnostic (non-informative)

distance measure which assumes no knowledge of the training data. The hyper-parameter

γ > 0 controls the trade-o� between the agnostic and prior distance metrics. Minimization

of the cost function in (5.7) yields the mutual-information I(x; y) based on the distribution

P̃ (y|x) that lies between the prior distribution P̂ (y|x) and the non-informative (agnostic)

distribution Pu. The minimization setup in (5.7) can be coupled with linear constraints
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de�ned on the cumulative statistics of the training set. The �rst linear constraint expresses

equivalence between the average estimated probabilities and empirical frequencies for each

receptor over the training data:

N∑
i=1

P̃ (yk|xi) =
N∑
i=1

P̂ (yk|xi) , k = 1, . . . S (5.8)

This is based on the assumption that all features x ∈ ZP+ are equally likely. The normaliza-

tion and boundary conditions for valid probability distributions are given by a second set of

linear constraints:

P̃ (yk|x) ≥ 0, k = 1, . . . S, (5.9)
M∑
k=1

P̃ (yk|xi) = 1 (5.10)

where the normalizing constraint (5.10) subsumes the additional inequality constraint Pk(x) ≤

1, k = 1, . . . S. Combining (5.5) and (5.7) the evaluation of the proteomic channel capacity

becomes a max-min optimization problem:

CQ = max
β

[
min
P̃

[
DQ(P̂ , P̃ ) + γDI(P̃ , Pu)

]]
(5.11)

subject to the constraints listed in (5.8), (5.9) and (5.10). Here, capacity is denoted by CQ

to highlight that we are talking about quadratic-capacity and also to di�erentiate it from

the optimization-constant C used in the subsequent discussion.

The minimization step in (5.11) is the same as the optimization problem used section 3.1.1

therefore, the same process can be applied to obtain the quadratic distance DQ between the

conditional distributions P̂ (yk|x) and P̃ (yk|x).

DQ(P̂ , P̃ ) =
C

2

S∑
k=1

∑
x,v∈T

K(x,v)
[
P̂ (yk|x)− P̃ (yk|x)

]
[
P̂ (yk|v)− P̃ (yk|v)

]
(5.12)

Here K : RS × RS → R represents a symmetric, positive de�nite kernel satisfying the

Mercer's criterion. Although any standard o�-the-shelf kernel such as a Gaussian radial
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basis function or a polynomial spline [55,57] can be employed for optimization we employ a

kernel designed speci�cally for the proteomic channel. This is done because the purpose of

the kernel K(x,v) is to quantify the topology of the metric space for points x,v ∈ X and

therefore; it should, preferably, capture the underlying bio-physics of the proteomic channel.

Use of a Gini quadratic distance as DI , the agnostic distance metric along with a uniform

distribution Pu = 1/(ymax − y0) yields the following cost function

Hg =
S∑
k=1

 1

2C

N∑
i=1

N∑
j=1

λikQijλ
j
k +

γ

2

N∑
i=1

(P̃ (yk|xi)− λik/C)2

 (5.13)

Where, the inference parameters are de�ned as λik = C
[
P̂ (yk|xi)− P̃ (yk|xi)

]
. As was the

case in chapter 3 the Gini dual is subject to the following constraints

S∑
k=1

λik = 0, i = 1, . . . N,

N∑
i=1

λik = 0, k = 1, . . . S, (5.14)

λik ≤ CP̂ (yk|xi).

The Gini-dual in (5.13) is a quadratic function and can be minimized using standard

quadratic optimization libraries. The next section introduces the proteomic kernel which

can be employed to optimize the receptor parameters.

5.4 Proteomic Kernel

The purpose of the kernel K(x,v) is to incorporate knowledge of the metric space X of the

input vectors x and v. In the current context this means that we require a similarity measure

which takes into consideration the underlying bio-physics of the receptor and protein inter-

actions. To elaborate further, a conventional o�-the-shelf kernel returns a high value if its

input vectors x and v contain similar values and lower value if they are dissimilar. Whereas
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Figure 5.3: Illustration of interactions between protein of type `i' and two di�erent types of
capturing probes .

for the proteomic sensing application we require a kernel which returns a high value if the

receptor probes interact with two input concentration vectors in a similar manner.

EXAMPLE: Consider the simple case of an array with 3 protein targets with input vec-

tors x = [100, 0, 0] and v = [100, 0, 50]. Assume that the receptor under consideration

(shown in Figure 5.3) contains only probes that interact with protein-1 and protein-2 but

not with protein-3; as a result the output of the receptor will be una�ected by the concen-

tration of protein-3 and will be identical for these values of x and v. The proteomic kernel

should be able to take this into consideration and return a high similarity value when com-

paring x and v. If however, the scenario is slightly di�erent and the concentration vector

x = [100, 0, 0] and v = [100, 50, 0] then the receptor outputs resulting from x and v will

be di�erent. This should be re�ected by a corresponding decrease in the similarity value

returned by the proteomic kernel.

The proteomic kernel can be developed by using a product of two sub-kernels as will

become clear below. Assuming that within the sub-volume of a combinatorial receptor a

particle of protein-q reacts with a probe of type-p with a �nite probability ξpq as illustrated

in Figure 5.3. Since there are a maximum of P di�erent types of target proteins, the number
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of di�erent types of probes which can be immobilized on a receptor is also = P . The total

number of particles of protein-q within a receptor sub-volume = xq (the q-th element of

the vector x). Then the binding of the (xq) particles to the di�erent types of probes can

be modeled by a multinomial distribution with P possible outcomes (under the assumption

that binding of individual particles is independent of each other). The average number of

particles, of protein-q that can be attached to probes of type-p is therefore, given by:

ωpq = xqξpq (5.15)

However, the number of probes, immobilized at the receptor, is �nite therefore, the ωpq will

be bounded from above by the maximum number of probes of type-p (denoted by Lp)

ωpq = min
(
Lp, xqξpq

)
(5.16)

We now have a P -dimensional vector ωp which tell us the (average) number of particles of

each protein type that can be accommodated by the probes of type-p for a given x. The

similarity between x and ωp can be computed using radial basis function kernel:

Kp(x, zp) = exp

(
−
|x− ωp|2

2σ2

)
(5.17)

For a receptor containing P di�erent types of probes we de�ne the proteomic kernel K(x,v)

as below:

K(x,v) =
P∑
p=1

βpKp(x,ωp)Kp(v,ωp) (5.18)

where, the parameters βp controls the importance assigned to probe of type-p. A higher

value of βp indicates that the need to immobilize a large number of probes of type-p at the

receptor whereas, a value close to zero implies that probes of type-p should not be employed.

In other words the values of βp is indicative of how much importance should be assigned to

probes of type-p whose reaction characteristics are given by the vector ωp.

Notice that the number of βp parameters in Equation (5.18) is equal to P . Therefore,

the number of optimization variables is only equal to P . This is a signi�cant advantage that
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is achieved only due the to use of kernel methods. If the optimization problem had been

formulated, without kernel methods, directly in terms of the probe parameters k1, k2, k12 etc

then the number of optimization variables would have been prohibitively large. Consider for

example the joint model in equation (5.3), if the optimization problem had been formulated

directly in terms of the probe parameters then number of optimization variables would have

been equal to P + P (P − 1) = P 2 due to the large number of cross terms (kij). In the

proteomic kernel however, the cross-terms are present inside the ωp and therefore do not

need to optimized explicitly.

5.5 Optimization Algorithm

Evaluation of the quadratic capacity in equation (5.11) is performed using an alternating

max-min procedure. In the �rst step, probe parameters βp are initialized to have uniform

values and minimization is performed using a process identical to the optimization approach

employed in chapter 3. After the minimization step, the algorithm �xes the inference pa-

rameters λki and λkj and performs maximization over the probe parameters. This section

�rst incorporates the probe parameters inside the optimization function and then describes

the algorithm which can be employed for maximization.

Substituting the proteomic kernel of equation (5.18 into the dual of (5.13) yields a new

cost function

Hp =
P∑
p=1

 βp
2C

S∑
k=1

N∑
i,j=1

λikQipQjpλ
j
k +

γ

2

N∑
i=1

(P̃ (yk|xi)− λik/C)2

 (5.19)

Where, Qip = K(xi,ωp) and Qjp = K(xj ,ωp). Furthermore, in addition to the constraints

in (5.14) the proteomic dual (5.19) is subject to the following constraints

P∑
p=1

βp = 1

βp ≥ 0, p = 1, . . . P (5.20)
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The cost function in (5.19) is a non-homogeneous polynomial and can have both positive

and negative coe�cients. In addition, the probability variables βp in (5.19) are normalized

∀p. Such a function can be maximized directly by applying results from [82] and [83].

Theorem 2 ( [83]) Let H({βp}) a polynomial of degree d in variables βp in the domain

D : βp ≥ 0,
∑P
p=1 βp = 1, p = 1, .., P . De�ne an iterative map according to the following

recursion

β̂p ←
βp(

∂H
∂βp

(βp) + Γ)∑P
p=1 βp(

∂H
∂βp

(βp) + Γ)
(5.21)

where Γ ≥Md(P + 1)d−1 with M being the smallest coe�cient of the polynomial H({βp}).

Then {β̂p} ∈ D and H({β̂p}) > H({βp}).

The polynomial dual corresponding to Equation (5.21) can be maximized using the result

above. Assume that the kernel matrices are bounded such that |Qip| ≤ Qmax,∀i, p and

|Qjp| ≤ Qmax, ∀j, p. Furthermore, the initial value of the probability distribution β0
p = 1/P

∀p. Denoting the value of the probability at mth iteration by βmp the update at every step

will be given by

βm+1
p ← βmp δ

m
p /

P∑
p=1

βmp δ
m
p

where

δmp =
1

2C

S∑
k=1

N∑
i,j=1

λikQipQjpλ
j
k + Γ

and Γ = 1
2C (P + 1)Q2

max. The cost function in (5.19) increases at each iteration and

the process is repeated until convergence. Some of the distribution variables βp can never

reach unity or zero; this is due to the multiplicative update procedure [51]. In practice

however, they approach the limits within precision margins that are comparable to other

implementations of training algorithms for SVMs. Furthermore, values of the distribution βp

close to unity or zero demonstrate almost no change this implies that caching and shrinking

[84] can also be employed to improve the speed of large margin growth transformation.

The framework in this chapter can be employed for evaluating the information transfer

across a mutiple-spot protein array channel. Here the information is measured in terms of
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a quadratic distance. Validation of this framework using experimental data and numerical

simulations shall be performed as part of future work.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Summary

The primary objective of this thesis is to examine the potential bene�ts that can be achieved

via the application of the principles of kernel methods and signal processing in biosensing

applications. For respiratory signal estimation it has been demonstrated that use of multiple

non-invasive electrodes does enable a signi�cant reduction in breathing rate estimation in

comparison to using only one or two electrodes. Furthermore, it seems that use of well-

designed learning algorithms results in more performance improvement. In this regard a

number of algorithms were tested and it seems that a combination of both signal processing

and kernel methods is the best approach. Furthermore, in terms of lung-volume estimation

it seems that the SEC does enable e�ective estimation. Wavelet based features were de-

veloped for classi�cation of subject's respiratory state; these features provide a simple yet

accurate method for detecting the subject's respiratory state. Wavelet based respiratory

state detection outperforms the much simpler DCT based respiratory state detection.

Capacity of the proteomic channel for a small-scale array was evaluated in the presence

of di�usion noise and non-ideal receptors. For this array di�erent probe parameters were

investigated and it was demonstrated that combinatorial probes give higher capacity as

compared to conventional receptor probes. A framework for evaluation of capacity using

quadratic information measures was also presented. This framework can be employed for

evaluating the capacity of arrays with a signi�cantly higher number of target proteins with

ease.
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6.2 Future Directions

One of the most appealing future directions that has resulted from this thesis is use of the

wavelet based probability curves for classifying not only the subject's respiratory state but

also his physical state. As was demonstrated in section 3.2.5 these curves exhibit di�erent

characteristics based on the subject's physical activity and therefore, may enable identi�ca-

tion of the subject physical state. This in turn may allow the adaptive algorithm to adjust

its behavior accordingly e.g. assign lower weightage to chest electrodes and higher weightage

to abdominal electrodes if arm motion is detected.

For proteomic channel capacity calculations we intend to validate the framework proposed

in chapter 5 by employing numerical simulations and experimental prototypes. Another

avenue for future research is to investigate the possibility of employing more complex models

of di�usion and receptors when evaluating the channel capacity.
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