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ABSTRACT

A PARTICLE-IN-CELL METHOD FOR THE SIMULATION OF PLASMAS
BASED ON AN UNCONDITIONALLY STABLE WAVE EQUATION

SOLVER

By

Eric Matthew Wolf

In this dissertation, we present a particle-in-cell method for the simulation of plasmas

based on an unconditionally stable solver for the second-order scalar wave equation, that

is, a wave equation solver that is not subject to a Courant-Friedrichs-Lewy (CFL) stability

restriction, typical of explicit methods, while maintaining a computational cost and code

complexity comparable to such explicit solvers. This permits the use of a time step size

many times larger than allowed by widely-used explicit methods.



ACKNOWLEDGMENTS

This work was done in an extremely supportive atmosphere, for which I am very grateful.

I thank my family for all of their love and support throughout my life and education. I

thank my advisor, Prof. Andrew Christlieb, for his patient guidance over many years,

and for building his research group as an encouraging environment, in which there are so

many knowledgable and friendly postdocs and graduate students doing exciting research

in many different areas. I thank my fellow graduate students and the postdocs for all of

your interaction and help. I especially thank Prof. Matthew Causley, who in his time as a

postdoc in our group derived much of the mathematics underlying the implicit wave solver

motivating this dissertation, and who was an invaluable mentor to me and others in the

group. I also thank Dr. Andrew Greenwood, who mentored me during a summer internship

and taught me about particle-in-cell methods, and Dr. Matthew Bettencourt, who mentored

me in another summer internship and gave me valuable guidance as I started developing the

particle-in-cell method presented in this dissertation.

And I thank my girlfriend Kazuko, my best friend for many years, who while this work

was done endured with me long years of separation. She gave me her patience, love, and

support.

iii



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Nondimensionalization and Asymptotic Analysis . . . . . . . . . . . . . . . . 8

1.3.1 Electrostatic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Electromagnetic Case . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Chapter 2 Description of the wave equation solver . . . . . . . . . . . . . . 14
2.1 Origin and Mitigation of the CFL Restriction . . . . . . . . . . . . . . . . . 14
2.2 Derivation of Second-Order Semi-Discrete Schemes With the Method of Lines

Transpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Dispersive Semi-Discrete Scheme . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Diffusive Semi-Discrete Scheme . . . . . . . . . . . . . . . . . . . . . 18

2.3 Semi-Discrete Von Neumann Analysis of the Second Order Schemes . . . . . 19
2.3.1 Dispersive Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Diffusive Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Solution of the Modified Helmholtz Equation . . . . . . . . . . . . . . . . . . 22
2.4.1 Dimensional Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Integral Solution Method in 1D . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Fast Numerical Evaluation of the 1D Convolution Operator . . . . . . 25

2.5 Fully Discrete Von Neumann Analysis . . . . . . . . . . . . . . . . . . . . . . 27
2.6 Artificial Dissipation in Centered Schemes . . . . . . . . . . . . . . . . . . . 33

2.6.1 Artificial Dissipation in 1D . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6.2 Artificial Dissipation in 2D . . . . . . . . . . . . . . . . . . . . . . . . 35

2.7 Derivation of a Fourth-Order Dissipative Newmark Scheme . . . . . . . . . . 36
2.8 Embbeded Boundary Method for Neumann Boundary Conditions . . . . . . 40

2.8.1 Description of the Two-Point Boundary Correction Method . . . . . . 42
2.8.2 Description of the Embedded Boundary Method and Proof of Conver-

gence of the Iterative Solution in 1D . . . . . . . . . . . . . . . . . . 42
2.8.3 Description of the Method in 2D . . . . . . . . . . . . . . . . . . . . 48

2.9 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.9.1 Rectangular Cavity With Domain Decomposition . . . . . . . . . . . 54
2.9.2 Double Circle Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.9.3 Periodic Slit Diffraction Grating . . . . . . . . . . . . . . . . . . . . . 58
2.9.4 Bessel Mode with Neumann Boundary Conditions . . . . . . . . . . . 60

iv



Chapter 3 Description of the particle-in-cell method . . . . . . . . . . . . . 63
3.1 Particle Weighting Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Method for Controlling Divergence Error . . . . . . . . . . . . . . . . . . . . 64
3.3 Particle Equations of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4 Fast Convolution Algorithm For Particle Sources . . . . . . . . . . . . . . . . 66

3.4.1 Fast Convolution Algorithm in 1D . . . . . . . . . . . . . . . . . . . . 66
3.4.1.1 Local Deposit Step in 1D . . . . . . . . . . . . . . . . . . . 67
3.4.1.2 Recursive Sweep Step in 1D . . . . . . . . . . . . . . . . . . 69

3.4.2 Fast Convolution Algorithm in 2D . . . . . . . . . . . . . . . . . . . . 70
3.4.2.1 Local Deposit Step in 2D . . . . . . . . . . . . . . . . . . . 70
3.4.2.2 Recursive Sweep Step in 2D . . . . . . . . . . . . . . . . . . 72

3.5 Particle Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.5.1 1D Periodic BC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5.2 2D Periodic BC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5.3 1D Dirichlet BC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.5.3.1 Analysis of the First Approach . . . . . . . . . . . . . . . . 75
3.5.3.2 Analysis of the Second Approach . . . . . . . . . . . . . . . 77
3.5.3.3 Comparison of the Approaches . . . . . . . . . . . . . . . . 78

3.5.4 2D Dirichlet BC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.6.1 Electrostatic Test Problems . . . . . . . . . . . . . . . . . . . . . . . 80
3.6.1.1 Cold Plasma Langmuir Wave . . . . . . . . . . . . . . . . . 81
3.6.1.2 Two Stream Instability . . . . . . . . . . . . . . . . . . . . . 81
3.6.1.3 Landau Damping . . . . . . . . . . . . . . . . . . . . . . . . 85
3.6.1.4 Sheath Formation in a Bounded 1D Plasma . . . . . . . . . 85

3.6.2 Electromagnetic Test Problems . . . . . . . . . . . . . . . . . . . . . 86
3.6.2.1 Bennett Pinch Problem . . . . . . . . . . . . . . . . . . . . 86
3.6.2.2 Mardahl Beam Problem . . . . . . . . . . . . . . . . . . . . 91

Chapter 4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

v



LIST OF TABLES

Table 2.1: Table summarizing the main algorithmic aspects of the implicit wave
solver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Table 2.2: Refinement study for rectangular cavity with Dirichlet BC using do-
main decomposition. Here, c = 1, m = n = 0, and Lx = Ly = 1. . . 55

Table 2.3: Refinement study for rectangular cavity with Neumann BC using
domain decomposition. Here, c = 1, m = n = 0, and Lx = Ly = 1. . 56

Table 2.4: Refinement study for the double circle cavity with Dirichlet BC.
For the numerical reference solution, ∆x = 2.1875× 10−4, ∆y =
1.3542× 10−4, and ∆t = 2.7083× 10−4. . . . . . . . . . . . . . . . . 58

vi



LIST OF FIGURES

Figure 2.1: Boundary geometry in 1D. . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 2.2: Boundary geometry in 2D. . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 2.3: Rectangular cavity with domain decomposition. . . . . . . . . . . . 55

Figure 2.4: Double circle geometry. . . . . . . . . . . . . . . . . . . . . . . . . . 56

Figure 2.5: Evolution of the double circle cavity problem. . . . . . . . . . . . . . 57

Figure 2.6: Periodic slit diffraction grating geometry . . . . . . . . . . . . . . . 59

Figure 2.7: Evolution of the slit diffraction grating problem, with aperture width
a = 0.1, grating periodicity Ly = d = 1, and wave speed c = 1. The
CFL is fixed at 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Figure 2.8: An example of the embedded boundary grid used. The red circled ex-
terior grid points are the endpoints where a value is to be calculated
via the interpolation procedure. The red crosses are the points where
values are imposed on quadratic boundary interpolant along the nor-
mal direction (red dashed line). Values for the bilinear interpolants
are supplied from the green circled interior grid points. . . . . . . . 61

Figure 2.9: Refinement study for the Bessel mode in a circular domain with fixed
CFL number of 2. Using quadratic boundary interpolant with bilinear
interior interpolant. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 3.1: S(x) = 1− |x|, |x| < 1, S(x) = 0, |x| ≥ 1 . . . . . . . . . . . . . . . . 71

Figure 3.2: The support of a linear particle shape Sp(x, y) in 2D. . . . . . . . . 71

Figure 3.3: Periodic extension of shape function for boundary particle. . . . . . 74

Figure 3.4: Particle shape function Sp(x) of a boundary particle with ghost cell
[x0, x1] = [−∆x, 0]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Figure 3.5: Particle shape functions Sp(x) (solid) and Simg(x) (dotted) of a bound-
ary particle and its image particle, with ghost cells [x−1, x0] = [−2∆x,−∆x]
and [x0, x1] = [−∆x, 0]. . . . . . . . . . . . . . . . . . . . . . . . . . 82

vii



Figure 3.6: Potential energy in cold plasma oscillation. Green is the 1D numerical
result, blue is the 2D numerical result, and red is the prediction of
linear theory. We see the plasma frequency is accurately reproduced
in our simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Figure 3.7: Growth of the mode with maximum growth rate in the two stream
instability, corresponding to k = 3.06. Green is the 1D numerical
result, blue is the 2D numerical result (measured along the central
y = 0 slice), and red is the prediction of linear theory. We see the
correct growth rate is reproduced in our simulations. . . . . . . . . . 83

Figure 3.8: We see selected particle phase space plots for the two stream instability

problem. The left column is from the 1D simulation, while the right column

is from the 2D simulation, following a fixed slice of particles initialized

along the line y = −Ly/2. . . . . . . . . . . . . . . . . . . . . . . . . . 84

Figure 3.9: Landau damping of the lowest mode, corresponding to k = 0.5. Green
is the 1D numerical result, blue is the 2D numerical result (measured
along the central y = 0 slice), and red is the prediction of linear the-
ory. We see that the correct decay rate is reproduced in our simulations 95

Figure 3.10: In 3.10a, we see the scalar potential profile at t = 3.6 thermal-ion transit

times. In 3.10b, we see the simulation electron and ion count, the red and

blue curves respectively, along with the injection rate, the black dashed line. 96

Figure 3.11: The staggered grid used for the Bennett pinch problem. . . . . . . . 97

Figure 3.12: The figure shows 3.12a electron density, 3.12b and potential energies, 3.12c

magnetic field at various CFL numbers, and 3.12d the relative error in the

azimuthal magnetic field Bθ (normalized to the maximum value of the

magnetic field). Results are with a CFL number of 3, except as noted in

3.12c. Position units are in terms of effective beam radius Rb. . . . . . . 98

Figure 3.13: The staggered grid used for the Mardahl beam problem. . . . . . . . 99

Figure 3.14: The figure shows the divergence error in the electric fields and the final

beam distribution calculated from a wave equation potential 3.14a, 3.14c

and in the Poisson equation potential 3.14b, 3.14d. . . . . . . . . . . . . 100

viii



Chapter 1

Introduction

Collisionless plasmas - systems of charged particles interacting through electromagnetic fields

- are modelled by the Vlasov-Maxwell system of partial differential equations (PDEs), which

couple Maxwell’s equations, describing the evolution of the electric and magnetic fields E and

B, to Vlasov equations, a type of hyperbolic PDE describing the evolution of the phase-space

distribution functions (DFs) fs of the various species s of charged particles. Particle-in-cell

(PIC) methods [4, 25, 55], in development and use since the 1960s and a primary tool in

the computer simulation of plasmas, combine an Eulerian description of the fields with a

Lagrangian description of the DFs; that is, fields are evolved on a fixed mesh, while DFs are

represented by moving particles whose trajectories are characteristics of the corresponding

Vlasov equation. Thus, PIC methods require a method to compute the fields on a mesh and

a method to compute particle trajectories, as well as interpolation tools to provide for their

coupling. This work focuses on a new method for the computation of the fields, along with

associated interpolation techniques.

Under the Lorenz gauge condition, Maxwell’s equations reduce to uncoupled wave equa-

tions for the scalar and vector potentials, Φ and A. Recently, a novel method for the solution

of the wave equation has been developed [10, 9, 11], based on the Method of Lines Transpose

(MOLT), dimensional splitting and an efficient 1D integral solution method, which is un-

conditionally stable (or A-stable) - that is, it is not subject to the Courant-Friedrichs-Lewy

(CFL) restriction limiting the ratio of the temporal step size to the spatial step size, typical
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of widely used explicit methods. In this work, we apply this method to the uncoupled wave

equations for Φ and A to solve Maxwell’s equations with a method comparable in computa-

tional cost and complexity of code to explicit methods such as the well-known Yee scheme

[56, 53], but without introducing a CFL restriction based on the speed of light as in such

explicit methods. In conjunction with an appropriate description of particles, we seek to

develop a PIC method that retains the simplicity of explicit finite-difference-based methods

while eliminating this CFL restriction.

We demonstrate the application of our method to both electrostatic and electromagnetic

problems. In the non-relativistic, zero-magnetic field limit, it is typical to make the elec-

trostatic approximation, E = −∇Φ, −∇2Φ = ρ/ε0, simplifying the Vlasov-Maxwell system

to the Vlasov-Poisson system. Correspondingly, in this work we consider the same non-

relativistic, zero-magnetic field limit, and drop A and the corresponding wave equations

from our model. When particle velocities are small compared to the speed of light, we ar-

gue that this model, which we term the Vlasov-Wave model due to the replacement of the

Poisson equation with a wave equation, will agree approximately with the usual electrostatic

Vlasov-Poisson model. We present numerical results applying our method to several stan-

dard electrostatic test problems in one and two dimensions, showing agreement with the

predictions of linear theory for the electrostatic model. We apply our method to a fully

electromagnetic beam pinch problem in two dimensions. It is well known that an electro-

magnetic PIC method must satisfy a discrete form of Gauss’ law (∇ · E = ρ/ε0) to prevent

serious numerical errors related to the violation of charge conservation [37]. In this work,

we obtain solutions that satisfy exactly discrete forms of Gauss’ law for the electric field

and the divergence-free condition for the magnetic field through a staggered grid approach,

adapted from the well-known Yee grid [56], with a Poisson equation formulation for the scalar
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potential. In addition to eliminating the CFL restriction, the wave solver method used in

this work offers the handling of complex boundary geometry in a Cartesian grid without

using a staircasing approximation [9, 54], and can be extended to higher-order accuracy [11],

features that will be incorporated into our PIC method in future work.

Building on prior work on unconditionally stable ADI-FDTD schemes for Maxwell’s equa-

tions [58, 57, 42, 34], unconditionally stable ADI-FDTD methods for Maxwell’s equations

that conserve the divergence of the discrete electric and magnetic fields were incorporated

into PIC methods in [51], using the method of [20] to handle complex geometries. Further,

a PIC method based on a high-order discontinuous Galerkin scheme for Maxwell’s equations

was developed in [27, 26], allowing for the handling of complex geometries through unstruc-

tured meshes, but which is still subject to CFL restrictions. Future work will compare our

method to these approaches in the context of PIC methods.

In most PIC methods, further stability restrictions also apply, the most restrictive often

being the need to resolve the electron plasma period. Our method, making use of explicit

algorithms for advancing particles, is subject to such restriction. In problems where time

scales much longer than the electron plasma period are of primary interest and dynamics on

the scale of the electron plasma period can be safely underresolved - for instance, in certain

problems in the study of ion dynamics - it is desirable to take a much larger time step than

prescribed by the plasma period stability restriction. Since years ago [18, 7, 33, 24], and with

a recent resurgence [13, 38], it has been sought to develop implicit PIC algorithms that are

not subject to the stability restriction based on the plasma period (or the cyclotron period).

An ultimate challenge for our method would be synthesis with a suitable implicit particle

integration scheme to achieve a practical fully implicit method, eliminating the stability

restriction based on the plasma period as well as the field-based CFL restriction. However,
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that is beyond the scope of the present work.

1.1 Overview

We now describe the content of this dissertation, and point out the original contributions

given in it. This dissertation builds on the implicit wave solver developed in [10, 9, 11].

The contributions of the present author to [9] include the development of an embedded

boundary method for Neumann boundary conditions on a complex boundary geometry and

several numerical examples, which are reproduced in this dissertation. The development of

the embedded boundary method for Neumann boundary conditions is important, as it is

necessary to impose perfect electric conducting (PEC) boundary conditions with our for-

mulation of Maxwell’s equations. An analysis in [28] suggests that such a method will be

unstable without artificial dissipation, so the present author developed a method for artificial

dissipation in centered schemes that maintains unconditional stablity. Further contributions

of the present author consist of the developement of a PIC method for the simulation of

plasmas based on the implicit wave solver, which is given in this dissertation. Important

aspects of this PIC method are a fast convolution algorithm for particle source terms and a

staggered-grid approach to enforcing divergence conditions. We now describe the structure

of the present work with respect to the previous work on the implicit wave solver and the

original contributions of the present author.

In Section 1.2, we describe the mathematical models used in the PIC method, and in

Section 1.3, we describe the nondimensionalizations used in this work. In Section 2.1, we

give a heuristic explanation of the CFL restriction in typical explicit wave solvers along with

a method to mitigate this restriction, and in Section 2.2, we describe the derivation of two
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second-order accurate semi-discrete schemes, describing work from [11] and [9]. In Section

2.3, we give a semi-discrete Von Neumann analysis of these schemes, which is an original

contibution. In Section 2.4, we describe the fast numerical method used for an integral

solution, describing work from [9].

The remainder of the dissertation is original work of the present author. In Section 2.5,

we give a proof that the fully discrete scheme is unconditionally stable, in the sense of Von

Neumann analysis. In Section 2.6, we describe a method for introducing artificial dissipation

into centered schemes of arbitrary order accuracy while maintaining unconditional stability.

In Section 2.7, we describe a fourth-order accurate Newmark method for the wave equation

that possesses dissipation. In Section 2.8, we describe an embedded boundary method for

the wave equation with Neumann boundary conditions on a complex boundary geometry. In

Table 2.1, we give a table that summarizes the implicit wave solver (including the previous

work described above). In Section 2.9, we present several numerical examples of the implicit

wave equation solver.

The PIC method is described in Chapter 3. The charge and current weighting schemes

used are given in Section 3.1, and a method for reducing divergence error to machine precision

is given in Section 3.2. The particle equations of motion are described in Section 3.3. A

fast algorithm for evaluating convolutions of particle source terms is given in Section 3.4.

Some issues with imposing boundary conditions with particles are described in Section 3.5.

In Section 3.6, we present several numerical examples using our PIC method. Finally, we

conclude the dissertation with a brief discussion in Chapter 4.
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1.2 Mathematical Models

The self-consistent evolution of a collisionless, single species plasma is described by the

Vlasov-Maxwell system, given in the SI system of units by

∂f

∂t
+ v · ∇xf +

q

m
(E + v ×B) · ∇vf = 0 (1.1)

ε0µ0
∂E

∂t
= ∇×B− µ0J

∂B

∂t
= −∇× E (1.2)

∇ · E = ρ/ε0 ∇ ·B = 0 (1.3)

ρ(x, t) = q

∫
v
f(x,v, t) dv, J = q

∫
v

vf(x,v, t) dv (1.4)

where f(x,v, t) is the phase-space distribution function, q is the charge and m is the mass of a

particle, E(x, t) is the electric field, B(x, t) is the magnetic field, ρ(x, t) is the charge density

(and ρB represents a static uniform background charge distribution), J(x, t) is the current

density, ε0 is the electric permittivity of the vacuum, and µ0 is the magnetic permability

of the vacuum. (Boldface variables are to stand for vector quantities, while nonboldface

variables are to stand for scalar quantities.)

In the limit, in an appropriate sense, of |v|/c → 0 (where c = 1/
√
ε0µ0 is the speed of

light in vacuum) and in the absence of magnetic fields, the Vlasov-Maxwell system reduces
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to the Vlasov-Poisson system:

∂f

∂t
+ v · ∇xf −

q

m
∇Φ · ∇vf = 0 (1.5)

−∆Φ = ρ/ε0, ρ(x, t) = q

∫
v
f(x,v, t) dv (1.6)

The Vlasov-Maxwell and Vlasov-Poisson models have been widely studied, and many

numerical methods have been developed to solve them, such as electrostatic and electromag-

netic PIC methods [4, 25, 17, 39, 23, 27, 51], as well as Eulerian methods [22, 45, 1, 16, 15]

and semi-Lagrangian methods [14, 52, 47, 48]. Instead of solving either of these systems di-

rectly, we seek to develop a semi-implicit approach for the fields based on a vector potential

formulation. Under the Lorenz gauge condition,

1

c2
∂Φ

∂t
+∇ ·A = 0,

Maxwell’s equations reduce to uncoupled wave equations:

1

c2
∂2Φ

∂t2
−∆Φ = ρ/ε0 (1.7)

1

c2
∂2A

∂t2
−∆A = µ0J (1.8)

with E = −∇Φ − ∂A
∂t and B = ∇ × A [31]. A similar potential-based approach was

taken in [40], which used the Coulomb gauge condition (∇ · A = 0), resulting in more

a complicated set of coupled equations, which they solved using explicit finite difference

methods. We choose to work insead in the Lorenz guage, as the resulting uncoupled wave
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equations are simpler to handle numerically. We note that perfect electric conducting (PEC)

boundary conditions may be imposed on the potentials by setting Φ = 0, A × n = 0 and

(∇(A · n)) · n = 0 on the boundary, where n denotes the normal to the boundary.

In the electromagnetic case, we will solve these wave equations coupled into a particle-

in-cell method to constitute a solution of the usual Vlasov-Maxwell system. In the non-

relativistic, zero-magnetic field limit, we drop A and the corresponding wave equations and

consider a quasi-electrostatic Vlasov-Wave model, which will agree with the electrostatic

Vlasov-Poisson model when |v|/c << 1. This condition frequently can be interpreted as

ωpL << c for a relevant physical length scale L, where ωp is the (electron) plasma frequency.

The resulting Vlasov-Wave system is as follows:

∂f

∂t
+ v · ∇xf −

q

m
∇Φ · ∇vf = 0 (1.9)

1

c2
∂2Φ

∂t2
−∆Φ = ρ/ε0, ρ(x, t) = q

∫
v
f(x,v, t)dv (1.10)

The purpose of this work is the numerical solution of (nondimensionalized forms of)

these systems with PIC methods that avoid imposing a CFL stablity restriction related to

the speed of light due to the presence of the wave equations for Φ and A.

1.3 Nondimensionalization and Asymptotic Analysis

We provide the normalizations used in the test problems presented in this work in both

electrostatic and electromagnetic cases. In the electrostatic case, we argue by formal asymp-
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totic analysis and classical solution formulas that the Vlasov-Wave system agrees with the

Vlasov-Poisson system in the relevant scaling limit.

1.3.1 Electrostatic Case

Here we give the normalization used for the electrostatic test problems in Section 3.6.1.

Consider the following change of variables:

f̃ = Ff, t̃ = Tt, x̃ = Lx, ṽ = V v, ρ̃ = qNρ, Φ̃ = Φ0Φ

applied to the system

∂f̃

∂t̃
+ ṽ · ∇x̃f̃ −

q

m
∇Φ̃ · ∇ṽf̃ = 0 (1.11)

1

c2
∂2Φ̃

∂t̃2
−∆Φ̃ = ρ̃/ε0, ρ̃(x̃, t̃) = q

∫
ṽ
f̃(x̃, ṽ, t̃)dṽ (1.12)

Assuming the scalings,

V =
L

T
, T =

√
mε0

Nq2
= ω−1

p , Φ0 =
qNL2

ε0
, F =

N
2−d
d (ε0m)d/2

qdLd
, (1.13)

which are the natural scalings in the electrostatic limit, we obtain:

∂f

∂t
+ v · ∇xf −∇Φ · ∇vf = 0 (1.14)
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ε2
∂2Φ

∂t2
−∆Φ = ρ, ρ(x, t) =

∫
v
f(x,v, t) dv (1.15)

where ε = L
cT = V

c (not to be confused with the electric permittivity ε0). Note that 1/ε is

the speed of propagation of waves in the potential in this normalization, and becomes large

when ε is small, that is, when the characteristic particle velocities are small compared to the

speed of light.

Assume the following formal asymptotic expansions:

f = f0 + εf1 + ε2f2 + · · · (1.16)

ρ =

∫
v
fdv (1.17)

=

∫
v
f0dv + ε

∫
v
f1dv + ε2

∫
v
f2dv + · · · (1.18)

= ρ0 + ερ1 + ε2ρ2 + · · · (1.19)

Φ = Φ0 + εΦ1 + ε2Φ2 + · · · (1.20)

Collecting in orders of ε:

O(1) :
∂f0

∂t
+ v · ∇xf0 −∇Φ0 · ∇vf0 = 0 (1.21)

−∆Φ0 = ρ0, ρ0 =

∫
v
f0 dv (1.22)

O(ε) :
∂f1

∂t
+ v · ∇xf1 −∇Φ0 · ∇vf1 −∇Φ1 · ∇vf0 = 0 (1.23)

−∆Φ1 = ρ1, ρ1 =

∫
v
f1 dv (1.24)

O(εk), k ≥ 2 :
∂fk
∂t

+ v · ∇xfk −
k∑
j=0

∇Φj · ∇vfk−j = 0 (1.25)

−∆Φk = ρk −
∂2Φk−2

∂t2
, ρk =

∫
v
fk dv (1.26)
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We note that the leading order is precisely the Vlasov-Poisson system (nondimensional-

ized under the same scalings). This formal computation suggests that our model will agree

with the electrostatic model to O(ε = V/c) when particle velocities are small compared to

the speed of light. This can be considered as a consequence of the strong Huygens’ principle

in odd spatial dimensions, and of a weaker decay property that holds in even spatial dimen-

sions, which can be deduced from classical solution formulas [21, 44]. Consider the Cauchy

problem,

1

c2
∂2u

∂t2
−∆u = f(x, t) (x, t) ∈ Rd × (0,∞) (1.27)

u(x, 0) = 0 x ∈ Rd (1.28)

ut(x, 0) = 0 x ∈ Rd (1.29)

for d = 2, 3 and f sufficiently smooth with compact support, for which classical explicit

solution formulas exist. We consider the case of f having compact support in B(0, R) ×

(0, T ) ⊂ Rd × (0,∞), where B(0, R) = {x ∈ Rd|
d∑
j=1

x2
j < R2}. Classical solution formulas

imply that for x ∈ B(0, R) and t > T + 2R/cT , we have

u(x, t) = O((ct)−1) d = 2 (1.30)

u(x, t) = 0 d = 3 (1.31)

As a generalization of this, for any sufficiently smooth f(·, t) supported in B(0, R) for all

t > 0 with f(·, t) = fT (·) for all t > T , it is again easily argued that for x ∈ B(0, R) and
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t > T + 2R/cT , we have

u(x, t) = u2
P (x) +O((ct)−1) d = 2 (1.32)

u(x, t) = u3
P (x) d = 3 (1.33)

where udP (x) is the classical integral solution of the Poisson equation −∆udP = fT in

dimension d.

The convergence of solutions to the Vlasov-Maxwell system to those of the Vlasov-Poisson

system has been rigorously considered in works such as [2, 50]. It may be possible to apply

similar techniques to rigorously study the convergence of solutions of our Vlasov-Wave model

to those of the Vlasov-Poisson system, but this is outside of the scope of the present work.

1.3.2 Electromagnetic Case

Here we give the normalization used for the electromagnetic test problem in Section 3.6.2.

Consider the following change of variables:

f̃ = Ff, t̃ = Tt, x̃ = Lx, ṽ = V v, (1.34)

ρ̃ = qNρ, J̃z = qV NJz, (1.35)

Φ̃ = Φ0Φ, Ã = A0Az (1.36)

applied to the system

∂f̃

∂t̃
+ ṽ · ∇x̃f̃ +

q

m

(
−∇x̃Φ̃− ṽ × (∇x̃ × (0, 0, Ãz))

)
· ∇ṽf̃ = 0 (1.37)
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1

c2
∂2Φ̃

∂t̃2
−∆Φ̃ = ρ̃/ε0, ρ̃(x̃, t̃) = q

∫
ṽ
f̃(x̃, ṽ, t̃)dṽ (1.38)

1

c2
∂2Ãz

∂t̃2
−∆Ãz = µ0J̃z, J̃z(x̃, t̃) = q

∫
ṽ
ṽz f̃(x̃, ṽ, t̃)dṽ (1.39)

Assuming the scalings,

V =
L

T
, T =

√
mε0

Nq2
= ω−1

p , (1.40)

Φ0 =
qNL2εR

ε0
, A0 =

µ0V qNL
2

µR
, εRµR = V 2/c2, (1.41)

F =
N

2−d
d (ε0m)d/2

qdLd
(1.42)

(1.43)

where εR and µR are dimensionless parameters introduced to enforce the Lorenz gauge

condition, we obtain:

∂f

∂t
+ v · ∇xf + εR(−∇Φ + v × (∇× (0, 0, Az)) · ∇vf = 0 (1.44)

ε2
∂2Φ

∂t2
−∆Φ = ρ/εR, ρ(x, t) =

∫
v
f(x,v, t) dv (1.45)

ε2
∂2Az
∂t2

−∆Az = µRJz, Jz(x, t) =

∫
v
vzf(x,v, t) dv (1.46)

where ε = L
cT = V

c , as in the electrostatic case. For the Bennett pinch problem in Section

3.6.2, we choose εR = 1.
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Chapter 2

Description of the wave equation

solver

2.1 Origin and Mitigation of the CFL Restriction

Consider the Cauchy problem for the wave equation:

utt = c2∆u (2.1)

u(x, 0) = g(x) (2.2)

ut(x, 0) = h(x). (2.3)

To see the origin of the CFL restriction in a typical explicit finite difference method,

consider the semi-discrete scheme obtained by substituting the centered, second-order finite

difference discretization of utt into the wave equation [19]. We obtain

u(x, t+ ∆t)− 2u(x, t) + u(x, t−∆t)

∆t2
= c2∆2u(x, t).

Upon Fourier transforming in the spatial variable, we obtain
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û(ξ, t+ ∆t)− 2û(ξ, t) + û(ξ, t−∆t) = −c2∆t2|ξ|2û(ξ, t) (2.4)

where ξ is the spatial frequency. The problem is that a high-frequency perturbation of u

- such as that introduced by truncation error - will be amplified by the symbol −c2∆t2|ξ|2,

resulting in instability. In a fully discrete method, the spatial frequencies are bounded by

2/∆x (the Nyquist frequency), meaning that c∆t/∆x must be sufficiently small to prevent

amplification of high frequencies. In terms of semi-discrete Von Neumann analysis, consider

substituting into 2.4 a semi-discrete solution of the form û(ξ, n∆t) = λn for some λ ∈ C.

We obtain a quadratic equation λ2 − (2 − z2)λ + 1 = 0 and the stability condition |λ| ≤ 1

for any root λ of this equation, where z = c∆t|ξ|. It is easily verified from the quadratic

formula that the roots λi satisfy |λi| ≤ 1 for i = 1, 2 if and only if |z| ≤ 2, that is if and only

if c∆t ≤ 2/|ξ|. For the 1D case, inserting the Nyquist frequency 2/∆x into the upper bound

gives the usual CFL stability restriction c∆t ≤ ∆x.

To avoid the CFL restriction while maintaining an explicit update equation, we modify

the symbol of the Laplacian to bound it and prevent the amplification of high frequencies.

Consider the one-dimensional case. We look for bounded rational approximations of ξ2 near

ξ = 0. One option is

ξ2 ≈ α2ξ2

ξ2 + α2
≈ ξ2(1− (ξ/α)2 + · · · )

We can write this modified semi-discrete scheme in Fourier space as
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û(ξ, t+ ∆t)− 2û(ξ, t) + û(ξ, t−∆t) = −c2∆t2
α2ξ2

ξ2 + α2
û(ξ, t)

Choosing α = β/c∆t for some properly chosen β, we can see that the modified symbol

is uniformly bounded by β2 for all ∆t, so that choosing β ≤ 2 will ensure stability, inde-

pendently of ∆t, and it turns out that β = 2 gives optimal accuracy for stable schemes of

this family [9, 11]. Multiplication in Fourier space is equivalent to convolution in physical

space, so transforming back into physical space gives a method based on convolution with

the inverse Fourier transform of the modified symbol:

u(x, t+ ∆t)−2u(x, t) + u(x, t−∆t) = −β2D[u](x, t)

where D[f ](x) =
∫

(δ(x− x′)− α
2 e
−α|x−x′|)f(x′) dx′ = f(x)− α

2

∫
e−α|x−x

′|f(x′) dx′.

As a general comment, this modification of the symbol of the Laplacian introduces error

at high spatial frequencies, so that this technique may not be suitable for problems in which

extremely accurate propagation of waves at high spatial frequencies (high wavenumber) is

essential. However, in many problems of plasma physics, the physics is dominated by effects

at low spatial frequencies, and in these problems this technique can find useful application.

A detailed discussion of numerical methods for the wave equation derived from the per-

spective of Fourier multipliers, including higher-order methods and the extension to multiple

dimensions, can be found in [11]. In the following section, we give the derivation of two useful

second-order numerical methods through alternative means, the Method of Lines Transpose,
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which also facilitates the extension of the methods to bounded domains and to multiple

dimensions.

2.2 Derivation of Second-Order Semi-Discrete Schemes

With the Method of Lines Transpose

In the Method of Lines Transpose for the solution of time-dependent PDEs, also known

as Rothe’s method [49], finite difference discretizations of time derivatives are substituted

into the PDE, resulting in a boundary value problem (BVP) to be solved at each time

step. In recent years, the MOLT has been applied as a numerical method to solve various

time-dependent PDEs, with initial focus on parabolic equations [12, 29, 30, 8, 36]. The

work [10] extended this approach to the second order wave equation, and is the basis of the

present work. Further work extended this approach to higher dimensions through dimen-

sional splitting [9] and to higher-order through the Fourier multiplier approach mentioned

in the previous section [11]. Based on the work in [10, 9, 11], we give here an overview of

the derivation of two useful second-order schemes for the wave equation, their extension to

multiple dimensions through dimensional splitting, and a fast numerical algorithm for the

1D problem. In Section 2.3, we give semi-discrete Von Neumann analyses and dispersion

relations for these semi-discrete schemes, and in Section 2.5 we give a new proof that the

fully discrete schemes are unconditionally stable, in the sense of Von Neumann analysis.
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2.2.1 Dispersive Semi-Discrete Scheme

As in the previous section, we substitute the following second-order centered discretization

into the wave equation 1
c2
utt −∆u = f(x, t):

untt =
un+1 − 2un + un−1

∆t2
− ∆t2

12
utttt(x, η).

Instead of proceding by the Fourier multiplier approach as mentioned previously, we

apply an averaging technique with similar results. We average the Laplacian term in time

∆un =
1

4
∆
(
un+1 + 2un + un−1

)
+O(∆t2)

and substitute into the wave equation. Defining α = 2/(c∆t) and manipulating gives the

semi-discrete scheme

(
− 1

α2
∆ + 1

)(
un+1 + 2un + un−1

)
= 4un +

4

α2
f(x, tn) +O(∆t4).

We call this the dispersive semi-discrete scheme, since all terms in the semi-discrete

dispersion relation are real-valued (see 2.3).

2.2.2 Diffusive Semi-Discrete Scheme

We substitute the following backward difference formula (BDF) discretization:

un+1
tt =

2un+1 − 5un + 4un−1 − un−2

∆t2
− 11∆t2

12
utttt(x, η)

into the wave equation 1
c2
utt −∆u = f(x, t).
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Rearranging, defining α =
√

2/(c∆t) and dividing by α2 gives the semi-discrete scheme

(
− 1

α2
∆ + 1

)
un+1 =

1

2

(
5un − 4un−1 + un−2

)
+

1

α2
f(x, tn+1) +O(∆t4).

We call this the diffusive semi-discrete scheme, due to the presence of imaginary-valued

terms in the semi-discrete dispersion relation (see 2.3). The (slight) dissipation of this method

proved useful in initial PIC simulations aimed at capturing the steady-state potential due to

a single particle, and so we use this scheme (rather than the dispersive scheme) in all PIC

simulations in this work. On the other hand, the dispersive scheme (and the higher-order

versions in [11]) have smaller truncation error than the diffusive scheme, and do not have an

implicit source term (at time level n+1) that confound the use of higher-order time stepping

schemes for particles. Future work will investigate the use of these time-centered schemes,

making use of artificial dissipation (as in Section 2.6) when appropriate, and corresponding

time-stepping schemes for particles.

2.3 Semi-Discrete Von Neumann Analysis of the Sec-

ond Order Schemes

In this section, we provide semi-discrete Von Neumann stability analyses and dispersion

relations for the semi-discrete schemes derived in 2. These build on similar analyses for

related, but different, schemes given in [10].
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2.3.1 Dispersive Scheme

Substitute ansatz un = ei(k·x−ω̃n∆t) into

(
− 1

α2
∆ + 1

)(
un+1 + 2un + un−1

)
= 4un

Obtain a polynomial

λ2 + 2

(
|k|2 − α2

|k|2 + α2

)
λ+ 1 = 0

where λ = eiω̃∆t.

We can solve to obtain λ1/2 =
α±i|k|
α∓i|k| , which gives |λ1/2| = 1, meaning this scheme is

non-dissipative.

Noting that cos(ω̃∆t) = 1
2(λ1 + λ2), and defining z = |k|/α = |k|c∆t/2, we obtain

ω̃ =
2

∆t
arccos

(√
α2

|k|2 + α2

)
=

2

∆t
arccos

(√
1

1 + z2

)

≈ 2

∆t

(
z − z3/3 +O(z5)

)
≈ |k|c

(
1− 1

12
(|k|c∆t)2 +O((|k|c∆t)4)

)

So the phase error is | ω̃|k|c − 1| = O((|k|c∆t)2). Moreover, ω̃ is real, owing to the non-

dissipative nature of the scheme.

2.3.2 Diffusive Scheme

Substituting the ansatz un = ei(k·x−ω̃n∆t) into

(
− 1

α2
∆ + 1

)
un+1 =

1

2

(
5un − 4un−1 + un−2

)
,
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we obtain a polynomial

λ3 − 4λ2 + 5λ− 2(1 + z2) = 0

where λ = eiω̃∆t, z = |k|/α. The three roots tell us about possible modes un = eik·xλ−n.

A necessary condition for stability is λ ≥ 1 for all roots.

The first root,

λ1 =
4

3
+

1

3

(
27z2 + 3

√
3
√

27z4 + 2z2 + 1
)1/3

+

1

3
(

27z2 + 3
√

3
√

27z4 + 2z2 + 1
)1/3

,

corresponds to a spurious nonpropagating mode of the form un = eik·xλ−n1 . Since λ1 ≥ 2

for all z = |k|c∆t/
√

2 ≥ 0, the mode rapidly decays and poses no threat to stability.

The other two roots are a pair of complex conjugates:

λ2/3 = −1

6
(1∓ i

√
3)
(

27z2 + 3
√

3
√

27z4 + 2z2 + 1
)1/3

−

− 1± i
√

3

6(27z2 + 3
√

3
√

27z4 + 2z2 + 1)1/3
+ 4/3

≈ 1± i
√

2z − z2 ∓ i5
√

2

4
z3 + 4z4 ± i231

√
2

32
z5 +O(z6) as z → 0.

We can show that

|λ2/3|
2 =

16

9
+

4W 4 − 16W 3 − 4W 2 − 16W + 4

36W 2
≥ 1 for all W ≥ 1
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where W =
(

27z2 + 3
√

3
√

27z4 + 2z2 + 1
)1/3

≥ 1 for all z ≥ 0.

Since λ = eiω̃∆t, we have

ω̃ =
1

i∆t
log(λ)

≈ 1

i∆t
log(1 + i

√
2z − z2 − i5

√
2

4
z3 + 4z4 + i

231
√

2

32
z5 +O(z6))

≈ |k|c
(

1− 11(|k|c∆t)2

24
− i(|k|c∆t)

3

2
− 15(|k|c∆t)4

16
+O((|k|c∆t)5)

)

So the phase error is | ω̃|k|c − 1| = O((|k|c∆t)2).

The presence of the imaginary third term in the expansion shows that un ∼ e−in(−i(|k|c∆t)3)∆t) =

e−n(|k|c)3∆t4/2, causing the mode to decay. This is why we term this scheme diffusive (or

dissipative).

2.4 Solution of the Modified Helmholtz Equation

As seen in the previous section, both the dispersive and diffusive semi-discrete schemes

include an elliptic BVP to be solved at each time step. The resulting PDE is sometimes

called the modified Helmholtz equation [30]. In contrast to the usual frequency-domain

Helmholtz equation ∆u + ω2

c2
u = f , the modified Helmholz equation has a nonoscillatory

Green’s function. The oscillation in the solution of the wave equation is supported by the

presence of multiple time levels in the semi-discrete equations. Our solution strategy is to

use the well-known technique of dimensional splitting [43] to reduce problems in multiple

dimensions to problems in one dimension, to which we apply a fast integral solution method.

The dimensionally-split integral solution naturally leads to unconditionally stable numerical
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schemes with computational cost and coding complexity comparable to explicit schemes.

2.4.1 Dimensional Splitting

For smooth u(x, y), we have

(
− 1

α2

(
∂xx + ∂yy

)
+ 1

)
u =

(
− 1

α2
∂xx + 1

)(
− 1

α2
∂yy + 1

)
u− 1

α4
∂xxyyu

So, to approximately solve
(
− 1
α2

(
∂xx + ∂yy

)
+ 1
)
u = f we will instead solve

(
− 1

α2
∂xx + 1

)(
− 1

α2
∂yy + 1

)
u = f.

where we have introduced the splitting error

1

α4
∂xxyyu = O(c4∆t4).

To solve (
− 1

α2
∂xx + 1

)(
− 1

α2
∂yy + 1

)
u = f

we define w =
(
− 1
α2∂yy + 1

)
u and solve the following one-dimensional BVPs “line by line”:

(
− 1

α2
∂xx + 1

)
w(x, ·) = f(x, ·)(

− 1

α2
∂yy + 1

)
u(·, y) = w(·, y)

where appropriate boundary conditions are supplied (see [10, 11]). Since w = u+O(c2∆t2),

for second order accuracy it suffices to use the same boundary conditions for w as u. Future
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work will investigate higher-order accurate boundary conditions. To facilitate the “line-by-

line” solution, we discretize the domain with a uniform Cartesian grid.

2.4.2 Integral Solution Method in 1D

Consider the modified Helmholtz equation in one dimension,
(
− 1
α2

d2

dx2 + 1
)
u = f(x) for

x ∈ Ω = (a, b), with appropriate boundary conditions imposed at x = a and x = b. We can

write u(x) = uP (x) + uH(x), where

uP (x) =
α

2

∫ b

a
f(x′)e−α|x−x

′| dx′

uH(x) = Ae−α(x−a) +Be−α(b−x)

are the particular and homogeneous solutions and where A and B depend on the bound-

ary conditions imposed, as well as the values of uP (a) and uP (b) [10]. Our fast integral

solver consists of a fast convolution algorithm for the evaluation of the particular solution

uP , along with appropriate algorithms for evaluating the homogeneous solution uH , which

can be viewed as boundary correction terms. For many common boundary conditions, the

coefficients A and B for the boundary correction terms can be found by applying the given

boundary conditions and solving a 2×2 system by hand for A and B. For instance, in the case

of homogeneous Dirichlet boundary conditions u(a) = u(b) = 0 and defining γ = e−α(b−a),

we find

A =
γuP (b)− uP (a)

1− γ2

B =
γuP (a)− uP (b)

1− γ2
.
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In the case of periodic boundary conditions, we find

A =
uP (b)

1− γ

B =
uP (a)

1− γ
.

With some further consideration, other boundary conditions can be derived, including

outflow (absorbing) boundary conditions (for the underlying wave equation, based on one-

way wave equations). For further details, see [10, 9, 11].

2.4.3 Fast Numerical Evaluation of the 1D Convolution Operator

The convolution operator giving the particular solution can be decomposed as

I[f ](x) =
α

2

∫ ∞
−∞

f(x′)e−α|x−x
′| dx′

=
α

2

∫ x

−∞
f(x′)e−α|x−x

′| dx′ +
α

2

∫ ∞
x

f(x′)e−α|x−x
′| dx′

=: IL[f ](x) + IR[f ](x)

for a given function f . Meanwhile, we have the recursion relations

IL[f ](x) = e−α∆xIL[f ](x−∆x) +
α

2

∫ x

x−∆x
f(x′)e−α(x−x′) dx′

IR[f ](x) = e−α∆xIR[f ](x+ ∆x) +
α

2

∫ x+∆x

x
f(x′)e−α(x′−x) dx′.

Based on these observations, we outline the fast algorithm for the numerical evaluation

of this convolution operator on a uniform Cartesian grid developed in [10, 9, 11]. Consider

the convolution operator applied to a function f supported on the interval (a, b), with the
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convolution also to be evaluated in (a, b). The interval is discretized into N equal subintervals

of length ∆x = (b − a)/N , with endpoints x1 = a, xj+1 = xj + ∆x for j = 1, ..., N . We

denote Ij = I[f ](xj), I
L
j = IL[f ](xj) and IRj = IR[f ](xj), as defined above. Further, we

define the local integrals

JLj =
α

2

∫ xj

xj−1

f(x′)e−α(xj−x′) dx′ j = 2, ..., N + 1

JRj =
α

2

∫ xj+1

xj

f(x′)e−α(x′−xj)
dx′ j = 1, ..., N.

Suppose we have already computed these JLj and JRj . Setting IL1 = IRN+1 = 0, we

can then perform a recursive evaluation of the convolution integral by computing ILj+1 =

e−α∆xILj + JLj+1 and IRN+1−j = e−α∆xIRN+1−j+1 + JRN+1−j for j = 1, ...N . We then sum

Ij = ILj + IRj for each j = 1, ..N + 1.

The method for evaluating the local integrals JLj and JRj depends on the nature of the

integrand. For the particle convolution integral, where the integrand is the sum of particle

shape functions, we can analytically evaluate the local integrals. This is described in Section

3.4. For general integrands, and specifically for the terms involving u on the right hand sides

of the semi-discrete schemes, we numerically evaluate the local integrals with a quadrature

rule. It is important to note that any given quadrature rule may or may not deliver an

accurate and stable overall scheme for the wave equation. To achieve accuracy and stability,

we use a quadrature rule found by analytically integrating against a Lagrange polynomial

interpolant. For a quadratic interpolant, leading to second-order accurate quadrature in
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space, we obtain the following approximations

JLj ≈ Pf(xj) +Qf(xj−1) +R(f(xj+1)− 2f(xj) + f(xj−1))

JRj ≈ Pf(xj) +Qf(xj+1) +R(f(xj+1)− 2f(xj) + f(xj−1))

where, defining ν = α∆x and d = e−ν ,

P = 1− 1− d
ν

Q = −d+
1− d
ν

R =
1− d
ν2
− 1 + d

2ν

Higher-order spatial accuracy can be obtained by using higher-order accuracy quadrature

rules, with the outcome of unconditional stability limiting the choice of quadrature rules.

Further details can be found in [10, 9, 11]. In Section 2.5, Von Neumann analyses are carried

out for the fully discrete diffuse and dispersive schemes in one and multiple dimensions, and

it is shown that they are both unconditionally stable.

2.5 Fully Discrete Von Neumann Analysis

In this section, we provide fully discrete Von Neuman analyses for the two fully discrete

schemes derived in 2, and show that they are unconditionally stable, in the sense of Von

Neumann analysis. Combining the quadrature rules and exponential recursion, and ignoring
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boundaries, we can write

I[f ](xj) =
α

2

∫ ∞
−∞

f(x′)e−α|xj−x
′|
dx′ ≈

≈ Ih[fj ] = Pfj +
1

2
Q
(
fj+1 + fj−1

)
+R

(
fj+1 − 2fj + fj−1

)
+

+
1

2

∞∑
k=1

e−νk
[
P
(
fj+k + fj−k

)
+Q

(
fj+k+1 + fj−k−1

)
+

+R
(
fj+k+1 − 2fj+k + fj+k−1 + fj−k+1 − 2fj−k + fj−k−1

)]

with ν = αh = α∆x and P , Q, and R defined as in Section 2.

Using the discrete convolution operator Ih, and ignoring sources and boundaries, we can

write the diffusive version of the fully discrete scheme as

un+1
j =

1

2
Ih[5unj − 4un−1

j + un−2
j ]

and the dispersive scheme as

un+1
j + 2unj + un−1

j = 4Ih[unj ]

Defining Ih,x and Ih,y as the discrete convolution operators acting in the x- and y-

directions, and again ignoring sources and boundaries, we can write the diffusive version of

the 2D fully discrete scheme as

un+1
jk =

1

2
Ih,x[Ih,y[5unjk − 4un−1

jk + un−2
jk ]]
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and the 2D fully dispersive scheme as

un+1
jk + 2unjk + un−1

jk = 4Ih,x[Ih,y[unjk]]

We will refer to these as free-space schemes. We now state a stability theorem based on

the Von Neumann analysis of the schemes.

Theorem. The fully discrete dispersive and diffusive free-space schemes in one dimen-

sion are unconditionally stable. In higher dimensions, the corresponding dimensionally-split

schemes are also unconditionally stable.

To prove the stability theorem, we consider some properties of the discrete covolution

operator.

Lemma. Define the amplification factor A(k̃, ν) = e−ik̃j∆xIh[eik̃j∆x]. Then A(k̃, ν) is well-

defined (independent of j), and the following hold.

• If ν > 0 and 0 < |k̃∆x| ≤ π, then 0 < A(k̃, ν) < 1.

• If ν > 0, then A(0, ν) = 1.

• For any 0 < |k̃∆x| ≤ π, limν→0+ A(k̃, ν) = 0.

• For any 0 < |k̃∆x| ≤ π, limν→∞A(k̃, ν) = 1.

Proof of the Lemma. We calculate:
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A(k̃, ν) =e−ik̃j∆xIh[eik̃j∆x]

=P

(
1 +

∞∑
k=1

e−kν cos(kk̃∆x)

)
+

+Q

(
eν
∞∑
k=1

e−kν cos(kk̃∆x)

)
+

+ 2R(cos(k̃∆x)− 1)

(
1 +

∞∑
k=1

e−kν cos(kk̃∆x)

)

=1 + T,

T =

d2+d
ν (cos(k̃∆x)− 1)2 − 21−d

ν2 (d cos(k̃∆x)− 1)(cos(k̃∆x)− 1)

d2 − 2 cos(k̃∆x)d+ 1

with d = e−ν .

If k̃∆x = 0 and ν > 0, then T = 0. If 0 < |k̃∆x| ≤ π, some calculus shows −1 < T < 0

for any ν > 0, and limν→0+ T = −1, and limν→∞ T = 0.

Proof of the Theorem. We first prove that each one-dimensional free-space fully discrete

scheme is unconditionally stable, then describe the extension of the result to multiple di-

mensions for the dimensionally-split schemes.

Dispersive Scheme

In this section, we prove that the one-dimensional free-space fully discrete dispersive scheme

is unconditionally stable and non-dissipative. Consider applying the fully discrete dispersive

scheme to unj = ei(k̃j∆x−ω̃n∆t). We obtain a polynomial

λ2 + (2− 4z)λ+ 1 = 0
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where λ = eiω̃∆t and z = A(k̃, ν). Note that the lemma implies 0 ≤ z ≤ 1 for all k̃ and

∆x,∆t > 0. We can solve to obtain the roots λ1/2 = (2z − 1)± i
√

(1− z)z. We can show

|λ1/2| = 1 for all 0 ≤ z ≤ 1, so the fully discrete dispersive scheme is unconditionally stable,

and non-dissipative. This proves the theorem in the case of the one dimensional dispersive

scheme.

Diffusive Scheme

Consider applying the fully discrete diffusive scheme to unj = ei(k̃j∆x−ω̃n∆t). We obtain a

polynomial

λ3 − 4λ2 + 5λ− z = 0

where λ = eiω̃∆t and z = 2/A(k̃, ν). Note that the lemma implies z ≥ 2 for all k̃ and

∆x,∆t > 0. The condition for stability is |λ| ≥ 1 for all roots of the polynomial, which we

verify below.

The first root corresponds to a spurious mode:

λ1 =
4

3
+

3
√

3
√

3
√

27z2 − 104z + 100 + 27z − 52

3 3√2
+

+
3√2

3
3
√

3
√

3
√

27z2 − 104z + 100 + 27z − 52

We can show that

λ1 =
W 2 + 4W + 1

3W
≥ 2 for all W ≥ 1

where W =
3
√

3
√

3
√

27z2−104z+100+27z−52
3√2

≥ 1 for z ≥ 2.
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The other roots are pair of complex conjugates:

λ2/3 =
4

3
− (1∓ i

√
3)

3
√

3
√

3
√

27z2 − 104z + 100 + 27z − 52

6 3√2
−

− (1± i
√

3)
3√2

6
3
√

3
√

3
√

27z2 − 104z + 100 + 27z − 52

We can show that

|λ2/3|
2 =

4W 4 − 16W 3 + 60W 2 − 16W + 4

36W 2
≥ 1 for all W ≥ 1

where W =
3
√

3
√

3
√

27z2−104z+100+27z−52
3√2

≥ 1 for z ≥ 2.

This proves the theorem in the case of the one dimensional diffusive scheme.

Extension to Higher Dimensions

When applying the dimensionally-split two-dimensional schemes to unjk = ei(k̃xj∆x+k̃yk∆y−ω̃n∆t),

we obtain the same Von Neumann polynomials as in the 1D case, and basically the same sta-

bility analysis can be repeated. This can be easily extended to dimensionally-split schemes

in any dimension.

This Von Neumann analysis does not take into consideration the effects of boundary

conditions, and in principle, certain numerical boundary conditions could result in instability.

In the test problems presented in [10, 9, 11] as well as the present work, the stability of

the method seems robust under a variety of numerical boundary conditions. A stability

analysis for some 1D fully discrete schemes (slightly different from those presented here)
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with numerical Dirichlet and Neumann boundary conditions was carried out in [10], showing

unconditional stability in those schemes. A similar stability analysis could also be carried

out for the schemes considered in this work to study the stability of these schemes under the

inclusion of numerical boundary conditions.

2.6 Artificial Dissipation in Centered Schemes

As discussed in 2.8, it is necessary to include some artificial dissipation in the numerical

scheme to maintain stability with embedded boundary methods for Neumann boundary

conditions, necessary for the implemenation of PEC boundary conditions with complex ge-

ometries. The diffusive scheme is dissipative, but has an implicit source term (at time level

n + 1), presenting a difficulty in coupling with particles in the fully electromagnetic case.

This seems to restrict the method based on the diffusive solver to use first-order accurate,

explicit forward Euler time stepping or second-order accurate, implicit Crank-Nicholson time

stepping for particles, the second option requiring iteration of the field and particle updates.

Hence, we seek to find schemes that maintain explicit source terms but also include some

dissipation. The second-order dispersive scheme given above, and the higher-order accurate

schemes given in [11], have explicit source terms (at time level n), but are non-dissipative.

In this section, we give a method for adding tunable artificial dissipation terms into these

second- and fourth-order accurate centered schemes.

2.6.1 Artificial Dissipation in 1D

We give modified forms of the centered versions of the implicit wave solver with tunable

artificial dissipation that retain the property of unconditional stability. We restrict our
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attention to the 1D schemes here, but the same proofs should apply in the higher-dimensional

case. We let ε denote a small artificial dissipation parameter, and D[u] = u − L−1[u] =

u(x)− α
2

∫∞
−∞ e−α|x−x

′|u(x′) dx′ be defined as usual.

Modifiying the schemes given in [11], we have the second order scheme with dissipation,

un+1 − 2un + un−1 = −β2D[un] + εD2[un−1], (2.5)

and the fourth order scheme with dissipation,

un+1 − 2un + un−1 = −β2D[un]− (β2 +
β4

12
)D2[un] + εD3[un−1]. (2.6)

We now prove the unconditional stability of these schemes for prescribed values of β. As

in [11], we pass to the high-frequency limit.

Second Order Scheme

We obtain the Von Neumann polynomial ρ2 − (2 − β2)ρ + (1 − ε). We can check that

the roots of this polynomial will be complex if 0 < β ≤
√

2 + 2
√

1− ε, and that in this case

the roots satisfy

|ρ|2 =
1

4

(
(2− β2)2 + 4(1− ε)− (2− β2)

)
(2.7)

= 1− ε < 1 (2.8)

which shows both the stability and dissipative nature of the second order scheme.
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Fourth Order Scheme

We obtain the Von Neumann polynomial ρ2− (2−2β2 +β4/12)ρ+(1− ε). We can check

that the roots of this polynomial will be complex if 0 < β ≤

√
12

(
2−

√
1− 1

6

(
1 +
√

1 + ε
))

,

and that in this case the roots satisfy

|ρ|2 =
1

4

(
(2− 2β2 + β4/12)2 + 4(1− ε)− (2− 2β2 + β4/12)

)
(2.9)

= 1− ε < 1 (2.10)

which shows both the stability and dissipative nature of the fourth order scheme.

We note that in each case, the maximum allowed value of β is slightly smaller than what

is allowed by the corresponding scheme without dissipation. A more detailed analysis shows

that the effective damping rate is
(

k2

k2+α2

)2
ε for the second order scheme, and

(
k2

k2+α2

)3
ε

for the fourth order scheme, meaning that high frequencies are more rapidly damped than

low frequencies.

2.6.2 Artificial Dissipation in 2D

Again modifiying the schemes given in [11], we have the second order scheme with dissipation,

un+1 − 2un + un−1 = −β2C[un] + εC2[un−1], (2.11)

and the fourth order scheme with dissipation,
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un+1 − 2un + un−1 = −β2C[un]− β2DC[un]− β4

12
C2[un] + εC3[un−1]. (2.12)

where now D = 1 − L−1
x L−1

y and C = L−1
y Dx + L−1

x Dy. For further details on these

operators, see [11]. Numerical experiments indicate that the 2D schemes with artificial

dissipation are indeed unconditionally stable with the same maximum value of β as with the

1D schemes.

2.7 Derivation of a Fourth-Order Dissipative Newmark

Scheme

As an alternative to the artificial dissipation terms for centered schemes given in Section

2.6, we now give the derivation of a fourth-order accurate, dissipative, and (apparently)

unconditionally stable method that we call a Newmark scheme, due to the introduction of

an auxiliary variable v = ut.

Consider a smooth solution u(x, t) to (2.1). We can form the Taylor expansion

u(x, t+ ∆t) =

p−1∑
k=0

∂ku

∂tk
(x, t)

∆tk

k!
+
∂pu

∂tp
(x, η(x, t))

∆tp

p!

Then to form a p-th order accurate approximation to u(x, t+ ∆t), we must form (p− k)-th

order approximations to ∂ku
∂tk

(x, t), for k = 0, ..., p− 1.

Alternatively, we could keep the odd time derivatives in (2.7), and consider the Taylor
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expansion of v = ut, using the fact that v solve the wave equation vtt − c2∆v = ft(x, t):

v(x, t+ ∆t) =
∞∑
k=0

∂kv

∂tk
(x, t)

∆tk

k!

=
∞∑
k=0

∂2kv

∂t2k
(x, t)

∆t2k

(2k)!
+

+
∞∑
k=1

∂2ku

∂t2k
(x, t)

∆t2k−1

(2k − 1)!

= v(x, t) +
∞∑
k=1

c2k∆kv(x, t) +
k∑
j=1

c2(k−j)∆k−j ∂
2j−1

∂t2j−1
f(x, t)

 ∆t2k

(2k)!
+

+
∞∑
k=1

c2k∆ku(x, t) +
k∑
j=1

c2(k−j)∆k−j ∂
2(j−1)

∂t2(j−1)
f(x, t)

 ∆t2k−1

(2k − 1)!
.

Writing out the first few terms of the Taylor expansions explicitly:

u(x, t+ ∆t) = u(x, t) + ∆tv(x, t) +
∆t2

2

(
c2∆u+ f

)
(x, t)+

+
∆t3

6
(c2∆v + ft)(x, t) +O(∆t4)

v(x, t+ ∆t) = v(x, t) + ∆t
(
c2∆u+ f

)
(x, t) +

∆t2

2
(c2∆v + ft)(x, t)+

+
∆t3

6

(
c4∆2u+ c2∆f + c2ftt

)
(x, t) +O(∆t4)

In our target application (particle simulation of plasmas), the source term represents the

contribution of particles, and must be handled with some care. For now, we ignore the source

37



term:

u(x, t+ ∆t) = u(x, t) + ∆tv(x, t) +
∆t2

2
c2∆u(x, t)+

∆t3

6
c2∆v(x, t) +O(∆t4)

v(x, t+ ∆t) = v(x, t) + ∆tc2∆u(x, t) +
∆t2

2
c2∆v(x, t)+

+
∆t3

6
c4∆2u(x, t) +O(∆t4)

In order to obtain an A-stable scheme, we replace the Laplacian operator and its pow-

ers, which are unbounded, with bounded approximating operators. We consider the one-

dimensional case, with higher-dimensions to be handled through dimensional splitting. We

use the identity from [11]:

(
∂xx
α2

)m
= (−1)m

∞∑
p=m

(
p− 1

m− 1

)
Dp

where

D[u](x) = u(x)− α

2

∫ ∞
−∞

e−α|x−y|u(y) dy

We write out the first few terms of the approximations we need:

38



∂xx
α2

= −D −D2 + · · ·(
∂xx
α2

)2

= D2 + 2D3 + · · ·

Inserting:

u(x, t+ ∆t) = u(x, t) + ∆tv(x, t) +
∆t2

2
c2α2(−D −D2)u(x, t)+

+
∆t3

6
c2α2(−D −D2)v(x, t) +O(∆t4)

v(x, t+ ∆t) = v(x, t) + ∆tc2α2(−D −D2)u(x, t) +
∆t2

2
c2α2(−D −D2)v(x, t)+

+
∆t3

6
c4α4(D2 + 2D3)u(x, t) +O(∆t4)

Choosing α = β/c∆t:

u(x, t+ ∆t) = u(x, t) + ∆tv(x, t) +
β2

2
(−D −D2)u(x, t)+

+
∆tβ2

6
(−D −D2)v(x, t) +O(∆t4)

v(x, t+ ∆t) = v(x, t) +
β2

∆t
(−D −D2)u(x, t) +

β2

2
(−D −D2)v(x, t)+

+
β4

6∆t
(D2 + 2D3)u(x, t) +O(∆t4)

Numerical experiments indicate that the following scheme, including select higher-order

terms, maintains unconditional stability for 0 < β ≤ 1, with a small amount of dissipation:
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un+1 = un + ∆tvn − β2

2

(
Dun +D2un

)
− (2.13)

− β2∆t

6

(
Dvn +D3vn

)
+
β4

24
D2un

vn+1 = vn − β2

∆t

(
Dun +D2un

)
− β2

2

(
Dvn +D2vn +D3vn

)
+

+
β4

6∆t

(
D2un + 2D3un

)
+
β4

24
D2vn

This scheme possesses certain disadvantages compared to the centered schemes with

artificial dissipation. Namely, it requires greater storage and computational requirements

(requiring a larger number of convolutions), and the level of dissipation is not obviously

tunable. On the other hand, it may be possible to further modify the coefficients of the

higher-order terms to allow for tuning of the level of dissipation, and further, in electromag-

netic PIC simulations, we need to compute the time derivative At in order to calculate the

electric field, which would be computed via finite differences in the case of centered schemes,

but would be given automatically by the Newmark method to fourth-order accuracy.

2.8 Embbeded Boundary Method for Neumann Bound-

ary Conditions

In implementing Neumann boundary conditions for boundary geometries conforming to grid

lines, such as a rectangular domain, we can directly impose a two-point boundary correction.

One way to extend this method to a general polygonal domain would be to use multiple

overset grids, each aligned with a boundary segment, which communicate with the interior

grid through interpolation on a ghost cell region, though we do not pursue that approach in
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this work.

For curved boundaries, an alternative approach is that of an embedded boundary method,

which involves determining the Dirichlet values at the endpoints of each x- and y-sweep lines

that result in the approximate satisfaction of the Neumann boundary condition (in effect,

constructing an approximate Neumann-to-Dirichlet map). We present the implementation

of an embedded boundary method for Neumann boundary conditions for the implicit wave

solver on a curved boundary geometry. The approach taken here follows the work in [28],

which proposes an embedded boundary method for Neumann boundary conditions with a

finite difference method for the wave equation. The analysis in that work suggests that, on

the continuous level, the modified equations and boundary conditions resulting from typical

truncation error terms possess unstable boundary layer solutions, so that the addition of

a dissipative term is necessary to achieve a stable method. This is consistent with our

experience in the implementation described here, with the embedded boundary method

becoming unstable when applied to the non-dissipative dispersive solver, but remaining stable

for the diffusive solver, which is dissipative.

In the following, we briefly describe the two-point boundary correction method for a

grid-aligned rectangular boundary. We then describe the embedded boundary method for

a 1D problem. This method requires an iterative procedure, which we show, in the setting

of the 1D problem, to be a convergent contraction mapping with a rate of convergence that

depends on the CFL number. We describe the implementation of the embedded boundary

method in 2D, and finally give numerical results.
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2.8.1 Description of the Two-Point Boundary Correction Method

In a rectangular domain where the boundaries conform to grid lines, it is straightforward to

impose the two-point boundary correction terms in a line-by-line fashion, since in this case,

the grid lines are not coupled through the normal derivative. As this is a simple extension

of the 1D boundary correction algorithm, we do not elaborate further.

2.8.2 Description of the Embedded Boundary Method and Proof

of Convergence of the Iterative Solution in 1D

We consider the situation of a one-dimensional domain {xB < x} with a single boundary

point not aligned with the grid points, as displayed in Figure 2.1. We have grid points

x0, x1, ... with uniform grid spacing xi+1−xi = ∆x, boundary location xB , and ghost point

location xG = x0. We define interior points to be any grid points lying within the domain

(including the boundary), and exterior points to be any grid points lying outside of the

domain. We define a ghost point to be any exterior point for which at least one of the

neighboring points xi±1 is an interior point. We neglect the right boundary in the present

analysis for simplicity, though it can be extended to the case with both boundaries. We

consider applying the diffusive version of the wave solver, having calculated the convolution

integral I(x), and now needing to find the value of the coefficient A such that the solution

u(x) at the next time step is given by

u(x) = I(x) + Ae−α(x−xG), x ≥ x0

Given the value of the convolution integral and the solution at the ghost point, IG =
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I(xG) and uG = u(xG), respectively, the coefficient may be computed as A = uG − IG.

We now describe the procedure for determining the value of the solution at the ghost point,

uG, that leads to a solution consistent with homogeneous Neumann boundary conditions to

second-order accuracy. We construct a quadratic interpolant using the boundary condition

and interior interpolation points xI = xB + ∆sI and xII = xB + 2∆sI , lying in between

grid points xm and xm+1, and xn and xn+1, respectively. The interpolation distance will

be chosen such that ∆x < ∆sI < (3/2)∆x. We define the distances ξG = xB − xG,

ξI = xI−xB = ∆sI , and ξII = xII−xB = 2∆sI , and construct a quadratic Hermite-Birkhoff

[5] interpolant P (ξ) by imposing the conditions P ′(0) = 0, P (ξI) = uI and P (ξII) = uII .

We then obtain the following second-order approximation to the ghost point value, given by

uG = P (ξG) +O(∆x2) = uI
ξ2
II − ξ

2
G

ξ2
II − ξ

2
I

+ uII
ξ2
G − ξ

2
I

ξ2
II − ξ

2
I

+O(∆x2)

= γIuI + γIIuII .

As the coefficients γI =
ξ2II−ξ

2
G

ξ2II−ξ
2
I

> 0 and γII =
ξ2G−ξ

2
I

ξ2II−ξ
2
I

< 0 are O(1), we only need

supply second-order accurate approximations to uI and uII to maintain overall second-order

accuracy. (The coefficients would be O(1/∆x) in the case of nonhomogeneous Neumann

boundary conditions, which would require third-order accurate approximations to uI and

uII . For simplicity, we consider only the case of homogeneous Neumann boundary conditions

in the present work.) Such approximations may be obtained through linear interpolation,

giving
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uI = σIum + (1− σI)um+1

uII = σIIun + (1− σII)un+1

where σI =
xm+1−xI

∆x , σII =
xn+1−xII

∆x , and uj = u(xj) are the values of the function

at the uniform gridpoints for j = m,m+ 1, n, n+ 1.

x0

xG xB

x1 xm xm+1

xI

xn xn+1

xII

Figure 2.1: Boundary geometry in 1D.

Hence, to determine the ghost point value uG that leads to a solution consistent with

homogeneous Neumann boundary conditions, we should solve the following system of equa-

tions.

uG = γI(σIum + (1− σI)um+1) + γII(σIIun + (1− σII)un+1)

um = Im + (uG − IG)e−α(xm−x0)

um+1 = Im+1 + (uG − IG)e−α(xm+1−x0)

un = In + (uG − IG)e−α(xn−x0)

un+1 = In+1 + (uG − IG)e−α(xn+1−x0)

with γI , γII , σI and σII defined as above, and where Ij = I(xj) is the convolution

integral evaluated at uniform grid points for j = m,m + 1, n, n + 1. This system can be
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solved formally for uG, giving

uG =
[
γI

(
σI(Im − IGe−α(xm−xG)) + (1− σI)(Im+1 − IGe−α(xm+1−xG))

)
+

γII

(
σII(In − IGe−α(xn−xG)) + (1− σII)(In+1 − IGe−α(xn+1−xG))

)]
÷[

1− γI
(
σIe
−α(xm−xG) + (1− σI)e−α(xm+1−xG)

)
−

γII

(
σIIe

−α(xn−xG) + (1− σII)e−α(xn+1−xG)
)]

To show that this solution formula is well-defined, we argue that

0 < K := γI

(
σIe
−α(xm−xG) + (1− σI)e−α(xm+1−xG)

)
+

+ γII

(
σIIe

−α(xn−xG) + (1− σII)e−α(xn+1−xG)
)
< 1

for the relevant values of m, n and ξG, ξI , and ξII . We define d = e−α∆x, and noting

that 0 < d < 1, m < n, ξG < ξI = ∆sI < ξII = 2∆sI , γI > 0, γII < 0, 0 ≤ σI ≤ 1, and

0 ≤ σII ≤ 1, we obtain

K = γId
m [σI + (1− σI)d] + γIId

n [σII + (1− σII)d]

≤ γId
m + γIId

n+1

=
dmξ2

II − d
n+1ξ2

I + ξ2
G(dn+1 − dm)

ξ2
II − ξ

2
I

≤
dmξ2

II − d
n+1ξ2

I

ξ2
II − ξ

2
I

=
4∆s2

Id
m − dn+1∆s2

I

4∆s2
I −∆s2

I

=
4dm − dn+1

3
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Now, since ∆x < ∆sI < (3/2)∆x, we can see that it is the case that either m = 1 and

n = 2 or 3, or that m = 2 and n = 3. It is then a matter of some simple calculus to check

that that the functions fm,n(x) = (4xm − xn+1)/3 satisfy fm,n(x) < 1 for 0 < x < 1 and

the given combinations of m and n. This proves that K < 1 for the relevant values of the

parameters, so that the solution for uG is well-defined. We note, however, that K approaches

1 as d approaches 1, that is, as the CFL number becomes large. Thus, we may expect an

ill-conditioned system when the CFL number is very large.

To obtain the lower bound on K, we observe

K = γId
m [σI + (1− σI)d] + γIId

n [σII + (1− σII)d]

≥ γId
m+1 + γIId

n

=
dm+1(ξ2

II − ξ
2
G) + dn(ξ2

G − ξ
2
I )

ξ2
II − ξ

2
I

=
dm+1(4ξ2

I − ξ
2
G) + dn(ξ2

G − ξ
2
I )

ξ2
II − ξ

2
I

=
(dm+1 − dn)(ξ2

I − ξ
2
G) + 3dm+1ξ2

I

ξ2
II − ξ

2
I

> 0

In the two-dimensional case, the line-by-line solution method couples the ghost point

values, and a general explicit solution formula is impossible to write down. In principle, one

may write out and directly solve a linear system to obtain the ghost point values. Instead, we

propose an iterative solution method that avoids the formation of a matrix. We now describe

this iterative solution method and prove its convergence in the context of the one-dimensional

problem described above.

Suppose we have the convolution integral evaluated at the gridpoints, Ij , and a k-th
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iterate for the ghost point value, ukG. Then we may obtain the next iterate by the formulas

uk+1
m = Im + (ukG − IG)e−α(xm−x0)

uk+1
m+1 = Im+1 + (ukG − IG)e−α(xm+1−x0)

uk+1
n = In + (ukG − IG)e−α(xn−x0)

uk+1
n+1 = In+1 + (ukG − IG)e−α(xn+1−x0)

uk+1
G = γI(σIu

k+1
m + (1− σI)uk+1

m+1) + γII(σIIu
k+1
n + (1− σII)uk+1

n+1)

where quantities are defined as above. Now, to prove the convergence of the interation, we

show it is contractive. Taking the difference of two iterates, we have

|uk+1
G − ukG| = |γI(σI(u

k+1
m − ukm) + (1− σI)(uk+1

m+1 − u
k
m+1))+

γII(σII(u
k+1
n − ukn) + (1− σII)(uk+1

n+1 − u
k
n+1))|

= |γI
(
σI(u

k
G − u

k−1
G )e−α(xm−xG) + (1− σI)(ukG − u

k−1
G )e−α(xm+1−xG)

)
+

+ γII

(
σII(u

k
G − u

k−1
G )e−α(xn−xG) + (1− σII)(ukG − u

k−1
G )e−α(xn+1−xG)

)
|

≤ K|ukG − u
k−1
G |

where 0 < K < 1 as defined above. Hence, the Contraction Mapping Theorem implies that

the iteration converges to a unique fixed point (which is the solution given in the formula

above). We note again that K approaches 1 as the CFL number becomes large, so that the

rate of convergence will become slower for larger CFL numbers.
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2.8.3 Description of the Method in 2D

We now describe the implementation of the embedded Neumann boundary condition in the

2D case. We consider the situation displayed in Figure 2.2, in which we need to determine

the value of our unknown uG at the ghost point location (xG, yG). In the 2D case, we define

a ghost point to be any exterior point (xi, yj) for which at least one of the neighboring

points (xi±1, yj) or (xi, yj±1) is an interior point. Similarly to the 1D case, we will construct

a quadratic Hermite-Birkhoff boundary interpolant P (ξ) along the direction normal to the

boundary, which intersects the boundary curve Γ at location (xB , yB), and supply the interior

interpolation point values uI and uII , at points (xI , yI) and (xII , yII), respectively, by

further interpolation from interior grid points. These points are selected along the normal,

in analogy to the 1D case, such that ξI = |(xI , yI)−(xB , yB)| = ∆sI and ξII = |(xII , yII)−

(xB , yB)| = 2∆sI , where we will typically take ∆sI =
√

2∆x. We construct a quadratic

Hermite-Birkhoff interpolant P (ξ) by imposing the conditions P ′(0) = 0, P (ξI) = uI and

P (ξII) = uII . Defining further the distance from the boundary to the ghost point ξG =

|(xG, yG)−(xB , yB)|, we obtain, as in the 1D case, the following second-order approximation

to the ghost point value, given by

uG = P (ξG) +O(∆x2) = uI
ξ2
II − ξ

2
G

ξ2
II − ξ

2
I

+ uII
ξ2
G − ξ

2
I

ξ2
II − ξ

2
I

+O(∆x2)

= γIuI + γIIuII .

where the coefficients are defined as γI =
ξ2II−ξ

2
G

ξ2II−ξ
2
I

> 0 and γII =
ξ2G−ξ

2
I

ξ2II−ξ
2
I

< 0. In the 2D

case, we find approximations to uI and uII through bilinear interpolation. This is in contrast
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to [28], who find the intersection of the normal with grid lines, then interpolate along the

grid lines. We have also implemented a second-order accurate version of this approach and

compared to the bilinear interpolation scheme proposed here. We have found that the two

schemes behave similarly, however the bilinear interpolation scheme is slightly more accurate

and simpler to code, not requiring to handle separate cases of intersection with horizontal

and vertical grid lines. The bilinear interpolation scheme is standard, but we give it here

for completeness. If the interpolation point uI lies in a cell with corners (xi, yj), (xi+1, yj),

(xi+1, yj+1) and (xi, yj+1), then we have the following approximation for uI :

uI = w1ui,j + w2ui+1,j + w3ui+1,j+1 + w4ui,j+1

where w1 =
(xi+1−xI )(yj+1−yI )

∆x∆y , w2 =
(xI−xi)(yj+1−yI )

∆x∆y , w3 =
(xI−xi)(yI−yj)

∆x∆y and

w4 =
(xi+1−xI )(yI−yj)

∆x∆y . With this interpolation scheme established, we now outline the

algorithm for the 2D dimensionally-split wave solver.

The above interpolation procedure applies regardless of the variety of the wave solver

that it is used with, provided that the wave solver has sufficient dissipation to maintain

stability. We now describe the rest of the embedded boundary algorithm in the context of

the diffusive wave solver, though it it may be similarly applied to the the dispersive schemes

with artificial dissipation or the dissipative Newmark scheme described above. In analogy

to the iteration presented in the 1D case, the 2D iterative algorithm proceeds by using the

interpolation scheme to provide values at the ghost points, which in turn provide new values

for the boundary correction coefficients, which are then used to update the values at the

interior grid points, comprising one full iteration. It should be noted that not all interior
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grid points need be updated in the iteration, only those near the boundary that lie within

the boundary interpolation stencils.

Using values from previous time steps, the initial guess for the interior grid points in

the boundary interpolation stencils may be given by extrapolation in time, as un+1,0 =

2un−un−1 (linear extrapolation) or un+1,0 = 3un−3un−1+un−2 (quadratic extrapolation).

Either extrapolated initial guess provides a modest reduction in the number of iterations

required versus a zero initial guess, with only a slight further reduction in the number of

iterations going from linear to quadratic extrapolation. An effective stopping criterion for

iteration is |un+1,l+1−un+1,l|∞ < ε, where ε is some chosen tolerance, which may be chosen

to be quite small, as the iteration is a fixed point interation. In the numerical example, we

choose a tolerance of 10−15, and we achieve convergence in less than 40 iterations at a CFL

number of 2.

In applying the diffusive version of the wave solver, we assume we have previous time steps

un, un−1 and un−2. We have to solve the modified Helmholtz equation with homogeneous

Neumann boundary conditions,

(
1− 1

α2
∇2
)
un+1 =

1

2

(
5un − 4un−1 + un−2

)
in Ω

∂u

∂n
= 0 on Γ = ∂Ω

where α =
√

2
c∆t . We apply dimensional splitting to find

(
1− 1

α2
∇2
)
un+1 =

(
1− 1

α2
∂xx

)(
1− 1

α2
∂yy

)
un+1 +O

(
1

α4

)
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so we define w =
(

1− 1
α2∂yy

)
u, and noting that w = u + O

(
(c∆t)2

)
so that ∂w

∂n =

∂u
∂n +O

(
(c∆t)2

)
, we obtain the following approximate system

(
1− 1

α2
∂xx

)
wn+1 =

1

2

(
5un − 4un−1 + un−2

)
in Ω

∂w

∂n

n+1

= 0 on Γ = ∂Ω(
1− 1

α2
∂yy

)
un+1 = wn+1 in Ω

∂u

∂n

n+1

= 0 on Γ = ∂Ω

We now suppose our domain is embedded in a uniform Cartesian grid, with horizontal

grid lines corresponding to y = yk, 1 ≤ k ≤ Ny and vertical grid lines corresponding to

x = xj , 1 ≤ j ≤ Nx. The embedded boundary algorithm will be applied when calculating

the intermediate variable wn+1 in horizontal line sweeps as well as the solution variable un+1

in vertical line sweeps. The iterations for these two variables are separate; first, the iterative

procedure is applied to w to convergence, and then this value of w is used to compute u, and

the iterative procedure is applied to u to convergence. However, in each iteration, the grid

lines are coupled through the interpolation scheme, so that all grid lines must be iterated

together. The overall iterative algorithm is described in 1, with details specified for the

iteration on w. The iteration on u is very similar, and so we omit the details.
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Algorithm 1 Application of Neumann Boundary Conditions in 2 dimensions

1. (Initialization of ghost points) Perform the interpolation scheme described above
to obtain the values of un, un−1, and un−2 at the ghost points, which are the endpoints
of the horizontal and vertical grid lines.

2. (Evaluation of particular solution) For each horizontal line y = yk, for 1 ≤ k ≤ Ny,

with ghost (end) points x = ak and bk find the particular solution wn+1
p,k for the

intermediate variable wn+1
k (x) by evaluating the discrete convolution operator

wn+1
p,k (xj) =

α

4

∫ bk

ak

[5un − 4un−1 + un−2](x′, yk)e
−α|xj−x′| dx′

for each grid point xj in the horizontal line, including the ghost points.

3. (Boundary correction initialization) For each horizontal line y = yk, set the initial

guess for the intermediate variable via extrapolation, w
n+1,0
k = 3wnk − 3wn−1

k +wn−2
k ,

on the interior points within the boundary interpolation stencil.

4. (Boundary correction iteration) For each horizontal line y = yk, perform the

interpolation scheme using the interior values of w
n+1,l
p,k to find the ghost point values.

Using these ghost point values, apply the boundary correction on each line to obtain
the updated intermediate variable,

w
n+1,l+1
k (xj) = wn+1

p,k (xj) + Ake
−α(xj−ak)

+Bke
−α(bk−xj)

for the values of xj lying within the boundary interpolation sten-

cil, where Ak =
w
n+1,l
k

(ak)−wn+1
p,k

(ak)−µk
(
w
n+1,l
k

(bk)−wn+1
p,k

(bk)
)

1−µ2
k

, Bk =

w
n+1,l
k

(bk)−wn+1
p,k

(bk)−µk
(
w
n+1,l
k

(ak)−wn+1
p,k

(ak)
)

1−µ2
k

, µk = e−α(bk−ak). Check for

convergence, and if converged, store the intermediate variable wn+1.

5. Repeat this process for the vertical line sweeps, using the intermediate variable wn+1 to
calculate the particular solution for un+1, then apply the bounday correction interation.
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Modified Helmholtz Equation Dispersive Scheme, α = 2
c∆t :(

− 1
α2∇2 + 1

) (
un+1 + 2un + un−1

)
= 4un + 4

α2 f(x, tn)

Diffusive Scheme, α =
√

2
c∆t :(

− 1
α2∇2 + 1

)
un+1 = 1

2

(
5un − 4un−1 + un−2

)
+ 1

α2 f(x, tn+1)

Dimensionally Split
(
− 1
α2∇2 + 1

)
u = f ⇒

Modified Helmholtz Equation
(
− 1
α2

∂2

∂x2
+ 1
)(
− 1
α2

∂2

∂y2
+ 1
)
u = f ⇒(

− 1
α2

∂2

∂x2
+ 1
)
w = f ,

(
− 1
α2

∂2

∂y2
+ 1
)
u = w

1D Integral Solution
(
− 1
α2

d2

dx2
+ 1
)
u = f on (a, b) ⇒

u(x) = α
2

∫ b
a f(x′)e−α|x−x

′| dx′ +Ae−α(x−a) +Be−α(b−x)

= I[f ](x) +Ae−α(x−a) +Be−α(b−x)

1D BC Correction Coefficients

Dirichlet: A = (ua−Ia)−µ(ub−Ib)
1−µ2 , B = (ub−Ib)−µ(ua−Ia)

1−µ2
u(a) = ua, u(b) = ub

Neumann: A = µ(vb+αIb)−(va−αIa)
α(1−µ2)

, B = (vb+αIb)−µ(va−αIa)
α(1−µ2)

u′(a) = va, u
′(b) = vb

Periodic: A = Ib
1−µ , B = Ia

1−µ
u(a) = u(b), u′(a) = u′(b)

Ia = I[f ](a), Ib = I[f ](b), µ = e−α(b−a)

Fast Convolution Algorithm a = x0 < x1 < · · · < xN = b,
xj+1 − xj + ∆x, j = 0, ..., N − 1

Ij = I[f ](xj) = α
2

∫ b
a f(x′)e−α|xj−x

′| dx′ = ILj + IRj
ILj = α

2

∫ xj
a f(x′)e−α|xj−x

′| dx′, IRj = α
2

∫ b
xj
f(x′)e−α|xj−x

′| dx′

IL0 = 0, ILj = e−α∆xILj−1 + JLj ,

JLj = α
2

∫ xj
xj−1

f(x′)e−α|xj−x
′| dx′, j = 1, ..., N

IRN = 0, IRj = e−α∆xIRj+1 + JRj ,

JRj = α
2

∫ xj+1

xj
f(x′)e−α|xj−x

′| dx′, j = N − 1, ..., 0

Second Order Quadrature JRj = Pf(xj) +Qf(xj+1) +R(f(xj+1)− 2f(xj) + f(xj−1))

JLj = Pf(xj) +Qf(xj−1) +R(f(xj+1)− 2f(xj) + f(xj−1))

P = 1− 1−d
ν , Q = −d+ 1−d

ν , R = 1−d
ν2
− 1+d

2ν
ν = α∆x, d = e−ν

Table 2.1: Table summarizing the main algorithmic aspects of the implicit wave solver.
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2.9 Numerical Examples

2.9.1 Rectangular Cavity With Domain Decomposition

In this section, we demonstrate the second order convergence of our proposed method, in-

cluding domain decomposition, for a simple rectangular cavity problem with homogeneous

Dirichlet and Neumann boundary conditions. A rectangular domain Ω = [−Lx/2, Lx/2] ×

[−Ly/2, Ly/2] is divided into four subdomains with new artificial boundaries along x = 0

and y = 0, as in Figure 2.3. Due to the Cartesian geometry of this example, the domain

decomposition algorithm we use follows directly from the 1D algorithm we have presented. A

more general domain decomposition algorithm will be implemented on complex subdomains,

and is a subject of future investigation.

As initial conditions, we choose

u (x, y, 0) =


cos
(

(2m+1)πx
Lx

)
cos
(

(2n+1)πy
Ly

)
Dirichlet case

sin
(

(2m+1)πx
Lx

)
sin
(

(2n+1)πy
Ly

)
Neumann case

and

ut (x, y, 0) = 0

for (x, y) ∈ Ω, m and n integers. Exact solutions are well-known in each case. The results

of refinement studies are listed in Tables 2.2 and 2.3. The error is the maximum discrete L2

error (computed against the exact solution) over all time steps.
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Γ

(xG, yG)

(xI , yI)
(xII , yII)

(xB, yB)

Figure 2.2: Boundary geometry in 2D.

x

y

y = 0

x = 0

Figure 2.3: Rectangular cavity with domain decomposition.

CFL 0.5 CFL 2 CFL 10

∆x L2 error L2 order L2 error L2 order L2 error L2 order

1/40 8.4801× 10−4 − 5.8919× 10−3 − 1.0692× 10−1 −
1/80 1.9018× 10−4 2.15671 1.4578× 10−3 2.01499 3.3924× 10−2 1.65620

1/160 4.4811× 10−5 2.08544 3.6061× 10−4 2.01523 8.8683× 10−3 1.93555

1/320 1.0861× 10−5 2.04468 8.9550× 10−5 2.00965 2.2080× 10−3 2.00592

1/640 2.6726× 10−6 2.02284 2.2300× 10−5 2.00535 5.4638× 10−4 2.01476

Table 2.2: Refinement study for rectangular cavity with Dirichlet BC using domain decom-
position. Here, c = 1, m = n = 0, and Lx = Ly = 1.
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CFL 0.5 CFL 2 CFL 10

∆x L2 error L2 order L2 error L2 order L2 error L2 order

1/40 8.8928× 10−4 − 6.1862× 10−3 − 1.1147× 10−1 −
1/80 1.9486× 10−4 2.1902 1.4942× 10−3 2.0497 3.4771× 10−2 1.6807

1/160 4.5367× 10−5 2.1027 3.6511× 10−4 2.0329 8.9791× 10−3 1.9532

1/320 1.0929× 10−5 2.0535 9.0110× 10−5 2.0185 2.2217× 10−3 2.0148

1/640 2.6809× 10−6 2.0273 2.2370× 10−5 2.0098 5.4800× 10−4 2.0192

Table 2.3: Refinement study for rectangular cavity with Neumann BC using domain decom-
position. Here, c = 1, m = n = 0, and Lx = Ly = 1.

2.9.2 Double Circle Cavity

In this example, we solve the wave equation with homogeneous Dirichlet boundary conditions

on a 2D domain Ω which is, as in Figure 2.4, the union of two overlapping disks, with centers

P1 = (−γ, 0) and P2 = (γ, 0), respectively, and each with radius R:

Ω = {(x, y) : | (x, y)− P1| < R} ∪ {(x, y) : | (x, y)− P2| < R}

where | (x, y) | =
√
x2 + y2 is the usual Euclidean vector norm, and γ < R.

x

y

R

γ−γ
P2P1

Figure 2.4: Double circle geometry.

This geometry is of interest due to, for example, its similarity to that of the radio fre-

quency (RF) cavities used in the design of linear particle accelerators, and presents numerical

difficulties due to the curvature of, and presence of corners in, the boundary. Our method
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avoids the staircase approximation used in typical finite difference methods to handle curved

boundaries, which reduces accuracy to first order and may introduce spurious numerical

diffraction.

(a) t = 0 (b) t = 0.257250 (c) t = 0.504000

(d) t = 1.097250 (e) t = 1.506750 (f) t = 1.753500

Figure 2.5: Evolution of the double circle cavity problem.
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As initial conditions, we choose

u (x, y, 0) =



− cos6

(
π
2

( |(x,y)−P1|
0.8γ

)2
)
| (x, y)− P1| < 0.8γ

cos6

(
π
2

( |(x,y)−P2|
0.8γ

)2
)

| (x, y)− P2| < 0.8γ

0 otherwise

and

ut (x, y, 0) = 0

for (x, y) ∈ Ω. Selected snapshots of the evolution are given in Figure 2.5, and the results

of a refinement study are given in Table 2.4. The discrete L2 error was computed against

a well-refined numerical reference solution (∆x = 2.1875× 10−4); the error displayed in the

table is the maximum over time steps with t ∈ [0.28, 0.29]. For this example, R = 0.3,

γ = 0.2, c = 1, and the CFL is 2.

∆x ∆y ∆t L2 error L2 order

7.0000× 10−3 4.3333× 10−3 8.6667× 10−3 6.1437× 10−3 −
3.5000× 10−3 2.1667× 10−3 4.3333× 10−3 1.6829× 10−3 1.8681

1.7500× 10−3 1.0833× 10−3 2.1667× 10−3 4.3595× 10−4 1.9488

8.7500× 10−4 5.4167× 10−4 1.0833× 10−3 1.0515× 10−4 2.0517

Table 2.4: Refinement study for the double circle cavity with Dirichlet BC. For the numerical
reference solution, ∆x = 2.1875× 10−4, ∆y = 1.3542× 10−4, and ∆t = 2.7083× 10−4.

2.9.3 Periodic Slit Diffraction Grating

In this example, we apply our method to model an infinite, periodic diffraction grating

under an incident plane wave. Diffraction gratings are periodic structures used in optics

to separate different wavelengths of light, much like a prism. The high resolution that can
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be achieved with diffraction gratings makes them useful in spectroscopy, for example, in

the determination of atomic and molecular spectra. Our numerical experiment, depicted

in Figure 2.6, demonstrates the use of our method with multiple boundary conditions and

nontrivial geometry in a single simulation to capture complex wave phenomena.

An idealized slit diffraction grating consists of a reflecting screen of vanishing thickness,

with open slits of aperture width a, spaced distance d apart, measured from the end of one

slit to the beginning of the next (that is, the periodicity of the grating is d). We impose an

incident plane wave of the form uinc(x, y, t) = cos (ωt+ ky), where k = 2π/a and ω = k/c,

where c is the wave speed. Periodic BCs at x = ±d/2 (determining the periodicity of the

grating), and homogeneous Dirichlet BCs are imposed at the screen. We also test outflow

boundary conditions in multiple dimensions, which are imposed at y = ±Ly/2.

x

y

a

d

uinc

Outflow BC

Outflow BC

Periodic BCPeriodic BC

Figure 2.6: Periodic slit diffraction grating geometry

In Figure 2.7, we observe the time evolution of the incident plane wave passing through

the aperture, and the resulting interference patterns as the diffracted wave propagates across

the periodic boundaries. The outflow boundary conditions allow the waves to propagate

outside the domain. While a rigorous analysis of the efficacy of our outflow BCs is the

subject of future work, the results look quite reasonable, as no spurious reflections are seen

at the artificial boundaries.
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2.9.4 Bessel Mode with Neumann Boundary Conditions

Here we present a numerical example of the embedded boundary method for homogeneous

Neumann boundary conditions given in Section 2.8. We apply the method to a circular

domain, for which analytical solutions exist. We consider a radially-symmetric Bessel mode

with homogeneous Neumann boundary conditions, with an analytic solution given by

u(r, t) = J0

(
Z0

r

R

)
cos

(
Z0
ct

R

)
, (2.14)

where J0 is the Bessel function of the first kind of order 0, r =
√
x2 + y2, R is the

radius of the domain, and Z0 ≈ 3.8317 is the smallest nonzero root of J ′0 (so that ∂u
∂n(R, t) =

∂u
∂r (R, t) =

Z0
R J ′0 (Z0) cos

(
Z0

ct
R

)
= 0). In this example, we take radius R = π/2 and wave

speed c = 1. An example of the embedded boundary grid used is given in Figure 2.8. We

perform a refinement study with a fixed CFL number of 2, with the results in Figure 2.9

indicating the expected second-order convergence. We set the iteration tolerance to 10−15,

and we see convergence of the boundary correction iteration in fewer than 40 iterations. We

note some oscillation of the L∞ error about the line giving second-order accuracy, which

we believe to be due to the grid points moving with respect to the boundary through the

refinement, causing some variation in the maximum error.
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(a) t = 0.31 (b) t = 0.51 (c) t = 1.01 (d) t = 2.01

Figure 2.7: Evolution of the slit diffraction grating problem, with aperture width a = 0.1,
grating periodicity Ly = d = 1, and wave speed c = 1. The CFL is fixed at 2.

Figure 2.8: An example of the embedded boundary grid used. The red circled exterior grid
points are the endpoints where a value is to be calculated via the interpolation procedure.
The red crosses are the points where values are imposed on quadratic boundary interpolant
along the normal direction (red dashed line). Values for the bilinear interpolants are supplied
from the green circled interior grid points.
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Figure 2.9: Refinement study for the Bessel mode in a circular domain with fixed CFL
number of 2. Using quadratic boundary interpolant with bilinear interior interpolant.
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Chapter 3

Description of the particle-in-cell

method

3.1 Particle Weighting Scheme

In our PIC methods, the charge and current densities are represented as the sum of particle

shape functions:

ρ(x, t) =

Np∑
i=1

qiS

(
x− xp,i(t)

∆x

)
(3.1)

J(x, t) =

Np∑
i=1

qivp,iS

(
x− xp,i(t)

∆x

)
(3.2)

where Np is the number of particles, xp,i(t) and vp,i(t) are the position and velocity,

respectively, of particle i at time t, and S(x) is a particle shape function. It should be

emphasized that these are not physical particles, but rather macro- or superparticles that

represent a discretization of the PDF [4]. We analytically evaluate the particle convolution

integrals corresponding to these source terms with the algorithms described below.
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3.2 Method for Controlling Divergence Error

It is well known that electromagnetic PIC methods which do not satisfy a discrete form of

Gauss’ law through their field solvers and charge and current weighting schemes will suffer

severe numerical errors related to charge conservation [37]. We seek to develop staggered grid

approaches to computing potentials and fields that satisfy discrete analogues of Gauss’ law

∇ · E = ρ/ε0 and the identity ∇ ·B = 0. The divergence-free condition for B will be easily

satisfied in general, as the magnetic field will be calculated as a finite difference curl of the

vector potential. In order to numerically enforce Gauss’ law, we seek to perform an elliptic

divergence correction. Future work will consider the alternative of hyperbolic divergence

cleaning [41].

We now give the mathematical underpinning of our elliptic divergence correction tech-

nique. The electric field is calculated as E = −∇Φ− ∂A
∂t . Then Gauss’ law may be rewritten

as:

ρ/ε0 = ∇ · E (3.3)

= ∇ · (−∇Φ− ∂A

∂t
) (3.4)

= −∆Φ− ∂ (∇ ·A)

∂t
. (3.5)

Thus, the scalar potential satisfies the Poisson equation

−∆Φ = ρ/ε0 +
∂ (∇ ·A)

∂t
(3.6)

Our method is based on the observation that if this Poisson equation is suitably dis-
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cretized and solved on a staggered grid to provide the scalar potential used in calculating

the electric field, then the electric field will automatically satisfy a discrete form of Gauss’ law.

While the exact form of the staggered grid will depend on which components of the current

density and the electric and magnetic fields are retained in a given model, our method guar-

antees exact discrete divergence relations independently of the charge and current weighting

schemes used, of the nature of the solver used for A, and of the gauge condition specified.

Details about the specific staggered grids used are given in 3.6.2, along with proofs of the

exact discrete divergence relations. It should be noted that this procedure is an analogue of

the elliptic divergence correction techniques presented in [32, 37], and also bears similarity to

the method given in [40] to enforce the divergence relations when evolving the potentials in

the Coulomb gauge. To impose outflow boundary conditions on the scalar potential, we solve

an auxiliary wave equation for Φ using our wave solver with outflow boundary conditions,

which then supplies the boundary values for Φ in the Poisson solve.

3.3 Particle Equations of Motion

In our PIC methods, the approximation of the evolution of the Vlasov equation amounts to

the integration of the equations of motion of the particles:

dxp,i
dt

= vp,i(t) (3.7)

dvp,i
dt

= ap,i(t) (3.8)

where ap,i(t) is the acceleration of particle i at time t. To evolve the particle equations of
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motion, we obtain particle accelerations through the usual interpolation of fields from grid

points to particle locations [4], and we use standard numerical methods, such as the explicit

leapfrog method for electrostatic problems and the forward Euler method for electromagnetic

problems (the implicit source term in the diffusive wave solver causes some difficulty in

achieving higher-order accuracy in the integration of the particle equations of motion - for

this reason the dispersive scheme and higher-order centered schemes given in [11] will be

pursued in future work - but the accuracy achieved is sufficient for the numerical results

in this work). Fields are calculated as finite differences of potentials on the grid. As these

aspects are standard and not the focus of the present work, we do not elaborate further.

3.4 Fast Convolution Algorithm For Particle Sources

3.4.1 Fast Convolution Algorithm in 1D

We now describe the algorithm used for the fast exact evaluation of the convolution of

charge and current density source terms due to particles. It has two main steps. There is

a local deposit step and then a recursive sweep step. This basic structure is the same in all

dimensions. For definiteness, we describe the application of the algorithm to linear particle

shapes in one and two dimensions. However, it may be generalized to any separable particle

shapes with compact support in any dimension. Note that this includes many widely used

particle shapes in PIC algorithms, namely typical spline-based particle shapes and (suitably

cut-off) Gaussian particle shapes. For the case of the charge density integral, the particle

shape function Sp below is replaced by qpSp and its contribution summed to the charge

density integral, and for the case of the current density integral, Sp is replaced by vpqpSp

and its contribution summed to the current density integral.
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3.4.1.1 Local Deposit Step in 1D

Consider particle p located in the cell [xm, xm+1] in a uniform grid with cell length ∆x.

Let Sp(x) be the shape function of the particle. Assume that the support of Sp has length

2r∆x for some integer r. The local deposit step then consists of analytically evaluating the

integrals

J
L,p
j+1 = α

∫ xj+1

xj

Sp(x
′)e−α(xj+1−x′) dx′ (3.9)

J
R,p
j = α

∫ xj+1

xj

Sp(x
′)e−α(x′−xj)

dx′ (3.10)

for j = m − r, ...,m, ...,m + r and for each particle p, and summing their values on the

grid.

For linear particle shapes (corresponding to r = 1), we have Sp(x) = S(
x−xp
∆x ), where

S(x) =


1− |x| |x| < 1,

0 |x| ≥ 1

(3.11)

Let a = (xp − xm)/∆x, where xp is the location of the particle. For simplicity, let xp = 0

and ∆x = 1. For linear particle shapes, we then have the situation displayed in Figure 3.1.

The desired integrals are then easily evaluated for linear particle shapes:
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J
L,p
m = α

∫ −a
−1

(1 + x′)e−α(−a−x′) dx′ (3.12)

= (((1− a)α− 1) + eαae−α)/α (3.13)

J
L,p
m+1 = α

∫ 1−a

−a
(1− |x′|)e−α(1−a−x′) dx′ (3.14)

= (e−α((a− 1)α + 1) + aα + 1− 2e−αeαa)/α (3.15)

J
L,p
m+2 = α

∫ 1

1−a
(1− x′)e−α(2−a−x′) dx′ (3.16)

= (e−α(−aα− 1) + e−αeαa)/α (3.17)

J
R,p
m−1 = α

∫ −a
−1

(1 + x′)e−α(x′−(−1−a) dx′ (3.18)

= (e−α((a− 1)α− 1) + e−αa)/α (3.19)

J
R,p
m = α

∫ 1−a

−a
(1− |x′|)e−α(x′−(−a) dx′ (3.20)

= ((1− a)α + 1 + e−α(−aα + 1)− 2e−αa)/α (3.21)

J
R,p
m+1 = α

∫ 1

1−a
(1− x′)e−α(x′−(1−a)) dx′ (3.22)

= (aα− 1 + e−αa)/α (3.23)

Note that just one evaluation of an exponential function is required per particle (namely

eαa). To account for arbitrary ∆x, we make the substitution α← α∆x = ν.

To obtain the total local deposit, we simply sum the particle contributions on to the grid.

Let Np be the total number of particles. The algorithm for the local deposit step is given

by:

Initialize JLk = JRk = 0 for all k.

for p = 1 : Np do
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Particle p located in cell [xm, xm+1].

for j = m− r : m+ r do

Compute J
L,p
j+1, J

R,p
j

Deposit JLj+1 = JLj+1 + J
L,p
j+1, JRj = JRj + J

R,p
j

end for

end for

Note that the local deposit step costs O(Np) operations.

3.4.1.2 Recursive Sweep Step in 1D

Once we have performed the local deposit step, we complete the evaluation of the particle in-

tegral with a recursive sweep step. Suppose we have N gridpoints, x1, ..., xN . The algorithm

for the recursive sweep step is given by:

Initialize IL1 = IRN = 0

for j = 1 : N − 1 do

ILj+1 = JLj+1 + e−νILj

IRN−j = JRN−j + e−νIRN−j+1

end for

I = IL + IR

Note that the recursive sweep step costs O(N) operations.
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3.4.2 Fast Convolution Algorithm in 2D

For a separable particle shape S(x, y) = Sx(x)Sy(y), we have

Ix[Iy[S]](x, y) = Ix[Sx](x) · Iy[Sy](y) (3.24)

=
(
ILx [Sx](x) + IRx [Sx](x)

)
·
(
IDy [Sy](y) + IUy [Sy](y)

)
(3.25)

= ILx [Sx](x) · IDy [Sy](y) + ILx [Sx](x) · IUy [Sy](y)+ (3.26)

+ IRx [Sx](x) · IDy [Sy](y) + IRx [Sx](x) · IUy [Sy](y) (3.27)

This is suggestive of how we will build the 2D algorithm.

3.4.2.1 Local Deposit Step in 2D

Consider particle p centered at (xp, yp) ∈ [xm, xm+1] × [yn, yn+1], with separable particle

shape Sp(x, y) = S(
x−xp
∆x )S(

y−yp
∆y ) where

S(x) =


1− |x| |x| < 1,

0 |x| ≥ 1

(3.28)

The support of the particle shape is shown in Figure 3.2.

In the local deposit step, we form a tensor product on the grid as suggested by the above

decomposition. Note that a total of 12 local integrals must be evaluated for each particle,

then summed onto the grid as a tensor product.

Initialize JLUj,k = JLDj,k = JRUj,k = JRDj,k = 0 for all j, k.

for p = 1 : Np do

Particle p located in cell [xm, xm+1]× [yn, yn+1].
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−1− a

xm−1

−1 −a

xm

0 1− a

xm+1

1 2− a

xm+2

Figure 3.1: S(x) = 1− |x|, |x| < 1, S(x) = 0, |x| ≥ 1

xm−1 xm xm+1 xm+2

yn−1

yn

yn+1

yn+2

(xp, yp)

Figure 3.2: The support of a linear particle shape Sp(x, y) in 2D.
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for j = m− r : m+ r, k = n− r : n+ r do

Compute J
L,p
j+1, J

R,p
j , J

D,p
k+1, J

U,p
k

Deposit:

JLDj+1,k+1 = JLDj+1,k+1 + J
L,p
j+1 · J

D,p
k+1

JLUj+1,k = JLUj+1,k + J
L,p
j+1 · J

U,p
k

JRDj,k+1 = JRDj,k+1 + J
R,p
j · JD,pk+1

JRUj,k = JRUj,k + J
R,p
j · JU,pk

end for

end for

3.4.2.2 Recursive Sweep Step in 2D

The recursive sweep step is similar to the 1D case, and is given below.

for k = 1 : Ny do

Initialize ILD1,k = ILU1,k = IRDNx,k
= IRUNx,k

= 0.

for j = 1 : Nx − 1 do

ILDj+1,k = JLDj+1,k + e−νILDj,k

ILUj+1,k = JLUj+1,k + e−νILUj,k

IRDNx−j,k = JRDNx−j,k + e−νIRDNx−j+1,k

IRUNx−j,k = JRUNx−j,k + e−νIRUNx−j+1,k

end for

end for

JD = ILD + IRD

JU = ILU + IRU

for j = 1 : Nx do
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Initialize IDj,1 = IUj,Ny = 0.

for k = 1 : Ny − 1 do

IDj,k+1 = JDj,k+1 + e−νIDj,k

IUj,Ny−k = JUj,Ny−k + e−νIUj,Ny−k+1

end for

end for

I = ID + IU

Both 1D and 2D overall algorithms cost O(Np + N) operations, where N is the total

number of gridpoints. Since in a typical PIC simulation, Np >> N , the cost of the overall

algorithm is dominated by the local deposit step.

3.5 Particle Boundary Conditions

In dealing with boundaries, two types of considerations must be made. First, we must

determine what to do in the integration of boundary particles, for which the support of the

shape function extends outside of the domain. This will be dependent upon the type of

boundary condition. For periodic boundary conditions, we can simply extend the particle

shape function periodically and proceed to integrate. For Dirichlet boundary conditions, we

extend the integration domain to include ghost points just beyond the boundary to which

the boundary particles are weighted.

Second, we must ensure that the particle convolution integral is consistent with the

boundary conditions on the wave function. This is easily handled through the usual bound-

ary correction terms in one-dimension, and can be extended to the dimensionally-split mul-

tidimensional case.
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3.5.1 1D Periodic BC

In the case of 1D periodic boundary conditions, we extend the shape function of the boundary

particle as in Figure 3.3, and the local deposit step is carried out for this extended shape

function. The recursive sweep step and the final boundary correction step are carried out as

usual.

xN−1 x1 x2xp x3 xN−1 xN x2 x3

Figure 3.3: Periodic extension of shape function for boundary particle.

3.5.2 2D Periodic BC

Periodic boundary conditions are easily imposed in higher dimensions by similarly peri-

odically extending the particle shape functions of boundary particles, peforming the local

deposit step accordingly and the recursive sweep step as usual.

3.5.3 1D Dirichlet BC

In imposing homogeneous Dirichlet boundary conditions with boundary particles, we con-

sider two possible approaches. The first approach simply extends the integration domain to

include appropriate ghost cells extending just past the boundary to include the entire support

of the particles. A boundary correction term of the form Ae−αx (at the left boundary x = 0)

to impose the boundary condition. Considering the left boundary only, we obtain a total

potential of the form Φ(x) = Φp(x)− Φp(0)e−αx, where Φp is the potential associated with
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the particle. The second approach places appropriate image particles on the opposite side

of the boundary, while appropriately extending the integration domain with ghost cells to

include the supports of the boundary particles and their image particles. Considering again

the left boundary only, we obtain a total potential of the form Φ(x) = Φp(x)+Φimg(x), where

Φp is again the potential associated with the particle and Φimg is the potential associated

with the image particle.

We can verify that both approaches can impose the homogeneous Dirichlet boundary

condition Φ(0) = 0, but the potential and the fields associated with the approaches are not

identical. Due to the difficulties that arise near corners or other geometric singularities of

the boundary, it is preferable to avoid the use of image particles. We describe the above

approaches for linear particle shapes, but the analysis can be extended to other particle

shapes.

3.5.3.1 Analysis of the First Approach

Consider a grid x1 = 0, xj+1 = xj + ∆x, j = 1, 2, .... Consider a single boundary particle

centered in the first cell at xp ∈ [x1, x2] = [0,∆x]. The shape function of the particle is

Sp(x) =


1− |x− xp|/∆x |x− xp| < ∆x

0 |x− xp| ≥ ∆x

(3.29)
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The potential associated with the particle is

Φp(x) = I[Sp](x) (3.30)

= α

∫ xp+∆x

xp−∆x
e−α|x−y|Sp(y) dy (3.31)

= α

∫ x

xp−∆x
e−α(x−y)Sp(y) dy+ (3.32)

+ α

∫ xp+∆x

x
e−α(y−x)Sp(y) dy (3.33)

= IL[Sp](x) + IR[Sp](x) (3.34)

The field associated with the particle is

Ep(x) = − d

dx
Φp(x) (3.35)

= αIL[Sp](x)− αIR[Sp](x) |x− xp| < ∆x (3.36)

= αIL[Sp](x) x ≥ xp + ∆x (3.37)

To impose a homogeneous Dirichlet boundary condition at x = 0 with a correction term

Ae−αx, we choose A = −Φp(0). Thus, the total potential in the first approach is given by

Φ(x) = Φp(x)− Φp(0)e−αx (3.38)
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The total field for the first approach is given by

E(x) = − d

dx
Φ(x) (3.39)

= αIL[Sp](x)− αIR[Sp](x) + αΦp(0)e−αx |x− xp| < ∆x (3.40)

= αIL[Sp](x) + αΦp(0)e−αx x ≥ xp + ∆x (3.41)

= Ep(x) + αΦp(0)e−αx (3.42)

3.5.3.2 Analysis of the Second Approach

Consider a single boundary particle, as before. In the second approach, we place an image

particle centered at −xp. The shape function of the image particle is

Simg(x) =


−1 + |x+ xp|/∆x |x+ xp| < ∆x

0 |x+ xp| ≥ ∆x

(3.43)

The potential associated with the image particle is

Φimg(x) = I[Simg](x) (3.44)

= α

∫ −xp+∆x

−xp−∆x
e−α|x−y|Simg(y) dy (3.45)

It is easy to see through symmetry that Φimg(0) = −Φp(0). If we attempt to apply the

usual boundary correction term, the total potential Φ(x) = Φp(x) + Φimg(x) + Ae−αx must

then satisfy A = 0. So the total potential is

Φ(x) = Φp(x) + Φimg(x) (3.46)
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and satisfies the boundary condition Φ(0) = 0.

The field associated with the image particle is

Eimg(x) = − d

dx
Φimg(x) (3.47)

= αIL[Simg](x)− αIR[Simg](x) |x+ xp| < ∆x (3.48)

= αIL[Simg](x) x > −xp + ∆x (3.49)

The total field is then E(x) = Ep(x) + Eimg(x).

3.5.3.3 Comparison of the Approaches

It is clear that the difference in the potential between the approaches is

δΦ(x) = Φimg(x) + Φp(0)e−αx (3.50)

and the difference in the field between the approaches is

δE(x) = Eimg(x)− αΦp(0)e−αx (3.51)

We have analytic formulas for these expressions we can use for the comparison. We can
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compute that

Φimg(x) =


−2e−α(x+xp)

α∆x (cosh(α∆x)− 1) x ≥ −xp + ∆x

−2

[
1− (x+ xp)|/∆x− e−α(x+xp)

α∆x + e−α∆x

α∆x cosh(α(x+ xp))

]
0 ≤ x < −xp + ∆x

(3.52)

On the other hand,

Φp(0)e−αx = 2

[
1− xp/∆x−

e−αxp

α∆x
+
e−α∆x

α∆x
cosh(αxp)

]
e−αx (3.53)

From these formulas, we can show that

δΦ(∆x) = 2e−α∆x
[
1−

xp
∆x

+
1

α∆x
sinh(α(∆x− xp))

]
(3.54)

= O((α∆x)2) (3.55)

and that

δE(∆x) = −αδΦ(∆x) (3.56)

= O(α3∆x2) (3.57)
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3.5.4 2D Dirichlet BC

If we use the first approach described above, we will extend the integration domain with

ghost cells beyond the boundary to include the support of all particles. Then the boundary

condition will be imposed with the usual boundary correction term.

3.6 Numerical Results

3.6.1 Electrostatic Test Problems

We first consider three standard periodic electrostatic test problems in 1D and 2D, then

a 1D bounded plasma problem, the simulation of sheath formation. In the first three test

problems, electrons are loaded from a perturbed initial distribution of the form

fe(x, v, t = 0) = fe(v)

(
1 + ε sin

(
2πx

Lx

))
(3.58)

where Lx is the length of the domain, ε is the amplitude of perturbation, and fe(v) is the

initial velocity distribution. In the 2D case, simulations are taken to be uniform in the y-

direction. We normalize quantities according to the nondimensionalization presented in the

Section 1.3.1. In particular, we normalize time quantities to the inverse plasma frequency

ω−1
p . We will consider a periodic domain with a uniform neutralizing background charge,

and further we set the speed of light c = 100. In these problems, we see good performance

even at large CFLs, since the physics is dominated by the low frequency spatial modes.
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3.6.1.1 Cold Plasma Langmuir Wave

We consider a cold plasma Langmuir wave [4] with fe(v) = δ(v). Electrons are perturbed

away from a uniformly distributed, motionless state against a static, uniform neutralizing

background charge distribution. The resulting separation of charge produces cold plasma

oscillation. In the 1D simulation, we set Lx = 2π and ε = 0.1. We use a 100 cell grid and

take ∆t = 0.1, and we use Np = 3600 particles. In the 2D simulation, we set Lx = Ly = 2π

and the perturbation strength ε = 0.1. We use a 100 × 100 grid and again take ∆t = 0.1,

and we use Np = 360000 particles. In both 1D and 2D cases, the CFL number used is

c∆t/∆x ≈ 159, much larger than what would be allowed by an explicit method. The

oscillation in the potential energy is plotted and compared to the prediction of linear theory

in Figure 3.6; we see that the plasma frequency is accurately reproduced.

3.6.1.2 Two Stream Instability

We consider the two stream instability with fe(v) = δ(v − vbeam) + δ(v + vbeam). Two

counterstreaming beams of electrons are perturbed away from a uniformly distributed state

against a static, uniform neutralizing background charge distribution. The beams interact

and “roll up” in phase space, causing some of the particles’ kinetic energy to be transformed

into potential energy stored in the electric field. According to the dispersion relation for the

two stream instability from linear theory [4], we have

ω4 − 2ω2(ω2
p + k2v2

beam) + k2v2
beam(k2v2

beam − 2ω2
p) = 0 (3.59)

which gives the greatest growth rate, γ ≈ 0.3535, for k ≈ 3.06. We therefore scale the

domain to this value of k, and take Lx = 2π/3.06. We take the beam velocity vbeam = 1
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x0 x1 x2xp x3

Figure 3.4: Particle shape function Sp(x) of a boundary particle with ghost cell [x0, x1] =
[−∆x, 0].

x−1 x0 −xp

x1 x2xp x3

Figure 3.5: Particle shape functions Sp(x) (solid) and Simg(x) (dotted) of a boundary particle
and its image particle, with ghost cells [x−1, x0] = [−2∆x,−∆x] and [x0, x1] = [−∆x, 0].
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Figure 3.6: Potential energy in cold plasma oscillation. Green is the 1D numerical result,
blue is the 2D numerical result, and red is the prediction of linear theory. We see the plasma
frequency is accurately reproduced in our simulations.
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and the perturbation strength ε = 0.0005. In our 1D simulation, we use a 100 cell grid

with ∆t = 0.1, and we use Np = 1000 particles. In our 2D simulation, we use a 100 × 100

grid with ∆t = 0.1, and we use Np = 1000000 particles. This results in a CFL number of

c∆t/∆x ≈ 68. We run the simulations for 1000 time steps. The growth of the k = 3.06

mode of the electric field is shown in Figure 3.7 for the 1D and 2D cases, and agrees with

the rate from linear theory. In the nonlinear saturation stage, we see a slight discrepancy

between the 1D and 2D results, probably due to the accumulation of numerical error. We

also show selected phase space plots in Figure 3.8, where we see the expected “rolling up”

of the two beams. Resolution is limited by the number of particles.
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Figure 3.7: Growth of the mode with maximum growth rate in the two stream instability,
corresponding to k = 3.06. Green is the 1D numerical result, blue is the 2D numerical result
(measured along the central y = 0 slice), and red is the prediction of linear theory. We see
the correct growth rate is reproduced in our simulations.
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Figure 3.8: We see selected particle phase space plots for the two stream instability problem. The
left column is from the 1D simulation, while the right column is from the 2D simulation, following
a fixed slice of particles initialized along the line y = −Ly/2.
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3.6.1.3 Landau Damping

We consider Landau damping of Langmuir waves in a warm plasma, with fe(v) taken to

be Maxwellian. Warm electrons, following a Maxwellian velocity distribution, are perturbed

away from a unifom distribution against a static, uniform neutralizing background charge

distribution. Potential energy from the electric field is transformed into kinetic energy of

particles. The dispersion relation from linear theory in this case gives a decay rate of γ ≈

0.154 for the k = 0.5 mode [4]. We take Lx = 4π, electron thermal velocity vtherm = 1

and perturbation strength ε = 0.1. In our 1D simulation, we use a 100 cell grid and take

∆t = 0.1, and we use Np = 1000000 particles. In our 2D simulation, we use a 100 × 100

grid and take ∆t = 0.1, and we use Np = 9000000 particles. We run the simulations for 300

time steps. The decay of the k = 0.5 mode of the electric field in the 1D and 2D simulations

is shown in Figure 3.9, and agrees with the rate from linear theory. As in the two stream

instability example, there is a discrepancy between the 1D and 2D results at later times,

again likely due to the accumulation of numerical errors.

3.6.1.4 Sheath Formation in a Bounded 1D Plasma

We present the simulation of sheath formation in a bounded 1D plasma, following the model

described in [46]. In contrast to the previous problems, this simulation incorporates both

mobile electrons and ions. Electrons and ions are initialized from Maxwellian distributions

and uniformly spatially distributed in a bounded domain. The left boundary is a symmetry

plane, and so we impose Neumann boundary conditions on the potential, and reflux boundary

conditions on particles, as in [46]. The right boundary is a conductor that collects charged

particles. When particles hit the right boundary, they are removed from the simulation.

Since electrons have a higher average velocity than ions, they have a greater flux on the
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collector and become depleted near the right boundary, where the difference between ion

and electron densities leads to a collector sheath region, where the potential changes from

the interior value to the wall value, which has the effect of repelling electrons away from

the right wall. Electrons and ions are replenished by a particle source region near the left

boundary, where electrons and ions are injected uniformly in the region from a Maxwellian

distribution at a fixed rate per time step. We take mi/me = 100, Tsrc,i/Tsrc,e = 1, and

we set vth,e = 1, and set Lx = 20 (in Debye lengths). We use a 100 cell grid and take

∆t = 0.1, which gives a CFL number of 50. We run our simulation for 8000 time steps,

up to 3.6 thermal-ion transit times. In Figure 3.10 we see the result of the simulation. In

Figure 3.10a, we see the profile of the potential, which has the right qualitative features,

including a collector sheath region that is several Debye lengths wide. In Figure 3.10b, we

see the net electron and ion counts, along with the injection rate. The difference between

the electron and ion counts reflects the difference between electron and ion densities in the

collector sheath region.

3.6.2 Electromagnetic Test Problems

3.6.2.1 Bennett Pinch Problem

We present the application of our PIC method to the Bennett pinch [3], an effect related

to the magnetic confinement of a beam of charged particles. A beam of charged particles

induces a solenoidal magnetic field around the beam. Particles near the edge of the beam

move orthogonally to these field lines at the beam drift velocity, causing the particles to be

accelerated towards the center of the beam, in effect confining particles in the beam. An

appropriate choice of parameters leads to a stationary steady state, uniform along the axis of
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the beam. A well-known magnetohydrodynamic (MHD) model of a stationary steady state

gives explicit formulas for the beam density and the magnetic field [6], and provides a basis

for the validation of our numerical method. Moreover, it is a first step toward applying our

method to more physically interesting beam instability problems in three dimensions.

Our PIC simulation of the Bennett pinch is two-dimensional in physical space, and three-

dimensional in velocity space. The particle beam is considered uniform along the axis of the

beam, which we take to be the z-direction, which reduces the physical dimensions to two.

Electrons drift in the z-direction with a uniform average beam drift velocity vb, and this

motion induces a confining magnetic field with only x- and y-components. A stationary ion

background distribution enforces quasineutrality in the beam, with any separation of charge

producing an electric field with only x- and y-components acting as a restoring force. The

electrons are assumed to follow a Maxwellian distribution with thermal velocity vth. We

take vb/vth = 100 and c/vth = 1000, where c is the speed of light. The ions are considered

cold (Ti = 0).

Since the beam drift velocity is taken to be much larger than the (transverse) thermal

velocity, and further, the transverse velocities follow a Maxwellian distribution and so should

not generate any net currents, we neglect the x- and y-components of the current density (and

so also of A). In the true solution, ∂Φ
∂z = 0 and ∂Az

∂t = 0, so we neglect Ez = −∂Φ
∂z −

∂Az
∂t .

Hence, we actually only solve two wave equation, one for Az, obtaining only transverse

magnetic field components, Bx = ∂Az
∂y and By = −∂Az∂x , and one for Φ, obtaining only

transverse electric field components Ex = −∂Φ
∂x and Ey = −∂Φ

∂y . Thus, the Poisson equation

satisfied by the scalar potential is −∆Φ = ρ/ε0. We discretize our domain with a staggered

grid, one cell of which is shown in Figure 3.11.

The scalar potential is calculated from the standard 5-point finite difference Laplacian,
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and satisfies the equation

−Φi+1,j + Φi,j+1 + Φi−1,j + Φi,j−1 − 4Φi,j

∆x2
= ρi,j/ε0. (3.60)

The electric and magnetic fields are calculated on the staggered grid by finite differences

as

E
i+1/2,j
x = −Φi+1,j − Φi,j

∆x
(3.61)

E
i,j+1/2
y = −Φi,j+1 − Φi,j

∆x
(3.62)

B
i,j+1/2
x =

A
i,j+1
z − Ai,jz

∆x
(3.63)

B
i+1/2,j
y = −A

i+1,j
z − Ai,jz

∆x
. (3.64)

The electric field then satisifies the following discrete analogue of Gauss’ law:

[∇ · E]i,j =
E
i+1/2,j
x − Ei−1/2,j

x

∆x
+
E
i,j+1/2
y − Ei,j−1/2

y

∆x
(3.65)

=
1

∆x

((
−Φi+1,j − Φi,j

∆x

)
−

(
−Φi,j − Φi−1,j

∆x

)
+ (3.66)

+

(
−Φi,j+1 − Φi,j

∆x

)
−

(
−Φi,j − Φi,j−1

∆x

))
(3.67)

= −Φi+1,j + Φi,j+1 + Φi−1,j + Φi,j−1 − 4Φi,j

∆x2
(3.68)

= ρi,j/ε0. (3.69)

The magnetic field satisfies the following discrete analogue of the divergence free condi-
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tion:

[∇ ·B]i+1/2,j+1/2 =
B
i+1,j+1/2
x −Bi,j+1/2

x

∆x
+
B
i+1/2,j+1
y −Bi+1/2,j

y

∆x
(3.70)

=
1

∆x

((
A
i+1,j+1
z − Ai+1,j

z

∆x

)
−

(
A
i,j+1
z − Ai,jz

∆x

)
+ (3.71)

+

(
−A

i+1,j+1
z − Ai,j+1

z

∆x

)
−

(
−A

i+1,j
z − Ai,jz

∆x

))
(3.72)

= 0. (3.73)

All computational boundaries in this problem are outflow boundaries. In order to supply

the finite difference Poisson solver with suitable boundary values, the wave solver is applied

with outflow boundaries conditions to evolve the wave potential ΦW alongside the Poisson

potential Φ. The boundary values from ΦW are then supplied to the Poisson solver to use

in calculating Φ. Once the wave solver reaches steady state, ΦW and Φ differ only by 0.1%

relative error, however, the wave potential gives a discrete electric field with divergence error

on the order of 10−3, while the Poisson potential gives a discrete electric field with divergence

error on the order of machine epsilon 10−16.

Like in the other test problems, we use the diffusive version of wave solver. Particle

velocities in all three directions are updated with the nonrelativistic Boris push [4]. Particles

are initialized according to the MHD steady state (according to the theoretical spatial density

profile and the corresponding Maxwellian distribution in velocity space) and held fixed while

the field solver is stepped to an approximate steady state, after which the particle push is

turned on. The simulation is run to a final time of Rb/(2vth) (plus startup time), where

Rb is an effective beam radius and vth is the thermal velocity, at which time there would
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be substantial spreading of the beam in absence of the confinement effect. We choose Rb

such that 99% of the particles in the theoretical beam are within this radius. In loading

particles, the beam is cut off at radius Rb (no particles are loaded outside of this radius).

The computational domain is taken to be a 4Rb×4Rb square centered on the beam axis. The

computational domain is truncated with outflow boundary conditions. Particles exiting the

boundary of the computational domain are reinjected into the beam to maintain constant

total current. However, since most particles should be confined within the beam, such

boundary crossings should be rare.

Numerical results for the Bennett pinch are given in Figure 3.12. In order to resolve

large gradients near the center of the beam, we use a 500-cell by 500-cell grid and a CFL

number of c∆t/∆x = 3 (except in Figure 3.12c as noted) and 500,000 electron particles.

Final numerical solutions are shown at the final time, after 334 start up time steps and

20,834 PIC time steps. (The final time is approx. 22 plasma periods, and the diameter of

the beam is approx. 280 Debye lengths.) In Figure 3.12a, we see good agreement between

the numerical electron density and MHD theory. The inset zoomed portion shows a slight

discrepency at the peak of the beam, due to statistical fluctuation caused by the finite

number of particles. In Figure 3.12b, we see the time histories of the potential energy,

calculated as
∑
j

∆x∆y
2

[
1
µR

(B2
x,j +B2

y,j) + εR(E2
x,j + E2

y,j)
]

where the sum is over grid

points j (with εR and µR defined as in Section 1.3.2), and the kinetic energy, calculated as∑
i

1
2mi(v

2
x,i + v2

y,i + (vx,i − vb)2) where the sum is over electron particles i. We see good

energy conservation, despite the slight dissipation of the diffusive scheme. The initial spike

in the potential energy is the result of transient waves, arising due to the beam turning on,

and flowing out of the domain as the solution is stepped to a steady state. In Figure 3.12c,

we see the result of refinement in ∆t, keeping ∆x fixed, showing a profile of the azimuthal
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magnetic field Bθ along the central y = 0 slice for CFL numbers of 3, 10 and 20, along with

MHD theory. We observe approximate second-order convergence in ∆t, as expected (a more

robust convergence study is confounded by the slow convergence in particle number in PIC

methods). Outside of the beam radius Rb = 1, there is error associated with the finite cut-off

radius of the beam (the theoretical beam density decays only algebraically). In Figure 3.12d,

we see the numerical error of the azimuthal magnetic field Bθ (with a CFL number of of

3) normalized by the peak value of the magnetic field, and we see that there is a geometric

pattern to the numerical error, characteristic of the dimensionally-split method. In addition

to this splitting error, the total error is contributed to by errors associated with the spatial

quadrature and the finite differences used to calculate the magnetic field (likely contributing

to the large error at the center of the beam due to large gradients there) and with the finite

beam cut-off radius and the outflow boundary condition (contributing most strongly near

the boundary of the computational domain). These results show that our method can indeed

simulate a basic electromagnetic plasma phenomenon with a CFL number larger than what

is allowed by typical explicit schemes. The CFL number used in this problem is limited

by the accuracy of the second-order wave solver. A higher-order wave solver, such as those

in [11], would allow for a larger usable time step size, and will be the subject of further

investigation.

3.6.2.2 Mardahl Beam Problem

We apply our method to the beam problem proposed in [37] as a diagnostic for the effects

of divergence error. Particles are injected into the domain, which is a box with PEC walls,

from the left wall, travel across the domain and are removed from the simulation as they hit

the right wall. Parameters are chosen such that the beam should pass through the domain
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unperturbed.

In the Mardahl beam problem, we have currents in the plane of simulation only, and so

we retain the x- and y-components of the vector potential, Ax and Ay, along with the scalar

potential Φ in the model. We retain the electric field components Ex = −∂Φ
∂x −

∂Ax
∂t and

Ey = −∂Φ
∂y −

∂Ay
∂t and the magnetic field component Bz =

∂Ay
∂x −

∂Ax
∂y . The Poisson equation

satisfied by the scalar potential is

−∆Φ = ρ/ε0 +
∂

∂t

(
∂Ax
∂x

+
∂Ay
∂y

)
(3.74)

We discretize our domain with a staggered grid, one cell of which is shown in Figure 3.13.

Denoting by D∆t a (linear) finite difference discretization of the time derivative operator

∂/∂t, the scalar potential satisfies the equation

−Φi+1,j + Φi,j+1 + Φi−1,j + Φi,j−1 − 4Φi,j

∆x2
= ρi,j/ε0+ (3.75)

D∆t

(
A
i+1/2,j
x − Ai−1/2,j

x

∆x
+
A
i,j+1/2
y − Ai,j−1/2

y

∆x

)
.

(3.76)

The electric and magnetic fields are calculated on the staggered grid by finite differences
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as

E
i+1/2,j
x = −Φi+1,j − Φi,j

∆x
−D∆t(A

i+1/2,j
x ) (3.77)

E
i,j+1/2
y = −Φi,j+1 − Φi,j

∆y
−D∆t(A

i,j+1/2
y ) (3.78)

B
i+1/2,j+1/2
z =

A
i+1,j
y − Ai,jy

∆x
− A

i,j+1
x − Ai,jx

∆y
(3.79)

The electric field then satisifies the following discrete analogue of Gauss’ law:

[∇ · E]i,j =
E
i+1/2,j
x − Ei−1/2,j

x

∆x
+
E
i,j+1/2
y − Ei,j−1/2

y

∆y
(3.80)

=
1

∆x

((
−Φi+1,j − Φi,j

∆x
−D∆t(A

i+1/2,j
x )

)
−

(
−Φi,j − Φi−1,j

∆x
−D∆t(A

i−1/2,j
x )

)
+

(3.81)

+

(
−Φi,j+1 − Φi,j

∆x
−D∆t(A

i,j+1/2
y )

)
−

(
−Φi,j − Φi,j−1

∆x
−D∆t(A

i,j−1/2
y )

))
(3.82)

= −Φi+1,j + Φi,j+1 + Φi−1,j + Φi,j−1 − 4Φi,j

∆x2
− (3.83)

D∆t

(
A
i+1/2,j
x − Ai−1/2,j

x

∆x
+
A
i,j+1/2
y − Ai,j−1/2

x

∆x

)
(3.84)

= ρi,j/ε0. (3.85)

where we have used the linearity of D∆t.

Numerical results for this problem are given in Figure 3.14, using a 64 × 64 grid and

a CFL of 1. We see the expected distortion of the beam in the case when the divergence

error is not controlled through the elliptic correction, whereas the beam passes through the
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domain unperturbed, as expected, when using the Poisson-based potential.
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Figure 3.9: Landau damping of the lowest mode, corresponding to k = 0.5. Green is the 1D
numerical result, blue is the 2D numerical result (measured along the central y = 0 slice),
and red is the prediction of linear theory. We see that the correct decay rate is reproduced
in our simulations
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Figure 3.10: In 3.10a, we see the scalar potential profile at t = 3.6 thermal-ion transit times. In
3.10b, we see the simulation electron and ion count, the red and blue curves respectively, along
with the injection rate, the black dashed line.
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Figure 3.12: The figure shows 3.12a electron density, 3.12b and potential energies, 3.12c magnetic
field at various CFL numbers, and 3.12d the relative error in the azimuthal magnetic field Bθ
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Figure 3.14: The figure shows the divergence error in the electric fields and the final beam distri-
bution calculated from a wave equation potential 3.14a, 3.14c and in the Poisson equation potential
3.14b, 3.14d.
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Chapter 4

Conclusion

In this work, we have described a PIC method that uses an unconditionally stable wave

equation solver to eliminate the CFL restriction on the ratio of the time step size to the

spatial step size, typical of explicit methods, while retaining computational cost and code

complexity comparable to such explicit methods. Our numerical results show that we can

apply our method to problems of plasma physics using a time step size larger than what

would be allowed by a typical explicit field solver. We have seen that the usable time step

size can be limited by the numerical accuracy of the method when there are large gradients

(high-frequency content) in the solution. In future work, we will investigate the use of higher-

order methods, such as given in [11], in our PIC method in order to increase the maximum

usable time step size, and we will make use of the implicit wave solvers ability to handle

complex boundary geometries without the use of a staircasing approximation. A further

course of action will be to implement a boundary integral treecode (BIT) solution to solve

the modified Helmholtz equations in the semi-discrete schemes, such as in [35], rather than

use dimensional splitting.
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