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ABSTRACT

ECONOMIES OF SCALE IN COMPUTER CENTERS

By

Gerald L. Musgrave

The objective of this study is to determine if
economies of scale exist in the production of computer out-
put. A model of the production process was constructed on
the assumption that the computer centers attempt to minimize
the cost of producing an exogenously determined expected
level of output.

Stochastic disturbances are assumed to be present in
the production process due to the unpredictable nature of
computer hardware and software failure. The factor demand
equations are also assumed to be non-deterministic because of
imperfections in management. The adjustment of inputs from
actual to desired levels is modeled as a stochastic stock
adjustment process where the adjustment rate is a function
of the cost of adjustment.

Indirect least squares estimates of the parameters
of the production function were obtained from least squares
estimates of the reduced form cost function coefficients.

The data, a 1965 cross-section of 115 college and university
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computer centers, indicate that the null hypothesis should
be rejected in favor of the alternative of increasing

returns to scale.
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CHAPTER I

STATEMENT OF THE PROBLEM

1. Introduction

The purpose of this study is to determine if econo-
mies of scale exist in the production of computer output.
To do that, it is necessary to formulate a testable hypothe-
sis by constructing an economic model of the production
process. On the basis of the model we can test the hypothe-
sis of economies of scale using the available data. Prior
to the construction of the theoretical model it is appro-
priate to delineate what aspects of the computation process
are to be considered and what factors of production are to

be included in the analysis.

2. Nature of the Computation Process

The entire process of computation and information
processing by the computer is so complex that computer
scientists have not yet developed the technical relations
which are available for other engineering processes. We do
not have a measure of the "horse-power" or the potential
energy of a computer. It is therefore necessary to define
the production of the computer on an ad-hoc basis for this

study as output from the central processing unit of the
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computer, it is the most important part to be considered as
a first step in understanding the whole computer system.

The central processing unit (CPU) performs arithmetic opera-
tions, logical tests or branches, interprets instructions
from various peripheral devices, stores and retrieves
information. This list of tasks resembles what a layman
might call "thinking" and is one explanation for the mis-
nomer of "Electronic Brain."

Restricting the analysis to the CPU is justified
on economic as well as on engineering grounds. Engineering
justification is based upon the importance of the CPU to the
total computing system. All information must pass through
the CPU or be controlled by it. The CPU's rate of output is
the upper-bound or capacity of the computer to process data.
This upper-bound is a result of the technologic relation
between the speed of the CPU to execute the tasks listed
above and the data transmission devices connected to the CPU.
These data transmission devices, sometimes called peripheral
units, are much slower than the CPU. Because of measuring
computer output in terms of CPU output, the resultant measure
is the capacity of the computer system.

The economic justification of restricting the analy-
sis to CPU output is based on four issues. First, it is
important to obtain an output measure which is not influenced
by the quality of the computer output. It is desirable to

hold the quality, those variables which allow one to say this
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is good output and that is bad output, constant. In holding
quality constant it is necessary to exclude from the output
the effect of programming, systems analysis and availability
of pre-programmed applications. The needed measure of out-
put is designed to account for the physical output of the
machine and not be influenced by differences in programmers'
skills, efficiency of applications programs or other quali-
tative influences on computer output. By restricting the
analysis to the CPU, it is possible to measure the output
of the computer system in terms of machine computations
which are not influenced by the qualitative differences in
programmers, applications programs or availability of pro-
gramming systems.

Second, a major component of the cost associated
with the physical computer system can be allocated to the
central processing unit. Since it will be shown that the
cost function plays an important role in estimating the
parameters necessary to test the economies of scale hypothe-
sis, it is desirable to include in the model that part of
the production process which accounts for a large portion
of the cost.

Third, it is desirable that output be measured in
Physical units. This is in keeping with the neoclassical
notion of a production function which relates a vector of
inputs to the maximum quantity of production. Since the

cost function is derived from the production function, it
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is necessary that the output measure is consistent with the
theory of production.

Fourth, because of the definition of the production
function, output is considered to be the set of technically
efficient outputs from the system. "Technically efficient"
implies that the product has economic value and one would
prefer more of the product rather than less, given that the
same factors of production could produce both quantities of
output. This property of the function is consistent with
the formulation of the problem in terms of central processor
output. Output from the central processor is measured in
terms of maximum possible output given the factor inputs.
(In Chapter IV a discussion of output measures is presented
and it is demonstrated that the measure chosen has the prop-
erty of measuring the computer's capacity to produce
output.)

In summary, the production process of computer cen-
ters has been restricted to the production of machine
operations performed by the central processing unit. This
part of the computing system is responsible for a major
part of the costs of hardware or the physical machine
itself. The central processing unit also determines the
capacity of the system to produce output. By restricting
the analysis to machine operations, it is possible to elimi-
nate the influence of quality differentials due to

programmers or application programs. The physical units of
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computer computation are consistent with the objective of
specifying an economic model for the production of computer

output.

3. Nature of Input Factors

In the previous section the rationale for choosing
a single measure of computer output was discussed and in
this section the inputs to the production process are con-
sidered. The objective here is to explain which factors
should be considered in the production process for computer
output.

Labor service is the most important factor of pro-
duction which can be varied by the center's administration. .
Since the center has control over usage of this factor, a
systematic relation between output and factor usage should
exist if the center is adjusting the factor usage as output
demand varies. Unfortunately, labor is not a single input.
Because of the large diversity of jobs in the center a
single measure of total labor input is not justified. This
input must be separated into components which represent
sets of tasks which can be performed by specialized person-
nel. It is also important to separate these groups because
the management of these facilities adjusts the various
classes of employees at different rates. Different factor
input ratios exist between these classes of employees also.

The most appropriate differentiation of these groups is
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between operations, administration and programming staff. A
full explanation of this differentiation is given in Chapter
III when the model is explained, and in Chapter IV concerning
the data and measurement of these inputs. The problem is to
differentiate the center's labor force and to relate these
inputs to the center's output production.

One might argue that once the machine is turned on
and operating properly the quantity of labor has no effect
on capacity output. It should be remembered that both
factor prices and the level of output jointly determine
the level of factor usage. Input variables are endogenous
rather than exogenous to the conceptual model. It appears
from casual observation that a systematic relation exists
between the output of computers and the labor services
employed at the installations. Larger facilities require
more personnel. This relation may be highly variable within
systems of similar output capacities. But in this analysis
we are interested in determining the relation between CPU's
of different output capacities and factor inputs.

Another important input is the quantity of capital.
Because of a lack of engineering theory explaining differen-
tial effects of various electronic components and their
influence upon computer'performance, no attempt will be made
to include technical differences between machines in the
measure of capital. Also, the machines in the sample are

all second generation computers. They are batch processing,
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non-time sharing machines which have transistors but not
integrated circuit electronics. Because the machines are
similar with regard to technology, they are all considered
to be of the same vintage. This assumption allows us to
abstract from the problem of technological change and inno-

vation.

4. Operational Character of Computer Centers

Computer centers under consideration in this study
are operated by institutions of higher education. This fact
presents an interesting analytic problem in that the direct
price of the product is zero. Indirect prices or oppor-
tunity costs to the user such as waiting and programming
time are not zero. These indirect prices are not consid-
ered in the study.

Since the center does not charge the consumer a
direct price for the output, it does not seem appropriate
to consider the center as a profit maximizing firm. Even if
the center charged some of the users (on funded research or
private consulting, etc.) the ersatz calculation of revenue
data would be questionable. Fortunately, an alternative
behavioral assumption is available and this assumption is
cost minimization.

The computer center is assumed to be a firm which
attempts to meet the output demands placed on it at minimum
cost. These demands are generated by the day-to-day opera-
tions of the educational institution and are not under the

direct control of the computer center.



CHAPTER II

REVIEW OF LITERATURE

1. Introduction

Unfortunately, the literature concerning estimation
of production functions for computer centers is sparse, but
work related to production functions has been done in the
computer engineering field. None of the studies reviewed
considered any objective of the organization, say, profit
maximization or cost minimization. It should be emphasized
that this study is concerned with output or production from
computers and not the production or manufacturing of compu-
ters. No attempt, in this study, is made to analyze the
computer manufacturing industry. An outstanding study and
thorough bibliography of work done in this area is available
in Billings and Hogan [1970].1 This chapter does not con-
tain a review of the general literature of econometric esti-
mation of production or reduced form cost functions. The
reader who is interested in production function literature

is referred to the following ordered list: deterministic

1y, Billings and R. Hogan, "A Study of the Computer
Manufacturing Industry in the United States" (unpublished
Master's thesis, U.S. Naval Postgraduate School, Monterey,
California, 1970).
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production functions [Ferguson, 1959, part I]; economet-
ric background for estimating production functions [Kmenta,
1971, especially Chapter 11 on non-linear models]; econo-
metric specification and estimation of production functions
[Marschak and Andrews, 1944; Walters, 1963; Zellner,
Kmenta, and Dréze, 1966; Kmenta, 1967; and Mundlak, forth-
coming]. The reader interested in the cost function
material is referred to the following ordered list:
deterministic cost functions and their relation to produc-
tion functions [Shephard, 1953; Uzawa, 1964; McFadden,
forthcoming]; statistical background for estimation of
cost functions [Johnson, 1960; and Malinvaud, 1968,

Chapter 16 on simultaneous equation models]; estimations

of reduced form cost functions [Merewitz, 1972, and
Nerlove, 1964].

A number of papers have appeared in the computer
literature concerning alternative methods of "evaluating"
computer systems. The work in this area originates pri-
marily from two fields--operations research and computer
science. From the economist's point of view, these studies
are about the definition or description of the nature of
computer output. In Chapter IV, the method used in this
study is discussed in the context of the literature.

The reader who is interested in pursuing the study of out-
put evaluation in the operations research field is referred
to the following: stochastic processes [Schneidewind, 1966,

and Schwab, 1967]; computer simulations [Huesmann and
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Goldberg, 1967; Ihrer, 1967; and Knight, 1963]. The
reader interested in computer systems evaluation from the
perspective of the computer scientist is directed to
Arbuckle [1966], and an outstanding review articlekof
batch processing systems by Calingaert [1967].

2. Notes on Material Related to Cost
and Production Functions

The Cobb-Douglas functional form first appeared in

1928 in the American Economic Review.2 Douglas used this

function to analyze the share of national income received
by various sectors of the economy--the labor market being
his prime concern.3 Later microeconomic data were analyzed
and the restrictive assumptions of Douglas were dropped;
namely, the sum of the output elasticities equalling one,4
elasticity of technical substitution equalling one,5 and the

development of other less restrictive functional forms.®

2c. cobb and P. Douglas, "A Theory of Production,"”
American Economic Review, Vol. 18 (March, 1928), pp. 139-65.

3p. Douglas, The Theory of Wages (New York:
Macmillan, 1934).

4p, Douglas, "Are There Laws of Production?"
Presidential Address, American Economic Review, Vol. 38
(March, 1948), pp. 1-41.

5K. Arrow, H. Chenery, B. Minhas and R. Solow,
"Capital-Labor Substitution and Economic Efficiency," Review
of Economics and Statistics (August, 1961), pp. 225-50.

63. Ramsey and P. Zarembka, "Specification Error
Tests and Alternative Functional Forms of the Aggregate Pro-
duction Function," Journal of the American Statistical
Association, Vol. 66 (September, 1971), pp. 471-77.
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The cost one pays for the greater generality has been more
complicated estimation procedures, but fortunately ingenious
methods have been devised to minimize these diffiéulties.7
Shephard [1953] demonstrated that, with the usual
definition of the production function (the set of maximum
outputs for given quantity of inputs) and the cost function
(the set of minimum costs of producing given levels of out-
puts) plus a restriction on the production function, the
production function can be determined from the cost func-

tion.8

The restriction on the production function is that
it is convex. In terms of geometry, the convexity restric-
tion on the production surface means that "a decrease in
one coordinate (input value) without increasing at least
one other coordinate results in a lower output rate."9
This restriction is equivalent to diminishing marginal rate
of technical substitution.

Uzawa [1964] extended Shephard's results and dis-
cussed the structure of cost functions derived from given
production sets. He found that if the marginal rates of

technical substitution are non-increasing the total cost

function, as defined above, is determined for positive input

7J.-Kmenta, "On Estimation of the C.E.S. Produc-
tion Function," International Economic Review, Vol. 8 (June,
1967), pp. 180-89.

8r. Shephard, Cost and Production Functions (Prince-
ton: Princeton University Press, 1953), p. 22.

91bid., p. 4.
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prices and output quantities, is continuous, non-negative,
homogeneous of degree one in input prices, and concave
with respect to the output level.lo

Uzawa and Shephard assume pure competition in both
input and output markets. The impact of the Shephard-Uzawa
duality theorem is that the information about the production
technology is contained in either the production or the cost
function.

Nerlove [1963] used the duality principle to esti-
mate the parameters of a Cobb-Douglas production function
for electric power generation by single equation ordinary
least squares method. It was assumed that power producers
minimize the cost of producing an exogenously determined
level of output. Nerlove found that under these condi-
tions, the cost function was linear in the logarithms of
output, factor prices, and a stochastic term in the produc-
tion function which allowed for "neutral" variations in
efficiency among firms.ll

Using a cross-section of 145 privately owned

electric utilities for the calendar year 1955, Nerlove

concluded ". . . there is evidence of a marked degree of

loH. Uzawa, "Duality Principles in the Theory of
Cost and Production," International Economic Review,
Vol. 5 (May, 1964), p. 217.

llM. Nerlove, "Returns to Scale in Electricity Sup-
Ply," in Measurement in Economics: Studies in Mathematical
Economics and Econometrics in Memory of Yehuda Grunfeld, ed.
by C. Christ (Stanford: Stanford University Press, 1963),
p. 106 and footnote number 11, p. 128.
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increasing returns to scale at the firm level in U.S.

Steam electricity generation." He also found, first, that
The appropriate model at the firm level in this
industry is a statistical cost function which includes
factor prices and which is uniquely related to the
underlying production function. . .

and, secondly, that
. .« .at the firm level, it is appropriate to assume
a production function which allows substitution
among factors of production. When a statistical
cost function based on a generalized Cobb-Douglas
production function is fitted to cross-section data
on individual firms therizis evidence of such sub-
stitution possibilities.

In all, 28 regressions were run using various
restrictions on the coefficients of the cost function,
assumptions concerning the nature of technical change, and
the homogeneity of the production function. The majority
of the estimates of the output elasticities for capital were
in the range of 0.0 to 0.25, output elasticity for fuel was
between 0.50 and 0.75, and the majority of the point esti-
mates for the labor output elasticity were between 0.50 and
0.75 with 4 being greater than one. As mentioned earlier,
the sum of these output elasticities was greater than one
with 9 of the 28 estimates being greater than 2.00.

Using the same methodology as Nerlove but extended
to multiple outputs, Merewitz [1969] estimated cost func-
tions for small- and medium-sized post offices. The
operations were intra-office operations which represent

processing of mail and retailing. Using a 1966 cross-

section of 156 offices, he found moderately increasing

121pi4., p. 126
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returns to scale. The output elasticities of General Servi-
ces Administration floor space, inside and platform space
and capital were positive and less than one. The output
elasticity of labor was greater than one.13
It should be noted that in the Nerlove and Merewitz
studies cited the objective of the organization was to mini-
mize cost for an exogenously determined output. If the
behavioral constraint were profit maximization with competi-
tive input and output markets, the economies of scale
results would be inconsistent with the second order sta-
bility conditions.14 An additional inconsistency with the
first order extrema condition would result if any output

15 1t is shown in Chapter

elasticity were greater than one.
III that these inconsistencies do not hold for the cost
minimization case.

3. Literature Pertaining to Economies
of Scale 1n Computers

In the late 1940's, Herbert Grosch believed the
average cost of computation to be a decreasing function of
the size of the computer. Solomon [1966] reported that

Grosch said output would increase as the square of cost.

13L. Merewitz, The Production Function in the Pub-
lic Sector: Production of Postal Services 1n the U.S. Post
Office (Berkeley: Center for Planning and Development,

1969), p. 62.

14J. Henderson and R. Quandt, Microeconomic Theory
(New York: McGraw-Hill, 1971), p. 95.

15

Ibid., p. 97.
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Because this idea was formulated in the 1940's, it is not
clear if the hypothesis is about retail price of the com-
puter or its manufacturing cost. In fact, Grosch may have
been discussing short-run average total cost and the influ-
ence of fixed versus variable cost. The assertion of Grosch
could be interpreted as if we compared two computers, one
twice as costly as the other, the former would have four
times the capacity output rate of the latter. Grosch never
published his belief and it is part of the oral tradition
of early engineering work on computers.16

Knight [1963] was concerned with the technical
engineering changes which occurred in computers produced in
the period 1950 to 1962. Knight also considered the rela-
tion of computer power to average computer rental cost.
His measure of power is the quantity of a set of instruc-
tions which could be performed in one second multiplied by
a factor to account for memdry size. He attempted to
develop experimentally a representative set of instructions
by examining programs which were classified as either
scientific or commercial. After examining the programs,
different sets of instructions were used for the two classi-
fications.

The measure of cost was the number of seconds of

computer processing time that could be purchased for one

16William F. Sharpe, The Economics of Computers

(New York: Columbia University Press, 1969), p. 315.
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dollar on the various machines. If Knight's measure of cost

is K, it is convenient to express his results by using

C = l, cost in terms of dollars per second. Presumably to

K
obtain a U-shaped average cost curve, Knight hypothesized

o~ ¢ OQpl i
P
where
C = computer system cost ($1/second)
Qp = Quantity of computer power (operations/second)
a's = parameters to be estimated.
i. If ay, a, > 0 and (al + azanp -1) <0
a(c/Q_ )
then ) P_ < 0, average cost decreases as capacity
P

output increases.

ii., If Ops 09 > 0 and (al + azanp -1) >0

a(c/o,)
then —L 0, average cost increases as capacity

de

output increases.

iii. If oy < 1 and a, = 0 then (al + azanp -1) <0

and we have case i, above.

iv. 1If o < 1l and a, > 0, we have the U-shaped average

cost function.
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Since the technical change was the concern of the
paper, Knight hypothesized any change in technology which
occurred would cause a shift in the cost function. His
single equation became

2 n
(a) 1nC = a,. + alanp + az(anp) + I B.sw.

0 jo1 373

where the wj terms are binary variables (1 if the machine
was first produced in year j, 0 otherwise), j = 51, ..., 62.

Knight ran a second equation omitting the (1nQp)2 term

(b) 1nC = oq + alanp + .ngjwj'

j=
He found the R2's of equations (a) and (b) to be "close"
and thus "very little additional explanatory power was
gained by allowing for a U-shaped average cost curve."17
In addition, the original regression results were not pre-
sented but the second regression was presented after some
of the observations were excluded. The sample points were
deleted if "actual cost exceeded that predicted by more
than one-half the standard deviation (error) of predicted

w18

cost. This process of eliminating observations which

do not fit is more prevalent in engineering than in other

17x. Knight, "A Study of Technological Innovation--
The Evaluation of Digital Computers" (unpublished Doctoral
dissertation, Carnegie Institute of Technology, 1963).

18.1pi4.
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fields. It seems the objective was to eliminate "over-
priced" systems, which means ones from a different population.
Once this process of elimination was completed, it was
assumed the equation would hold exactly except for possible
measurement errors. Thus the influence of other explana-
tory variables, other than Qp, was supposedly held
constant--like a laboratory experiment. The reader inter-
ested in the econometric approach to such issues is referred
to Kmenta [1971, Chapter 10 and the section on omission of
relevant explanatory variables]. Knight estimated a; at
0.519 for scientific computation and oy equalling 0.459 for
commercial data processing. These results suggest econo-
mies of scale exist for computers produced between 1950 and
1962.

The only paper which dealt directly with the issue
of economies of scale is that by Solomon [1966] who con-
sidered International Business Machines Systems 360 models
30, 40, 50, 65 and 75. The author assumed that no techni-
cal differences existed between these machines and believed
that any differences in production rates could be explained
by differences in the size of computers. This paper wés
concerned with what was described as "cost vs. performance"
and since the paper was engineering in nature, no behavioral

19

model was constructed. The regression equation was

19 .
M. Solomon, "Economies of Scale and the I.B.M.

System/360," Communications of the ACM, Vol. 5 (June, 1966),
pp. 435-40.
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ln(Ci) = a + b 11’1 (Ti)' i = l' e o o g 5

where C is monthly rental and T is the time to compute a set
of computer instructions. Note that T is the inverse of
output, the quantity of instructions processed in a unit

of time, e.g., (T = é), and we have
ln(ci) =a-bln(Qi)' i= 1, oo oy 50

Output was defined in four ways: matrix multiplication,
floating point square root, field scan, and a scientific
instruction mix suggested by Arbuckle [1966]. Using ordin-

ary least squares, he found

b Instruction Type 5?
-0.494 Matrix Multiplication .989
-0.478 Floating Point Square Root .999
-0.632 Arbuckle's Scientific Mix .977
-0.682 Field Scan 969

He concludes, from the sample of five, that economies of

scale exist for the 360 series.

4. Summarx

The available evidence suggests that the parameters
of the production function can be estimated from the cost
function. Two studies have been reviewed which use this
reduced form cost function technique on regulated indus-

tries with some success.
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Evidence concerning economies of scale of computer
centers is less convincing. Since the work thus far is in
the area of engineering curve fitting, the construction of
an economic production process may be interesting and is

the subject of the next chapter.



CHAPTER III

THEORETICAL MODEL

1. Introduction

In this chapter, the problem of specifying a model
of the cost minimizing computer center operating with a
.Cobb-Douglas production function is analyzed. It is assumed
that the productive process is stochastic and that the mana-
gers of the computer center include this fact in their cost
minimizing actions. What follows is an analysis and justi-
fication of the assumption of the nondeterministic nature
of the productive process of computer output. In Sections
3 and 4, output and factor inputs are discussed. Section 5
deals with the unit prices of the factors of production and
Section 6 is a presentation of the behavioral constraints
which influence the computer center management. In Sec-
tion 7, the specification of the cost minimization model is
presented. The final section is a summary of the work in

this chapter.

2. Stochastic Nature of the
Production Process

The specification of computer production developed
in this chapter is based on the assumption that the produc-

tion function is of the Cobb-Douglas type. This assumption

21
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seems at least partially justified on the basis of the
Nerlove [1965] and Merewitz [1971] studies on regulated
industries as indicated in the previous chapter.

Thus, for each computer center j we have

where Qj is the output of computer center j and xij repre-

sents the input of factor i to the process of the jth

center. U_. is a normally distributed random variable,

o]
with assumed expectation E(Uoj) = 0 and constant variance
02, indicating unpredictable variations in computer output.

The disturbance is the result of unpredictable hardware,
software and operator error. It is also assumed that
E(Uoj Uok) = 0 for all j = k.

If the assumption of homogeneous non-human capital
is dropped and we accept the idea that technical change is
embodied in successive vintages of computers which become
more efficient over time, the inclusion of Solow-neutral
technical change is possible. While the first delivery
date of the type of computer is known, the actual installa-
tion date is not and numerous field modifications occur
which make the actual vintage of the machine uncertain.
Since all the machines in the sample are second generation

computers, they are assumed to be of the same vintage.
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3. Output from the Production Process

It is assumed that the computer produces a single
homogeneous product. This product will be measured in
physical units which will be called "units of machine compu-
tation." These physical units can be thought of as the
amount of "computation" a representative computer would
complete in a specified unit of time. Alternatively, it
is possible to conceive of this unit of output as a flow
of standardized tasks performed in a specified unit of
time.

This study evaluates the "through-put" of the com-
puter. The through-put is the amount of work the computer
performs during a given period of time. Various defini-
tions have been proposed to measure computer through-put.
These methods include actual job comparisons, benchmarks,
program kernels, and instruction mixes.

Actual job comparisons comprise the most funda-
mental method of defining the output of a computer. This
method involves using particular tasks on which the computer
center operates. These tasks, in the form of actual pro-
grams and the data which are operated upon, are processed
on the computers which are under investigation. Each pro-
gram is run on the computer and the amount of time required
to complete the task is determined.

This method is often used in business data proces-

sing applications such as payroll. Since tasks of this form
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are often coded or programmed in a standard language--
C@BPL--it is possible to compare directly the number of
actual payroll runs which could be completed in a unit of
time. It is also possible to do some scientific tasks such
as matrix inversion in this same fashion, if the program
were written in the FORTRAN or ALGOL programming language.
However, even these standard high level languages have
inconsistencies. (For example, some instructions are more
efficient on one machine than another, and in some cases
certain instructions are available on particular computers
only.) These differences stem from variations in design
characteristics and thus the standard language programs
operate with various degrees of efficiency, or in some
cases do not opérate at all on various computers.

If one were to use this method of actual job com-
parison, one would be faced with three basic problems. The
most important problem would be the cost of actually run-
ning the programs on the several computer systems. A
second problem is to model the influence of the particular
set of instructions which comprise the program in the output
measure; for example, some machines allow the use of buffer-
ing, which is the ability of the computer to read input
information and store it while operating upon data previ-
ously stored in the computer. If a test program were
written using this instruction, the machine which does not

contain the feature in its instruction set could not in
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general execute any of the program's instructions. The out-
put would be zero. To attempt optimal programming for all
machines would be costly. The third difficulty is to deter-
mine the generality or applicability of a particular job to
the whole range of jobs processed on different computers.
Since the specified job may not be representative of the
whole class of jobs performed, the measure of output may be
suspect. In any event, further analysis of the generality
of the particular program would be necessary. For these
reasons, the actual job comparison technique was not used

in the study.

A benchmark is a carefully defined problem which is
coded and then timed on various machines. This benchmark
program becomes the numéraire for computer output. The num-
ber of these benchmarks which a computer can process in a
unit of time is the output of the computer system.

Appendix A contains basic examples of five separate compo-
nents of a benchmark. These could be combined or weighted
by the relative frequency of occurrence of each component.
These frequencies could be determined via professional
judgment or statistical analysis of past jobs on a given
computer system. This benchmark method involves the speci-
fication, in minute detail, of the actual task to be
performed, the data to be processed, programming of the task,
and its execution on the various computers. This method is

therefore costly to employ on an ad-hoc basis. One firm,
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Auverbach Information, Inc., publishes data on a set of
benchmarks which the company has specially prepared.l
Unfortunately, the Auerbach firm does not have benchmarks
for the majority of computers in the sample.

Program kernels are programs or parts of programs
such as: comparison of detail transactions with master file
and sequence-checking of both files, table look-ups, and
block data transfers. As a practical matter, in defining
either benchmarks or program kernels, one can be as precise
about the methods used to complete the task one chooses,
but as more constraints are placed on such methods, the
specialized features of various computers have less impor-
tance. Thus, in both kernels and benchmarks, the design of
the output measure includes the subjective valuation of the
analyst as to the importance of special machine capabili-
ties and specialization. 1In addition, both methods not only
measure the computer's production but also the ability of
the programmer to produce efficient code. As with benchmark
programs, no standard kernel programs are avilable which
have been processed on machines of the type included in this
study. The cost of such an undertaking was considered pro-
hibitive.

Instruction mixes are combinations of individual

instructions, such as: add, subtract, transfer or branch.

lstandard EDP Reports (New York: Auerbach Informa-
tion, Inc., 1970).
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Each instruction performs a specific task in a predictable
way. Each of these discrete tasks can be timed (usually by
the manufacturer of the computer or the times are available
in the professional literature) and the speed of particular
instructions is available. Each of these instruction times
can be weighted by their relative frequency of occurrence.

Such as S =
i

Il e

wiIi where S is the speed of the instruction
1

mix,

N~

wi = 1, and each Wi = the relative fequency of
1

i
occurrence of instruction i, n is the number of instruc-
tions under consideration, and I; is the time to complete
the ith instruction. This method would yield a measure of
the speed of the individual computer under consideration.

To find a measure of output of the computer, one would use
Q = 1/S, which yields the number of such mixes per unit of
time. If the instruction times were in units of micro-
seconds, the output would be the number of instruction mixes
performed in one microsecond.

It should be noted that the instruction mix tech-
nique is somewhat analogous to the previous methods of
actual jobs, kernels,and benchmarks, since these are in
effect collections of instructions. The primary difference
between the instruction mix technique and actual jobs or

kernels or benchmarks is that the instruction mix does not

have a specified purpose. That is, the mix, if actually
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performed on a computer would not produce an inverted matrix
or a transfer of a block of data. One could examine a
benchmark or kernel or job and determine the relative fre-
quency, Wi' of each instruction or class of instructions.
Then, by using the weight W; multiplied by I,, one would
have an instruction mix.

One advantage of constructing an instruction mix is
that one need not actually run the mix on the computer. It
is possible to obtain the times, as indicated earlier, from
engineering data. Given the timings of instructions and
the weights or relative frequencies of each of the instruc-
tions, the speed and output per unit of time can be deter-
mined for any individual machine. This method is less
costly than the previous methods because of the saving in
computer time. This method is easy to apply to a wide
range of machines which may be unavailable for physical
test, such as machines no longer in general use or those in
the development stage and not available to the public. 1In
these cases, the engineering data would be the only avail-
able information the economist has at his disposal. Another
advantage of the instruction mix technique is that it elimi-
nates the confounding influence of quality differentials in
Programming. Since computer programming skill varies, even
4 specific task can be done with various instructions being
€Xecuted or the problem solved in a shorter time period.

This confounding influence of confusing computer output and
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programming efficiency is suspect in either the kernel or
benchmark, or actual job method. Since the instruction mix
is not designed to perform a specific task, the programming
ability of the analyst does not influence the output
measure.

Some well-known difficulties do exist with the use
of instruction mixes. The first difficulty lies in the
fact that some of the actual execution times for various
instructions, e.g., floating-point instruction is not con-
stant, in practice an arithmetic mean of many sample times
is typically used as the time for the instruction. A sec-
ond difficulty is that some instructions are specialized in
nature and not directly comparable across machines. Thus,
one finds himself using a "generalized" or "representative"
set of instructions. Because the weights used for each
instruction are commonly based upon some form of dynamic
trace of instructions on an individual machine, the appro-
priateness of the set of weights, W, for alternative
computers is assumed to be relatively unimportant up to the
Cclass of jobs categorized as business data processing or
Scientific computation. A fourth problem arises since
machines are designed in quite different ways. That is,
different number of registers, word sizes, fixed and
Variable length words, and single- and multiple-address

logic, exist across machines.2 Even though these problems

—

2R. A. Arbuckle, "Computer Analysis and Thruput
Evaluation," Computers and Automation (January,1966), pp. 12-19.
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exist, in this study a method analogous to the instruction
mix technique has been chosen because this method uses
data on machine performance which are available and the

other methods require operational data which are not

available.
The method selected includes the use of the fixed
point addition instruction time, storage-retrieval cycle

time, and word size. The complete add time is the time

required to acquire from memory and execute one fixed point
add instruction using all features such as overlapping
memory banks, instruction look-ahead and parallel execu-

tion. The add is either from one full work in memory to a

register, or from memory to memory; but not from register

to register. Thus, the add time is the number of micro-

seconds normally required to perform one addition, of the
type a = b + ¢, upon fixed point operands at least 5
decimal digits (or an equivalent number of bits) in length.

Al1l the execution times include the time required to access

both operands from working storage and store the result in

WOXr king storage. This insures valid comparisons between
3

Computers with one address, and multiple-address formats.
Storage cycle time in the context of this study is

el ated to internal core storage only. For core storage,

CY¥Y<le time is the total time to read and restore one storage

A 3auerbach Computer Technology Reports (New York:
Y€ xrbach Information, Inc., 1969), Chapter 11, p. 2.
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word. It is the minimum time interval between the starts

of successive accesses to a storage location. This measure

must not be confused with access time. Access time is the

interval of time between the instant when the computer or
control unit calls for a transfer of data to or from a

storage device and the instant when this operation is com-

pleted. Thus, access time is the sum of the time interval

when the computer or control unit calls for

1.
transfer of data and the beginning of trans-
mission, and

2. the time it actually takes to transfer the

data.

Cycle time is composed, in part, of access time. 1In addi-

tion, it includes the time to restore the original data

read. Cycle time in general will be longer than access

t ime by the amount of time needed to rewrite the work just
read before another read operation can be initiated.4
The length of each computer word will be defined as

the word size. Word size is expressed in terms of the

ma>imum number of binary digits or decimal digits or alpha-

numeric characters the computer word can accommodate. It

is similar to the maximum number of numbers or letters
Which can be typed on a single line on a typewriter. Just

AS some typewriters have longer or shorter carriages, so

—

M 4Computer Characteristics Review (Watertown,
ASsachusetts: Key Data Corporation, 1969).
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computers have different size words. 1In some computers the
word size is not fixed but is variable. For variable word
length computers, data is usually presented in the form of
the number of bits, digits, or characters which comprise a
byte. The timing of these variable length instructions is
on the basis of bytes.

The method used to determine computer output can

be presented by:
ouTM™, . = {[cT; w, + AT;lw,1*ws;l}*HRs,
ij i1 i "2 i j

where OUTMij is the output of the ith type of computer at
the jEE installation where CT; is the cycle time in micro-
seconds for the iEE computer, ATi is the add time in
microseconds for the iEE computer and WS; is the word size
in bits for the ith computer, and HRSj is the number of
hours the jEE installation operates its computer per month.
The term CTJT_1 or AT;1 indicates the number of cycles or
additions the computer could process in one millionth of a
second. The number of cycles in one hour would be
CTIl*(3.6*109), the elimination of the constant term
(3.6*109) in the output measure does not harm our results
since it is simply a scaling of the output variable. As
sta ted earlier, the constant term in the production function

includes this constant scaling factor.

The output measure is a combination of three influ-

énces in the design of computers. We are concentrating
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on the output of the central processing unit, CPU, of the
computer. Since much of the total system (CPU, storage
modules, peripheral units such as printers, types, drums,
and disks) is dependent upon the output of the central
processing unit, we are justified in considering this some-
what restricted view of the computer system. The method
used produces numerical values which are similar to measures
produced by the alternative techniques of actual jobs,
kernels, and benchmarks. For example, a group of computer
specialists using a method of actual job comparisons found
the relative output of two IBM systems (370/155 and 360/75)
to be in the ratio of 1.60 to 1. That is, the IBM 370/155
would do 1.6 units of work in the time it would take to
produce 1 unit of work on the IBM 360/75 system.5 Using
the adopted measure of output, the IBM 370/155 would pro-
duce 1.345 units of computation and the IBM 360/75 would
produce .75 units in one microsecond. Thus the relative
ratio of speeds would be 1.79 to 1. Since the adopted
method was derived for second generation computers and the
systems in question are third generation, a problem of
comparability might exist but the instruction mix method
appears to be acceptable on the grounds of producing meas-

ures which are consistent with other methods in current

use .

5M. Sewald, M. Rauch, L. Rodick, and L. Wertz, "A
P_{-‘agmatic Approach to Systems Measurement," Computer Deci-
Sions (July, 1971), p. 39.
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The three influences of add-time, cycle time, and
word size are used to measure computer output. Add-time
measures the ability of the machine to process a unit of
data. This processing of data is what a computer accom-
plishes. To the extent that a single instruction does not
represent a whole set of possible processing functions, the
output measure will not reflect what work is actually done;
this is the basic objection to the use of any instruction
mix as stated earlier. It is assumed that the add-time
is representative of the set of instructions and that the
divergence from a "representative" mix is small.

Cycle time 1is included to account for transfer,
acquisition, and distribution of data internal to the com-
puter. It is not enough to process the instruction
(addition); the machine must also be able to acquire the
data to operate upon and return or transfer the data prior
to future operations. The cycle time measures this func-
tion and is more than a single instruction. The cycle time
indicates what limits are placed upon the speed of the
machine to process instructions, since the data are usually
manipulated during the other processing operations.

Word size enables us to compare machines which have
different word lengths. Since add time and cycle time are
in units of microseconds per word, comparisons of machines

with different word lengths is unacceptable. The unaccepta-

bility arises because computer words which are longer
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contain more information and bigger words require more time,
other things equal.6 The word size is measured in bits and
the result of the multiplication of the weighted sum of add
time and cycle time by ngl yields the speed in terms of
bits per microsecond. In this way, we have removed the
objection to the use of add or cycle time in computers with
nonstandard word sizes.

The terms Wl and W, are included to weight the
importance of cycle time and add-time. Because computer
engineers have not produced a scientific measure of out-
put, it was considered interesting to see how sensitive the
model would be to various sets of weights. In the empirical
chapter, results are presented assuming various weights for
add and cycle time.

Thus far we have determined the unit of output for

a particular computer,
outM, = {[cTilw, + aTilw,]*wsTl}
i i "l i "2 i’

This indicates the units of output which would be produced
in one-millionth of a second; the number of units produced
in one hour would be OUTMi*(3.6 x 109). For a particular
computer center, say, the jEE center, the number of units

of output would be the output unit measure, OUTM, ,

6Gordon Raisbuk, Information Theory (Cambridge:
Massachusetts Institute of Technology Press, 1966), p. 8.
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multiplied by the number of hours the machine is operating,

HRSj. The number of units of output produced by the jEE

center during the sample period of one month is given as

_ -1 -1 |
OUTMij = {[c'ri Wy + AT w3] WS, 1.

4. Factors of Production

The basic input factors are assumed to be labor
and capital. These factors of production are combined to
produce "computer output," which was defined in the
previous section.

Labor input is probably the most important factor
of production under management control which can alter the
level of costs. This is the factor which management can
adjust upon relatively short notice in order to meet the
operational objectives of cost minimization. The labor
service required in the production process is clearly
differentiated into three groups.

The first group is the administrative or management
group. This group is responsible for the long-term plan-
ning, day-to-day management of the facility, and the
achievement of productive objectives. This first group
generally is comprised of a director and several others
who are responsible for functional areas such as machine
operations, business matters, programming, clerical duties,
teleprocessing and on-line data acquisition and control,

etc.
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The second group is the programming staff. This group
includes those personnel who are responsible for the genera-
tion of general purpose or application programs. General
purpose programs are used numerous times, usually with
different sets of data and control cards. Examples of
these are statistical packages, mathematical programming,
circuit analysis, and numerical analysis algorithms. Also
in this group are systems programmers. Systems programmers
are responsible for generation and maintenance of the set
of programs which control the operation of the computer.
These programs control the flow of work to the computer,
assign various hardware components of the computer system
to specific tasks, call standard routines for programs,
and maintain accounting records of the computer's operation.
Systems programmers also are typically responsible for the
various language processors (compilers/assemblers) which
convert user written programs to a form the computer can
"understand." Because the maintenance of these programs
requires a knowledge of the operating system and the machine
language used to produce parts of the compilers, the system
Programmers are in charge of this task. Programmers also
act as consultants to those who are writing their own
Programs and need assistance.

The third category includes the operations staff.
Operations staff include such tasks as key-punching,

9éneral tab-room card preparation, clerical work (both
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administrative and those tasks related to physical handling
of card inputs to and outputs from the facility), computer
machine operators, and maintenance personnel. These

three groups of employees--administration, programming,

and operations--are the components of the labor service
input. They are directly controllable and their use rate
can be altered to meet the center's objective.

Capital usage includes the service of the elec-
tronic digital computer and the associated equipment
such as the tape disk and drum devices, the on- and off-
line input/output units, and communication modules. 1In
addition, the capital usage includes the physical building,
air conditioning, office space, tab-room and keypunch
equipment.

Since computers are often rented or leased under
agreements of an original 24 month lease and open termina-
tion on 6 months to 30 days' notice, facilities often have
the opportunity of changing machine models or manufac-
turers within a short planning horizon. Although it is
possible to adjust the use of capital equipment by switch-
ing to alternative manufacturers, such a procedure is
less likely to occur in practice. A locked-in effect
results after a particular manufacturer is first selected.
This locked-in effect occurs because programs are special-
ized factors and cannot easily be changed to function on

an alternative manufacturer's machine. Further, specialized
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program packages usually take advantage of special features
of one machine which are not available on other machines.
This locked-in effect is not directly considered in the
model and it is assumed that such influences do not

drastically influence management planning.

5. Output and Input Price

The previous discussion centered on the output and

inputs of the stochastic production process; this section

is about the unit price of these variables. Prices of the

factors of production are included in this study but the

Price of computer output is not.
In the context of university computer centers, it

is appropriate to assume that factor prices are determined

€ xogenously from the production model. The wage of the

factor is assumed to be constant for any one computer
Center and not related to the rate of use of that factor.
Xt is also assumed that wage levels for various categories
O £ labor service, administration, programming and opera-

T ions are determined in the local geographic area where

the center is located. These prices vary from center to

<enter because of geographic immobility of these employees.
The next price to consider is the cost of capital

for the university computer center. We are concerned

With the unit cost of capital or the unit price of capital.

The most probable assumption seems to be that cost is
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determined on a national level in terms of a general inter-
est rate structure, given the risk of default. This price

of capital is assumed constant for all universities and

colleges in the sample. If any differences exist between

universities, it would be due to special tax treatment

of the bonds issued in the states, market imperfections,
or the risk of the issuing agent and not systematically
related to the operation of the computer centers in ques-
tion.

Computer centers in institutions of higher educa-
tion do not directly charge individual users for computer
output. The center could use a scheduling algorithm or
Priority system which gives better service, in terms of
f aster production, to various users. By adjusting the
l ength of time between submission of execution of a
Program, the center can encourage or discourage computer
W\ sage. This is equivalent to charging an implicit price
o f the output to the user since waiting time is a cost.
This implicit price influence is assumed to be small with
X espect to total demand for computer output and such

S cheduling systems only alter the relative number of pro-

9grxams in each job category. Such a change in mixture of

Jobs is assumed to be independent of the total production
OFf the facility. Under these assumptions, output price
is not controlled by the computer center. 1In this respect,

the installation is in the same position as the firm in a
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regulated industry where the rates are determined by the

regulator's administrative fiat. In the next section, we

will discuss the effect that the lack of output price has
on the construction of a model for the production process.

It will be shown that it is possible to model the process

without the use of output price information.

6. Behavioral Constraint

The computer center is regarded as a firm with

the objective of minimizing the cost of producing an

expected level of output. The assumed objective of cost

minimization is preferable to profit maximization because

the computer center does not charge users for computer

output and thus does not produce revenues. Cost minimiza-

tion is also preferred to the alternative assumption of

output maximization for a given level of cost. The

demand for computer output is generated by classroom
Problems, computer aided instruction, professional
research, and administrative data processing. These
demand-generating influences are exogenous and not con-
trollable by the management of the computer facility.
Computer processing cannot be stored or held in
inventory. It is not possible to produce in anticipation
Of future output or peak demand periods. Because of this

fact, it is not necessary to consider any behavior con-

Straints related to product inventory management.
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It is unreasonable to assume a manager will maxi-
mize a quantity which is undefined in the case of profits,
or is not under his control in the case of output. Since
the demand for output and factor prices are determined
outside the production process, the manager has one
tenable behavior objective which is to adjust the rate of
usage of the factors of production such that costs are
minimized.

If cost minimization is selected as the appro-
priate behavioral objective for the computer center manage-
ment, then we will not require any information regarding
the price of computer output. Cost minimization for a
given level of expected output will result in the same
utilization of inputs independent of the selling price of
the output. Factor usage is dependent on production func-
tion and resource costs which are assumed to be independent
Of output price or the relation between price and marginal
revenue. The next section is the specification of the
cost minimization model and one should note that both the
first and second order minimization conditions are not
influenced by a change in product price if the level of
€xX pected output is unchanged. If the expected level of
oua tput changes, only the absolute level of resource use

is altered and input ratios are constant for homogeneous

Production functions.
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7. Specification of the Cost
Minimization Model

This section contains a model of the technical
relation between the inputs and output and the behavioral
constraints presented in previous sections. It should be
remembered that the objective of the computer center is
to minimize cost subject to a given level of expected
output.

The basis of the cost model can be seen from the

following analysis of the production system. Given

R, : Q = f(Xi) i=1, ... n inputs,

t

where the operator f is a set of rules to obtain the maxi-
mum output from various inputs.

If we assume pure competition in the factor markets,

we have
Pi i= 2, 3' e o o0 n
R.: — =g, (X:,X.) 1> 3;
€ j f J . j =1' 2’ e o 0o n-l.

Re is the economic rule which indicates how to obtain the
lowest cost for a given level of output. The ngoperator,
which restricts our use of inputs to those which minimize
cost for a given level of output, has the subscript £ to
note that the cost rule must incorporate the production
rule. These n - 1 equations determine factor demands.
The rule Dc is the definition of total cost and can be

Written as
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The cost equation and the notation used above allows us to
demonstrate the relationship between cost, predetermined

output, and prices:7

C=f£f (Q, Py, Py, «u., P).
The cost function includes the definition of cost, the
technical information from the production function, and the
cost minimization rule. The next step is to define the
operations in specific functional forms.

Beginning with the Cobb-Douglas production function

which was introduced in Section 2, we have

where the subscript j refers to the jEE computer center and

Uy is a random variable normally distributed with zero mean

7The following procedure leads to the Shephard-Uzawa
duality theorem discussed in Chapter II. (1) Rewrite Rg
for each input r in terms of one of the remaining inputs as

)(r = g? (Pixi) which is the constant output factor demand
Schedule for Xr. (2) Rewrite Rt as Q = f* (g’é), the f£* maps

the factor demand schedules to output. (3) Solve the cost
definition D. in terms of output and factor prices. Trans-

PoOsing the previous relation and solving for g;, we have
here g? = hT(Q) for all inputs. Using the definition of D.,

wWe have

C = H["(Q), Py, Py, ... P11 or C=£(Q,p).

n
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and variance ¢? and E(UQiUor) = O.8 The remaining symbols
have been defined earlier. The rule for obtaining the low-
est cost for a given level of expected output can be
obtained from the Lagrange technique as follows. From the
Lagrangian function

n —
L = i P.X; - AE(Q - QJl.
Since output is stochastic, as explained in Section 2, the
mathematical expectation of output is entered in the con-

straint as E(Q). The first order conditions for constrained

cost minimization are

oL 3E (Q) .
S = P.L= )\ S i =1 eee DN
Xi i 3%y '

Recall that the inputs have a perfectly elastic supply for
each center and the prices are known with certainty as
stated in Section 5. We will assume for the moment that

the marginal productivity conditions are deterministic and

8The assumption of normality of the production func-
tion disturbance may create some estimation problems. The
maltiplicative log normal disturbance used in the transforma-
tion of the production relation may cause attention to be
shifted to the conditional median rather than conditional
mean which is of interest here. Goldberger states that in
Practice the minimum variance unbiased estimators which
account for this fact may not differ detectably from those
Wh?d:h do not, and we assume the simpler specification in
thi s case. For more information, see J. Goldberger, "Inter-
Pre tation and Estimation of Cobb-Douglas Functions,"
Econometrica, Vol. 36 (July-October, 1968), pp. 464-72; and
A. Zellner, J. Kmenta, and J. Dréze, "Specification and
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and that adjustments to optimal levels of inputs are instan-

taneous. After eliminating A, we obtain (n-1) independent

relations
k%L M

o

= _k _1i i#k, k=1, ... (n-1)

7|

with unknowns xi, i=1, ... n and c.

We have completed Re, the first-order condition for
a relative extrema point, assuming that this is also the
global extrema in the constrained feasible region. Now
we proceed to the second-order conditions. To economize
on exposition, only the two factor case will be considered
in detail, but the generalization to n inputs is also dis-
Cussed. Defining f as Q = f(xl, x2), the second-order

corndition for constrained minima is that

Est i mation of Cobb-Douglas Production Function Models,"
Econometrica, Vol. 34 (July-October, 1966), pp. 784-95.
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21
of _ of
Where fi = 5;;, fij = é-i;-a—)q and

since P, = Af;, we can multiply column 3 by 1/X, row 3 by
1/) and the determinant by A? and we preserve the initial

value of the determinant which is

£11 £f12 H

2 _
AEyy Euy -yl >0

-fl -£, 0
We need only examine the value of the bordered Hession
determinant, since A% > 0. Thus,

2 2

Given positive marginal products from the first-order
conditions, f.i i € 0 (marginal products decreasing) is a
sufficient condition for second-order stability, but not
4 necessary condition. What is necessary is that the iso-
quant is concave from above in all directions, which is

€quivalent to establishing diminishing marginal rate of

technical substitution. This is demonstrated next.
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f
Define MRTS = Y . To demonstrate that BMRTS <0
f2 3Xi

for all i is equivalent to the second-order condition, we

write
f 90X 9X
1 —2/)_ 2
a[ﬂ] [fz (fll " L‘XJ) f1(f2; + 22 [3"1]) ]
% = > <0 .
1 f2
8% 1 .
Since a—xi- = -f; , i.e., the slope of the isoquant,
!
Tl 1 £ (f . + f ! + £ 1 <
3% 7 |f2(f11 * fao (7 |)] - £1 f12 * a0 |- £ 0.
1 £5 2 2

f
Multiplying by [f—?'] , we have

2
f”
5 [l
1

aX
1 f2

2 2
- + £ < .
of1y = 2ff,f, v £t <0

Wi th f; > 0, the bracketed term is the negative of our
second-order condition and we have demonstrated our objec-
tive. The necessary condition for second-order stability
is dAiminishing marginal rate of technical substitution.

It is also notable that this condition is the necessary

condition for the Shephard-Uzawa duality theorem. The
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reader interested in comparing the cost minimization with
the profit maximization case is referred to Appendix B.
Considering the Cobb-Douglas production function,

the second-order condition is
[£2F . = 2f11f,F, + £,.£,] < 0
2°11 11+1+2 2241

which is equivalent to

3.2

€0 [(of - ap)of + @3 - ap)a? - 2(adad)) < 0

X5

where 6 = |=—— ¢ —|. The quantity is positive when
P o 4
2 1 X2

ay and oy have the same sign and we need only examine

2

2 2 _ 2 _ .22
[(al - al)a2 + (a2 cb)al 2ala2] <0

which reduces to

2 2
[ala2 + alazl >0 .

The second-order condition is satisfied for the Cobb-
Douglas production function if a 0, > 0. No restriction
is placed on the sum of the output elasticities as compared
to profit maximization where the sum is restricted.

It should be noted that no allowance has been made
for institutional or other restraints on the cost minimi-

Zing activity of the computer center. This seems justified
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since little if any union activity or other administrative
intervention in the management of the centers existed.

This clearly is not the case for other regulated industries
and in fact is the basis of the Averch-Johnson (1962)
model of the firm under rate of return regulation.

Examining the cost minimizing rule more closely,
we note that we have implicitly assumed the desired
amounts of inputs to be those which are actually used.

The rule R, becomes more realistic and complicated when the
desired and actual quantities of inputs are not identical.
We could expand the nature of the gf operator, but Ie

would lose some of its economic interpretation as a deter-
ministic procedure for management to follow. A much more
interesting approaéh is to represent the cost minimizing
conditions in terms of desired levels of inputs.

A partial adjustment relation is assumed to exist
between the actual and the desired levels of inputs. The
desired values are denoted XI and are not directly observa-
ble, but the actual values xi are presumably being adjusted
to X{. The explanation of the incomplete adjustment of X,
is that adjusting inputs has a cost and it takes time to
adjust factors [see Griliches (1967)]. It is possible to
wWrite the partial adjustment model as:

- Yi Vit

X, *
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where Ui,t is a random influence in adjusting the actual
to the desired levels of input. It is due to randomness
in the availability of extra or overtime labor or unknown
variability in transaction time to sell or acquire inputs.
Ui,t is normally distributed with zero mean and constant
variance 0;, and E(Ui’tqj't)= 0, i # j. The U;  terms

are assumed to be statistically independent of U the

o,t’
production function disturbance. This independence may be
justified on the grounds that the production function
disturbance originates from computer hardware and operator
failure and is technical in nature but the Ui,t terms are
the result of stochastic nature of factor availability and
transaction time. The adjustment coefficients are defined
in the bounded region where 0 < Y5 2 1 and Yi is the rate

of adjustment of X; to X;. If we solve the equation for

X;, we have

- -U
Y. Y, Y,
* - 1 1 1 J
Xie % e 3,1 ©

i,

which expresses the unobservable X{ £ in terms of current
’

and lagged observable xi's-. The marginal productivity

conditions in terms of observable quantities then become
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Ya Ya Y
3- LT
ol % My %y e ©
: -1 . .
P %5 1] 4 ] mj,t] i#3
Y, s Ya
i- 122
X e %i,e-1 ©

The inputs are three types of labor, and it is reasonable
to assume that the costs of adjustment are equal. This

assumption will result in y's which are similar. Consider

the case where Y; < Yj’ the marginal productivity condition
P, o, X*
1y =2 1
. . *
PJ 0 X3
_ _ 1
b, o lx. . x¥1 Ui, e| ¥
i i j,t 7y, t-1
(1') becomes —_ = = L L= .
P oz U.
J J y-1 J,t

Let us return to equation (1) and note that the marginal

productivity conditions are deterministic in desired inputs.

If managerial error, inertia, resistence to change and the

like are present, we find that the equation determining the

desired factor input has an additional disturbance,

+
U.
a,t

tions.

Equation (1') becomes

~ N(O,oi), for the (n-1) marginal productivity equa-
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1
= +
(l") _l = _i Jl-t 'Jlt-l e 'Y
i aj X xY-l
i,t%1,t-1

which is the general case. The special case of instantane-

ous adjustments yields

o

1
(2) =— =
Py 95 [¥5,¢

+
L _ M Xi,tjl Uit P U UL

With instantaneous adjustments the equations remain
stochastic. Since we are concerned with the possible bias
introduced via the stock adjustment of inputs, the cost
functions will be derived using both equations (1") and
(2). In the data analysis chapter the possible bias
introduced by the omission of relevant lagged explanatory
variables will be considered.

First, considering the instant adjustment case

the marginal productivity condition can be rewritten as

P. . u* + U.
X. . = %] . JUie T U5Le)
i,t P, aj j.t

+ . .
where U; =U + U; 4. Deriving the fixed output
’

't i't
demand function for Xi using the production function, we

ha ve



54

1 J(ul g * U5, - Uo,;]

E -OL ;_J_ a ,
e - @ TG T
i,t

o, . This equation is homogeneous of degree

where r =

he~s

i=1
zero in prices, which is the desired result. The final
procedure is to solve for total cost in terms of input

prices and output. For the instantaneous adjustment case,

we have
o -U
n oo; = % n - g,t n (U*
: 1, t
Ct = |lr(@A T a. ) Qt I P, {e ( pX ]} .
i=1 i=1 i=1l

Taking logarithms of both sides of the equation and expand-
ing the combined stochastic disturbance term around the
mean of each disturbance, via Taylor series, results in
-1
n o,

in |r(A I a.b)
i=1 1

1
(3) 1n Ct + (;) ln Qt

n ai n Uo
+ I — 1| 1n P; + {z y*r - = + 1n (2)}
i=1 ¥ i=1 1

For the non-instantaneous adjustment where

0 < vy < 1 the constant output factor demand function is

-U a. (U* + U.)

—1 Y-1 J 1 J
. -Q [_}_ <1t-!)_l r
i, ¢+ t
Jet-

>
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I
e

* .
where Ui,t it

- _ o -U

n a 7| 1 (I—r—l) n — _° n *
c. = [r¥@a 1 a.b) of o nep.f(ef (1 el)}
t . t “t-1 . i

i=1 i=1 i=1

n n

(1-v) (1-v)
S(Eox ) (e )

Taking logarithms of both sides of the cost function hand-
ling the error term as in (3) and approximating the lagged

input and price summation terms via Taylor expansion around

Y = 1 and dropping higher order than on terms of y, we
have
L/ m o)L
(4) 1nc, = {[(n+l) * 1n(2)] + [lnr Anail }
i=1

1 Y-l)
* (r) In Qt + (r in Qt--l

+§[(—ai+1§l)1 p.1 + 2 [(3ZL) 1n x ]
n . n .
i=1 r 1 i=1 2 1,t-1
n U
+{z ur-2}.
i=1 1 r

Equation (3) is the single period cross-section model and
©9Quation (4) includes observations on the previous period

Inpyts and output. Of course, if we have an equilibrium
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situation where y = 1, equation (3) would be equivalent to
(4). The apparent difference in the intercept is influ-
enced by the remainder in the Taylor series which is not
zero. The effect of the omission of possibly relevant
explanatory lagged variables is examined in the next

chapter on data and estimation.

8. Summary

This chapter considered the problem of specifying
a model, the production of computer output. The maintained

hypothesis of cost minimization subject to the Cobb-Douglas

production function was presented. Stochastic disturbances

were assumed in the production function, the factor demand
schedules, and the stock adjustment process for desired
versus actual level of factor employment. Various inputs
to the production process were discussed in terms of their
relevance to the process. In addition, a method of
measuring the output from the computer center has been

developed. This method appears to be satisfactory in com-

PAarison to the high cost alternatives.

It has been demonstrated that a reduced form cost
function can be derived from the production function and
mmarginal productivity conditions which result from the
COst minimization objective. This function is linear in
the logarithms of cost and the explanatory variables of

Sutput and factor prices.
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It was also shown that this cost function is con-
sistent with the Shephard-Uzawa duality principle and thus
contains all the information from the production function.
Thus we can test the hypothesis of economies of scale
via empirical estimation of the parameters of the model.

This estimation is the subject of the next chapter.




CHAPTER IV

DATA AND EMPIRICAL RESULTS

1. Introduction

This chapter deals with the availability of data
and procedures used to relate the model to the data. 1In
the light of the needs for data on physical output, dollar
costs and factor prices, it is shown that such data exists
for a cross section of computer centers. Section 2 con-
tains a discussion of the sources of data. A description
o f the methods by which these data were obtained is in
Section 3, since these methods may influence the interpre-
tation of the empirical results. Section 4 contains a
discussion of the cost function and the statistical pro-
cedures employed to estimate the parameters of the model
and test the hypothesis of economies of scale. The fifth
Section is an analysis of the statistical bias which is
introduced by the omission of relevant lagged explanatory
Variables. The empirical results of the estimation pro-
Cedure and hypothesis test are presented in the sixth

Section. Section 7 is a summary of the chapter.

2. Sources of Data
In the first quarter of 1966, the National Science
Foungation contracted with the Southern Regional Education

58
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Board to collect data on the Computer Sciences Project.

This project concerned the very rapid expansion of the
computer facilities of institutions of higher education.
Some government officials became aware of the increased
demand for trained computer scientists and technicians as
complementary factors of production in the defense and
space industries. The CSP entailed the development and
testing of a questionnaire "which could be used to provide
the kind of information needed for future planning of
relevant Government agencies."l The study was to deter-
mine the sources and uses of funds for instructional
activities and research in colleges and universities in
the United States. An inventory of computers was also
pPrepared. The fiscal year 1965 was used as the sample
point for all actual expenditures which are the concern of
this study.

The data available are the 1964-1965 expenditures
for equipment rentals, rental or amortized cost for building
Space to house computer activities, and maintenance costs
not included in the previous two categories. These three
Categories are summed for each installation to form the
total capital cost of operating the center. Added to this
Arxre the salaries and wages of all personnel, other direct

COsts of materials and supplies. Unit wage rates for three

——

lI. Hamblin, Computers in Higher Education
(A tlanta: Southern Regional Educational Board, 1%967), p. 21.
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categories of employees--administrative and other profes-
sions, systems and utility programmers, and all others
(keypunch, machine operators, clerical, and technicians)--
are available for each installation in the fiscal year
1964-1965. Each institution reported the number of hours
the facility was operated in a typical month.

Since it is assumed that the cost of capital for

all computer centers is constant, the true cost function

can be written as

_ 1 Y-1
(4.0) 1n Ct = A* + (;) 1n Qt + ('—r—) 1n Qt—l

U
(o]
_I'} and

‘ A
a 4 . =

* — (_D 5 Y 1
A* = ( = 1n Pn) + 2.76 + [1n r (Aizlai )

where capital is the nt? factor ana 55 is the constant

Cost of capital. A
Technical engineering data on the machine charac-

teristics of various computers are available. The source

OFf these data includes the trade journals for data on new
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machines.2 Specialized publications contain detail perform-
ance data for a wide range of computers.3 The manufacturer
of the computer publishes performance data.4 It is possible
to perform experimentation on computer systems and measure
performance on a case-by-case basis.5 Fortunately, all the
computers in the sample were listed in the specialized
publications. Data on word size, add time, and cycle time

for each machine were obtained from Computer Characteristics

Review. With the questionnaire data on the number of hours
the computer was in operation, it was possible to construct
an output measure for all computer centers using the method

presented in Chapter III.

3; Method of Data Collection

Since the data on cost, hours of operation, and
factor price were collected via questionnaire, it seems

appropriate to discuss the methods used. In early 1966,

2Such as Electronics News (New York: Fairchild
Publishing Co., 1972); or Computer Components Review (Nor-
wood: Commander Publishing, 1969); or Data Products News
(New York: Data News, Inc., 1970).

3Auerbach Computer Reviews and Key Data (New York:
Auerbach Information, Inc., January, 1968;.

4Such as IBM Technical Publications (White Plains:
Technical Documentation Center, International Business
Machines, 1970).

5An examplé of a study of this nature is the Mobile
Oil Study prepared by Sewald, et. al., op. cit., comparing
various IBM computers in the Mobile 0il Corporation.
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the National Science Foundation let contract NSF-C465
which required the Southern Educational Board to finalize
the questionnaire, disseminate it to the institutions,
process the returns, and summarize the results. This
questionnaire had already been developed by the Mathe-
matical Sciences Section of NSF. The Bureau of the Budget
recommended that the National Center for Education Statis-
tics of the Office of Education draw a "stratified system-
atic" random sample of approximately 700 of the 2,219
institutions of higher education which existed in fiscal
year 1965. The questionnaires were mailed in mid-July
1966 and follow-up reminders were sent in September,
December, and the end of January, 1967. Eventually, 669
institutions responded. Since this was the first survey
of sources and uses of funds for computers operated by
institutions of higher education, it posed problems for
those administrators who had to complete the queétionnaire.
Hamblin states, ". . . though the temptation to use a
random number generator might have been strong at times,

a high percentage of institutions made an honest effort

to obtain and report accurate figures."6 His team edited,
cross-checked, and in some cases phoned the various

respondents to check accuracy. He stated that machine

6I. Hamblin, "Expenditures, Sources of Funds, and
Utilization of Digital Computers for Research and Instruc-
tion in Higher Education, 1964-1965 with Projections for
1968-1969," Communications of the ACM, Vol. 7 (April, 1968),
PpP. 257-262.
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rental and salaries were within the range of plus or
minus 10 per cent of the true values. Unfortunately, we
have no information on the accuracy of this estimate.

Even though Hamblin checked the returns carefully
of the 669 institutions responding, only 133 at most were
available for this study. The other responses had to be
dropped because they lacked at least one value for type of
computer, operation time, salaries, or cost. In a number
of cases, the center was operating first generation com-
puters and these centers were also excluded from the
study. The institutions which did not fully respond to
the questionnaire may systematically cause an unknown bias
to enter the estimation of the parameters. We have no way
of determining if the institutions which were unwilling
to submit salary, cost or utilization data are systemati-
cally related to each other or to those who gave full
information. Of course, these data are of the question-

naire variety and all the customary caveats should be

Observed.

4. Cost Function

The cost function (4.0) can be written as
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- 1 -1
(4.1) 1n Cj = A* + (r) 1n Qj + (r ) 1n Q’J!'*

3 a.
i oy-1
+ I [(— + —=) 1n P.: .]
i=1 T2 ted
4
+ [(Y—zl) In X$31 + v .

Here the double asterisks represent lagged values of the
variables for the j computer center. The remaining symbols
are the same as before. Some points about the methodology
are in order. First, recall that the maintained hypothesis
includes the Cobb-Douglas production function and its
formulation via cost minimization into the cost function

(4 .0) and it also includes the assumption with regard to

the disturbance term.7

(4.2) Vj is normally distributed
(4.3) E(V) =0

2, _ 2
(a.4) E(Vj) = 0

(i # k)

I
o

(a.5) E(Vij)

( 4.6) Non-stochastic explanatory variables

—

7It is assumed that the logarithm of the disturbance
term V; is normally distributed with zero mean and ¢?, which
of cou}se implies that the distribution of (er) is log-
Nnormal in the multiplicative cost model.

In some applications the influence of this positive
S kewed disturbance might be undesirable, but not in this
<ase. It is assumed that the median of the distribution is
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(4.7) No exact linear relation exists between any of the
explanatory variables and of course the number of
observations is greater than the number of coeffi-

cients to be estimated.

Under these conditions, it is well known that the OLS esti-
mators of A¥, (%) and (ai/r) have the classical desirable
properties, while the estimator of A* and r obtains all
those asymptotic properties of the estimator, while the
small sample properties (such as unbiasedness) do not
"carry over."8

Since the data were collected via a questionnaire,
measurement errors may be present. If errors are present
ohly in the dependent variable, cost we would have observed
°

as

, the true value would be Cj’ and they would be related

4.8 C! =C. + v*
( ) J J J

where vj is the error in measurement of cost. If

vy v N(O,oé) and

(4.9) E(Vg,vﬁ) =0 (3 # k)

less than the mean because of the influence of some exogenous
demands which place heavy or peak demands upon computer sys-
tems. For any individual system, a few peak periods such as
end of terms or quarters will be reflected in skewed output
distributions. These two influences reinforce the accepta-
bility of the maintained hypothesis of positive skewedness
of the output distribution in the multiplicative cost model.

8J. Kmenta, Elements gg Econometrics (New York:
Macmillan, 1971), p. 458.
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4.10 E(V,.v*) =0
( ) ( '3 J)

we would have

L} — l -1
(4.11) 1n Cj = A* + (F) 1n Qj + (IF_) 1n Qg*

3 a;
1 1-1
+ I —_— + ln P. .
L [( T 3 ) 1n 1,3]
4
Y-1
+ I 1ln X**.] + .
I [(( 57) 1n 1'J] ”3

where n. = V., + v*, with n. ~ N(0,02) and 0?2 =02+ 02,.
3 3 3’ 3 "N n

Thus (4.11) would be equivalent to (4.0), estimators having
the desirable properties as given, with the note that the
disturbance (nj) contains disturbances which influence the
economic relations in the cost function (V.) and those

due to measurement errors (vg). Because the measurement

of total cost includes many components, some error is
likely to occur; it is assumed that no error in measure-
ment of the independent variables exists.

It seems justifiable to assume that the independent
variables are free of measurement error on two grounds.
First, output has been defined in an engineering or sci-
entific way. This methodology of "operationism" is

accepted in engineering.9 Of course, the answer to the

9. w. Bridgeman, The Logic of Modern Physics (New
York: Macmillan, 1928); and The Nature of Physical Theory
(New Jersey: Princeton University Press, 193*5.
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question of the "correct" definition of computer output

is unknown. Second, the data on salaries are quite good
because of the institutional requirements such as federal
tax and internal auditing requirements. If the independ-
ent variables included significant measurement errors, OLS
estimation would lead to inconsistent estimators of the
parameters. We could use the method of instrumental vari-
ables to obtain consistent estimators, but no instruments
are available. It seems best to assume no errors in
measurement or errors only in the cost data.

The concern of the next two sections is to present
an analysis of omitted variables. and the empirical results
of the statistical estimation of the output elasticities
and to test the hypothesis of economies of scale. It
should be noted before we present these results that the
maintained hypothesis includes all the assumptions which
have been made but not subject to test and the results
are conditioned on these assumptions. The appropriateness
of using indirect least squares estimation and the proper-
ties of the estimators which result are also dependent on
the maintained hypothesis. The results of Section 6
present the multiplicative inverse of the sum of the out-
put elasticities (%) and the individual output elasticities.
In addition, the confidence interval for the sum of the
output elasticities is also presented. The hypothesis of

economies of scale is tested using a t-test as follows.

IR
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The null hypothesis is that constant returns to
scale exist, which occurs when the inverse of the sum of
the output elasticities (1/IZaj) equals unity. The alterna-
tive hypothesis is that economies of scale exist. That
is, the sum of the output elasticities is greater than
one; only large values [(1l/Fa;) < 1] would constitute
evidence against the null hypothesis.

5. Omission of
Relevant Explanatory Variables

Using the logarithmic version of the cost function
(where the asterisk represents natural logarithms of the

variables), we have

(1) C* = X*B + Z*y + e* .

Here C* is the (n x 1) vector of observations on total cost,
X* is the (N x K) matrix of observations of included inde-
pendent variables, B is the (K x 1) vector of coefficients
of included variables, Z2* is the (N x L) matrix of observa-
tions on excluded variables, y is the (L x 1) vector of
coefficients of the excluded independent variables, and e*
is the stochastic disturbance discussed in the previous
chapter. The cost model would be the classical normal
linear multiple regression model if the Z variables were
included. The estimators of B would be unbiased but,
because the 2Z* variables are omitted, specification error

is present in the cost equation resulting from the omission
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of relevant explanatory variables. The error is due to
the fact that no observations are available on the omitted
variables and because of specification error the possi-

bility of bias must be considered. When
(2) C* = X*B + g*¥*

is estimated but the true model is equation (1), we have

A

(3)  E(B) = (x*'x*)"L1 x*' (x*g + z*y)

B+ (x*'x*)"1 xxt(z#y) .

The Z matrix can be partitioned as [Z¥, 25 e z;] for the

L omitted variables, which results in

(x*'x*) "L xerzay,

(4) E(B) = B + L 35

j

(el

and the coefficient of the iEE included variable is

~ L
(5) E(Bi) = B; + .Z dtij
j=1
where
K
(6) 2. = I d..X* + R. j=1, ... L

J ij=1 J* 1 J

and Rj is the residual in the least squares regression (6)

and since the X's are non-stochastic the equation is purely
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A L

descriptive. The bias of Bi is equal to I djiyj and its
j=1

sign and magnitude depend on d.. [the empirical relation

ji
between the included variable Xl and the excluded variables

J
excluded variable and the dependent cost variable in equa-

2: in equations (6)] and Y5 [the relation between the

tion (1)]. A sufficient condition to establish the direc-
tion of bias would require all the signs of the (dji, yj)
terms to be the same for positive and opposite for negative
bias.

Consider the cost model developed in the previous

chapter which can be written

(7) c%

= b5 + le; + b, P* + b, P* + b ,P* + b_P*

2P, ¢ * P3P3, ¢ + PgPY ¢ + DgPR 4
Y108 )t YRXY o1 *Y3XE po1 t YaXY Ly
+ stz,t-l + eg .

Since P4 is assumed to be the same for all computer centers,

we have ba' = {bo + bsﬁﬁ} and equation (7) can be rewritten

as

* — h*i! * * * * *
(8) C b + bIQt + b2P + b_P + b,P + le

t 0 1,t 3°2,t 4 3,t t-1

* * * * *
tYXRT -1 Y Y3XD pon P YRS po1 t YsXG, -1 t SR

we estimate

’
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* = p*! * * * * *
(9)  Cf = bf' + b,0¥ + b,PY .+ byPY .+ b Pt L+ ek .

Since we are concerned with economies of scale and
b, = (%) where r is the sum of the output elasticities,

the bl term is examined first.

(10) E(b)) = by +dyyvy +dyvy + 37y + dyvy + dgvg
where

(11) QFp =919 * 915%1 ¢ * d13P2,¢ * 14P3,e * Byt
(12) X* =d Q* + 4

P +4d P + d P
2,t-1 2+1,1 t 241,21 2+1,3 2,t L+1,4 3,t

R, e

The signs of the y coefficients are presumed to be positive.
The centers with large past period output and inputs have
large current costs. Centers which are large are consis-
tently large, and those that are relatively small in the
current period were small in the previous period. The

signs of the d£+l,l terms are assumed to be positive. This
conjecture is reasonable since there is evidence that
larger computer centers pay higher wages than the smaller
ones.10

A clarifying digression may be important before

the empirical results are presented. The assumption of a

10vannual Salary Survey," Computers and Automation
(January, 1972), p. 43.
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positive relation between current prices and both lagged
output and inputs need not be a functional relation.
Equations (5) are descriptive; all the variables in those
equations are non-stochastic. Also, it should be remem-
bered that each facility has its own geographically
insulated labor market. Since it has been postulated
that centers are relatively consistent in their output, it
is possible to have a direct relation between observed
current input prices and lagged input quantities and still
retail downward sloping factor demand schedules. If we
consider the traditional factor demand schedule in the
factor price and quantity space, we find the schedule
shifts to the right for centers with larger expected out-
put. With a positive sloped supply schedule, we trace a
positive sloped locus in factor price and quantity space.
This is what one concludes from the model and the data.
We see that E(Sl) > b, when by is estimated from
(9) and the expectation of the estimator of the sum of
the output elasticities may have a negative bias because
Sl = (%).11 The expectation of the estimator of the
returns to scale parameter is possibly less than would be
the result if the model were correctly specified. It

should be noted that the estimators of the price variables

11It should be noted that the small sample prop-

erties do not "carry over" so that 1/E(bj) # E(l/Bl
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have a positive bias. Following the same method as used

in current output, we have

5
+ { Zd"ij} k=2' e o 0 4

(13) E(b,) = b
k 5=1 j

k
where the d's were defined in equations (11) and (12).
The bias is positive since both the d.. and Y; terms are

ji
to remain positive as developed in the output case.

6. Empirical Results

The form of the regression results are presented

as follows:

E*J? = A% + (%—)Q; + (a_i)P{ + (a%)?; + (a—g-)'fﬂ; , R%=...
(SQ) (Spl) (sz) (S§3)
where the asterisk represents the natural logarithms of the
variable, n is the number of observations, the "hat" (")
indicates parameter estimates and on C it is a reminder
that equation holds for the fitted values of the variables.
R2 is the coefficient of determination, S(a) is the esti-
mated standard error of the coefficient (I?E) and the

asterisk indicates natural logarithm of the variables.

lzIt is also known that the estimated standard
error of the estimator contains an upward bias. The
customary test of significance will tend to reject the
null hypothesis less frequently than is appropriate at
the given level of significance. See Kmenta, Econometrics,
op. cit., p. 314.
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It is clear that the coefficients of the production
function-structural equation can be determined from the
estimates in the reduced form cost function. We have exact
identification of all the structural equations. Thus the
estimators of the production function parameters obtained
via indirect least squares on the cost function are maximum
likelihood estimators.

The regression used output as defined in Chapter III
with the weight for add-time and cycle-time being equal
(wy = wp = .5). This resulted in the estimated relation

for the cost function

A

C3 = 2.174 + 0.4280% + 0.676PY. + 0.3082nPY. + 0.289P%
(0.044)  (0.178) (0.161) (0.143)
R = .608
n = 115

where input 1 is systems programmers, input 2 is adminis-
tration, and input 3 is operational personnel, as

previously defined.

TABLE I.-~-Test Statistic with WA = Wb = .5
. Significance
Value t-ratios Level
Output Q 9.637 1%
Systems Programmers Py 3.807 2%
Administration P2 1.911 10%

Operations Pj 2.014 5%
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It is clear from the computed t-ratios that we can reject
the simple null hypothesis at the 10% significance level,
that each coefficient is equal to zero against the alterna-
tive hypothesis that the coefficients are not equal to
zero. The size of the coefficient of determination and
the F-statistic equaling 43.672 reinforces the maintained
hypothesis that the functional form of the production func-
tion is satisfactory, but of course is not a test of
specification error.

It is possible to test the hypothesis of linearity
of the logarithmic cost equation with either the Durbin-
watson testl3 or the Yule-Kendal14 normality test. The

Durbin-Watson test statistic is

115 2
g = 3
115
I e
j=1

which was originally designed to test autoregression; i.e.,
disturbances uncorrelated over time against the alternative
hypothesis of one-period autoregression. If we order the
residuals (ej) with respect to increasing values of the

dependent variable, we can test whether the residuals of

13;. Durbin and G. S. Watson, "Testing for Serial
Correlation in Least Squares Regression I," Biometrica

14U. Yule and M. Kendall, An Introduction to the
Theory of Statistics (London: Charles Griffin, 1950).
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the regression are random as would be true for the dis-
turbances if the population regression equation is linear.
The calculated value for d is 1.69 and the critical region
upper bound at the 1% level is 1.63. We cannot reject the
null hypothesis of linearity.

A less restrictive test is the normality test.
This "turns" test involves counting the number of terms (P)

defined as when ej_ < e. > e. or > e

173 j+1 °F fea1 t < Ct+1”
where the residuals are again in order of increasing output
levels. ©Under the null hypothesis of randomness the mean

of (P) would be

: = 2(n-2) _ 16n - 29
H E(P) = _3—-— and Var (P) = 90 .

The alternative hypothesis of non-linearity is

2(n-2)

H, : E # 3

P-2(n-2)/3
v(16n-29) /90

and the test statistic is ~v N(O,1)

P = 70 and the test statistic equals 2.20. Using a two-
tailed test, at the 1% level of significance, we cannot
reject the null hypothesis of randomness and thus
linearity. These tests are not specification error tests
of the function form of the production function but they

tend to justify the maintained hypothesis.



77

The parameter estimates are used to investigate
the economies of scale question. The null hypothesis is
that the sum of the output elasticities is equal to one
or (l/Zai) equals one. We will only accept values of

La;

i > 1 as evidence rejecting the null hypothesis and thus

the alternative hypothesis is that fa; > 1 or (1/za;) < 1.

Using a one-tailed t-test, we find

1
HO : (;) =1

. (L
HZ (r) <1

1
() =1  0.428 - 1.00 _

S~ ~ 044 = -13.0

(Q)

and the critical region begins at 2.326 at the 1% signifi-
cance level. I have no idea about the relative cost of
Type I and Type II error. The 1% level in this and the
previous linearity test was adopted and can only be justi-
fied on "popularity" grounds. We reject the hypothesis

of constant returns to scale. We estimated the sum of

the output elasticities (sometimes called the production
function coefficient)15 to be 2.34 which indicates substan-

tial economies of scale.

15C. E. Ferguson, The Neoclassical Theory of Pro-
duction and Distribution (London: Cambridge University
Press, 1969), pp. 158-63.




78

Since (l/Zai) was estimated rather than (Zai), the
confidence interval for Zai must be approximated. An
approximation developed by Klein (1953) was used to obtain
the large sample variance of the sum of the output elas-
ticities. The general form of the approximation of the

A

variance of o = f(§l, §2, e Bk)

r

3

i

R k 2 - k aa i

var (@) & & (2% var Bp+ 21 (& &) cov (BB L
i=1 3Bj jei 2By 8B4 I |

j, k=1, ... k; § <k .

In our case,

var (Za.)
i

1]
=~
>

.-l.
o>
<
[\1]
a}
T
mlw
~——"

(2.34)% (0.0019)

var (Eai)

0.0570

1

var (Zai)

S(z;i) 0.2387

and the confidence interval for Zai at the 95% level is
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The output elasticities for the individual factors are

given in Table II.

TABLE II.--Output Elasticities

LN (Q)

SIN(X, ) 1.581

Systems Programmer

_ . dLN(Q)
Administration 0.720
aLNiXZ)

Operations 5%%%%2% 0.675
3

The possible bias introduced by the omission of
relevant lagged explanatory variables is a possible explana-
tion for the calculated sum of the individual output
elasticities being larger than the inverse of the coeffi-
cient of the output variable. Appendix C contains a
discussion of the influence of the relative weights of
cycle time and add time. All of the estimated coefficients
are positive as expected and the rather large output
elasticity for systems programmers is consistent with

economic theory when a factor such as systems programming
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is used in relatively small amounts and the production

function exhibits economies of scale.16

7. Summary
In this chapter we outlined the method of data

collection and indicated some of the procedures used in
this process. The sources of empirical data were described.
The cost function and its logarithmic transformation were
discussed and some of the important consequences were
noted. The empirical results indicate that these data
reject the hypothesis that the production function for
computer output exhibits constant returns to scale when
confronted with the alternative of economies of scale. We
have no evidence to support the hypothesis that the
economies of scale coefficient is changed due to weights
in the measure of computer output. The measure of output
proposed in this work does not produce significantly dif-
ferent empirical results than more expensive procedures

used to measure output of computers.

16Milton Friedman, Price Theory (Chicago: Adline
Publishing Co., 1962).




CHAPTER V
CONCLUDING REMARKS

The purpose of the study was to examine the
hypothesis of economies of scale in the production of
computer output. The model which was developed using the
Shephard-Uzawa duality principle contains the assumption
that the objective of the computer center is to minimize
the cost of producing an expected level of output subject
to a Cobb-Douglas production function. Engineering studies,
cited in the literature review, have attempted to discover
a relation between cost and output. These studies did not
systematically develop models or test hypotheses but were
restricted to analytic curve fitting. In contrast to the
engineering studies, the model developed in this study
specifically accounts for the optimization behavior of the
facility and the technical relation between inputs and
output from the production process.

The model has five equations (three marginal pro-
ductivity equations, the definition of cost, and the
production function), and five unknowns (systems programming,
administration, operations service, capital, and total
cost). The parameters of these structural equations can

be estimated by indirect least squares regression on the

81
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reduced form cost function. The reduced form cost function
is linear in the logarithms of cost and the explanatory
variables output and prices of the factors of production.
In deriving the model, the stochastic nature of the produc-
tion process was noted and the disturbance due to
unpredictable machine malfunction and operator error were
explicitly included. Also, the factor demand equations
were assumed to be stochastic rather than deterministic
since it seems reasonable to assume that the computer
center management can make mistakes in factor employment.
The final stochastic element of the model is the adjustment
process of the desired versus actual level of factor usage.
The optimizing conditions only determine the desired

level of factor usage. Since the level of factor usage
cannot be instantaneously altered, a stock adjustment model
represents the relation between actual and desired levels
of the inputs.

The introduction of the stock adjustment process
creates a difficulty. If we had instantaneous adjustment,
we would only need data on current prices, cost, and output.
But with non-instantaneous adjustment we need information
on lagged output and inputs. The cross section of data
available from the National Science Foundation contains
only 1965 data. Thus we have a specification error result-
ing from omission of relevant lagged explanatory variables.

The possible bias which is introduced because of the
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specification was considered, and its influence on the
parameter estimates was discussed. The most important
finding was that the bias was positive with respect to
the multiplicative inverse of the sum of the output elas-
ticities. The estimates of the sum of the output
elasticities has a negative bias.

Under the specification of the model, we have
exact identification, and the indirect least squares esti-
mates are equivalent to maximum likelihood estimates.
Indirect least squares estimation was performed on the
cost function and the results are discussed next.

The null hypothesis of constant returns to scale
was rejected in favor of the alternative hypothesis of
increasing returns to scale. The sum of the output elas-
ticities was estimated to be 2.33. This seemingly high
result was demonstrated to be consistent with economic
theory in the cost minimization case. 1In addition, the
output elasticities of systems programming is greater than
one. It was noted that this is consistent with economic
theory when increasing returns to scale exist and the
factor is used in relatively small quantities. This is
likely to be the case in our study. Because the elasticity
was large and on general principles, we considered testing
the hypothesis of log-linearity of the cost function.

Using the Durbin-Watson and a generalized runs test, we
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were not able to reject the hypothesis of log-linearity of
the reduced form cost function.

Comparing the results of this study to previous
results, we find they are similar. The Knight and Solomon
studies and now Musgrave find increasing returns to scale
at the firm level. It should be remembered that we are
concerned with the production of computer output rather
than the computer manufacturing industry. Other studies
on the firm level, which also use engineering measures of
output, have found analogous results. Engineers use the
"Six-Tenths Rule" in estimating cost as capacity output

increases. Symbolically, two plants are related as

L] 6
2 1 Xl

where Ci is cost and X is capacity output of plant i.

In terms of neoclassical production theory, the exponent

is the inverse of the sum of the output elasticities. Both
Moore [1959]l and Alpert [1959]2 find similar results for
the mineral and chemical industries. The computer engineers
would have the ".43 rule" as a result of this study. But
care should be taken not to extend these results too far.

The sample data do not provide any information about the

lF. Moore, "Economies of Scale: Some Statistical

Evidence," Quarterly Journal of Economics, Vol. 70 (January,
2

S. B. Alpert, "Economies of Scale in the Metal
Removal Industry," Journal of Industrial Economics, Vol. 17
(November, 1959), pp. 175-81.
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production function outside the interval covered by the
observed variables. One should not expect average unit
cost to approach zero if he built one large computer to
do the world's computation.

Some implications from this study might be drawn.
The first is that the method chosen to measure computer
output seems satisfactory for our purpose. This implica-
tion is especially strong when the cost of the alternative
formulations are considered. The maintained hypothesis of
cost minimization is clearly acceptable for university
computer centers. The assumption may be correct for the
majority of computer facilities in operation today. Rela-
tively few centers are service bureaus--selling their
output. Most computer centers are cooperating factors in
firms and government organizations; with decentralized
management, the organization of the computer facility can
be thought of as a cost center which is consistent with
our model of computer centers. This fact reinforces the
generality of the results since the maintained hypothesis
is close to reality.

One would expect to find increasing pressures to
centralize computational activity to a single computer
center. I believe a study of such activity would confirm
this hypothesis. Also, one would expect the increased
output from larger computers to be in various forms. One

form would simply be more pages of output or new applications
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where lower unit costs make some applications feasible
where previously they were too costly. An interesting form
would be the improvement in the quality of the output. One
would expect the accuracy of computational algorithms to
improve and the presentation of results to be closer to
what the human wants rather than what the computer dictates.

One final caution is in order. This study should
not be interpreted as a complete justification for centrali-
zation of computer activities. Much more analysis would be
needed to obtain a first approximation to the answer of
centralization versus decentralization. The computer
itself is only one aspect of the total computer center. A
whole constellation of management issues need to be analyzed
prior to centralizing any computer activities. The defini-
tion of output in time-sharing systems and the influence
of software availability are major issues that need to be
included in any centralization versus decentralization
discussion. The whole organizational structure of the
center as a component of a total firm or university should
be studied on a cost benefit or effectiveness basis. None
of these issues detract from the findings of this study
but mention of these issues may prevent the unwary from
making unwarranted conclusions.

The hypothesis tested in this study, like all

hypotheses, is subject to further test. New data on
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mini-computers or time-sharing computers (where the user
employs a small terminal to interactively communicate with
the machine) may alter the results. An alternative func-
tional form of the production function could alter the

findings. Until further study of these issues is made,

the results stand.
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APPENDIX A

l. Generalized File Processing Problem A

The essence of most business data processing appli-
cations is the updating of files to reflect the effects of
various types of transactions. This benchmark problem is
a file processing run in which transaction data in a detail
file is used to update a master file, and a record of each
transaction is written in a report file or journal (Figure
A-1). This type of run forms the bulk of the work load for
many computer systems, in diverse applications such as
billing, payroll, and inventory control.

The listed "activity" factors of 0.0, 0.1, and 1.0
refer to cases in which an average of 0, 0.1, and 1.0 trans-
action record, respectively, must be processed for each
record in the master file. Low activities are character-
istic of applications such as inventory control, whereas
a payroll run might well have an activity factor of 1.0.
All calculated processing times are reported in terms of
the number of minutes required to process 10,000 master-
file records.

Figure A-2 is a general flow chart that summarizes
the computational process. Both the master file and detail

file are sequentially arranged, and conventional batch
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processing techniques are employed. Record lengths are
108 characters for the master file, 80 characters (1 card)
for the detail file, and 120 characters (1 line) for the
report file. Record layouts are fixed for the detail and
report files, but are left flexible for the master file in
order to take advantage of the specific capabilities of
each computer system.

Card reading and printing are performed on-line
in all standard configurations except paired configurations
VIIB and VIIIB, in which card-to-tape and tape-to-printer
transcriptions are performed off-line, usually by a separate
small-scale computer. The master file is on magnetic tape
in all standard configurations except Configuration I,

where it is on punched cards.

2. Random Access File Processing Problem

This benchmark problem represents a wide range of
real-time computer applications in which an on-line master
file is accessed to answer inquiries and/or updated to
reflect various types of transactions. Figure A-3 shows
the basic run diagram. Examples of this type of processing
include real-time inventory control, credit checking,
airline and hotel reservations, and on-line savings systems.

In contrast to Generalized File Processing Problem A,
described in Item (1), this problem uses random access
storage to hold the entire master file on-line, and processes

all transactions as they occur, without prior sorting. All
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calculated times are reported in terms of the time in
milliseconds required to process each transaction and the
total time in minutes required to process 10,000 trans-
actions.

This problem is evaluated for one or more of the
three random access standard configurations (IIIR, IVR,
and VIIIR). Where there are two or more random access
devices that could satisfy the specified capacity require-
ments, our choice is based upon considerations of economy,
system throughput, software support, and reliability.
Therefore, disc files will normally be chosen in prefer-
ence to drums (which are relatively expensive) or
magnetic strip devices (which tend to be relatively slow
and less reliable).

Figure A-4 is a general flow chart that summarizes
the computational process. The master file is sequentially
arranged in random access storage, and a two-stage indexing
procedure is used to determine the location of each master-
file record that needs to be accessed. Record lengths are
108 characters for the master file, 80 characters (1 card)
for the detail transactions, and 120 characters (1 line)
for the report file. Record layouts are fixed for the
detail and report files, but are left flexible for the
master file so that the specific features of each computer

system can be advantageously utilized.
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The detail transactions (e.g., inquiries, orders,
or deposits) are assumed to be arriving in a random
sequence and at a continuous rate that is high enough to
ensure that one or more transactions are always waiting to
be processed. Therefore, it makes no difference whether
the transactions enter the system via an on-line reader,

a simple remote inquire terminal, or a multiterminal data
communications network. This assumption means that the
Random Access File Processing Problem does not attempt

the highly complex and variable task of measuring the effi-
ciency of real-time data communications networks; it simply
measures the central computer system's ability to locate
and update randomly addressed master-file records.

The report file is written on either magnetic tape
or a random access device, presumably for printing at
some later time. Each report record is also made available
for optional transmission back to the remote terminal that
initiated the transaction (though the processor time
required to effect this transaction is not included in the

published timing figures).

2; Sorting

Because conventional data processing techniques
usually require all records to.be arranged in a particular
sequence, sorting operations are an important and time-
consuming part of the work load in most business computer

installations. This benchmark problem requires that a file
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consisting of 10,000 records, each 80 characters in length,
be arranged sequentially according to an 8-digit key, such
as an account number.

The "Standard Estimate" column lists the estimated
sorting times calculated by our analysts for sorting opera-
tions that use straightforward magnetic tape merging
techniques. Two-way tape merging is used in the four-tape
Standard Configuration II and three-way merging in all of
the larger systems.

Whenever timing data is available for a standard,
manufacturer-supplied sort routine, the time required to
perform the same 10,000-record sort is listed in the "Availa-
ble Routines" column. Because most manufacturer-supplied
sort routines now use internal sorting and merging tech-
niques which are more sophisticated than those used to
prepare our estimates, the "Available Routines" sort time
will often be substantially less than the "Standard Esti-
mate" time for a given configuration. Nevertheless, the
Standard Estimates provide useful, directly comparable
indications of each computer system's basic capabilities

to perform magnetic tape input-output operations.

4. Matrix Inversion

In many scientific and operations research applica-
tions, such as multiple regression, linear programming, and
the solution of simultaneous equations, the bulk of the

central processor's time is spent in inverting large
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matrices. This benchmark problem involves the inversion
of 10-by-10 and 40-by-40 matrices. It measures the speed
of the central processor on floating-point calculations;
no input or output operations are involved. All matrix
elements are held within the system's main storage unit
in floating-point form with a precision equivalent to at
least eight decimal digits.

The "Standard Estimate" columns list the matrix
inversion times calculated by our analysis through a simple
estimating procedure that uses the system's floating-point
arithmetic speeds. Whenever timing data is available for
a standard, manufacturer-supplied matrix inversion routine,

it is reported in the "Available Routines" columns.

5. Generalized Mathematical Problem A

Another frequently encountered scientific problem
involves the evaluation of polynomial equations of the

2 + Cx3 + Ex4 + Fxs. This benchmark

type Y = A + Bx + Cx

problem includes the following basic steps:

1. Read in input record consisting of 10 eight-digit
numbers,

2. Perform a floating-point calculation that consists of
evaluating Sth order polynomials, executing five divi-
sion operations, and evaluating one square root.

3. For every 10 input records, form and print one output

record consisting of 10 eight-digit numbers.
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The "Computation Factors" of 1, 10, and 100 mean that the
standard calculation described above is performed 1, 10,
or 100 times, respectively, for each input record to show
the effects of varying ratios of computation to input/
output volume. Processing times are listed in terms of
milliseconds per input record.

These examples are drawn from Auerbach Information,

Inc.
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APPENDIX B

The purpose of this section is to provide a con-
venient reference to the second-order equilibrium conditions
for profit maximization. This section is analogous to

Henderson and Quandt [1958, pp. 61-62]. Given

o, a
Q = f(Xl,Xz) = Axllxzz, the equilibrium condition under

perfect competition requires
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which is negative if a, < 1 which is the stability condition

for part a. Expanding f11f22 - f§2' we find
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which is positive if a; +a, < 1, 1f ) + a, = 1 we have

the Samuelson indeterminacy case and ifa+ a, > 1 the

stability condition is violated.



APPENDIX C

Since the question of the influence of the weights
in the output measure was introduced in Chapter III, two
additional regressions were run. The first regression

used .9 for add time and .1 for cycle time which yielded

C* = 2.974 + 0.453Q*% + 0.644P*,
J QJ 13

(0.040) (0.163)

+ 0.220P*. + 0.176P*, RS = .676
2j 3j

(0.148) (0.132)

where the symbols are the same as in the previous equation.
Again the estimates of the parameters have the expected sign
but the coefficient for administration and operations per-
sonnel are not different from zero at the 10% level. Table

C-I indicates the t-ratios for the estimated coefficients.

TABLE C-I.--Test Statistic with Wp = .9,

We = .1
Value t-ratio Significance
Level
Y 11.466 1%
P, 3.958 1%
P, 1.489 20%
Py 1.330 20%
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The high R2 and F value equaling 57.225 can be interpreted
as justification for the functional form of the production
function where most of the variation in cost measure is
attributed to variations in output and systems programming.
The weight for add-time was changed to .1, cycle time to

.9, and regression resulted in

C* = 1.903 + 0.367Y* + 0.722P*, + 0.323P*. + 0.338P%.
] J 1j 23 33

(0.043) (0.188) (0.171) (0.152)

R%Z = .566

with the elasticities all positive and significantly dif-
ferent from zero at the 10% level (see Table C-II) with

high R% and F = 35.716.

TABLE C-II.--Test Statistic with WA = .1,

We = .9
Value t-ratio Significance
Level
Y 8.377 1%
Py 3.838 1%
P, 2.226 1%

The evidence does not allow us to state that the estimates
of economies of scale are altered with the choice of weights

in the output measure.
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The study by Knight was discussed in the litera-
ture review and it was considered interesting to see what
would result if we used Knight's output measure rather
than OUTM. Unfortunately, Knight does not have all the
machines in our sample but, using only those machines for
which Knight provides data, we found the following results

for n = 100.

C* = -2.198 + 0.394Q0* + 0.691P*, + 0.342P* + 0.428P*
j j 1j 23 33

(0.056)  (0.190) (0.172) (0.150)
R? = .591

where the symbols are the same except Y'* is output as
defined by Knight. The elasticities are positive as
expected; the negative intercept is questionable but
nothing will be said about its interception.

As a comparison, the data were run using the OUTM

measure which resulted in

*0 = (] + L ] * + [ ] > [ ] * > ) * 0
C = 2.518 + 0.4060Q% + 0.646Pf; + 0.285P%; + 0.260P%,
(0.043)  (0.163) (0.145) (0.131)
RZ = .679

If we look at the sum of the output elasticities again,

we find no evidence to suspect the coefficients are
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different. The general fit of the equation using OUTM
is better than that obtained by using Knight's measure.
Because of the difficulty of obtaining measures like

Knight's, OUTM appears to be the low cost method of

obtaining output measure.
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