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ABSTRACT
DEVELOPMENT OF THE
SCIENCE PROCESSES TEST
TSPT
by

Robert R. Ludeman

PROBLEM
There is considerable evidence that the technology of educational
evaluation has not kept pace with developments in other areas of the
educational enterprise. This study involved the development of a test
of science processes using a method of item selection which replaced
the customary panel of judges who pass on the items' validity with an
objective method of item selection based on an external criterion.

Some of the characteristics of the resulting test are examined.

LITERATURE

The literature is examined with reference to several issues
relevant to the mechanics of test construction, including speeded vs
power tests, the test blueprint, the optimum number of alternatives,
item order, acceptable difficulty level, and item discrimination. A
short survey of recently developed science process tests is presented
with the method of validation used in each case. The concern expressed
by some testing authorities over traditional methods of validation is
examined and the external criterion referenced method developed by Fyffe

and Robison and used in this study is reviewed.
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PROCEDURE

The item improvement phase of the study involved addition to and
revision of the items developed by Fyffe and Robison using the item
analysis data generated by their study. Two additional item tryout and
revision cycles were required before item analysis indicated the item
pool of 61 items to be of adequate quality. The result was known as
The Science Processes Test (TSPT) form C.

The validation phase of the study consisted of the administration
of three tests to the validation sample which was composed of 52 sixth
grade students. The three tests were a subset of the Individual Compe-
tency Measures taken from the Science - A Process Approach elementary
science program, TSPT form C, and the Science Research Associates (SRA)
test, The correlation of students' scores on each of the form C items
with their scores on the four subtests of the Individual Competency
Measures was computed and hypothesis one was tested. Hypothesis one
was that scores on each item of form C would exhibit a significantly
higher correlation with scores on one of the subtests of the Individual
Competency Measures than with any other subtest.

The scores on the Individual Competency Measures served as the
external criterion measure for selecting the upper and lower 27 percent
groups needed to calculate the item discrimination indicies. Form C
items were selected to be included in form D based on the requirement
that this external criterion referenced discrimination index have a
minimum value of 0.20. Thirty-six items from form C which met this
requirement were included in TSPT form D.

The correlation of form D scores with the Individual Competency

Measures scores was computed. Hypothesis two, that form D scores were
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more highly correlated with the Individual Competency Measures scores
than with the SRA Science test scores was tested.

Norming data for TSPT form D was obtained by administering it
to a random sample of 1301 sixth grade students. The preparation of

a test manual for TSPT form D completed this study.

RESULTS

The correlation of TSPT form D scores with the Individual
Competency Measures scores is 0.83, which is significant well beyond
the 0.001 level, and demonstrates that the external criterion referenced
method of test development used is a fruitful approach to test construc-
tion. The hypothesis that items could be objectively assigned to the
Individual Competency Measures subtests was not supported and the
intercorrelations among the Individual Competency Measures subtests
cast such doubt on their independence that no further reference was
made to the supposed subscales. The hypothesis that TSPT scores would
be more highly correlated with the Individual Competency Measures scores
than with the SRA Science test scores was also not supported. The high
correlation between the Individual Competency Measures and the SRA
Science test scores raises the question whether process tests, which
the former is claimed to be, and factual knowledge tests, which the

latter is claimed to be, do indeed lead to greatly different results.

CONCLUSIONS
Although the value of TSPT will only become apparent as it is
used, its high correlation with the Individual Competency Measures and
its quality as indicated by the test statistics suggest that it should

be of value to those concerned with science process evaluation and that



Robert R. Ludeman

the method of test construction used may be of value to those concerned

with test construction.

RECOMMENDATIONS

In view of the results of this study it is recommended that:

1, TSPT be used and evaluated by researchers.

2, Further use be made of the objective method of test develop-
ment used in this study.

3. Additional research be done to test the independence of
process test subscales.

4, Additional research be done to distinguish between process

ability and factual knowledge.
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CHAPTER I

THE PROBLEM

BACKGROUND

The educational theorists have long recognized the need to teach
more than just factual knowledge in the schools but it was during the
post-sputnik era that educational practice began to make significant
progress in that direction.l It was at that time that the "acronym
curriculum" of innovative science programs began to emerge. All of them
to a greater or lesser degree claim to teach the "higher mental processes."2
Science -~ A Process Approach (SAPA), the elementary school science program
developed by the American Association for the Advancement of Science, has
been one of the leaders, for the whole of SAPA is built around the
processes which the developers have identified as basic to science.3

As the new courses came into common use it becaﬁe apparent that
there were few, if any, tests available for assessing knowledge of these
"higher mental processes." It also became painfully apparent that good

5
process test items are not easy to write. ’

6,7,8

Some spokesman were moved

to call for new methods of evaluation and new research relative to

assessment of achievement at the higher cognitive levels.g’lo’11
Anticipating the need for evaluation, the designers of SAPA

constructed the Individual Competency Measures. It was originally in-

tended that the Individual Competency Measures would be administered to

one student at a time. The teacher would verbally set the task, which

occasionally involved the use of physical objects, and then he would

1



observe the student's behavior and record his competence in using the
process skills required to perform the task. Student performance on
each required task is described in detail for the teacher so that he
can judge the student's performance.12 Appendix I-A contains a sample
of the Individual Competence Measures. Since the student is asked to
demonstrate his knowledge of the processes in much the same setting as
that in which they were learned, it is reasonable to ascribe to them

"primary" or "direct" validity.13

The difficulty with the Individual
Competency Measures is that since they are administered individually
they are too time consuming to be used very widely. Although Group

Competency Measures have been developed for administration to from three

to six students at a time, this is a compromise which does not solve
the problem of time efficiency.

Even though the Individual Competency Measures are too time con-
suming to be used extensively, because of their wvalidity Fyffe14 and
Robison15 recognized their potential as a standard against which to
compare a more time efficient test of science processes. They took the
initial steps in the development of such a test by generating a pool of
test items each of which was validated by correlation with the Individual
Competency Measures relating to one or more of the following four Inte-
grated Processes as defined by SAPA: Interpreting Data, Controlling
Variables, Formulating Hypotheses, and Defining Operationally. These
processes are defined in Appendix I-B of this study. Since their work
was not intended to produce a usable test, there is no way of evaluating

the merit of Fyffe and Robison's approach. This study will develop such

a test and a tentative evaluation of the approach will be attempted.



THE NEED FOR THE STUDY
A number of individuals have recognized the need for time effi-

16,17

cient tests of children's ability to use the science processes and

high quality, time efficient pencil and paper tests have been prepared

which claim to assess ability to use these processes.ls’19

However, as
is true for so many other tests, they almost always base their claim of
validity solely on "expert" opinion. This is considered to be a serious

weakness.20’21’22

One reason for this practice is that if another
measure is to be used as an external standard for validation, Ebel points
out that "...it should always exemplify a measurement procedure clearly
superior to (i.e., more relevant, more precise than) that embodied in the
test in question."23 Obviously, in most cases, if such a measure exists,
it will be used and there is no need to construct another. However, in
this case, due to their time inefficiency, the Individual Competency
Measures are not practical to use directly but, by the nature of their
construction and format, they do meet Ebel's requirements for superior
relevance and precision. Thus, in testing ability to use the science
processes the opportunity does exist for the construction of a test which

does not depend solely on "expert opinion" for its validation. This

opportunity is pursued in this study.

THE PURPOSE OF THE STUDY
The purpose of this study is to develop a test, The Science
Processes Test (TSPT), using item selection based on item discrimination
referenced to an external criterion, and to evaluate the test's perfor-
mance. This method is described in detail later in this chapter. The
external criterion that will be used for determining the item discrimi-

nation is the Individual Competency Measures of SAPA., TSPT is intended to
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be a research instrument of sufficient quality to be usable by researchers
in science education for assessing students' ability to use the integrated
processes of Interpreting Data, Controlling Variables, Formulating
Hypotheses and Defining Operationally as defined by SAPA. The manual
for TSPT form D has been prepared in accordance with the American Educa-
tional Research Association recommendations for such manuals.24

Since, as has been previously mentioned, others have found it
difficult to construct items which assess ability to use the processes of
science, as additional assurance of test validity, students' performance
on TSPT will be compared with their performance on the Individual
Competency Measures and on the Science Research Associates (SRA) Science
test, a test, which it is claimed, measures mainly factual knowledge.25
If the TSPT scores are more closely correlated to the Individual Competency

scores than to the SRA Science scores this will be taken as evidence that

TSPT is more a test of science processes than of factual knowledge.

INITIAL CONSIDERATIONS

Early in the development certain decisions were made with reference
to the development and final form of TSPT.

l. The time span required to administer the test would be no more
than approximately 45 minutes.

2. The test would be of pencil and paper multiple choice format.
The reason for decisions 1 and 2 is the requirement that the test be
easily administered without the requirement of a special testing period
and without special facilities, equipment, or training of the test
administrator,

3. The test would be a non-paced power test not having any time

limitation. There is evidence that timing this type of test is not wise.



Both decisions 2 and 3 above required that items built around projected
pictures in the original item pool had to be rewritten. In some instances,
in order to minimize the reading required, printed pictures were substituted.
4. The major portion of the study would not be attempted until
the items in the item pool appeared to be of adequate technical quality
to be useful as test items. The criteria for making this judgment are
presented in Chapter III,
5. The subjects used would be limited to only one grade level.
The reason for this decision is the elimination of as many variables as
possible. The sixth grade was chosen because typically it is the last
grade in which the SAPA materials are used and the integrated processes

are given increased emphasis in the later grades.

HYPOTHESES TO BE TESTED

Although the major portion of this study is concerned with the
development of TSPT, the section on validation does have an experimental
aspect with the following hypotheses to be tested:

1. The Integrated Process which a given test item assesses will
be indicated by the students' scores on the item having a significantly
higher correlation with their scores on that Integrated Process subtest
than on any other subtest of the Individual Competency Measures.

2. Student scores on TSPT will have a significantly higher
correlation with their scores on the Individual Competency Measures than

the correlation they have with the SRA Science test.

THE EXTERNAL CRITERION REFERENCED METHOD OF TEST DEVELOPMENT
As used in this study, this method of test development deviates
from the typical method of test improvement through item analysis in two

important respects:
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1. The "upper 27 percent'" and the "lower 27 percent" groups used
in the item analysis are determined with reference to the external
criterion scores as opposed to the conventional procedure which uses the
scores on the test under development to determine these groups. This

26 and Robison27

procedure suggested by Fyffe provides assurance that items
will be selected on which students who know the material assessed by the
criterion test do well and students who do not know the material assessed
by the criterion test do poorly. In other words, it provides assurance
that the item discriminates on the basis of the external criterion. If
one has this assurance, it is expected that students' performance on a
test composed of such items will correlate highly with their performance
on the external criterion. The minimum value used for this discrimination
in this study was 0.2,

2. In order to have further assurance of a high correlation with
the external criterion, a further requirement is used in this study. It
is that student scores on the item will have a minimum correlation with
their criterion test scores of 0.2. In most cases this latter requirement
is not necessary. If the discrimination requirement is met, the
correlation requirement will be met.

The reason the discrimination and correlation requirements are
lower than that usually used is that for the usual method of item analysis,
the item under consideration has contributed to the total score and so
the value is artificially inflated. This is not true when the external

criterion is used. Table 6 contains empirical evidence that, at least

for this study, 0.2 is an appropriate value.



TEST INSTRUMENTS USED

The Individual Competency Measures

A set of tests designed by SAPA to be administered to one student
at a time.28 The testor verbally sets a task which frequently involves
a hands-on manipulation of a physical object such as the use of a stop-
watch, a balance, or a meter stick to make measurements. The testor
observes the student's behavior and records his competence in using the
process skills to perform the task he has set. Acceptable student
performance on each task is described in detail for the testor so that
he can quantitatively rate the student's performance. A typical sample
of the Individual Competency Measures is included in Appendix I-A. A
listing of the Individual Competency Measures considered for use in this

study is included in Appendix I-C.

SRA Science Test

Science Research Associates Achievement Series: Science (blue

version) form D.29

This test was chosen because it is of high quality
and, most important, it is criticized as follows by one reviewer.30
"The test appears to measure primarily a mastery of science
content., It focuses mainly upon knowledge and to a more
limited extent upon understanding. It is not appreciably
concerned with processes of science or with the problem
centered approach."
It is the lack of concern for the processes which makes the test ideal
for this study for this means it should be measuring something distinctly
different from what the Individual Competency Measures measure., This

"something" for the purposes of this study will be referred to as "“factual

knowledge."



SRA Reading Test

Science Research Associates Achievement Series: Reading (blue
version) form D.31 This test was chosen because it was the companion
test for the SRA Science test. In an effort to shorten the total test,
there were some items which SRA scored as both science and reading items.
These items were dropped from the reading test in order that the reading

test would measure as much "mon-science" as possible.

Fry Readability Formula

Due to the fact that reading scales are typically intended for use
with textual material, it was felt that in this case, use of one of the
more complex reading scales was not warranted. The Fry Readability
Formula is an easy to use readability formula based on grammatical
complexity and vocabulary.32 The rule followed was that only the correct
alternative was considered in the calculation and numbers were considered
to contain one syllable for each digit. Fry places the uncertainty of
grade level determination for his scale at approximately one grade level.
The uncertainty is probably higher in this situation, but at least some

indication is given of the probable reading level.

ASSUMPTIONS
Probably the most important assumption of the study is that the
Individual Competency Measures are valid measures of students' ability
to use the science processes. Since correlation with performance on the
Individual Competency Measures is used as the criterion for judging whether
or not an item should be included in TSPT and also as the criterion for
judging to what extent TSPT measures students' ability to use the processes

of science, this assumption underlies the entire study.
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Second, it is assumed that the inflation in correlation of TSPT
with the Individual Competency Measures which is bound to result from
the above procedure of using the same data for construction of the test
and for analysis of the test will not be serious enough to alter the
outcome of the study. This assumption will be discussed further in
Chapter V.

Third, it is assumed that the SRA Science test does not measure
ability to use the processes of science.

Fourth, it is assumed that the validation sample will contain both
students who possess the ability to use the science processes and students
who possess factual knowledge with respect to science but that these
abilities are possessed quite independently of one another.

Fifth, it is assumed that for the validation phase of the study
individual student's ability to use the science processes did not change
significantly between the time when it was measured using the Individual
Competency Measures and the time of administration of TSPT form C. This
time interval could not be reduced below approximately one and one-~half
months due to the time required to administer the Individual Competency
Measures.

Sixth, it is assumed that the learning effect or carry-over from
one test to another will not significantly affect students' performance
on the tests.

Seventh, it is assumed that the vocabulary and context of the test
is sufficiently general that its usefulness will not be limited to
students who have studied the SAPA materials.

Eighth, it is assumed that the use of standard statistical proced-

ures and item analysis procedures are applicable to this situatiom.
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LIMITATIONS

This study is limited to the extent that the preceding assumptions
are invalid. Further, this study is limited in its interpretation of
what really constitutes the science processes to the interpretation used
in SAPA. But the vocabulary used in TSPT is not unique to SAPA so its
use will not be necessarily limited to students familiar with SAPA
materials. Similarly, this study is limited in its interpretation of
what really constitutes factual knowledge to the abilities assessed by
the SRA Science test.

The correlation of TSPT scores with the Individual Competency
Measures scores is expected to be high and the correlation of TSPT scores
with the SRA Science test scores is expected to be low. Since this
difference will be taken as evidence that TSPT measures ability to use
the science processes, to the extent that the Individual Competency
Measures measure factual knowledge, and to the extent that the SRA Science
test measures the science processes, the correlation of the Individual
Competency Measures with the SRA Science test will be high and contami-
nation will be introduced. Similarly, if the validation sample contains
students who do not possess the ability to use the science processes, or
if they do not possess factual knowledge, or if these abilities do not
exist independently of each other, again the correlation of the Individual
Competency Measures with the SRA Science test will be inflated. Either
of these effects will tend to obscure the expected results, that TSPT
measures science processes to a greater extent than it measures factual

knowledge.
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OVERVIEW OF THE THESIS

In this chapter the following topics have been presented: The
background including the work which has lead up to this study, the need,
the purpose intended to be accomplished, the hypotheses to be addressed,
a brief description of the test instruments to be used, the assumptions
on which the study is based, and finally, the limitations of the study.

In Chapter II a review of pertinent literature will be presented,
including a brief review of the trend toward process education, the
SAPA program, the effect the new programs have had on evaluation, and
attempts to improve evaluative techniques.

Chapter III describes the procedure used to conduct this study.
The first step is the item tryout and improvement. The validation part
of the study introduces the unique method of test development used
which is given the descriptive title of the external criterion referenced
validation method of test development. Finally the norming procedure
and the test manual preparation are described.

Chapter IV presents the analysis of the data obtained. The item
analysis data from the tryouts is presented first. In connection with
the validation study the statistical hypotheses are tested and the data
reduction involved in the development of TSPT form D is presented.
Finally, the norming data for publication in the test manual is presented.

Chapter V contains a summary of the findings, the conclusions

arrived at, and a discussion of the implications of the study.
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CHAPTER II

REVIEW OF THE LITERATURE

The literature on recent developments in both teaching and
testing is extensive and no attempt will be made to report exhaustively
on either. Rather, in this chapter, the recent emphasis on science
processes and the implications this emphasis has for testing will be
documented. Also some other recent attempts to construct tests which

assess students' ability to use the science processes will be presented.

BACKGROUND
Educators have long recognized the value of teaching students the

1,2

procedures and strategies of inquiry used by scientists and as a result

science process teaching has become the focal point for several curriculum

3 with SAPA being one of the leaders.4 SAPA has identified eight

projects
basic processes and five integrated processes about which they have built
their program. The basic processes are: observing, using space/time
relationships, classifying, using numbers, measuring, communicating,
predicting, and inferring. The integrated processes are: Interpreting
Data, Controlling Variables, Formulating Hypotheses, Defining Operationally,
and Experimenting.5 It should be emphasized that the integrated processes
are claimed to include the basic processes and that the integrated process

of experimenting is claimed to encompass all the other processes.6 Thus

the first four integrated processes are of concern for this study.

15
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PROCESS EVALUATION

It is generally conceded that "To teach without testing is unthink-
able,"7 that objectives should be testable, and that evaluation should
extend to all the outcomes to which the school addresses itself.8 And
yet, many science educators assert that test development has not kept pace
with the curriculum changes of the past decade.g-15 The result is that
too often we are teaching what we are not testing, and testing what we are
not teaching. Lisonbee16 points out that one probable reason for this
situation is that the objectives as listed by many of the curriculum
designers are often not testable. An obvious reason suggested by Grobman17
is the difficulty and expense of developing a good test. It has also been
suggested that new approaches to testing are needed if process abilities

are to be assessed.l8_21

TEST CONSTRUCTION

22 it has

Although the multiple choice test has had its detractors,
emerged as the testing format of choice for most testing situations and
will be the only format considered here. A rather standard methodology

has evolved for test development and use and there are a number of good

23-26

sources which describe the techniques in detail.
Speeding

The question whether a test should be a "speeded test" or a
"power test" has been examined by a number of investigators.27’28 The

consensus seems to be, "In some situations speed tests may be appropriate
and valuable, but these situations seem to be the exception not the
rule."?? Those exceptions would be when time is a factor in the evaluation

such as a typist's speed test. Otherwise, especially in situations where



17

careful thinking was involved, speeding has been found to reduce test

reliability.30 It was decided that TSPT should be a power test.

The Blueprint

Travers31 has suggested that in order to aid in achieving the
desired balance among item types and concepts used, a two dimensional
matrix or "blueprint" should be employed for assigning items to the test
under construction. Others have suggested that the multidimensional
matrix may be too awkward and time consuming and that perhaps a vector or
one dimensional matrix compoéed of categories may be of more practical

utility to the test constructor.32’33

For construction of TSPT, the four
integrated processes of Interpreting Data, Controlling Variables, Formu-
lating Hypotheses, and Defining Operationally were used as the test item

categories.

Number of Alternatives

Tversky34 has developed a mathematical proof based on certain
assumptions relative to test characteristics and sample properties which
indicates that use of three alternatives will maximize the discrimination
of a multiple choice test. Costin35 has submitted empirical evidence
which indicates both discrimination and reliability show a slight increase
when three alternatives are used as opposed to four alternatives.

Opposing these findings, Ebel36

has developed a formula based on different
assumptions relative to the characteristics of the test and the sample
which indicates that the maximum possible reliability for a 100 item test

could continue to increase as the number of alternatives is increased,

though the rate of increase drops rapidly beyond about four alternatives.
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In view of the above findings, it is probably safe to say that the
practical difference between using three or four alternatives would
be small., It was therefore concluded that due to its wider acceptance,

the four alternative format would be used.

Item Arrangement

Many investigators have examined the effect of item arrangement
on test performance. Flaugher37 has reported a statistically
significant improvement in scores on a verbal test favoring the easy to
hard arrangement although he questions the practical significance of
this finding, and reports no effect on a mathematics test. The find-

38 39

ings of Munz”® are quite similar, More important, Brenner~~’ reports

item order did not significantly affect test reliability, difficulty,

40,41

or discrimination. Marso and Klosner support these findings.

Thus item difficulty was not used to decide on item order for TSPT.

Item Difficulty

There has apparently been a rather noticeable shift in thinking

over the years among testing experts in relation to item difficulty.

42 reported that maximum reliability would be achieved if the

43

Symonds
difficulty was close to 0.50. Davis ~ in a review of both theory and
research agreed with this view. Adams44 showed that the highest test
reliability was achieved with items of middle difficulty levels.
Wofford45 reported that contrary to theoretical prediction, wider
difficulty ranges (0.25 to 0.75) does not decrease reliability. Recemtly

Davi.s46 has indicated that a difficulty level near 0.5 is not as

important as has been thought.
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Item Discrimination

Ke11y47 originally proposed the use of the "upper 27 percent"
and the "lower 27 percent" as the extreme groups for item analysis.
Both Feld48 and Wofford4? later supported Kelly, although Wofford
indicated that there was no difference in result when the total sample
was used rather than the upper and lower 27 percent. Engelhart
compared a number of different indicies which have been proposed for
use as indicators of the ability of an item to discriminate. He
concluded that the "D" index (the difference between the upper 27
percent and the lower 27 percent) was about as effective as any of the
correlation type indicies which have been proposed in identifying poor
test items. It also has the advantage of being more indicative of
the actual number of discriminations made. Thus Kelly's index seems
to have stood the test of time and even the onslaught of hard to compute
indicies made usable by modern computer technology. It is Kelly's

difficulty index that is used in this study.

OTHER PROCESS TESTS

A number of tests have become available in the past decade which
have been addressed specifically to the task of assessing process
ability. Most of the developers used rather traditional methods of
test development: a pool of test items is generated, a panel of
qualified judges examine the validity of the items and inappropriate
items are dropped from the pool. The surviving validated items are
then tried out on a sample of subjects similar to the target population.
Item analysis data on the items is obtained and poor items are either

revised or dropped from the pool. The resulting items make up the
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test which is usually normed by administration to a fairly large
sample of the target population.

Cooley and Klopfer51 in their development of the Test on
Understanding Science (TOUS) added an additional evidence of validity
by administering TOUS as a pre- and post-test to a group of talented
students who spent a summer working with scientists. Thelr scores
improved. Whether or not this can be interpreted as evidence that
TOUS measures processes may be questioned. One might argue that TOUS
is only measuring factual recall and that their factual knowledge
increased as a result of their experiences.

Welch and Pella®2 sought additional evidence of validity for
their test, The Science Process Inventory (SPI), by administering it
to students, teachers, and scientists. They suggested that since
scientists would be expected to know the most and students the least
about science processes, the fact that the scientists obtained the
highest and the students obtained the lowest mean score on SPI, this
was evidence of validity. A comparison of the above ranking with their
ranking on a test that claimed to measure only factual recall might
have been interesting.

Tannenbaum53 developed the Test of Science Processes (TOSP).

He recognized the difficulty of validating a process test. In addition
to validation by expert opinion, he asked the teacher of one group to
rank his students in order according to their process ability. He

then used the correlation between the teachers' ranking and the students'
Scores on his test as evidence of validity. In order to reduce the
reading required, TOSP contains some black and white pictures printed

in the test booklet and some color slides which must be projected.
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Beard54 also has constructed a process test with the claim to
validity based on the opinion of a panel of judges. In this case an
attempt was made to minimize the reading required by synchronizing a
taped script with color slides.

Morgan55 developed the Science Test for Evaluation of Process
Skills (STEPS). Again, expert opinion was the source of the claim of
validity. In this case the reading problem was minimized through the
use of film loops. One loop was used for each of the five sections of
the test.

Ebel’6 has supported the use of pictures as a means of reducing
the reading requirement, especially in contexts where a great deal of
explanation would otherwise be required to set the task. However, when
the pictures are projected for the entire group this constitutes
pacing, which would seem to have many of the adverse effects of a
speeded test as discussed earlier in this review. The preceding
considerations prompted the use of printed pictures for TSPT.

Probably the most convincing claim of test validity is made by
the Individual Competency Measures developed to accompany the SAPA
program.57 It uses the same materials and contexts in testing the
ability to use the processes as it uses to teach them. Thus if the
processes are taught by the SAPA program, ability to use them can
reasonably be expected to be tested by the Individual Competency
Measures. In spite of their strong claim of validity, the Individual
Competency Measures are not extensively used. The reason is their low
time efficiency. The Individual Competency Measures, by their very
nature, require an individualized testing situation. They also

frequently require that equipment and materials be available for the
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student to manipulate as part of the evaluation.58 This tends to make
them even less attractive to the testor.

Nelson®? has developed a test, the Inquiry Skills Measures
(ISM) very similar to the Individual Competency Measures in that it is
administered on an individualized basis and requires that materials be
available for use as part of the test. Again, time efficiency detracts

from the utility of the test.

THE NEED FOR EXTERNAL CRITERION REFERENCED VALIDATION
Over the years a number of authorities have expressed concern
over the methods of test construction traditionally used. Buros60
warned that to develop a valid test instrument, items should not be
selected based on their correlation with the total test score since the
entire test may prove to be invalid. Findley61 has warned of the danger
inherent in the use of "expert opinion" as a means of validation.
Barclay62 has written, "... the difficulty with testing usage centers
very much on the determination of an adequate criterion which is inde-
pendent of the testing instrument."

Since the purpose of process testing is to get at children's
ability to think and reason, and since it is difficult to know how a
child arrives at a given response, it seems reasonable that the matter
of validity deserves special attention in the case of the process test.
Horrocks63 has indicated that due to the difficulty of writing good
Process test items perhaps the greatest hazard in testing for the

Processes is that of not developing valid items. The concern for item

validity is a primary concern of this study.
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THE WORK OF FYFFE AND ROBISON

Fyffe64 and Robison65 approached the problem of validation by
recognizing that perhaps the Individual Competency Measures with their
previously mentioned claim of validity represented Ebel's '"clearly
superior" test. But in this case there is a need for another test
because of the time efficiency problem which limits the usefulness of
the Individual Competency Measures. Therefore their procedure was as
follows:66’67
They began by first selecting a representative sample of the
Individual Competency Measures to be used as their external criterionm.
The next step was to prepare multiple choice test items. 1Ideas for
items were drawn from a review of textbooks and laboratory manuals.
In order to assure face validity, a committee of judges composed of
both faculty and graduate students reviewed the items using the follow-
ing procedure:68’69
"The procedure followed in the review of items was to
provide each reviewer with a list of the objectives for
the four integrated processes at the same time that
proposed test items were available. Each test item was
then identified as measuring one objective or skill for a
particular process. The reviewer then had two considerations
to decide: (1) Does the item require the use of the specific
process skill identified? and (2) Does the item present

enough information that a skillful seventh grade student
can respond correctly?"

External Criterion Referenced Validation

Fyffe and Robison administered the selected Individual Competency
Measures and then their items to a group of subjects. They used the
scores on the Individual Competency Measures to obtain the '"upper 27
percent" and the "lower 27 percent'" groups needed for the discrimination

calculation in the item analysis. Thus decisions could be made about
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the value of the items based not on the test under construction and
not based on "expert opinion," but rather, based on the ability of
the item to discriminate between students who did well (upper 27
percent) and those who did poorly (lower 27 percent) on the external
criterion, the Individual Competency Measures. This procedure should
satisfy the concern expressed in the preceding section, provided the
Individual Competency Measures can be accepted as defining what is

meant by the science processes.

Weakness

Fyffe reports, '"Many of the items for the two processes of
interest were pre-tested on two seventh grade students."’0 This is
the extent of their item tryout before entering into the major portion
of their study which involved administration of the Individual
Competency Measures and their items to 56 students. An examination of
the item analysis data they obtained from this administration of their
items’1572 reveals that a number of their items (i.e., items 9, 10, 17,

18, 21) could probably have been improved by item tryout and revision.

SUMMARY

In this chapter, the trend toward process teaching and the
difficulties this shift in emphasis has posed for testing was presented.
Some of the issues surrounding the mechanics of testing were briefly
examined, including speeded vs power tests, the use of a blueprint,
the optimum number of alternatives, whether item order should be a
concern, what value of item difficulty should be used, and finally, a
brief examination of the discrimination index. A short survey of some

of the recent tests which have been developed for the purpose of
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assessing science processes was presented and the method of validation
for each test was examined.

The concern which authorities in testing have expressed over
the traditional methods used in test construction was examined,
especially as these relate to the validation of tests which attempt
to assess process abilities. Finally, the work of Fyffe and Robison
with their use of external criterion referenced validation was

reviewed.
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CHAPTER III

PROCEDURE

This study consisted of several quite distinct phases which will
be described independently. They are:

The Item Improvement Phase in which the items in the item pool
were tried out and on the basis of the resulting item analysis data
they were retained, edited or dropped from the pool.

The Validation Phase in which the items in the item pool were
validated using the external criterion referenced validation method,
and based on this validation the final form of TSPT form D was
constructed. This phase of the study has many of the characteristics
of a typical experimental study with hypotheses that are tested and
either accepted or rejected based on statistical treatment of the data.

The Norming Phase in which TSPT form D was administered to a
random sample of students and from the resulting data, norms were
prepared for use with the test.

The final phase of the study consisted of the writing of the
test manual in which TSPT form D is described, norming data is presented,
and instructions for administration of the test and interpretation of

the results are presented.

ITEM IMPROVEMENT

Construction of Form A

The items in the initial item pool developed by Fyffe and Robison
were written with considerable attention to content so that there would

31
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be reasonable assurance that they would assess the ability to use the
sclence processes. Their procedure is described in Chapter II of this
study. Their item analysis data provides considerable evidence that
the lack of adequate item tryout and revision seriously limited the
usefulness of their items as written. Thus the initial step in this
study was to examine their items in the light of the item analysis data
presented in their study.l Many of their items had to be rewritten and
some of them were dropped from the pool as the result of the above item
analysis. The criteria established for this and subsequent revisions
during the item improvement phase of the study are:

1. The reading level of the item was kept within the ability
of sixth grade students.

2. All alternatives were required to have been chosen.

3. Sufficient description preceded the item to set the task.

In some cases since more than one item was based on a given context,
the group of items had to be included or excluded in toto.

4. The difficulty of the item (proportion of students missing
the item) was required to be between 0.2 and 0.7.

5. The discrimination of the item as determined by conventional
methods? was required to be at least 0.3. An empirical justification
for the use of the 0.3 value is given in Appendix III-A.

Additional items were written to bring the item pool up to 80
items. Special care was taken in writing the new items to be sure that
they were compatible in format, style, and language to those items written
by Fyffe and Robison. The pictures required to clarify certain contexts
were obtained, and the items were assembled and printed to make up TSPT

form A Parts I and II, which is included in Appendix IV-A. The test

A /A
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was separated into two parts as nearly equal in length as the contexts
would permit since it was expected that 80 items would be too long a
test to be administered in a typical class period and also probably too
long for the children to handle in a single sitting as well,

For the tryout of TSPT form A two schools were contacted, one in
Flint and one in Lansing, Michigan. Both schools were located in urban
middle class neighborhoods. Each school contained two sixth grade
classes with chance assignment of students to each class., Each school
was recommended by their respective school district administrators as
having a progressive science program. The important difference between
them was that the Flint school used the SAPA program and the Lansing
school used a traditional textbook oriented program. This method of
sample selection was used in order to increase the likelihood that
assumption 4 in Chapter I of this study was correct. In late May of 1973,
TSPT form A was administered to one class in each school. In the tradi-
tional school two days elapsed between administration of Parts I and II.
In the SAPA school, Parts I and II were given in the morning and after-
noon, respectively, of the same day. Part I required about 30 minutes
to complete and Part II required about 50 minutes. Probably Part II was
too long for this age group. Although no time limit was imposed and no
marked deterioration in their performance was detected, many students got
quite restless before they finished Part II. The students marked their
responses on spirit duplicated answer sheets. Their responses were
transferred to machine readable forms. The Michigan State University

test scoring service scored them and generated the usual test statistics

and item analysis data.
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Construction of Form B

Using the above item analysis data and the same revision criteria
as used previously, many of the items of Form A were either rewritten
or dropped from the item pool. The resulting 61 items made up TSPT
form B which was also in two parts. Part I contained 33 items and
Part II contained 28 items. In October of 1973 the cooperation of
another pair of similar schools was sought for item tryout, one using
the SAPA program and the other using a traditional science program. The
SAPA school was in Flint and the traditional school was in Berrien
Springs, Michigan. The schools used were very similar in size and socio-
economic status to those used for the tryout of form A, In the SAPA
school, Part I was administered the last period of the morning and Part
II was administered the last period of the afternoon. In the traditional
school, Parts I and II were administered on consecutive days. The
students' responses were scored by the Andrews University computing
center in Berrien Springs, Michigan. The usual item analysis and test

statistics were produced.

Construction of Form C

Again applying the previously mentioned criteria a number of the
items were rewritten but no more items were dropped from the pool. The
resulting 61 items composed TSPT form C which was printed again in two
parts of 33 and 28 items each. TSPT form C is included in Appendix IV-D.

In view of the small amount of revision required to produce form
C, it was felt that TSPT was of sufficient quality to begin the next

phase of the study.
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VALIDATION PHASE

Design of the Study

At this point the study took on more of the characteristics of
a classic research study describable using the notation of Campbell and
Stanley3 as:

X: All the previous experiences of the validation sample.

0;: The first observation consisting of the administration
of the Individual Competency Measures,

0y: The second observation consisting of the administration
of TSPT form C.

03: The third observation consisting of the administration of
the SRA test.

The sequence of this part of the study was:

1. Administration of the Individual Competency Measures.

2, Administration of TSPT form C.

3. Administration of the SRA test.

4. Scoring the above tests and analysis of the results.

5. Construction of TSPT form D, a revision of TSPT form C using
the external criterion referenced method of test development as previously
defined in this study.

6. Comparison of students' performance on the form D subtest of
TSPT form C with their performance on the Individual Competency Measures

and the SRA test,

Selection of Individual Competency Measures to be Used

An evaluation of the Individual Competency Measures in terms of

their appropriateness to this study was conducted and Competency Measures

Were selected for use based on the following considerations:
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1. Enough Individual Competency Measures were to be used to
include at least 10 tasks on each of the 4 Integrated Processes.

2. The Individual Competency Measures used were to be representa-
tive of the total pool of Individual Competency Measures available for
each Integrated Process.

3. The Individual Competency Measures used were not to require
factual recall of a given activity or terminology within the SAPA program.

4. The tasks involved were required to fit the testing situation
used and time span of approximately 5 minutes per Individual Competency
Measure per child.

A listing of the Individual Competency Measures pool considered
for use in this study with an indication of which were actually used is

included in Appendix I-C of this study.

Sample Selection and Description

In October, 1973, the science consultant for the Flint, Michigan
Community School System was requested to suggest a school in which the
validation study could be conducted. The criteria for selection were:

1. The SAPA program was highly implemented in the school.

2. The school was '"typical middle class" in all other respects.

The school recommended was the Pierce Community School in Flint,
Michigan. It was located in a stable middle class suburban neighborhood
that took pride in its school and was interested and involved in what it
was doing. There were approximately 300 students enrolled in the first
six grades with grade six composed of two classes of 29 and 26 students,
respectively. The SAPA program had been used throughout the school for
several years though none of the teachers had had any extensive training

in the program. Due to absences at one time or another during the study,
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the final sample size was reduced to 52 students. Since the same teacher
taught science to both classes, no distinction was made in the study
between them.

In a meeting with the principal and the sixth grade teachers a
description of the study was presented and their cooperation was sought
and obtained. Throughout the study the school personnel were extremely
cooperative even though considerable disruption of their routine was

unavoidable.

Facilities for Administering the Individual Competency Measures

Two rooms were used for administration of the Individual Competency
Measures. Both were very small, but since the tests were individualized,
this was no disadvantage. The room used in the mornings contained a
long table which proved to be ideal for setting up the equipment used in
some of the tests. The room used in the afternoons contained a sink
which helped greatly for other tests. The testing rooms were near enough
to the sixth grade classrooms so that little time was wasted in moving

students from one room to another.

Administration of the Individual Competency Measures

The author administered all of the Individual Competency Measures
to every child., Testing began on November 1 and continued through
December 18, 1973. Every school day during this period was used. The
total time required for testing was approximately two and one half hours
per child. The time was divided into approximately 15 minute sessions
in which three Individual Competency Measures were administered. The
materials for testing three of the Individual Competency Measures were
set up and all of the students were cycled through them before setting

up the next three Individual Competency Measures. Each set up usually
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required slightly over two days to complete. The teachers were very
cooperative and allowed students to be called from their classrooms almost
whenever they were needed. The children were always called in alphabetical
order and it was not long before they could anticipate when they were to
be called so that very little time was wasted and disruption within the
classroom was minimized.

There was some concern that this procedure could produce some
contamination due to children sharing with their friends information
relative to test questions they knew they would be facing later. No ready
method of avoiding the hazard was available. If such contamination did
occur, it was not readily observable. Each situation seemed to be as
unique to the last students to see it as it had been to the first.

Scores were obtained from the rating sheets prepared for each
student on each Individual Competency Measure. One point was awarded
for each task correctly done as indicated on the rating sheet. In most
cases several tasks were involved for one Individual Competency Measure.
The specific number for each Individual Competency Measure is recorded
in Appendix I-C. These scores were analyzed and stored in the computer

at the Andrews University computing center.

Administration of TSPT form C.

On December 19, 1973, the author administered TSPT form C to the
validation sample. Part I was administered to both classes in the morning
and Part II was administered in the afternoon. These responses were also

stored in the computer at the Andrews University computing center.

Administration of the SRA Test

In January, 1974, the SRA tests were administered to all the

students at Pierce Community School as part of their testing program.
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Rather than wait for the results to be returned by SRA, the sixth grade
students' responses were recorded by hand and these data were also

stored in the computer at the Andrews University computing center.

Test Scoring

Since the Individual Competency Measures student responses were
not of the multiple choice format, the students' scores and standard
deviations on the total test and on each subtest were the only data
obtained. On both of the other tests, which were multiple choice and
therefore were amenable to conventional item analysis techniques, the
students' responses together with the answer keys were stored in the
computer., This allowed scoring and item analysis to be performed on any
desired subtest at any time without the need to reenter any data. This
method of data storage proved to be particularly advantageous in the

construction of TSPT form D.

Construction of TSPT form D

With but minor exceptions, item improvement was complete with
form C, all items having met readability and technical quality require-
ments. The important criteria imposed for this final revision involved
questions of validity. The method of external criterion referenced
validation as developed by Fyffe and Robison and described in Chapter I
was applied as follows:

First the students were placed in rank order according to their
performance on the Individual Competency Measures. The upper 27 percent
of this group and the iower 27 percent of this group formed the "upper
27 percent" and the "lower 27 percent" respectively for the item

analysis calculation which was performed on the TSPT form C items.
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Next correlation coefficients were calculated for all items with
the Individual Competency Measures scores. Based on the item's discrimi-
nation as calculated above and their correlation with the Individual
Competency Measures scores, TSPT form D was constructed based on the
requirement that both of the above indicies have minimum values of 0.2
and the requirement that the item's context allowed its use., The reason
for the use of the 0.2 minimum value is mentioned in Chapter I and
empirical evidence that, at least for this study, 0.2 is appropriate is
presented in Chapter IV, Table 6., Thirty-six items met the above require-
ments and were assembled to compose TSPT form D.

A machine scorable answer sheet was designed to be used with TSPT
form D. Special care was exercised to make the answer sheet as easy to
use as possible in order to minimize the confusion it would generate
among children who had not used machine scorable answer sheets before.
The printing and binding of these materials completed the construction

of TSPT form D.

Hypotheses to be Tested

After both the Individual Competency Measures and TSPT form C had
been administered to the validating sample, it was possible to test the
following hypothesis:

1. Students' scores on each of the TSPT form C items will be more
highly correlated with their scores on one of the four Integrated Processes
than with their scores on any other process, and this correlation will
indicate the subtest to which the item belongs. This hypothesis can be
stated in the ﬁull form as follows:

Ho: There are no differences at the .01 level of confidence

among the correlations of the scores on each TSPT form C item
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with the Individual Competency Measures subtest scores.

The directional alternate hypothesis is:

Ha: The score on each item of TSPT form C has a higher
correlation with its score on one of the Individual Competency
Measures subtests than with any of the other Individual Competency
Measures subtest scores,

The real concern here is with the validity of item assignment, If
a given item really assesses students' ability with respect to one of the
sclence processes to a greater extent than any of the others, then that
fact should be revealed by the correlation of students' scores on the
item with their scores on the integrated processes subtests of the
Individual Competency Measures. This correlation would add quantitative
support to the "expert opinion" criticized in Chapter II of this study.

After the composition of TSPT form D was known, the validating
sample scores on that subtest of TSPT form C were obtained. It then was
possible to test the following hypothesis:

2. The scores on the TSPT form D subtest of TSPT form C will be
more highly correlated with the scores on the Individual Competency
Measures than with the scores on the SRA Science test. This hypothesis
can be stated in the null form as follows:

H: There is no difference at the 0.01 level of confidence
between the correlation of the scores on the TSPT form D subtest
of TSPT form C with the scores on the Individual Competency
Measures and the correlation of the scores on the TSPT form D
subtest of form C with the scores on the SRA Science Test.

The directional alternate hypothesis is:

Ha: The scores on TSPT form D subtest of TSPT form C are
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more highly correlated with the scores on the Individual
Competency Measures than with the scores on the SRA Science
test.
Again the concern is that of validity. It is claimed that the
Individual Competency Measures assess process ability.4 It is claimed,
as has been mentioned, that the SRA Science test assesses "mainly factual

knowledge."5

If these judgments are correct, then a comparison of the
correlations of TSPT scores with scores on these tests should provide

quantitative evidence for the validity of TSPT.

Testing Hypothesis 1

The correlation between the validating sample scores on TSPT form
C items and Individual Competency Measures subtests were calculated
and significant differences among those correlations were sought.
Intercorrelations among the Individual Competency Measures subtests were
also computed and significant differences among them were sought using
Hostellings t test for significance of differences of correlated

correlations,

Testing Hypothesis 2

After TSPT form D was constructed the correlation between the
validating sample scores on the form D subtest of TSPT form C was
calculated. The correlation between the TSPT form D scores and the SRA
Science test scores was also calculated and a t test for the significance

of the difference was performed.

MULTIPLE REGRESSION ANALYSIS
Finally, to elucidate the relations among the variables, the

validating sample scores on the Individual Competency Measures, TSPT,
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SRA Science, and SRA Reading were taken to the Michigan State Uniyersity
Computing Center where a multiple regression was performed. The
Individual Competency Measures score was the dependent variable and the
TSPT form C, SRA Science and SRA Reading scores were the independent

variables,

NORMING TSPT FORM D
The next phase of the development of TSPT consisted of generation
of norming information in order that potential users of TSPT will have a
frame of reference from which to judge how TSPT might perform in their

situation.

Sample Selection

In order to restrict the travel required, the population from
which the norming sample was drawn consisted of the public schools within
a 50 mile radius of Berrien Springs, Michigan that contained sixth grade
classes as listed in the 1973-74 Michigan and Indiana state school
directories. There were 243 schools in this population.

The schools were numbered consecutively from 1 through 243, The
first 20 of a set of computer generated random integers from 1 through
243 were obtained. The schools assigned these numbers made up the norming
sample., Of these schools, one refused to cooperate, claiming that
accountability studies, federal funding, and other activities were imposing
too heavy a testing program to allow any more. The resulting norming

sample consisted of 19 schools.

Data Collection and Reduction

Testing the norming sample was begun in early April of 1974 and

was completed in late May. Contact with the schools was first made
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through the school superintendent. A brief description of the develop-
ment of TSPT, the way their school was selected to participate, and the
extent of their involvement was given. If the school system was small,
the superintendent frequently gave immediate permission to contact the
principal. If it was large, referral was usually made to the science or
testing consultant who frequently wished to confer with the principal
before giving permission.

The next step was to contact the school principal to set up an
appointment to meet personally with him and his sixth grade science
staff. At this meeting the need for process tests, the development of
TSPT, the method of selecting the norming sample, and the part they were
being asked to play was outlined. In most cases the school personnel
were very willing to cooperate. A date was then agreed upon for
administration of TSPT and a form was completed indicating size and
number of classes, name of teachers, and science program presently being
used. A set of directions for administering TSPT was given to the teacher
(included in Appendix III-B) and these were reviewed briefly with him.

On the morning of the date TSPT was to be given, the tests and
answer sheets were delivered to the school office. The completed tests were
picked up either the same afternoon or the next morning.

The students' answer sheets were checked to see that the name block
was correctly filled in and the responses were properly marked. They were
then delivered to the Andrews University computing center for reading. A
printout of student responses was checked against their answer sheets to
correct any reading errors that were made. The Opscan 100 reader used
was remarkably forgiving of sixth grade students ability to stay within

the proper response field, mark plainly, and erase cleanly. Of the over
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46,800 responses read less than 20 errors were detected, After making
any needed corrections, the tests were scored and the following information
from each school was stored in the computer: The school identification,
the students' responses and scores, the school mean and standard
deviation.

‘Feedback was sent to the schools in two parts. A computer printout
of students' names and scores together with the number of items on the
test, number of subjects who took the test, mean score, standard
deviation, mean difficulty, mean discrimination, KR20 reliability, and
standard error of measurement were returned to the schools within a few
days after they took the test. Following completion of testing, another
letter was sent to the norming sample schools which contained a computer
printout of the frequency distribution for the entire sample of 1301
students and the test statistics as listed above for the total sample

together with a frequency distribution of the school means.

TEST MANUAL PREPARATION
The final step in the development of TSPT was the preparation of
the test manual. A brief description of the development of TSPT is
presented first. Then the method of morming the test and a presentation
of the norming statistics and frequency distribution is included. Finally,
instructions for using TSPT and interpreting the results complete the test

manual. A copy of the test manual is presented in Appendix III-C.

SUMMARY
This study may conveniently be broken down into the following

phases:
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Item Improvement

The items developed by Fyffe and Robison were revised using the
data from their study. Additional items were added to the pool and two
more item tryout and revision cycles were carried out using conventional

item analysis procedures. The result was TSPT form C.

Validation

The Individual Competency Measures of SAPA, TSPT form C, and the
SRA test were all administered to the validation sample. The correlation
of each TSPT form C item score with each Individual Competency Measures
subtest score was calculated to test hypothesis one, that TSPT form C
items could be objectively placed in the appropriate Integrated Process
subscale.

TSPT form D was constructed using the external criterion referenced
validation method of test development which uses student performance on
the Individual Competency Measures as the criterion for selecting items
from TSPT form C for inclusion in TSPT form D.

The correlation of TSPT form D scores with the Individual Competency
Measures scores was calculated. Hypothesis two that TSPT form D scores
were more highly correlated with the Individual Competency Measures
scores than with the SRA Science test scores was tested.

Finally, in an effort to more fully elucidate the relationships
among the various tests, a multiple regression analysis was performed
using the Individual Competency Measures scores as the dependent variable

and TSPT, SRA Science, and SRA Reading scores as independent variables.



47
Normin
TSPT form D was administered to a random sample of 1301 sixth

grade students for the purpose of obtaining norming data for TSPT

form D.

Test Manual Preparation

Finally a test manual was prepared for TSPT form D containing a
brief sketch of the development of TSPT form D, the norming data, and

instructions for use of TSPT form D.
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CHAPTER IV

ANALYSIS OF RESULTS
The purpose of this study was to begin with the test items
developed by Fyffe and Robison and to develop a test, TSPT, designed
to assess students' ability to use the science processes as identified
by the SAPA program. The study can quite naturally be divided into
several phases. The results from each phase will be analyzed in this

chapter.

ITEM IMPROVEMENT

Construction of Form A

After applying the revision criteria presented in Chapter III
to the items and data available in Fyffe and Robison's study, many of
their items were rewritten, some were dropped, and additional items
were added to the pool. The result was TSPT form A which is included
in Appendix IV-A,

Logical analysis of the items based on the contexts identified
by SAPA indicated the assignment of items to the Integrated Processes
as presented in Table 1, under the column heading marked '"form A."

Appendix IV-B contains the subject assignments for each item,

49
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TABLE 1

ITEM SUBTEST ASSIGNMENTS

Process Number of Items

form A form B form C

Interpreting Data 24 22 22
Controlling Variables 15 10 10
Formulating Hypotheses 18 11 11
Defining Operationally 23 18 18

Total 80 61 61

Results of the Tryout of Form A

TSPT form A was tried out in a classroom where the SAPA program
was used and in a classroom where a traditional science program was used.
The item analysis data from the tryout of TSPT form A are recorded in
Appendix IV-C. The rest of the test statistics for TSPT form A are
presented under the "form A" heading of Table 2. The purpose of this
tryout was to obtain item analysis data for use in revising the test
items, but since data was obtained from both a SAPA school and a
traditional school, comparisons of the two schools' performance are
possible.

A t test of significance of the differences between the SAPA
and Traditional (Trad.) mean scores reveals that the mean scores for
SAPA and Traditional students are not significantly different at the

0.01 level.
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TABLE 2

TSPT TEST STATISTICS

Form D
Form A Form B Form C Form C Norming
SAPA Trad, SAPA Trad. SAPA Subtest Sample
Number of
Subjects 32 32 31 21 52 52 1301
Number of
Items 80 80 61 61 61 35 36
Mean Score 32.45 26,99 27.65 28.95 27.12 17.12 17.9

Std. Deviation 8.10 10.39 7.75 8.31 9.42 7.75 6.90

KR20

Reliability 0.70 0.76 0.77 0.82 0.76 0.89 0.84
Std. Error 4.44 5.09 3.73 3.49 3.55 2.56 2.69
Mean

Difficulty 0.59 0.66 0.56 0.53 0.56 0.51 0.50
Mean

Discrimination 0.31 0.33 0.34 0.32 0.38 0.56 0.50

SAPA: Science program used in the school was
SAPA,

Trad.: Science program used in the school
was Traditional Textbook oriented.
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Both schools had standardized test scores available so
comparisons among these tests and TSPT form A were possible. These

are presented in Table 3.

TABLE 3

TSPT FORM A CORRELATION TABLE

Pearsons Product Moment

Correlation

Form A with SAT Science 0.45 *
Traditional

Form A with SAT Reading 0.51 **

School

SAT Science with SAT Reading 0.86 **

Form A with SRA Science 0.74 *
SAPA

Form A with SRA Reading 0.70 **
School

SRA Science with SRA Reading 0.91 **

* Significant at 0.01 level.
*% Significant at 0.001 level.

SAT - Stanford Aptitude Test
SRA - Science Research Associates Test

Since form A is the preliminary form of TSPT no very great
importance should be attached to these results but they do lend support

to later work.

Results of the Tryout of Form B

The revision criteria as listed in Chapter III in the section

titled ITEM IMPROVEMENT were applied to the data obtained from the
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tryout of TSPT form A. A number of items were dropped and others were
rewritten. The form A items which survived and were included in form
C are indicated in Appendix IV-E. Since TSPT forms B and C are quite
similar, form B is not presented; however, by comparing forms A and C
presented in Appendicies IV-A and IV-D respectively, a good idea of
this phase of the revision process can be obtained. TSPT form B was
tried out in the same manner as form A. The test statistics for TSPT
form B are presented under the heading "form B" in Table 2.
A t test for significance of the differences between the SAPA
and traditional mean scores reveals again no significant difference.
Form B is also a preliminary form, so again, no great importance
should be attached to the data from it, but they do show that revision

has improved the test.

Results of the Tryout of Form C

Applying the revision criteria again produced mostly small
revisions with no items being dropped from the test. The result was
TSPT form C which is included in Appendix IV=D.

Form C was administered to the Validating Sample which contained
only sixth grade children who were being taught science using the SAPA
materials, This sample is more fully described in Chapter III. The
item analysis data is included in Appendix IV-E and the Validation Sample
scores on TSPT form C are presented in the second column of Appendix
IV-F. A plot of these data reveals a very slight positive skew. The
other test data are presented under the heading labeled "form C" in
Table 2.

The Integrated Processes subscales of form C are all highly

correlated with one another and with the total test. These correlations
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are presented in Table 4. The decimal points are suppressed.

TABLE 4

TSPT FORM C SUBTEST CORRELATIONS

I II III v

I Interpreting Data (87)
II Controlling Variables 59 (78)
III Formulating Hypotheses 59 53 an
IV Defining Operationally 63 57 52 (86)

The values in parentheses are the correlation of each subtest
with the total test, All of these correlations are significant at the

0.001 level.

VALIDATION

The Individual Competency Measures

The Individual Competency Measures previously identified and
enumerated in Appendix I-C were administered to the validation sample.
The total scores are very slightly negatively skewed with the Interpreting
Data and Controlling Variables subtests accounting for most of the skew.

These results are also displayed in Appendix IV-F,

Testing Hypothesis 1

The null form of hypothesis 1 can be stated as follows:
HO: There are no differences at the 0.01 level of

confidence among the correlations of the validating sample scores on

each TSPT form C item with their scores on each of the Individual
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Competency Measures subtests of Interpreting Data, Controlling Variables,
Formulating Hypotheses, and Defining Operationally. Written

symbolically:

RI,ID = RI,CV = RI,FH = RI,DO for all I

RI,ID: The correlation of the validation sample scores

on the TSPT item (I) with their scores on the Interpreting

Data subtest of the Individual Competency Measures.

RI,CV’ The above correlation with the Controlling

Variables subtest.

RI,FH: The above correlation with the Formulating

Hypotheses subtest.

RI,DO: The above correlation with the Defining

Operationally subtest,

In order to test the above hypothesis, the correlation between
the Validation Sample scores on each TSPT form C item and their scores
on each of the Individual Competency Measures subtests was computed.
The resulting correlations were then tested for significance of differ-
ences using a t test for correlated correlations. The results are
presented in Appendix IV-G. Of the 366 t tests performed, the null
hypothesis was rejected only six times., In no case were the differences
sufficient to unambiguously assign the item to one and only one of the
subtests at the 0.01 level. At the 0.1 level this procedure unambiguously
assigned four items to one and only one of the Individual Competency
Measures subtests. These four items, their assignments based on the
above correlations and their logical assignments based on their agree-

ment with the SAPA contexts are presented in Table 5.
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TABLE 5

TSPT FORM C ITEM ASSIGNMENTS

Assigmments
Item Number Correlation Logic
40 ID FH
55 DO ID
56 cv DO
61 FH ID

Based on the above data the hypothesis that the Integrated
Process which a given TSPT form C item assesses could be objectively
determined based on the correlation of the Validation Samples scores
on the item with their scores on the Individual Competency Measures
subtests was not supported and the items' assumed relation to the
integrated processes was not used as a criterion for selection of form
C items to be included in TSPT form D. The question of these subtests

is considered further in the discussion section of this chapter.

TSPT form D

The minimum level of external criterion referenced discrimi-
nation that should be required for inclusion of an item in TSPT form
D was empirically tested by constructing a number of subtests of TSPT
form C and examining their statistics. The results are presented in

Table 6.
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TABLE 6

TSPT FORM D ITEM SELECTION CRITERIA

Minimum Discrimination

Form C Form D
.1 .2 .3 .4

Number of Items 61 47 40 27 16 35
Mean Score 27.12 22,21 19.38 13.17 8.25 17.12
Standard Deviation 9.42 9.14 8.54 6.61 4.35 7.75
KR20 Reliability 0.86 0.89 0.90 0.89 0.86 0.89
Standard Error 3.55 3,04 2,76 2,23 1.65 2.56
Mean Difficulty 0.55 0.53 0.52 0.51 0.48 0.51
Mean Discrimination 0.38 0.42 0.46 0.55 0.62 0.56
Correlation with the 0.78 0.82 0.83 0.85 0.86 0.83

Individual Competency Measures

As expected, since all the statistics are using the same data,
as the minimum discrimination level is raised, the correlation with
the Individual Competency Measures and the mean discrimination go up
and the mean difficulty and standard error go down, but the KR20
reliability seems to be greatest for a minimum discrimination of about
0.2, This may reflect the reduction in size of the test as the
discrimination requirement is increased, but at any rate for this test,
the minimum external criterion referenced discrimination of 0.2 as used
by Fyffe1 and Robison seems to be about right.

The item analysis data for TSPT form C using the external
criterion referenced item analysis procedure described in Chapter I is

presented in Appendix IV-E under the "ICM" heading.
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Included in the last column of Table 6 are the test statistics
for the form D subtest of TSPT form C using the Validation Sample data.
It should be noted that one item which was actually used on TSPT form
D (Item 8) is not included because a slight revision of this item
produced a marked improvement in its performance. Form D, the final

form of TSPT is presented in Appendix IV-H.

SRA Test

The results of the administration of the SRA Science and Reading
tests to the Validation Sample are presented in the last two columns
of Appendix IV-F. The test statistics are presented in Table 7. It
should be noted that the items which are cross keyed by SRA as being

on both the reading test and the science test are omitted.

TABLE 7

SRA TEST STATISTICS

Science Reading
Number of Items 40 60
Mean Score 25.82 40.7
Standard Deviation 8.45 12.86
KR20 Reliability 0.91 0.94
Standard Error 2.54 3.05
Mean Difficulty 0.35 0.32

Mean Discrimination 0.52 0.53
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Testing Hypothesis 2

The null form of hypothesis 2 can be stated as:

Hy,: There is no difference between the correlation of

the Validation Sample scores on TSPT form D subtest of TSPT form C with
their scores on the Individual Competency Measures and the correlation

of their scores on TSPT form D subtest of TSPT form C with their scores
on the SRA Science test, or symbolically:

Hy: Rpspr 1cM ~ Rrser,sras = 0
Where:

RTSPT,ICM‘ The correlation of the Validating Sample
scores on the TSPT form D subtest of TSPT form C with their
scores on the Individual Competency Measures.

RTSPT,SRAS: The correlation of the Validating Sample
scores on the TSPT form D subtest of TSPT form C with their
scores on the SRA Science test.

To test the above hypothesis a t test of significance of the
difference between correlated correlations was performed. The
correlations were obtained from the data presented in Appendix IV-F.
The results are presented in Table 8. The t value obtained is not

significant even at the 0.2 level. Thus the null hypothesis was not

rejected,
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TABLE 8

TSPT, ICM - TSPT, SRAS CORRELATION COMPARISON

N=52
Rrspr,1cM 0.83
RrspT,sras = 0.79
Significance of the difference RTSPT,ICM - RTSPT,SRAS H

Calculated: t = 0.76
For Significance (0.01, one tailed test):

t = 2.4

The Validating Sample scores on the form D subtest of TSPT
form C correlate about as well with the SRA Science test scores as
with the scores on the Individual Competency Measures at the 0,01
level. The lack of a significant difference is examined more fully in

the discussion section below.

Discussion

Hypothesis 1: To elucidate the absence of significant differences
among the TSPT item - Individual Competency Measures subscale corre-
lations, the intercorrelation among the Integrated Processes subscales
of the Individual Competency Measures were calculated. These are
recorded in Table 9. A t test of significance of differences indi-
cated no significant differences at the 0.01 level. Thus it can be

argued that they are all measuring similar abilities and so it would be
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very hard to find a test item that would correlate significantly higher

with one subtest than with another.

TABLE 9

INDIVIDUAL COMPETENCY MEASURES
SUBTEST INTERCORRELATIONS

Subtests Correlations
Interpreting Data - Controlling Variables 0.75
- Formulating Hypotheses 0.72
- Defining Operationally 0.65
Controlling Variables - Formulating Hypotheses 0.74
- Defining Operationally 0.65

Formulating Hypotheses - Defining Operationally 0.62

Perhaps one reason for the lack of significance differences
among the subtests can be found in the definitions of the Integrated
Processes as presented in Appendix I-B. For example, if by Interpreting
Data SAPA means the ability to "...CONSTRUCT one or more inferences or
hypotheses from a comparison of the information in two or more related
tables...", should one be surprised to find the Interpreting Data and
Formulating Hypotheses subtest scores highly correlated?

Hypothesis 2: The result of testing hypothesis 2 is unequivocal.
It would have been the same even if the level of significance were
changed by an order of magnitude. TSPT scores are as closely related
to the SRA Science scores as they are to the Individual Competency
Measures scores. To elucidate this result, the correlation of the

Validating Sample scores on the Individual Competency Measures with
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their scores on the SRA Science test was reexamined. For the sample
size used, a correlation greater than about 0.5 is significant at the
0.001 level of confidence. The value of 0.74 previously reported for
this correlation indicates that the Individual Competency Measures and
the SRA Science tests are to a considerable extent measuring either the
same or very closely related abilities. It is therefore very hard for
a third test to be more highly correlated with one than with the other.
To further examine this result, a multiple regression was
performed using the Individual Competency Measures scores as the depen-
dent variable and TSPT form C, Individual Competency Measures, and
the SRA Science test scores as independent variables. The results are
presented in Table 10 and represented pictorially in Figure 1. An
interesting feature of these data is that the SRA Reading test accounts
for more of the Individual Competency Measures variance (65 percent)
than any other test used. Another interesting feature is that when
TSPT form C and the SRA Reading scores are take<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>