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ABSTRACT
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By

Earl Lewis Stone III

Alloys of 0.6, 1.7 and 3.7 at% cobalt in platinum
were examined in a field ion microscope using pulsed
field evaporation. 1Images of pure platinum control
specimens and of alloy specimens were compared to
establish the types of signatures produced by the
cobalt atoms. The cobalt atom signature was found
to be a single dark atomic site. For the 3.7 at$
alloy, the exact sites of a large number of cobalt
atoms in the lattice were determined from measure-
ments of the cobalt signature positions. Normalized
radial distribution functions were calculated and
found to be consistent with a random distribution

for cobalt atoms in platinum.

Measurements are reported of size dependent electrical

resistivity, and of electrical resistivity and



Earl Lewis Stone III

thermoelectric ratio, G, at ultra-low temperatures
for high purity, single crystal tungsten. A
generalized version of the Nordheim model is used
to derive a lower bound upon the size dependent
resistivity, assuming that surface scattering is
completely diffuse. Measurements are presented
which fall below this lower bound indicating,
within the framework of the model, the presence

of specular scattering. Electrical resistivity
measurements on two high purity samples were con-
sistent with the equation p = P t AT2 from 1.8 K
down to below 0.1 K. This quadratic variation of
resistivity down to such low temperatures is
attributed to electron-electron scattering. For
the highest purity sample, the thermoelectric ratio
G behaved simply and in accord with expectations.

For two less pure samples, G behaved anomalously at

ultra-low temperatures.
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PART I

FIELD ION MICROSCOPE STUDY OF

DILUTE PLATINUM COBALT



CHAPTER I

INTRODUCTION

The field ion microscope (FIM) is a tool which
has atomic resolution, allowing visualization of atoms
as well as individual defects and impurities in a crystal
lattice. With the FIM, direct determination of the micro-
scopic spatial distribution of solutes in alloys can be
made. Analysis of all other types of experimental data
only allows inferences concerning this distribution.

The present FIM study is an investigation of
alloys which have dilute amounts of cobalt (Co) in
platinum (Pt). For this reason, the specific examples
and special procedures discussed will be of the PtCo
alloys. For those with no knowledge of the FIM, the basic
components and principles of operation are described in
Appendix B, which is a verbatum reproduction of Appendix A

from the thesis of M. Khoshnevisan (1).

A. Development of the FIM

The FIM was introduced by Miller (2) in 1951 and
has been developed over the years to where it is now a
useful quantitative tool. The first major advance in
field ion microscopy was the realization in 1955 that by

2



cooling the FIM, atomic resolution of large sections of
the specimen could be obtained (3). At the same time,
the discovery of field evaporation (4) made possible the
imaging of FIM tips with a high degree of surface per-
fection. It also made possible the slow dissection of a
bulk specimen. The development of the ability to resolve
large sections of a specimen atomically layer by layer
opened up the possibility of determining the spatial
distribution of defects and impurities in metals and

alloys.

B. Early Alloy Studies

Many early alloy studies were concerned with
establishing the signature of solute atoms, that is,
determining how a solute atom would appear in the FIM
image. Positive identification of solute atoms in the
host material was necessary before any study could be
made of their spatial distribution. Early investigations
of binary alloys showed only that in general the image
became more irregular as the solute content increased
(5, 6). Image interpretations of alloys could be made

'using ordered binary alloys because of their high degree
of surface pattern perfection. The signature of Co in
PtCo alloys was the first to be identified. Southworth
and Ralph (7) and Tsong and Miiller (8, 9, 10) inferred
from their studies of ordered PtCo alloys that Co atoms

in Pt were invisible. That is, while Pt atoms appeared



as bright spots in regular arrays, Co sites were not
imaged, therefore appearing as dark spots (i.e., as vacant

sites).

C. Dilute Alloy Studies

Image interpretation was also possible in dilute
alloys. Small concentrations of impurities do not
seriously degrade the surface pattern perfection of the
host material. Dubroff and Machlin (11, 12) made FIM
studies of platinum and tungsten based alloys. They
inferred that for cobalt, nickel, gold, and palladium in
platinum, the solute signature was a vacant site. There
were, however, serious discrepancies between the observed
vacant site concentrations and the nominal solute concen-
trations. Two complementary explanations have been pro-
posed for the discrepancies (13). First, it is now known
that the {102} plane, on which they did their study, has
an artifact vacancy concentration of one to two atomic
percent, even in a well-annealed pure Pt tip (14, 15).
Thus, the {102} plane was inappropriate for any quantita-
tive studies. Second, the actual solute content was not
determined by independent means. The one specimen that
was analyzed turned out to have only 5.7 at% instead of
the nominal 10 at% gold in platinum. For these reasons,
their study gave only qualitative support for their
suggestion. It was not until a study by Chen (13, 16)

that a quantitative correspondence between nickel and



gold atoms in platinum and vacant sites was made. Chen
made the proper background studies of pure platinum and
also independently verified the solute concentration of

the alloys by chemical analysis.

D. Artifact Sites

In any FIM study, one major problem is artifact
sites, that is, spurious vacant sites in the middle of a
plane. These can be mistaken for vacancies in quenching
studies or for solute sites in alloy studies. 1In well
annealed pure Pt, the concentration of artifacts observed
are orders of magnitude greater than that expected from
the equilibrium vacancy concentration. Therefore, it is
evident that artifacts must be sites where a host atom was
pulled off the surface. This means that before any
serious quantitative studies can be done, it is first
necessary to study pure Pt in order to determine which
planes have sufficiently low background levels of
artifacts. These control runs are critical and must be
made under the same experimental conditions as the alloy
runs. Once the planes in the pure Pt with background
levels of at least an order of magnitude less than the
planned solute concentrations have been found, alloy
studies can proceed. Independent determinations of alloy
concentrations by chemical analysis are then made. Only

if the concentrations of signatures from the FIM analysis



agrees with these independent assays can the correspondence

of signature to solute atom be made with confidence.

E. Spatial Distribution

Once the type of solute signature in the host has
been positively identified and a one to one correspondence
between this signature and the solute atom has been veri-
fied, detailed microscopic analysis can begin. The pro-
cedure is to record the positions of the solute atom
lattice sites in terms of a surface coordinate system and
then to transform these positions into a bulk system
representative of the crystal structure of the alloy. For
dilute concentrations of Co in Pt, this is face-centered-
cubic (FCC). From this point it is relatively straight-
forward to calculate the actual spatial distribution, or
some other parameter of interest. These directly
determined parameters can then be used to examine

inferences drawn from other less direct experiments.

F. FIM System

The all metal and glass FIM system used in the
present study has been specially designed for quantitative
work. The provisions for ultrahigh vacuum, internal image
intensification, liquid and gaseous helium cooling, and
automatic pulsing and photographic recording make this
possible. The details of the FIM system have been

described in a thesis by Khoshnevisan (1).



One serious problem in FIM studies is the high
failure rate of tips. It is the source of greatest
experimental difficulty. This has been partially over-
come in this system by the use of a unique five-sample

rotator designed by Khoshnevisan and Stephan (17).

G. Present Study

With this specially designed system, the actual
spatial distributions of alloys can be determined and
the inferences from other experimental work examined.
Schwertfeger and Muan (18) have made thermodynamic
measurements of disordered PtCo alloys in the temperature
range of 1200-1400°C. Their results indicate that the
PtCo system displays a strong tendency for ordering at
these temperatures. There are also diffuse x-ray
scattering measurements of PtCo, at 860°C, by Rudman and
Averbach (19). Their short range order parameters for
PtCo are negative, also suggesting an ordering tendency.
These experiments were done on more concentrated alloys
at elevated temperatures. How well these results carry
over to more dilute alloys at temperatures below 860°C
is unknown. Several susceptibility and resistivity
studies on dilute PtCo alloys have been made in recent
years (20, 21, 22). The data are usually fit to theories
which assume a random distribution of Co in Pt. With the

system mentioned above, it should be possible not only to



quantitatively confirm that the signature of a Co atom
in Pt is a vacant site, but also to determine the radial
distribution function which would specify whether dilute
Co in Pt alloys at lower temperaturcs exhibit clustering,
randomness, or short range order. This should provide an
accurate spatial distribution as a sound basis for

theoretical work.



CHAPTER II

EXPERIMENTAL PROCEDURE

A. Specimen Preparation

l. Initial Sample Preparation

The platinum and platinum alloy samples were made
by Bud Addis, Material Science Center, Cornell University.
He prepared alloys of 0.6, 1.7, and 3.7 atomic percent
cobalt in platinum using an arc melter. The alloys were
arc melted several times to insure homogeneity before
being drawn into 8-10 mil diameter wires. For control
and background purposes, pure platinum was also given the
same treatment, being arc melted several times, then
drawn into a 10 mil diameter wire. Upon receipt of these
wires, several portions were removed for atomic absorption

and neutron activation analysis.

2. Wire Treatment

When received, the wires were first rinsed and
wiped with methanol to remove surface dirt, then cleaned
in aqua regia, and finally rinsed in distilled water and
methanol to remove any remaining surface contamination.
Single crystal endforms on the specimen wires are needed

to provide the necessary clear image for counting atoms
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and vacant sites in the FIM. To insure the growth of
large enough single crystal grains for proper endforms,
the following strain-anneal procedure was used. The wires
were heated briefly, approximately 30 seconds, to a slight

red glow in vacuum to reduce cold work. They could then

be drawn down through diamond dies into 5.5 mil wires

N

without breaking. They were cleaned in aqua regia and
methanol between draws to remove surface contamination.
The 5.5 mil wires, in lengths of about 30 cm, were heated
to approximately 1000°C for one hour in vacuum. They were
then drawn to 5.0 mils. The final anneal was for twelve
hours at about 1000°C in vacuum. The vacuum in all cases
was better than 5 x 10~ ° torr.

The wires were heated resistively with their
temperatures determined by the resistance ratio R(T)/
R(20°C). For pure platinum, a calibration table exists,
but not for the alloys (23). To make calibration tables
for the alloys, simultaneous measurements of R(T)/R(20°C),
using standard four probe techniques, and of temperature,
using a calibrated optical pyrometer, were made. Samples
of the alloys were heated resistively in air where they
could be observed directly, thereby avoiding problems of
calibration through glass. The pyrometer was checked by
making identical measurements on a pure platinum wire.
Before measuring the base resistance R(20°C), the alloy

wires were heated briefly to a red glow to remove the
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major effects of cold work. 1In Figure 2A the calibration
curves for the alloys are presented.

No phase separation occurs for dilute amounts of
cobalt in platinum (24). This simplified the characteriz-
ing procedure, allowing the anneals to be ended by slowly
turning down the current through the wires over a period
of about a minute. The pure platinum wires used for
background counting and controls were given the same
treatment as the alloy wires.

Calculations of an effective freeze-in temperature
(Tf) were made based on the diffusion data of Co in Pt by
Kucera and Zemcik (25).. Since the endforms were single
crystal, it was assumed that only volume diffusion was
present. Samples with large numbers of dislocations would
not have been imaged due to tip failure at the high
voltages used. The diffusion coefficient, D, is usually

expressed as:
- - —
D = D exp( F%)

where Do is a frequency factor,
Q is the activation energy in Kcal/mole

3

R is the gas constant of 1.987 x 10 ~ Kcal/mole deg.,

and T is the absolute temperature in degrees Kelvin.

The values obtained by Kucera and Zemcik in the tempera-

ture range 1170 to 1320°K for Do and Q are 19.6 cm2/sec



— — i ~— “———
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Figure 2A.--Calibration curve for PtCo alloys.
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and 74.2 Kcal/mole respectively. They then decomposed
these data into the sum of two terms: volume diffusion,
with values of Do = 156 cmz/sec and Q = 80.1 Kcal/mole,
and diffusion along high diffusivity paths.

In view of the uncertainty in this decomposition,
determination of a freeze-in temperature must be only
approximate. The freeze-in temperature for the purposes
of this calculation is defined to be that temperature
where the average motion X of a Co atom is on the order
of the lattice spacing a, during a time interval At.

This time interval is determined by the cooling rate
through the freeze-in temperature. The cooling rate of
the wire specimens was about 17 deg/sec. 1In the tempera-
ture range of interest, the diffusion coefficient changes
by about a factor of ten in a three second interval. A
choice, then, of At = 1 sec specifies a temperature range
such that if the Co atoms are slowly moving at the top
end, they are effectively at rest at the lower end. An

estimate of the average motion X is
X = v4DAt

The choice of X equal to a lattice spacing (a, = 3.92 A

for Pt) leads to a value of D at the freeze-in tempera-

16 cmz/sec. Putting this value of D into

ture of 4 x 10
the expression for the diffusion coefficient and solving

for the freeze-in temperature yields Tf = 1000°K. Due to
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the approximate nature of the calculation and the uncer-
tainties in Do and Q, this freeze-in temperature estimate
is good to * 50°K (if one chose Do = 19.6 and Q = 74.2,
the calculated freeze-in temperature would be 50° higher).
The 1000°K freeze-in temperature is 400-600°K less than
the temperatures used in the activity measurements (18),
but only slightly lower than those used in the x-ray
determination of the local order parameter (19).

A check on the effect of the anneal and the
drawing on composition was made. Several portions of the
alloy wires that had been through the annealing procedure
and others that were drawn straight into 5.0 mil wires
were set aside for neutron activation analysis. These
analyses were compared with those done on the wires as

received.

3. FIM Tip Making

From one 30-cm piece of annealed wire about 20
one-cm pieces were cut with scissors. Portions near each
end of the large wire, where the annealing temperature
had been lower, were not used. One end of each small
piece was spot welded onto a 10 mil diameter platinum
wire hook. The other end was then electropolished down
to a diameter of about 300 R for the FIM tip.

A standard electropolishing method using a molten

salt solution of NaNO, and 13% NaCl by weight at about
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360°C was used to taper the tips to a sharp point (26,
13). A voltage of 1-2 volts DC was used with the tip as
anode. The salt mixture was melted in a pyrex beaker
that had been wound with resistance wire, covered with a
layer of furnace cement, and set in a fire brick. The
temperature of the molten salt was controlled by varying
the current through the resistance wire with a variac.
The temperature was monitored with a Chromel-Alumel
thermocouple.

Each tip was first immersed for approximately five
minutes to remove any dislocation damage from the cutting
and to produce a generally tapered shank. The tips were
then alternately dipped for a few tenths of a second and
observed under a 440 X light microscope until the required
sharp tip was obtained. A combination of the taper angle
and the pattern of the Fresnel fringes around the end of
the tip was examined to determine when the tip was sharp
enough (1). The tips were inspected twice, the second
time with the shank rotated 90° to check for chisel-shaped
tips, which would give an undesirably elongated image in
the FIM. The tips and their 10 mil platinum wire hooks
were then spot-welded onto 40 mil tungsten rods and
mounted in the FIM.

An advantage of the molten salt solution was that
it polished more uniformly on the sides than an acid

mixture (H3PO4, H2804, HNO3) or aqua regia. The possible
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redistribution of the solute during the tip immersion in
the 360°C molten salt was not a problem. Even with the
five-minute (300 sec) immersion times and possible
enhancement of diffusion by vacancies, the average atomic
motion is only 0.1 a, as calculated using the following
information. At 360°C, the volume diffusion coefficient
D is 3.4 x 107 2° cmz/sec. An upper bound on the vacancy

enhancement of the diffusion is the ratio of the number

of vacancies at the annealing temperature to that at 360°C

C. (1000°C)
\'4 _ 5
E;Tng'ET_ = 3.6 x 10

where CV(T) is the concentration of vacancies at tempera-
ture T. CV(T) is usually expressed as:
Eg

CV(T) = Co exp (- X7

where Co is a constant.

E_. is the formation energy of a vacancy, in this

f
case taken as 1.4 eV for Pt,

K is the Boltzmann constant, and

T is the absolute temperature in degrees Kelvin.
In the dipping process, the total immersion time was
usually about 30 seconds, the average total time to make

one tip was 1/2 hour. About 1/3 to 1/2 of the wire
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pieces immersed were finally made into tips sharp enough

for use in the FIM.

B. FIM and Data Acquisition System

The FIM and photographic recording system used
are very similar to those described by Khoshnevisan (1).
One change was the addition of a titanium sublimation
pump, which allowed the removal of residual or outgassed
oxygen and nitrogen. This was especially important when
the FIM was operated in the static mode for the earliest
runs on pure Pt and on the 0.6 at% PtCo. For static mode
operation, the FIM was closed off from the pumping
system, and helium imaging gas was leaked through a
heated pyrex tube to backfill the system to a gauge
reading of 5 x 10™4 torr. 1In an effort to cut down the
possibility of contamination, the system was later changed
so that it could be operated in a dynamic mode. 1In this
mode, spectroscopically pure helium was leaked through a
Varian leak valve to run at a gauge pressure of 5 x 10-5
torr with the pumps still opened to the system.

The FIM run procedure was as follows. Five tips
were loaded into the microscope body and the body
inserted and bolted to the ultra-high vacuum (UHV)
system. The system was roughed out using a Vacsorb pump
and then pumped out further using a diffusion pump. A
liquid nitrogen cold trap prevented diffusion of any oil

into the vacuum chamber. The system was then baked at
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175°C for four hours. With twelve hours of pumping,
vacuums of 2 x 10"9 torr were routinely obtained. The
specimens were cooled to about 80°K by filling an outer
liquid nitrogen jacket. The system was then backfilled
with pure helium imaging gas.

The DC voltage on the tip was raised slowly until
the tip was evaporated to a nearly perfect hemispherical
endform. The first image spots usually appeared around
2 KV, then a motor driven pot was used to slowly ramp up
the voltage at 0.8 KV/hr. Only about one in five tips
was evaporated to a good usable endform, normally about
7 KV, without failing. The advantage of the five sample
rotator system was that, after a tip failure, the high
voltage could be quickly lowered, a new FIM tip rotated
into position and started in about 10 minutes, without
breaking vacuum.

When a suitable endform was obtained, the system
and the tips were further cooled by means of a continuous
liquid-gas helium transfer system. Varying the rate of
pumping on the system allowed temperature regulation
between 20 and 60°K. Normal running temperature was 30°K.

The camera system was positioned and a test strip
taken to check the focus and the exposure settings. To
insure a clean surface, a final ten layers of a {102}
plane were then peeled off before actual filming. The

specimen was dissected atom by atom using pulsed field
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evaporation technique and the image was synchronously
recorded (15, 1). The voltage pulses and the camera were
controlled by a 'pulser' control box. The 'pulser' first
operated the camera to expose a frame, then triggered a
square wave voltage pulse. The field evaporation pulse
was amplified and applied to the FIM tip. In normal
operation, voltage pulses of about 400 V and 3 milli-
seconds duration were used, with the height being
adjusted so that the tip evaporated slowly at a rate of
about 80 pulses per layer as counted on a {102} plane.

An internal Bendix channel plate and post-
acceleration of the electrons was used for image intensi-
fication. This allowed exposure times of about 1/2
second and repetition rates of about 1 second.

The FIM images were recorded on 400 foot lengths
of 35 mm Kodak Double-X film using an Automax camera.

The film was then developed at the MSU Photo Lab.

C. Film Analysis

The preliminary film analysis was done using a
Vanguard motion analyser. Each film was run through the
motion analyser several times with one particular
crystallographic plane being watched during each scan.
When a signature was seen, the frame number corresponding
to the location on the film was noted along with the type
of signature. The number of layers peeled through and

the average number of atoms per plane were also recorded.
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The following criteria were employed for counting
both atoms and sites. They were counted immediately after
the last atom of the preceding layer was completely
evaporated. A schematic layer of atoms and the outer
ring of atoms (solid line) is shown in Figure 2B. This
outer ring was disregarded to avoid the ambiguity that
would arise if a vacant site, such as site A, occurred on
it. It is difficult to decide if such é site is actually
a Co site or simply due to irregular evaporation. There-
fore, only those sites which could be positively identi-
fied, such as site B, were counted. From one layer to
the next, the general shape of the outer ring for a
particular plane remained roughly the same with some
variation in the number of atoms on each layer.

The film analysis necessary for the spatial
distribution was done using the High Energy Physics
scanning tables. The scanning table is a setup by which
the relative positions of the atom images can be digitized
and recorded on magnetic tape. These tables have cross-
hairs that can be positioned to within 0.001 inch. The
typical separation of atoms on the scanning tables was
0.075 to 1.25 inches. Even on less distinct dots, the
crosshairs could be easily repositioned over an atom to
within + 0.005 inch. The data on the magnetic tape were
then fed into the computer programs to be handled as

described in the analysis chapter.
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CHAPTER III

THE COBALT SIGNATURE

A. Chemical Analysis

Portions of each of the as received alloy wires
were sent to the U.S. Testing Company, the Analytical
Laboratory at Cornell University, and to the Reactor
Laboratory at Michigan State University for chemical
analysis. The results are shown in Table 3A. The
designation by groups indicates independent tests on dif-
ferent pieces of wire. The MSU neutron activation
results are the averages of tests from multiple samples.
The values for the single samples are shown in Table 3B.
The scatter in the test results from identical specimens
indicates that they are accurate only to * 10%.

Neutron activation analyses were done on portions
taken from different parts along the as received alloy
wires to check homogeneity. These tests were also per-
formed on wires that had been drawn straight down to 5.0
mil diameter and on those that had been through the strain-
anneal process. These results are shown in Tables 3B and
3C. The alloy wires were found to be homogeneous, and
there was no systematic loss of Co resulting from either
the drawing or the strain-anneal procedure.

22
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TABLE 3A.--Chemical Analyses.

Weight Percent Co in Pt

A B (o] D
Result 1
Group 1 0.47 0.15 0.085
0.39 0.16 0.089
Group 2 1.14 0.55
Result 2 0.525 0.171 0.087
Result 3
Group 1 0.565 0.188 0.109
Group 2 _ 1.176 0.461
Average
Weight % 1.16 0.50 0.17 0.094
Atomic % 3.74 1.65 0.56 0.31

Result 1l: atomic absorption spectrography
reported by United States Testing Co., Inc.
1415 pPark Ave., Hoboken, N.J. 07030

Result 2: neutron activation analysis
reported by Analytical Laboratory
Material Science Center
Cornell University

Result 3: neutron activation analysis
reported by Reactor Laboratory
Engineering Department
Michigan State University
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TABLE 3C.--Test of Strain-anneal Procedure.

Weight Percent Co in Pt

as received drawn strain-annealed
Alloy A M E
1.172 1.170 1.205 1.126
1.170 1.163 1.188 1.182
1.176 1.204 1.148 —-——
Alloy B 0.457 0.449 0.447 0.445
0.477 0.444 0.447 0.454
0.477 —-—— —-—— —-——

Portions of the pure Pt wire, the pure Pt wire
that had been through the arc melting process, and the
0.3 at% PtCo alloy were sent to Schwarzkopf Microanalyti-
cal Laboratory for semiquantitative spectrographic
analysis. Table 3D lists the elements that were found
from among the thirty tested for. All the wires tested
showed evidence of residual impurities. The reported
cobalt content of the alloy agreed with that from other

chemical analyses.

B. Control Specimens

Control runs are needed to establish which planes
have sufficiently low artifact levels to be of practical
use in alloy studies. For alloy systems such as PtCo,
where both solute atoms and artifacts show up as vacant
sites, control runs are critical. The concentration of

artifacts should be as low as possible and at least within
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TABLE 3D.--Semi-quantitative Spectrographic Analysis.

Pure Pt Arc Melted Pt PtCo Alloy
Aluminum ND ND FT
Cobalt ND ND TH
Copper ND FT TL
Iron FT ND FT
Nickel FT FT TL
ND = not detected
FT = less than 0.0l weight percent
T = 0.01 to 0.1 weight percent
H = upper half of range shown
L = lower half of range shown

Reported by Schwarzkopf Microanalytical Laboratory
56-19 37th Avenue
Woodside, N.Y. 11377

the uncertainty of the chemical analysis. This uncer-
tainty in the present study is ten percent.

Two sets of control runs on pure Pt tips were
made to measure background artifact levels. A field
ion micrograph of a well-annealed Pt tip is shown in
Figure 3A. One octant of the (00l) oriented Pt tip is
indexed.

As originally investigated by Speicher et al. (14)
and later confirmed by Berger et al. (15) and Chen (13),
a number of planes around the {102} plane show a low
level of artifact vacant sites and good atomic resolution.
The present investigation was consistent with those
earlier results. The final total artifact and atom

counts for the two sets of control runs are listed in
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Figure 3A.--Field ion micrograph of pure platinum tip.
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Tables 3E and 3F. o-dark spots are defined below in
section C. The {102} and {317} planes had levels of
artifacts too high for use in the alloy studies. The
{315}, {213}, {203}, {517}, and {214} planes had suffi-
ciently low artifact levels (less than 10% of the
planned solute concentration). Other planes such as
the {103} did not have adequate atomic resolution.

Set I of the controls was carried out with the
system operating in a static pumping mode. The concen-
tration of artifacts on the {315}, {213}, {203}, {517},
and {214} planes was less than five percent of the 0.6

at% alloy, which was run under Set I conditions.

]

TABLE 3E.--Control Run Set I on Pure Platinum.

Plane Number Number of Concentration

of atoms a-dark spots of a-dark spots
{315} 20,775 1 4.8 x 10°°
{203} 8,545 0 <1.2 x 107%
{213} 18, 255 0 <5.5 x 10°°
{517} 15,525 1 6.4 x 10>
{214} 10,700 2 1.9 x 1074
{317} 11,930 145 1.2 x 1072
2

{102} 10,860 189 1.7 x 10
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TABLE 3F.--Control Run Set 2 on Pure Platinum.

Number Concentration
Plane of atoms @ B of a-dark spots
{315} 11,530 31 6 2.7 x 1023
7,670 8 0 1.0 x 1073
7. 600 13 0 1.7 x 10
26,800 52 6 1.9 x 1073
{213} 8,910 4 0 4.5 x 1073
4,410 23 3 5.2 x 10
3,420 0 0 —-
16,740 27 3 1.6 x 103
{203} 2,140 5 3 2.3 x 1073
4,410 5 0 1.1 x 10
8,950 10 3 1.1 x 1073
{517} 4,490 0 0 -— 5
4,040 5 0 1.2 x 1073
4,395% 19 3 4.3 x 10
12,925 " 24 3 1.9 x 103
{214} 5,730 1 0 1.7 x 1o:§
3,300 8 1 2.4 x 10
4,115 0 0 -
13,145 9 1 6.9 x 102
{317} 7,630 174 0 2.3 x 10_2
4220 85 3 2.0 x 10_3
6. 420 95 0 1.5 x 10
18,270 354 3 1.9 x 102
{102} 9,210 261 0 2.8 x 102
4,990 142 0 2.8 x 102
6.870 127 1 1.8 x 10
21,070 530 1 2.5 x 10”2

*
One bright spot.
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In an effort to upgrade the system, changes were
made so that it could be operated in a dynamic pumping
mode. Therefore, a second set of pure Pt specimens which
had been through the same arc melting procedure as the
alloy specimens were run. This second set of the controls
had concentrations of artifacts over an order of magnitude
higher than those of Set I.* Even with the higher level
of artifacts, the background on the five better planes
was less than 2 x 10-3. These background levels made

practical the study of only the higher concentration

alloys of 3.7 and 1.7 ats%.

C. Alloy Specimens

Several different signatures were observed in the
alloy specimens. The classification and designation of
the various signatures used here is the same as that pro-
posed by the Cornell group (16).

o-dark spot: This is a single dark atomic site,
lying within the outer ring, which4is visible as soon as
the layer above is removed.

B-dark spot: In a layer where all the atoms can

be seen, one atom may suddenly disappear leaving a single

*

It was later found that a small amount of air
had gotten into the helium imaging gas for all the samples
run under Set II conditions. A bulb of pure He gas is
connected to the FIM system and the intervening space
evacuated. The glass seal to the bulb is then normally
broken by dropping a small metal rod incased in glass onto
it. After the bulbful of He gas was exhausted, it was
discovered that the glass casing on the metal rod had
cracked allowing the trapped air to escape and contaminate
the He gas.
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dark spot. Once formed, it appears the same as an a-dark
spot.

Bright spot: This is a single atomic site which
appears much brighter than the nearby atoms.

The presence of the Co atoms caused a large number
of a-dark and B-dark spots to be produced. The field dis-
section of a {315} plane in a 0.6 at% PtCo tip is shown
in Figure 3B. In the schematics, an open circle repre-
sents an a-dark spot and an open circle with a cross
represents a B-dark spot. The peeling of three successive
layers is shown in frames 1-6, 7-10, and 11-16. One B-
dark spot, appearing suddenly in frame 5, and one a-dark
spot, frames 11-16, were found in these layers.

Images of the 0.6, 1.7 and 3.7 at% Co in Pt tips
were recorded on film using our pulser control system.

A field ion micrograph of a (lll)oriented alloy tip is
shown in Figure 3C. This alloy image is more irregular
than the pure Pt image, in accord with the results of
other experimenters.

After the films of the alloy tips were taken and
processed, they were scanned using a Vanguard motion
analyser. The various signatures were counted, the number
of surface layers peeled through for each plane and an
average number of atoms on each layer was recorded. This
average was obtained by counting the actual number of

atoms within the outer ring for three layers about the
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Figure 3B.--Field dissection of a {315} plane.



Figure 3C.--Field ion micrograph of a 3.7 at % PtCo tip.
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median layer. As a check, the total number of atoms in
all the layers of several planes was individually counted.
The numbers obtained by the averaging method agreed to

within ten percent of these actual counts.

1. The 0.6 at% Co in Pt Alloy

The a- and B-dark spots were counted in a number
of planes for two 0.6 at% PtCo tips. The results are
summarized in Table 3G. The experimental conditions for
both runs on this alloy were the same as those for Set 1

of the controls.

TABLE 3G.--Results for 0.6 at% PtCo Alloy Tips.

Number Concentration
Plane v of atoms o B of a-dark spots
Tip 1
{315} 14,825 93 40 0.63 x 1o:§
{213} 12,040 101 55 0.84 x 10_;
{203} 3,670 22 0 0.60 x 10_5
{517} 5,595 31 18 0.55 x 10_}
{214} 4,280 43 13 1.00 x 10
{317} 6,840 270 3 3.95 x 10 2
{102} 7,130 238 0 3.34 x 10
Tip 2
{315} 7,065 61 17 0.86 x 1072
{213} 3,330 27 14 0.81 x 10
{317} 4,070 179 1 4.40 x 1072

{102} 3,910 164 0 4,19 x 10
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On the control runs, there were five planes that
had low background levels of artifacts, namely, the {315},
{213}, {203}, {517}, and {214} planes. These levels are
negligible compared to the alloy Co concentration, so no
correction for artifacts was made. In the alloys, the
{203} and {517} planes were found to have a-dark spot
levels within the ten percent uncertainty of the chemical
analysis. The {315} and {213} planes had slightly
higher, and the {214} plane a much higher concentration of

o-dark spots.

2. The 1.7 and 3.7 at% Co in Pt Alloys

The a- and B-dark spots were counted for the 1.7
and 3.7 at% PtCo alloys, and these results are summarized
in Tables 3H and 3J. The experimental conditions for the
runs on both alloys were the same as those for Set II of
the controls.

From the control run results presented earlier,
the background level of artifacts to be expected in the
alloy tips is known and can be subtracted. The corrected
concentrations of a-dark spots are presented in Tables 3I
and 3K. For the 1.7 ats% alloy, the {315}, {203}, and
{517} planes had corrected values within fifteen percent
of the known Co concentration. The {213} planes for this
alloy were too faint to be counted. For the 3.7 at$g

alloy, the {315}, {213}, and {517} planes had corrected
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TABLE 3H.--Results for 1.7 at% PtCo Alloy Tips.

Number Concentration
Plane of atoms * g of a-dark spots
Tip 1
{315} 9,340 163 59 1.75 x 1002
{203} 2,330 41 9 1.76 x 10_5
{517} 3,535% 73 20 2.06 x 10_2
{214} 4,385 97 30 2.21 x 10
{317} 6,650 316 7 4.75 x 1072
Tip 2
{315} 4,795 125 a1 2.65 x 1072
{203} 1,050 20 1 1.90 x 10_5
{517} 765 17 5 2.22 x 10
{317} 2,085 101 2 4.84 x 1072
{102} 3,560 211 0 5.93 x 10

%
One bright spot.

TABLE 3I.--Final Results for 1.7 at% PtCo Alloy Tips.

Plane Total concentration Corrected
of a -dark spots for artifacts
-2 -2
{315} 2.04 x 10 1.85 x 10
{203} 1.80 x 10”2 1.69 x 10”2
{517} 2.09 x 102 1.90 x 10~2
{214} 2.21 x 10”2 2.14 x 102
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TABLE 3J.--Results for 3.7 at% PtCo Alloy Tips.

Number Concentration
Plane of atoms o B of a-dark spots
Tip 1
{315} 5,450 219 70 4.02 x 1022
{213} 2,540 96 34 3.78 x 10_2
{203} 1,140 88 2 7.75 x 102
{517} 1,970 78 29 3.95 x 102
{214} 990 45 23 4.55 x 10
{317} 2,750 238 4 8.65 x 102
Tip 2
{315} 6,965 254 64 3.65 x 10 2
{213} 3,605 142 49 3.94 x 10_;
{203} 650 34 0 5.23 x 102
{517} 470 17 5 3.62 x 10
{317} 4,720 349 6 7.39 x 102

TABLE 3K.--Final Results for 3.7 at$%$ PtCo Alloy Tips.

Plane Total concentration Corrected
of a-dark spots for artifacts
| -2 -2
{315} 3.81 x 10 3.62 x 10
{213} 3.87 x 10”2 3.71 x 10”2
{203} 6.82 x 102 6.71 x 102
{517} 3.89 x 1072 3.70 x 102
-2 2

{214} 4.55 x 10 4.48 x 10
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levels of oa-dark spots within five percent of the known
Co concentration. The results for the {203} plane were
nearly twice that of the other planes. For both alloys,
the {214} plane again had a much higher concentration of
o~-dark spots.

D. Co Atom to a-dark Spot
Correspondence

The concentration of a-dark spots for each of the
three alloys varied from plane to plane. However, for
each alloy, three of the five lower background planes had
o-dark spot concentrations consistent with the known
levels of Co atoms. Thus, the identification of a Co
atom in Pt appearing as an a-dark spot, or a vacant site,
can be made.

The {214} plane in all three alloys had a-dark
spot levels much larger than expected from a simple sum
of the concentrations of Co sites and of known artifact
sites. An examination of the number of a-dark spots on
the higher background planes {102} and {317} shows that
they also have this much higher concentration. Chen
found for both Au and Ni in Pt that the {203} planes
generally had a slighfly higher concentration of oa-dark
spots than the other planes (16). These additional o-
dark spots may have been generated by the presence of
solute atoms in the lattice and the resulting more

irregular surface.
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Fortunately, knowing the reason the cobalt atoms
are imaged as vacant sites is not necessary for calcula-
tions of spatial distributions. Two alternative explana-
tions have been suggested for the vacant sites (12).
Either they could be unoccupied sites at which Co atoms
have been selectively field evaporated, or they are sites
which are not imaged because of a much smaller field
ionization probability. Tsong and Muller (8, 9), based
on their FIM images of ordered PtCo alloys, have argued
for the latter. The much smaller field ionization proba-
bility, and hence the dark spot image would come from a
slight electronic charge transfer to the Co atoms which
would drastically reduce the local field strength above
them.

The concentration of B-dark spots fluctuated
greatly from plane to plane. These defects are caused
by the sudden evaporation of an atom from the lattice,
leaving a vacant site there (13, 16). The B-dark spots
were found to be associated with the a-dark spots in one
of two different ways. A number were found next to an
ao-dark spot on the same layer. Others, in accord with
Chen's results, were found to be closely associated with

an o-dark spot on the layer below.



CHAPTER IV

SPATIAL ANALYSIS

In order to determine the three-dimensional
spatial distribution of solute atoms in an alloy it is
necessary to reconstruct the series of surface layers.
One needs to know the geometrical relationship among
atoms on a given layer and also between successive
layers. With the relative positions of solute atoms
expressed in a common coordinate system, it is straight-
forward to compute the solute spatial distribution.
This process is repetitious and so is best handled by
computer. The computer program used in the present
study is based on the one described by Chen (13).

A. LEEtice Coordinates
and Transformations

This section describes the procedures and trans-
formations necessary to determine the positions of all
the solutes in a common coordinate system. The process
divides naturally into two parts. The first is a
determination of the relative positions of the atoms on
a given surface layer. The second is to correlate the

positions of atoms on successive layers.

40
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1. Relative Coordinates
on One Layer

The following procedure is used to calculate the
relative positions of all the atoms on a given planar
layer.

It is first necessary to determine the geometry
of the crystallographic plane. One good way to visualize
and study the plane is to use a ball model. Such models
for the {315} and {213} planes are shown in Figures 4A and
4C. The layer of dark balls on top represents the pattern
that would be observed in a FIM image. This top layer
can be schematically represented as in Figures 4B and 4D.
From an arbitrary origin on each layer, two local planar
vectors OA and OB can be chosen. These two vectors may
be used to specify the position of any atomic site in the
plane in terms of integral multiples of OA and OB, (M,N)
respectively. 1In the {315} plane, for example, atom D
has planar coordinates of (-1,2). The three-dimensional
FCC coordinates of each atom relative to its planar origin
can be specified by using the standard cartesian unit
axis vectors (100), (010), (00l). The coordinates of
atoms A and B in the {315} plane in this coordinate
system are (1.0, -0.5, -0.5) and (0.5, 1.0, -0.5),
respectively.

The transformation between the two systems is

straightforward. The local FCC coordinates (DX,DY,DZ) of



Figure 4A.--Ball model of {315} plane.
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Figure 4B.--Schematic of {315} plane.



Figure 4C.--Ball model of {213} plane.

Figure 4D.--Schematic of {213} plane.
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a planar coordinate site (M,N) relative to the origin

site at (X0,Y0,20) in any {315} plane are given by:

DX = XO + 1.0M + 0.5N
DY = YO - 0.5M + 1.0N
DZ = Z0 - 0.5M - 0.5N

Using this transformation, the coordinates of all the
atoms on a layer can be found in terms of the local FCC

coordinate system.

2. Shift for Successive Layers

The next step is to determine the relative
position of the origins of two successive layers. Once
again, good use of the ball model can be made. When the
top layer of atoms is removed, the new top layer of
atoms consists of atoms that were first-nearest neighbors
to the layer just removed. This shift can be specified
either in terms of the local planar coordinate system or
in terms of the local FCC coordinate system. The shift
from the origin of the top layer to the one underneath
it will probably not be to the particular atom that has
arbitrarily been chosen as the origin of the lower layer.
However, it is an easy matter to specify the integral
shift necessary to move to the origin of the new top
layer using the local planar coordinates described above.
Once the shift between the two origins is known, the

relative positions of any pair of atoms on the two layers
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can be readily calculated. A detailed account of the
shifts between layers and the associated computer program

is given in Appendix A.

3. Nonideal Image

In an ideal lattice, the shift from layer to
layer is always a uniform distance from an atomic site
to a first nearest neighbor site. In practice, this
shift does not turn out to be so regular. The lattice
is still perfect; however, there are slight deviations
in the image. The images of the edge atoms are often
larger. Also the rows or columns may be slightly curved
or have unequal spacings.

A simple computer program cannot always cope with
distortions of the lattice images. Sometimes it is
necessary to plot out all the atoms of several successive
layers and examine them by eye to get the correct shifts
from layer to layer. For example, if the shift between
the first and second layer is smaller than usual, then in
most cases the shift between the second and third is
larger, so the net effect will be an average shift that

is as expected of the crystal lattice.

B. Radial Distribution Function

l. Definitions

One useful way of presenting the spatial distribu-

tion is as a radial distribution function, that is, the
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average number of solute atoms around a given solute atom
as a function of their radial distance. It is especially
useful when normalized to the case of a random distribu-
tion. The normalized radial distribution function
immediately shows any tendency of the system towards
clustering or short range order.

Following Chen (13, 16) the radial distribution

function is defined as:

2 Npi

N
s

R(ri) =

where R(ri) is the average number of solute atoms at

distance ry around a solute atom,

i indexes the ith nearest neighbor shell,

Np, is the number of ith nearest neighbor solute
atom pairs, and

NS is the number of solute atoms, all in a given
fixed volume.

Normalizing this distribution to a random distri-
bution permits ready identification of clustering or

short range order. For the case of a random distribution:

where ¢ is the concentration of solute atoms, and

th

zi is the coordination number of the i shell.
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This leads to:

Rrandom(ri) =c Zi

The normalized radial distribution function (NRDF) or

ratio is:

R(ri) 2 Np
(ri) N_ c 2,

Rrandom

At a given distance Lis this ratio is the ratio of the
observed number of ith nearest neighbor pairs compared to
what one would expect for a random distribution. If the
distribution were random, then the NRDF or ratio will be
one for all nearest neighbor shells. The first eight to
ten nearest neighbor shells of a radial distribution
function are the most important, since possible inter-
actions between solute atoms are stronger at close dis-
tances. Also, in these alloys, with a few percent solute
atoms, there is no long range order. The degree of short
range order is of interest, and this will show up on the
nearest neighbor shells. At further distances, because
of the long range disorder, the distribution will

average to random. So for all types of spatial distri-
butions the ratio should approach one for farther

neighbor shells.
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2. Types of Spatial Distributions

The types of spatial distributions described here
are for dilute alloys with no long range order. There are
three basic types: random, clustering, and ordering. As
mentioned above, a random distribution will have a ratio
equal to one for all nearest neighbor shells. Clustering
manifests itself by the ratio being greater than one for
the first few nearest neighbors and dropping off to one
at more distant nearest neighbors. The presence of short
range ordering is seen in the ratio being less than one
for the first few nearest neighbors, then rising to above
one in the midrange before dropping off to one at farther
nearest neighbor distances. These cases are illustrated
in Figures 4E and 4F.

Radial distribution function analyses for Au and
Ni in Pt were calculated by Chen (16). The dilute PtAu
results showed definite evidence of clustering with
patterns similar to that in Figure 4E. The dilute PtNi
alloy result was consistent with short range order with a
pattern similar to that in Figure 4F.

Schwerdtfeger and Muan (18, 27) have made
activity measurements on both PtNi and PtCo. These
measurements were made on concentrated alloys (10% Ni and
Co, and higher) at equilibrium temperatures of 1270-1470°K
for Ni and 1470-1670°K for Co. Chen has estimated a

freeze-in temperature of 1100°K for his PtNi alloy, and
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in the present study, an effective temperature of 1000°K
was calculated in Chapter II. These temperatures are not
much lower than those for the activity experiments. The
results of the activity measurements show that Co in Pt
has a stronger short range ordering tendency than does
Ni. However, for both Ni and Co, the alloys should
become more nearly random as they become more dilute.
Since Chen, with an examination of 320 solute
sites on a dilute 0.6 at% alloy, inferred short range
order for Ni, it should be necessary to examine only a
few hundred Co sites of a more concentrated alloy, 3.7
at$ PtCo, to determine if it has the expected greater
ordering tendency. Additionally, an estimate of the
ratio of first nearest neighbor pairs to be expected for
PtCo can be made using the x-ray scattering results of
Rudman and Averbach (19). Using their extrapolation of
the local order parameter oy to the lower concentration
of 3.7 at%, one gets o = -0.02. The normalized ratio
for the first nearest neighbor is related to @, as follows:
Ry al(l-c)

=1+ =

R
ran.

where c is the concentration of Co. This relation yields

R
a value of 1 = 0.5 which should be observable.

ran.
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3. Correction for Coordination
Numbers

Since the volume examined by the FIM is finite,
the coordination numbers, Zi, must be corrected from those
normally associated with an infinite crystal. This cor-
rection turns out to be sizeable because of the large
surface to volume ratio of the planes examined. The
surface atoms have many fewer ith nearest neighbors,
resulting in a decreased average coordination number. An
effective coordination number can be obtained by studying
a typical FIM plane.

To obtain these averaged effective Zi's for a given
crystallographic plane, the coordinates of all the atoms in
a typical plane are fed into a computer program. This pro-
gram calculates the coordination numbers for each atom and
then averages over all atoms to get the effective average
coordination number Ei‘ These Ei are given in Table 4A.
For both the {315} and {213} planes, these Ei are system-
atically lower than those found by Chen (16). This is
presumably due to there being fewer atoms on each layer of

the planes in the present study.

C. Data and Results

l. The 3.7 at% PtCo Alloy

The number of nearest neighbor pairs was calcu-
lated out to the tenth nearest neighbors for the 3.7 at%

PtCo alloy. A total of 12965 atomic sites containing 517
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TABLE 4A.--Average Effective Coordination Numbers.

{315} {213} ﬁ;ii;i:f
z, 8.5 7.9 12
z, 3.9 3.6 6
z, 15.1 14.0 24
z, 7.0 6.5 12
Z, 13.2 12.3 24
Z 4.2 4.0 8
z, 24.1 22.2 48
Zq 2.8 2.6 6
Zg 16.2 14.9 36
Z10 10.4 9.5 24

vacant sites from two different tips and two different
planes, the {315} and {213}, were examined. The results

are presented in Table 4B.

2. Correction for Artifacts

The effect of the artifact background was checked
by examining the a-dark spots of some typical {315} planes
in a well annealed pure Pt tip. As was suspected from the
initial viewing of the film, the artifact vacant sites
occurred in small clusters of two to five atoms. The
results are shown in Table 4C. These clusters are very
localized with the atoms in each being mainly first,
second, or third nearest neighbors of each other. An

average effective background distribution has been
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TABLE 4C.--Artifact Nearest Neighbor Pairs in Pure Pt.

{315} Number of Number of ith pairs Visual
plane Artifacts Cluster
1 2 3 4 5

1 2 1 1 - - 4
2 6 2 - - - - 3,2
3 6 - - - - - -——
4 2 - - - - - -——
5 0 - - - - - -
6 1 - - - - - ——
7 7 10 3 6 1 1 5
8 7 9 1 1 - - 5,2
Average per
10,000 atom
volume 17.7 3.0 4.9 0.6 0.6

calculated. This gives the number of first, second, and
third nearest neighbor pairs per unit 10,000 atom volume
to be expected from artifacts. These numbers can be
scaled so that the total number of atoms matches the
number of atoms in the alloy volume. Then the number of
first, second, and third nearest neighbor pairs can be

subtracted from the alloy counts of nearest neighbor pairs.

D. Discussion

The normalized radial distribution function is
easily calculated once the number of nearest neighbor

pairs is known. These normalized ratios, corrected for
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artifacts are plotted as circles in Figure 4G. The error
bars associated with each ith nearest neighbor value is
one standard deviation, o, determined in the following
manner. The standard deviations for the three planes

were combined using

+ +

i 1,1 ,21.
02 02 02 02

a b c
For each of the three planes, one standard deviation, Osv
is proportional to the square root of the number of
counts of the ith nearest neighbor pairs. Given the
uncertainties, the ratios are generally consistent with
one at all distances. This is indicative of a random
distribution. The uncorrected ratios, which differ only
for the first, second, and third nearest neighbors, are
plotted as crosses. These ratios are higher, but still
consistent with a value of one. To establish a lower
bound on the first nearest neighbor value, one can assume
that all the extra concentration of a-dark spots above
the Co concentration are artifacts and subtract them from
the distribution. This lower bound gives a value of 1.0
for the first nearest neighbor, consistent with a random
distribution. Thus no evidence is found for the short
range order suggested by the measurements of Rudman and

Averbach (19) or Schwerdtfeger and Muan (18, 27). This

is the opposite of the result recently found by Chen (16),
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who reported observing the ordering in PtNi. This is
somewhat surprising, since according to Schwerdtfeger
and Muan, PtCo orders more strongly than PtNi. Moreover,
since the present study involved the examination of a
greater number of sites on a more concentrated alloy
than the PtNi work, an ordering comparable to that

reported by Chen should have been observable.



PART II

TRANSPORT MEASUREMENTS ON HIGH PURITY
TUNGSTEN AT LOW AND ULTRA-LOW

TEMPERATURES

The second portion of this thesis is a report of
transport measurements on high purity single crystal
tungsten at low and ultra-low temperatures. Three groups
of experiments are described: size dependent electrical
resistivity measurements on thin wires at 4.0°K;
determinations of electric resistivity on 1.4 mm
diameter rods below 1°K; and thermoelectric ratio
measurements on the same rods, also at ultra-low tempera-
tures. These three sets of experiments will be discussed

individually in the following chapters.
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CHAPTER V

SIZE DEPENDENT ELECTRICAL RESISTIVITY

IN TUNGSTEN

A. Introduction

One means of studying the scattering of conduction
electrons at the surface of a metal is by measuring the
size dependence of the resistivity of thin wires. As
wires are thinned down to where the electron mean-free-
path becomes comparable to the sample diameter, the
resistivity increases due to surface scattering. The
classical size-effect regime is where the electron mean-
free-path 2 is larger than the wire diameter 4 and much
larger than the electron wavelength. The usual theoreti-
cal treatments (28,29) assume that the surface scattering
is a mixture of diffuse and specular scattering. Diffuse
scattering occurs when the incident electron has an equal
probability of being scattered into any electronic state.
Specular scattering occurs when the component of the wave
vector parallel to the surface is conserved. Diffuse
scattering contributes to electrical resistivity while
specular scattering does not.

Size dependent electrical resistivity measurements

on single crystal tungsten have been made by several
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groups (30, 31, 32). Almost all of the data were taken on
samples with diameters greater than 0.1 mm, and were found
to be consistent with completely diffuse scattering,
except for the data of Baer and Wagner (30). They altered
the condition of the surfaces of their wires and found
reversible changes in the resistivity, implying variations
in the nature of the surface scattering. The data of the
present study are for thinner well-annealed single crystal
samples. Thus, at 4.2°K, the electron mean-free-paths are
very much greater than the sample diameters. It was found
that these wires had resistivities considerably smaller
than would have been expected from the published informa-
tion on tungsten (30, 31, 32). In terms of the usual
treatment of surface scattering in thin wires, these
resistivities can be understood only if surface scattering
in tungsten is substantially specular instead of com-
pletely diffuse,

The rest of this chapter consists of three parts.
First, the Nordheim model of the resistivity of a thin
wire is generalized to allow for an anisotropic electron
mean-free-path, and then used to derive a lower bound for
the resistivity of a wire when the surface scattering is
completely diffuse. Secondly, sample preparation is
discussed. Then the data are presented and shown to fall
below the lower bound previously derived. The implica-
tions of this result for specular scattering are then con-

sidered.
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B. Theory

The resistivities of thin wires are almost
invariably found to increase linearly with the inverse
of the wire diameter (28, 29). The simplest explanation
for this behavior is provided by the Nordheim equation

(28).

P, L
_ b”b
p(d) = pb + a 3 . 5.1

Here p(d) is the measured resistivity of a wire of
diameter 4, Pb is the resistivity of the same material

in bulk form, zb is the electron mean-free-path averaged
over the Fermi surface, and a is a parameter which speci-
fies the amount of specular reflection at the sample sur-
face. For completely specular scattering, a = 0; for
completely diffuse scattering, a = 1. o is related to
the standard "specularity parameter" p (28, 29) through

the equation

a:.l__-_E 5.2

For a metal with an isotropic electron mean-free-
path, Equation 5.1 can be rewritten in terms of the total

Fermi surface area S of the metal of interest as (29):

aez
p(d) = p, + 5.3

1277hsd
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Equation 5.3 would not be expected to apply to tungsten,
which has a complicated Fermi surface and therefore
probably an anisotropic electron mean-free-path. However,
following Olsen (28, 33) Equation 5.3 can be used as the
basis for a derivation of p(d) in which anisotropy is
explicitly taken in account. The Fermi surface of the
metal is divided into regions Sj each of which is small
enough to have an isotropic mean-free-path, and then

Equation 5.3 is applied to each of these regions.

That is, it is assumed that

= ¥. 1/p. 5.4
1/p 3 /oj,

where

N apjﬁfjb C o 4 ce® . 5.5

p. = p.
b b l2n3hsjd

J

Here Sj is chosen so small that zjb is isotropic over

Sj’ and a is assumed to be isotropic over S.

Combining Equations 5.4 and 5.5 one obtains

1/p(d) = z 2 5.6
J

Io. __oae
jb 12n3ﬁsjd

A lower bound to p(d) can be obtained by merely setting

all the pjb = 0 in which case Equation 5.6 reduces to
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2
pfd) = 28 < pa) 5.7
B- 12¢3nsa

This is a lower bound to Equation 5.6, because all of the
quantities which have been omitted are positive and
aﬁpear only in the denominators of the terms on the right-
hand side of Equation 5.6. Therefore, omitting these
quantities can only decrease p. Comparison of Equation
5.6 with Equation 5.7 shows that p(d) becomes equal to its
lower bound only in the very thin wire limit when 4 « lj
for all zj. This result is physically plausible, since
in this limit essentially all of the electrons have the
"isotropic" mean-free-path d, and thus one would expect
to obtain the thin wire limit of Equation 5.3.

Within the framework of the Nordheim equation
(Equation 5.1) generalized to the "multi-band" model for
. p (Equations 5.4 and 5.5), Equation 5.7 must represent an
absolute lower bound on p(d). If o = 1, then p(d) cannot

3'hSd. Conversely, if p(d) is found

be smaller than e2/12w
experimentally to be smaller than e2/12ﬂ3hSd, then one is
forced to conclude that o < 1.

For tungsten, the value of S has been determined
from measurements of the de Haas-van Alphen effect to be

(34, 35) S ~ 16.5 ﬁ-z. For a = 1, putting this value

into Equation 5.7 yields



64

(@ _ 9.2 x 10°12 g-cm®. 5.8

PL.B. ~ d (cm)

The results of the present study will be compared with

Equation 5.8.

C. Samples

The single crystal wires used in this investiga-
tion came from three different sources. A wire of
diameter 61y, having unknown orientation, was zone-refined
and electropolished to size by J. Galligan, then at
Brookhaven National Laboratory. A second wire of
diameter 62 u, oriented with its axis along the (112)
crystallographic axis, was zone-refined by B. Addis at
Cornell University and electropolished to size in our
laboratory. Three additional wires having diameters 28 u,
41 yu, and 48 u were three-pass zone-refiend (base pressure

<5 x 108

mm Hg) and electropolished to size in our
laboratory. These wires were not oriented directly along
crystallographic axes, but all lay between 10° and 15°
from (100). All five wires had bulk Residual Resistance

Ratios (RRR = ) exceeding 30,000.

Ry73x/R4. 2k
The sample gauge lengths were determined by 8 u

tungsten wires spotwelded to the samples. To remove any

cold-work introduced by the spotwelding, the samples were

annealed at temperatures greater than 3000K before being

measured.
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The sample diameters were calculated from measure-
ments of sample length and sample resistance at 273K,
using p(273K) = 4.9 x 107% q-cm (36) as the resistivity
of pure tungsten at 273K. The average diameters should
therefore be reliable to a few percent. As a check
against gross error, these diameters were verified by
visual comparison with drawn wires of known diameter.
Care was taken to make the samples as uniform in thick-
ness as possible, since they were heated for annealing
by passing a current through them, and substantial non-
uniformities in thickness would cause them to burn
through. The estimated thickness variation along a

given specimen is less than 10%.

D. Experimental Data and Analysis

In Figure 5A the inverse RRRs of the samples are
plotted as a function of their inverse diameters. This
is equivalent to a plot of sample resistivity versus
inverse diameter, since, neglecting the thermal contrac-
tion of less than 1% which occurs as the sample cools
form 273K to 4.2K, the resistivity at 4.2K can be

written as

_ p(273K)
p(4-2K) - RRR L) 5.9

The present data are the filled circles. For comparison,

data obtained by other investigators is included; the
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open circles are the data of Park et al. (37), the open
triangles are the data of Baer and Wagner (30), the open
squares are the data of Startsev et al. (32) and the
solid bar indicates the data of Dausinger (31).

Most of the data in Figure 5A fall above the solid
line which represents Equation 5.8, the lower limit to
p(d) for a = 1. However, the data of the present study
as well as two points recently obtained by Park et al.

(37) and one point obtained by Baer and Wagner (30) fall
below this line.

In view of the fact that the resistivities in the
present study are smaller than would have been expected
for diffuse surface scattering, the data were examined for
systematic errors which would have caused the measured
resistivities to be too small. Cold-work or impurities
introduced during thinning would only increase the
resistivities for a given sample diameter. So would non-
uniformities in sample diameter. Uncertainties in the
magnitude of the sample diameter large enough tc move the
data to the left far enough to reach the solid line were
eliminated by the visual comparison noted above. Devia-
tions from Ohm's law were checked for by varying the
sample current, and no significant changes in sample
resistance were observed. Current jetting was checked for
by attaching four potential leads to some thin tungsten

samples, two on one side of the sample diameter and two
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on the other. The resulting resistances were internally
consistent, independent of whether the pair of potential
leads used were on the same or opposite sides of the wire.
No systematic errors could be found which would
account for the data falling so far below the solid line
in Figure 5A. Therefore, based upon the analysis given
above, the surface scattering in the tungsten wires of
the present study cannot be completely diffuse. Drawing
a line from the origin through the data points of the
present study yields a value of o 5 0.7. This corre-

sponds to a specularity parameter of p 2 0.2,



CHAPTER VI

ELECTRICAL RESISTIVITY MEASUREMENTS IN

TUNGSTEN AT ULTRA-LOW TEMPERATURES

A. Introduction

There has been considerable interest in the
mechanism which determines the temperature dependent
portion of the electrical resistivity of transition
metals at low temperatures. Various studies have
revealed a dominant T2 component for the electrical
resistivity (38,39,40,41,42,43,44). This T® behavior is
now generally attributed to electron-electron scattering
on the Fermi surface, in which s-electrons are scattered
by d-electrons (45, 46). Of all the transition metals,
tungsten has the smallest electronic specific heat (47),
and thus the smallest number of d-states at the Fermi
energy. With only a small number of d-states to scatter
from, electron-electron scattering should only be a small
portion of the electrical resistivity p. The T2 component
is so small in tungsten that prior to the present study a
pure T2 variation had not been observed, even in the most
recent investigations which extended down to about 1.3°K
(44, 48). 1In these investigations, data were analyzed by
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assuming that

P =Py + AT2 + BTS, 6.1
where each of these terms is identified with a unique
contribution to the electrical resistivity p. The con-
stant term po arises from electron-impurity scattering.
As mentioned above, the T2 term is assigned to electron-
electron scattering. The T5 term represents an attempt
to account for effects of electron-phonon scattering.

The problem with this equation is that the validity of
this last term has not been established experimentally
for tungsten. If it is not correct, then the use of the
equation will yield spurious values for o and A. The
only sure way to confirm the existence of a T2 component
and to determine o aﬁd A precisely is to go to tempera-
tures so low that any higher order terms are negligible.
Recently, Wagner (49), based on new measurements
on tungsten, questioned whether the very low temperature
T2 variation of the resistivity of tungsten is dominated
by electron-electron scattering. He measured the high
field magnetéresistance of tungsten between 1.4 and 4.2°K
and concluded that his measurements could not be under-
stood in terms of electron-electron scattering. Instead,
he attributed them to electron-phonon scattering involving
Umklapp processes. Extending his reasoning, he suggested

that electron-phonon Umklapp scattering might also be the
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source of the apparent T2 term in the zero field
resistivity. Recent calculations of impurity dominated
electrical resistivity have indicated that in metals
having complex Fermi surfaces, electron-phonon Umklapp
scattering can produce resistivities varying approximately
at T2 over a narrow temperature range (50, 51). However,
at still lower temperatures, Umklapp scattering should
"freeze out," and the resistivity should then decrease
more rapidly than Tz.

Wagner's suggestion, combined with these theoreti-
cal results, provided the stimulation for measuring the
resistivity of high purity tungsten at temperatures well
below 1°K in order to determine if p decreases more
rapidly than T2. In this chapter, the results of these
measurements are described. It is shown that to within
the measuring uncertainty of about 1 part in 104 the

resistance of high purity tungsten is consistent in the

equation

R=R_+ CT 6.2
o
down to at least 75 mK, as would be expected for
electron-electron scattering. No evidence was found of
the more rapid decrease which would be predicted for

electron-phonon Umklapp scattering.
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B. Experimental Procedure

The resistances of two zone-refined single

crystals were measured: sample W-1 having a Residual

Resistance Ratio [RRR R(299K) /R(OK)] of 44,000 and
sample W-3 having RRR = 22,000. Both samples had gauge
lengths of about 2.3 cm, determined by superconducting
potential leads. These leads were soft soldered to
platinum foils which had been spotwelded to the samples.

7 ) was connected in

A known resistance (R = 3.59 x 10
parallel with the sample via the potential leads, one

of which was magnetically coupled to a SQUID null

detector. The electrical resistance R of the sample was
measured by adjusting the currents through the sample and
known resistance until the potential differences across
them were the same. For a 3-second time constant, the
noise in the system was approximately 2 x 10-15V, compar-
able with the Johnson noise in the known resistor which

was held at 4.2K. To keep the self-magnetic field of

the sample from affecting R, the current through the

sample was limited to 40 ma or less. Measurements with
currents differing in magnitude by a factor of two were

the same to within the measuring uncertainty. The currents
through both the sample and the known resistor were passed
through precision resistors (102, 1002, or 1lkQ), and the
resulting potential differences were measured to five

places using DVMs. Checks were made to ensure that the
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DVM readings, the various resistors in the system, etc.,
were constant and/or reproducible to a few parts in 105
over the several hours involved in a set of measurements.
Although R was determined to better than 1 part in 10*
relative to the known resistance, the absolute uncertainty
in p was limited to a few percent by the uncertainty in
the geometric factor (length/area) of each sample.

The sample was cooled with the home-build dilu-
tion refrigerator describedbin a Ph.D. thesis by Imes
(52) . The temperature of the sample was determined using
a Cryocal CR-50 doped germanium resistance thermometer
which was calibrated against a powdered CMN thermometer
over the entire temperature range. The accuracy of this
calibration was tested above 1K by direct comparison
with an independent Scientific Instruments SIN2G germanium
resistance thermometer which had been purchased calibrated.
Agreement between the two sets of data suggested that the
doped germanium thermometer should be accurate on the
average to about 1%, with occasional local fluctuations
of up to 2% due to scatter in the calibration points.
Combining the uncertainty of less than 1 part in lO4 in
the direct measurement of R with the uncertainty of 1-2%

in the measurement of T, a total effective uncertainty

in R of just about 1 part in 104 is obtained.
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C. Results and Discussion

To within the uncertainty mentioned above the
measured resistance of sample W-1l was consistent with
Equation 6.2 between 1.8-2K and the lowest temperatures
reached and the resistance of sample W-3 was consistent
with Equation 6.2 between 1.8-2K and 0.15K. This is
shown in Figure 6A where the resistances of sample W-1
(filled circles and right scale) and W-3 (open circles
and left scale) are plotted versus T2. The lines drawn
are best fits to the data for T <1.8K. Figure 6B is a
more detailed graph of the behavior below 1.0K. 1In this
figure, the resistances R of samples W-1 (filled symbols
and right scale) and W-3 (open symbols and left scale)
are plotted as functions of T (squares), T2 (circles),
and T3 (triangles). In each case, the plot of R versus
T2 yields a straight line over the entire temperature
range (except for sample W-3 below 0.1K), while the plots
of R versus T and T3 do not. The lines drawn through the
T2 plot represent best fit lines to the data for T < 1.8K.
The fluctuations about these lines are compatible with
the uncertainties discussed above. These lines determine
values for the coefficients C in Equation 6.2 of
c = .0075 x 10~% /% for sample W-1 and C = .0100 x 10~ °
Q/K2 for sample W-3. Using conversion factors (area/

length) of 0.0064 and 0.0065 cm for samples W-1 and W-3

respectively, the coefficients of the T2 term in the
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electrical resistivities are found and given in Table 6A.
These values are lower than those obtained by previous
workers using higher temperature data (T > 1.4K). Since
their RRRs span those for our samples, their higher
values for A are unlikely to result from Deviations from
Matthiessen's rule in less pure samples. Rather, it is
more probable that they are errors arising from the use
of Equation 6.1 under conditions where all three param-
eters, Por A, and B, had to be determined by a single
fit to uncertain data.

Below about 0.15K, the resistance of the "less
pure" sample W-3 (RRR = 22,000) rises slightly as the
temperature decreases, yielding a resistance minimum
such as is usually associated with the presence of a
magnetic impurity. This sample also displayed anomalous
thermoelectric behavior below about 0.5K (55). Both this
resistance minimum and the thermoelectric anomaly suggest
that sample W-3 is unlikely to represent "pure tungsten"”
below 0.15K.

The very low temperature behavior of the "purer
sample,"” W-1] (RRR = 44,000) is now examined. This sample
did not evidence either a resistance minimum or an ultra-
- low temperature thermoelectric anomaly. Figure 6B clearly
establishes a T2 variation for the resistance of sample
W-1 down to at least 0.3K. However, below 0.3K the

uncertainties in the data become such a large fraction of
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TABLE 6A.--Values for the Coefficient A.

Investigator(s) Sample -13__ 2
Sample RRR a(lo0 Q-cm/K”)

Present Study

w-1 44,000 4.8%
W-3 22,000 6.4

Berthel (54)
Avg. 15,000-330,000 8

Wagner, Garland
and Bowers (44)

W=7 95,000 8.7
w-8 75,000 11.0
W-6 63,000 6.7
w-2 59,000 6.8
w-3 43,000 7.2

*The value given for sample W-1 supersedes a
preliminary value given elsewhere (53). This preliminary
value was incorrect due to a systematic error resulting
from a small temperature variation of the standard
resistance, an error which has now been corrected.

the temperature dependent portion of R that a deviation
from T2 behavior can no longer be completely ruled out.
Examination of this figure shows that if there is such a
deviation, it is almost surely toward a slower rather
than a faster decrease with decreasing temperature. But
this is the opposite of what would be expected if
electron-phonon Umklapp scattering were dominant. There-
fore it is concluded that the results favor electron-
electron scattering as the source of the temperature
dependent portion of the very low temperature resistance

of tungsten.



CHAPTER VII

THERMOELECTRIC RATIO MEASUREMENTS IN

TUNGSTEN AT ULTRA-LOW TEMPERATURES

A. Introduction

In metals, the one dimensional transport equations
describing the flow of electric current (J = current
density) and of heat current (U = heat current density)
under the influence of an electric field E and tempera-
ture gradient VT are of the form (56):

J=e KOE + T Kl (-VT) 7.1

The transport behavior of a given sample can be completely
described in terms of the three transport coefficients

Ko, Kl, and K2. Because K1 is not experimentally

directly accessible, measurements of it are usually made
in combination with other coefficients. 1In particular,
the thermopower S, which is appropriate for J = 0, is

defined as,
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Recently, Garland (57) showed that at low temperatures a
substantial improvement in precision can usually be
obtained if instead of measuring S one measures the

thermoelectric ratio G which is defined by

eK
- = 7.4
2
This is functionally similar to S, but appropriate to
E = O rather than J = O. Garland showed that G is
related to S through the Wiedermann-Franz ratio L,

_ S
G = iT 7.5

Experimentally, G can usually be measured much more pre-
cisely than S because one need not measure the temperature
gradient VT along the specimen. Garland and VanHarlingen
(48) have recently discussed in detail what G is, how it
is measured, and why it can often be determined more
accurately than S.

At ultra-low temperatures, the dominant scatters
of the electrons in a metal will be either impurities or
the sample surface. Both types of scatters are normally
assumed to scatter electrons elastically. For such a
case, L should approach the Lorentz number Lo' S should
decrease linearly with T (58, 59), and thus G would be

(-]
expected to approach a constant value Go as T - O K.
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Recently, Garland and VanHarlingen (48) measured
G for tungsten between 1.2 and 7.0°K. Instead of finding
that G » Go as T decreased, they found that their data

fit an equation of the form
G(T) = AT™ % + BT 7.6

for T between 1.3 and 4°K. They were unable to associate
either term with a particular scattering mechanism.

These unexpected results provided the stimulation
for additional measurements of G in tungsten. The
present study was designed to confirm the form found by
Garland and VanHarlingen and to extend the measurements

X

to lower temperatures where the T ? term should be more

important.

B. Present Study

In the present study, thermoelectric ratio G
measurements on three high purity single crystal tungsten
samples were made at temperatures from 7°K down to below
50 mK. The three specimens were the same tungsten rods
used in the electrical resistivity measurements described
in Chapter VI. The He3-He4 dilution refrigeration system
was also the same. Figure 7A shows the variation with
temperature of G for the "purest" sample, sample W-1, a
three-pass zone-refined single crystal having 1.4 mm
diameter and a Residual Resistance Ratio (RRR = R300°K/

R0°K) of 44,000. As expected from the simple theory,



82

*ua3lsbhunly JO OT3IBI OTIFOITI0WIIYL--°Y,. SINDTI

ML

| G0 'O GO0
| _

]

NIONITHVHNVYA © ANV 1YY ——
AQNLS IN3SIHd-'M @

v
(A9
@Q

Ol



83

but in contradiction to Equation 7.6, below about 0.5°K
G is constant to within experimental uncertainty down to
0.07°K, the lowest temperature studied with this sample.

The data shown in Figure 7A were obtained during
three different measuring runs, the first and last
occurring three months apart. For comparison, the solid
curve in Figure 7A indicates the behavior of G for a
sample with RRR = 60,000 as reported by Garland and
VanHarlingen (48). The similarity between this curve
and the data of the present study in the region of over-
lap provides support for the basic validity of both sets
of measurements. In view of its agreement with the
simple form expected, the low temperature behavior of
sample W-1 is probably representative of high purity
tungsten in which the scattering of electrons is dominated
below 1K by impurities for which simple potential
scattering applies.

In contrast to both the simple form of G for
sample W-1 and Equation 7.6, quite a different behavior
was observed in two 1.4 mm diameter "less pure" samples:
W-2, a two-pass zone-refined single crystal having
RRR = 34,000; and W-3, a one-pass zone-refined single
crystal having RRR = 22,000. In Figure 7B G for samples
W-2 and W-3 (solid curves) is compared with G for sample
W-1 (dashed line) at temperatures below 1lK. Whereas for

sample W-1, G is constant below 1lK; for samples W-2 and
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W-3, G became increasingly more negative with decreasing
temperature to the lowest temperatures reached. This is
opposite of the behavior evidenced by the samples of
Garland and VanHarlingen where G became more positive

for the less pure samples as the temperature decreased.
At the lowest temperatures reached in the present study,
the accuracy of the data was limited by the fact that the
measured thermal voltages were comparable to the Johnson

15 volts).

noise in the system (approximately 10~
According to the third law of thermodynamics, the
thermopower of a sample must approach zero as T + 0°K.
To investigate whether this is occurring in the ultra-low
temperature range, one can multiply G by LOT to form a
"pseudo-thermopower." Figure 7C shows GLOT for the three
samples at temperatures below 0.3K. For sample W-1,
GLOT is positive at 0.3K and decreases toward zero
linearly with decreasing temperature. For samples W-2
and W-3 , on the other hand, GLOT is initially positive,
but then passes through zero and becomes increasingly
negative with decreasing temperature. At 45mK the
magnitude of GLOT for sample W-3 is about 20 times larger
than that for sample W-1. Because of the third law,
GL,T cannot continue to become more negative indefinitely
as T decreases. At some temperature it must reach a peak
negative value and then begin to decrease in magnitude

back toward zero. To locate this peak will require still
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lower temperatures than presently reached, perhaps even
temperatures lower than the superconducting transition
temperature of tungsten (=12-16mK) (60,61). In such a
case, it will be necessary to apply a small magnetic
field (H ~ 1g) to suppress the superconducting transition.

Both the negative sign and the large magnitude
of the anomaly in GLOT for samples W-2 and W-3 are
reminiscent of the behavior of the thermoelectric
anomalies produced by dissolved impurities whose magnetic
properties are important (59, 62). Such anomalies are
usually accompanies by the apbearance of a resistance
minimum (62). Indeed, upon investigation, a very small
resistance minimum for sample W-3 was discovered--a frac-
tional increase in resistivity of about 1 part in 104
between 0.2K and 50mK (63). No minimum was found for
samples W-1 or W-2.

To follow up this evidence, all three samples were
analyzed by spark source mass spectrometry. As is shown
in Table 7A, a search for over 50 elements revealed only
three with apparent concentrations greater than 100 atomic
ppm: C, Si, and Fe. Of these three, the only one known
to produce magnetically related anomalies is Fe, which has
been found to produce giant thermopowers and resistance
minima in a number of metals (59, 62, 64). In tungsten,

evidence of magnetic properties of Fe has been obtained
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TABLE 7A.--Reported Impurity Concentrations.

w-1
Impurity W-2 w-3
A B C
C 3000 10000 3500 6000 13000
Si 280 640 410 510 700
Fe 80 330 350 170 300
Cr 40 110 340 60 95
Pt 90 70 40 35 75
Au 15 40 35 25 60
Ni 7 35 30 20 30
Ti ND 35 - 30 20
Al <7 30 25 25 25
Mg <30 15 15 15 20

. A, B, and C are independent tests on the same
sample W-1. 40 other elements were tested for, but not
detected or were less than 1 ppm or had interferences
associated with them. Reported by Analytical Laboratory,
Material Science Center, Cornell University, Ithaca, N.Y.

from measurements of magnetic susceptibility (65) and
from MOssbauer measurements (66).

From all this information, it is inferred that
Fe is the most likely candidate for the source of the
observed anomalous behavior. However, neither the
reported concentrations of Fe, nor those of any of the
other impurities detected, correlate with the magnitudes
of the thermoelectric anomalies. This lack of correla-

tion may result from different properties of Fe ions in
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different states. There is evidence for host metals
such as Cu, that Fe ions in solution produce anomalous
thermoelectric behavior, whereas Fe ions bound in oxides
do not (67). If this is also true in tungsten, then the
total concentration of Fe would not necessarily correlate
with the magnitude of the thermoelectric anomaly.

In conclusion, the following points should be
noted. The present study did not confirm the form for
G proposed by Garland and VanHarlingen. Instead for
tungsten samples of sufficient purity, the form for G
at temperatures below 0.5K is a constant as expected
from simple theory. For less pure tungsten samples, a
new ultra-low temperature anomaly has been observed
which may be plausibly attributed to Fe ions in very
dilute solution. However, a definitive determination of
the source of this anomaly will require further studies
including: ultra-low temperature transport measurements
on carefully prepared and well characterized W(Fe) alloys:;
magnetic susceptibility measurements to search for direct
evidence of magnetic behavior; and studies of effects of
oxidation on the magnetic behavior and the thermoelectric

properties of the allowy.
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APPENDIX A

DETAILS OF COMPUTER ANALYSIS

This appendix contains a more detailed account of
the procedure involved in determining the shift between
layers and the transformations involved in determining
the relative positions of atoms on successive layers.

In Chapter II, the scanning of the film and the recording
of the frame numbers giving the locations of the signa-
tures on the film was described. Certain planes have
more regular grid networks or better resolution. These
are chosen for the more detailed analysis involved in the
determination of the radial distribution function. The
first step of the analysis is to digitize the atomic
positions. Next the data are fed into the main computer
program and sorted. The data points for layer origins
and Co sites are handled separately, yet use some of the
same transformations and subroutines. When the relative
positions of all the Co atoms have been determined, a
subroutine calculates the radial distribution function.

The specifics of this procedure are described below.
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A. Digitizing and Sorting

As mentioned in Chapter II, the atomic sites were
digitized using the High Energy Physics scanning tables.
The x and y coordinates of any site on the film could be
displayed and then recorded on magnetic tape. There also
existed two sets of thumbwheels which allowed additional
information to be recorded. The information was encoded
on the magnetic tape in the form of data records, which
consist of a number of data points (atomic positions)
plus the settings of the two thumbwheels and a function
code. There were three basic types of data records:
layer origin, Co sites, and atomic positions of all atoms
on the layer. This set of three was taken for each layer
from a frame of film which showed all the central atoms
of that layer clearly. The different types of data
records and how to sort them according to their function
code is described in detail below.

The relative positions of two atoms on different
layers cannot be measured directly since only one layer
at a time can be imaged. It was therefore necessary to
specify their positions relative to a third point which
itself was fixed with respect to the FIM tip. It was
found that the image of the tip and the image from the
data box on the film remained constant. Therefore, a dot
on the watch in the data box was used as the fixed

reference point. The relative positions of any two atoms

r'.m_ﬂ. atre cw i
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with respect to this watch origin could be measured by
the scanner, and by subtracting one from the other, the
vector connecting them could be known in terms of the

scanner (X,Y) coordinate system.

l. Layer Origin Data Record

This data record contained the watch origin, the
position of the arbitrary origin 0 of a given layer, and
the positions of atoms A and B as given in Figure 4B.
The vectors OA and OB specified the planar coordinate
system. OA was always chosen to point toward the local
{101} plane and the vector OB to point toward the local
{111} plane. The location of any atom on the planar
layer could then be specified with respect to the origin

in terms of the planar coordinates (M,N).

2. Co Site Data Record

" This data record contained the positions of the
layer origin and of the vacant site. The planar
coordinates (M,N) were also set on the thumbwheels to

provide a double check.

3. All Atom Data Record

This data record contained the watch origin and

all the atomic sites of the planar layer. These data

records were used in the plotter program where the atomic

sites of successive layers were plotted and the shift

between layers checked by eye.

i
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The first task of the main computer program was
to read in the data records off the magnetic tape, decode
them and sort them according to their function code. The
flow chart for this is shown in Figure AA.

B. Transforming Scanner Coordinates
to Planar Coordinates

The transformation for a given atom D from (X,Y)
scanner coordinates to (DA,DB) planar coordinates is done
using the layer origin data record. The layer origin O
plus atom sites A and B serve to specify unit vectors OA
and OB. As shown in Figure 4B, OA and OB in terms of
planar coordinates are written (1,0) and (0,1), respec-
tively. In terms of the (X,Y) scanner coordinate system
OA and OB have components (AX,AY) and (BX,BY), respec-
tively. An arbitrary point, for example site D, which is
specified by the vector OD and scanner coordinates (DX,
DY) can be transformed into planar coordinates (DA,DB).

The standard matrix transformation is as follows:

DA 1 BY -BX DX
(AX) (BY) - (AY) (BX) |\ _ay  ax DY

DB

Using this transformation, the position of atom D, which
could be the location of a-dark spot on the top layer, is
transformed into planar coordinates (-1,2). This trans-
formation is also used to help find the shift from origin

O to the origin of the first layer below, atom O'. The

R |
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details of the shift of origins from layer to layer is

covered below in section D.

C. Transforming Planar Coordinates
to FCC Cartesian Coordinates

The transformation of (DA,DB) planar coordinates
to FCC coordinates was covered in Chapter IV for the
specific case of one layer of the {315} plane. In general,
the transformation can be used to transform any point,
either atom D, 0', or C, where the planar coordinates are
known, into local FCC coordinates both relative to the
origin at atom O. The FCC cartesian coordinates system
is specified by the unit axis vectors of the lattice,
(100), (010), and (001).

The general case for a site D with planar

coordinates (M,N) on the same layer is as follows.

DX = X0 + (M) (s(3,J3)) + (N)(s(6,J))
DY = YO + (M) (S(4,J)) + (N)(s(7,J))
Dz = Zz0 + (M) (S(5,J3)) + (N)(s(8,3))

where the origin in FCC is (X0,Y0,20). J specifies the
type of plane, i.e., whether {315} or {213}. The
particular values of S(I,J) are given in Table AA. The
general case for a transformation of site O' relative to

origin O is handled below.



103

TABLE AA.~--The Transformation Parameters.

{315} {213}
s(1,J) 0.45 -0.50
s(2,J) 0.25 0.25
s(3,J) 1.0 1.0
sS(4,J) -0.5 -0.5
s(5,J) -0.5 -0.5
S(6,J) 0.5 0.0
s(7,3) 1.0 1.5
s(8,J) -0.5 -0.5
s(9,J) 0.5 -0.5
S$(10,J) 0.0 0.5
S(11,3) -0.5 0.0

D. shift of Origins for
Successive Layers

The procedure to find the relative coordinates of
two origins on successive layers in the common FCC
coordinate system is only slightly more involved than the
preceeding transformations. Since the two layers cannot
be imaged simultaneously, the use of the watch origin as
a fixed reference point is essential. If the origins of
two successive layers are O and 0O', the connecting vector
00' is originally specified in terms of the scanner
coordinate system (see Figure 4B). Using the vectors OA
and OB and the transformation already laid down, 00’

can be expressed in terms of the planar coordinate system.
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As can be seen from the schematic diagram (Figure 4B) or
the ball model (Figure 4A), the vector 00' will not be a
linear combination of integral multiples of vectors OA
and OB. This is due to the shift in the projection of
the crystallographic plane between layers one and two.
The shortest vector between the layers is OC, which is
a shift between first nearest neighbors. This vector OC
can be specified in terms of OA and OB, and also in terms
of the FCC coordinates. 1In particular, for the {315}
plane, the shift in FCC coordinates is: OC = (0.5, 0.0,
-0.5). In general the shifts are given by S(9,J),
$(10,J3) and S(11,J) of Table AA. This known shift OC
can be subtracted from 00' leaving vector CO' in the
second layer. In the ideal case CO' is a linear combina-
tion of integral multiples of OA and ON. For example,
in Figure 4B, CO' can be written (1,-1) in terms of the
planar coordinate system. The transformation of co', a
general vector in one layer with planar coordinates
(M,N), to FCC coordinates was given earlier in section C.
The total layer shift of origins 0O' can now be
straightforwardly transformed into FCC coordinates. 1In

general this transformation is:

X0' = X0 + S(ng) + (M) (S(3IJ)) + (N) (S(G,J))
YO' = YO + S(10,J) + (M) (sS(4,J3)) + (N)(s(7,3))
Z0' = 20 + S(11,J) + (M) (s(5,J)) + (N)(s(8,J))
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The atoms on the second layer can then be expressed in
FCC coordinates relative to their local origin (XO0', YO',
Z0'). The relative coordinates of all atoms in terms of
the common FCC coordinate system are then known.

E. Radial Distribution Function
Calculation

The essential part of the radial distribution
function calculation is the counting of the number of
ith nearest neighbor pairs. The distance between ith
nearest neighbors in terms of the FCC lattice parameter
can be determined with the help of a ball model. The
counting of pairs is then simply a matter of taking each
pair of Co atoms with their known common coordinates and
calculating the distance between them. This number of
pairs for each nearest neighbor shell is then normalized
using the expression in Chapter 1IV.

F. The Significance of the
Transformation Parameters

In the computer program, the transformation
parameters are stored in an array S(I,J). J designates
the plane, either {315} or {213}, being analyzed, I
designates the transformation or shift that is to be
carried out. The significance of the S(I,J) is as

follows:
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s(1,J), S(2,J3): The projection of the shift
between layers OC in terms of fractions of |OA| and |OB|
of the surface coordinate system. These projections are
averages from actual FIM images.

s(3,J3), s(4,3), S(5,3): The coordinates of atom
A with respect to origin O in the FCC coordinate system.

s(6,J3), s(7,J3), sS(8,J): The coordinates of atom
B with respect to origin O in the FCC coordinate system.

s(9,J), s(10,J), S(11,J): The coordinates of
atom C with respect to origin O in the FCC coordinate
system. Atom C is a first nearest neighbor of atom O.

The values of these transformation parameters

for the {315} and {213} planes are given in Table AA.

G. Flow Chart of Computer Programs

The flow chart for the major portion of the
computer program is shown in Figure AB. The parts of
the program using the same subroutine or basic trans-
formation are marked. The sorting portion of the
program is given in Figure AA.

The flow chart for the plotter program is pre-
sented in Figure AC. The plotter program plotted out all
the atomic sites of several successive layers. These
plots could then be examined by eye and checks made on

the shift of origins from one layer to the next.
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Messages

9,10,13

Initialize
Buffer in
data record
Check data record no more d
I END
Determine

function code

CALL CKLAY

decode and check layer
thumbwheel #2

Sort function

15

decode thumbwheel #1
frame #, site coordinates,
plane # and type

Sort function

Sites

Origin End of plane |

Figure AA.--Sorting Program.
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Figure AB.--Body of main program.

site 15 IF 14 planar origin
Function -1
\\\f:i:///, First layer
CALL DECO 6 ~IN
Decode data end of CALL co
points plane Trangform lattice
\ . vectors
print scanner to planar
Tran:io;gaﬁzﬁnner coordinates
coordinates
1 CALL DISTR Origin shift in
Print Calculate X, ¥
transform to
distribution planar coordinates
Transform 1
planar to Subtract known
FCC coordinates shift due to
| layer change
Store location |
of sites New plane Find integer
shift of origin
Initialize
print Transform new origin
to FCC coordinates
Store origin
Print
GO
TO 1
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Initialize

Aigﬁffer in data record]&f

Determine function code

14 origins

sort function codes

All atom data records

CALL DAPREP
Decode data and scale
for plotting

Store atomic positions

More layers?

Print lbcations

1

Get plotter ready
|

Choose symbol for sites of layer

|
Plot layer

| More layers?

YES3 NO

Plot origins
1

Draw axes and labels

END

Figure AC.--Plotter program.

CALL CKILAY
Plot this layer

No

YES

CALL DAPREP

Decode data

Store origins
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APPENDIX B

BASIC PRINCIPLES OF THE FIELD

ION MICROSCOPE

To assist the reader in understanding the opera-
tion of the field ion microscope, a brief description of
the basic apparatus and the principles involved in its

operation are given below.

A. The Basic Apparatus

Figure BA illustrates the major features of a
simple glass FIM. The fundamental constituents of the
microscope are: (1) a specimen in the form of a wire
with a very fine hemispherical tip of diameter 100 to
1000&; (2) a power supply to raise the sample to high
electrical potential; (3) an imaging gas (usually He)
which will ionize in a sufficiently high electric field,
yielding ions which move out along field lines to strike
a fluorescent screen; and (4) a fluorescent screen which
provides from each region a light output proportional to
the number of ions striking that region. As we will
describe below, the imaging gas atoms are ionized prefer-
entially at locations directly over atomic sites of the
sample tip; the ions then move out radially along field
lines and strike the fluorescent screen, producing
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Figure BA.--Schematic diagram of a glass field ion
microscope.
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thereon a greatly magnified image of the tip. The
magnification of the microscope is purely geometric, and
is given by

=R
M"Brt

where R is the distance from the tip to the screen, r,
it the tip radius and B is a geometrical factor (typical
values 1.5 to 1.8 (68). For typical values of R = 4cm,

r, = 400A, a magnification of about 6 x 105 or more can

t
be obtained (at the expense of image intensity), but this
will not result in any improvement in resolution. As we
will discuss below, the resolution of the FIM is inde-
pendent of R and depends on other variables. It is for
optimizing these variables that the major features of the
FIM are selected as those shown in Figure BA.

We now describe in more detail the physical

principles upon which the microscope operates.

B. Field Ionization

The physical effect responsible for the operation
of the microscope is quantum mechanical tunneling, as
first envisioned by Oppenheimer (69). When a free neutral
atom enters a region of high electric field in space, its
outer electron has a non-zero probability of tunneling out
and field ionizing the atom in the process. Figure BB(a)

shows a simplified one-dimensional potential energy
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diagram for a ground state outer electron in the potential
well of a gas atom with ionization energy I. The dis-
torted potential well of the same atom in a strong
electric field is shown in Figure BB(b). The width of the
potential barrier (between Xy and xz) and its form can be
used [by W.K.B. Approximation (70)] to calculate tunneling
probabilities for the electron.

The necessary electric field for field ionizing
gases in a finite time is of the order of several hundred
million volts per centimeter (e.g., 440MV/cm for helium).
In 1951 Muiller (2) was able to field ionize hydrogen by
creating the necessary electric field applying only
modest voltages to a sharply pointed tip of a tungsten
specimen. At the same time, he discovered that field
ionization over the surface of the tip is extremely
sensitive to atomic configuration of the surface. Field
ionization near a metallic surface is complicated by the
effect of the proximity of the conductor on the potential
barrier of the electron. Qualitatively, the situation is
shown in Figure BB(c) and BB(d).

The Schottky barrier as seen by the conduction
electrons at the surface of a metal (with work function @)
after the application of a large positive potential is
shown in Figure BB(c). As the imaging gas atom approaches
the surface of the metal, the width of the potential

barrier for the electron decreases with a resulting
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increase in the tunneling probability. When the ground
state energy of the electron reaches the top of the Fermi
level (Ef) in the metal, the ionization probability is a
maximum [Figure BB(d)]. Beyond this critical distance
the electron no longer can tunnel into the metal since
its energy level sinks below the fully occupied Fermi

sea of the metal. The ionization probability abruptly

falls to zero, the electron is repelled from the surface,

b s |

and the atom rebounds.
A rough calculation for helium as imaging gas
over a tungsten tip yields a value of X, = 43 for this

critical distance.

C. Resolution of the FIM

A conventional field ion microscope operating at
temperatures lower than 25K and with helium as imaging
gas has a resolution which is often between 2 to 33,
smaller than atomic separation on many crystallographic
planes of metals. At present no completely rigorous
theory for the calculation of the resolution exists, but
a simplified model (71) yields the following result which
serves as a very useful guide for estimating the resolu-

tion of the microscope.

5Ty B ¥ ezrik'r
§ = (S°+ [4('TMVO-—) +16(-—gv—o'-)]
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Here § is the resolution and 60 is due to the
effect of the size of the imaging gas atom and is assumed
to be of the order of the atomic radius of the imaging
gas. The variables given in the above formula are the

best image voltage Vo’ the tip radiue r the mass of the

y
imaging gas atom M, and the effective temperature of the
gas T. Electron change (e), Boltzmann constant (k) and
Planck's constant divided by 2m(h) are known constants.

The first term in the brackets is due to the increased
uncertainty in the tangential momentum of the gas atom as
it becomes localized (Heizenberg's Uncertainty Principle).
The second term is due to the tangential velocity of the
gas atom at effective temperature T due to its thermal
energy. This effective temperature is usually much higher
than that of the entire imaging gas, which is at near room
temperature. The kinetic energy of the gas atoms approach-
ing the tip increases due to their dipole attraction

toward the tip surface, and their subsequent diffuse
rebounds‘are responsible for an effective rise of the
temperature of the gas in the vicinity of the FIM tip.

The collant bath shown in Figure BA is for the purpose of
reducing this effective temperature of the imaging gas at
the instant of ionization. Since the imaging gas atoms
make several rebounds on the average before ionizing,

their temperature approaches that of the tip rapidly.
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Therefore, cooling the tip can improve the resolution of
the FIM.

From Equation B.2, we can list the following in
the order of their efficiency in reducing the resolution
§:

1. Working with tips of small radius .
2. Using an imaging gas of smallest atomic

radius (to reduce 60).

3. Using an imaging gas of very high ionization
potential (large Vo)°

4. Reducing the temperature of the tip.

5. Using an imaging gas of a large mass M.
Because helium has the smallest atomic radius and the
largest ionization potential of all gases (#2 and #3), it
is usually picked as the imaging gas, despite its small

atomic mass (#5).

D. Focusing

Projection of the field ionized gas atoms along
the radially outward electric field lines in a FIM auto-
matically insures that the FIM is basically focused at
all times. Therefore, any attempt to improve the reso-
lution when the microscope is operating can be thought
of as "fine focusing." From Equation B.2 we see that 60
and the Heizenberg uncertainty terms are fixed by the
imaging gas and the tip radius. Therefore, the only
"focusing" applicable may be done by controlling the tip

temperature.
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Contrary to what may seem from Equation B.2, the
lowest possible tip temperature does not always lead to
the smallest resolution. In the qualitative argument
given below we explore why for a given tip material and
imaging gas there exists an optimum range of tip tempera-
tures for best resolution.

Figure BC shows [after Miller (72)] the surface
of the FIM tip as the very high electric field at the
surface has partially drawn back the conduction electrons
into the metal, exposing the positive ion cores of the
surface atoms. The ionization probability for the gas
atoms over the surface is indicated by the density of
the contour lines. For example, the ionization is maximum
directly over the atoms at the edge of net planes and
increases towards the critical distance X, . Below x, no
contour lines are shown since this is the forbidden
ionization zone. As shown in Figure BC, the impression
of the surface structure on the ionization probability
density is also maximum at X, i.e., gas atoms ionizing
high above X, do not contribute much to the resolution of
the microscope.

As the incoming gas atom A approaches the metal,
its normal velocity component given by F(o:/M)!5 (F =
electric field, M = mass of A, o = polarizability of A),

increases rapidly. We consider the following three cases:
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1. Tip temperature is too high (e.g., 100K
or higher).

The atom will diffusely rebound without losing
enough of its kinetic energy (shown as B). If it
ionizes, it will have a large tangential velocity with
the resulting loss of resolution.

2. Tip temperature is sufficiently low
(5 to 20K for He on tungsten).

The incoming atom loses enough of its kinetic
energy on the frst rebound that it will be pulled back to
the surface by dipole attraction for more rebounds losing
more energy. If it ionizes, it will be close to the
surface (shown as C) and the ion (shown as D) will
travel near normal to the surface.

3. Tip temperature is too low (e.g., 4.2K
for neon as imaging gas).

The incoming atom may "condense" on the tip
surface (shown as E) and will not be able to ionize
(below xc). Moreover, the FIM image is then mostly
formed by atoms like H ionizing upon their first approach
and partly at large distances from the tip. Degradation
of the resolution results from either or both of these

effects.

E. Field Evaporation

Next to the process of field ionization, field
evaporation is the most important physical effect in

field ion microscopy. It is a process in which an atom
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on the surface of the FIM tip tunnels out of the metal
leaving one or more of its electrons behind.

The two factors which most strongly affect the
rate of field evaporation are the electric field at the
surface and the tip temperature. In this case the
electric field shapes the potential barrier through
which the atom has to tunnel, and the tip temperature
determines the frequency with which the atom strikes
the barrier.

Following is a brief review of some of the most
important aspects of field evaporation:

1. Resolution of a FIM is critically dependent
on imaging by radial projection which requires a hemi-
spherical, atomically smooth specimen. Conventionally
prepared samples are far from such perfection, but they
can be field evaporated to nearly perfect end forms.
Microprotrusions and nonuniformities on the surface
create extremely high local electric fields causing the
atoms forming these nonuniformities to field evaporate.

2. The surface of the specimen would normally
be covered with impurity atoms left from handling and
preparation. Field desorption (term used when the
evaporated atom is an impurity) clears the surface of
such impurities.

3. The evaporation field is nearly constant for

a given tip material, with variations coming from
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impurities. Since the field necessary for obtaining a
FIM image is determined by what imaging gas is used, it
is clear that for observing a stable image of a specimen,
its evaporation field must exceed the ionization field
of the imaging gas. For example, with He (ionization
f%eld = 4.4v/£) as the imaging gas, no stable image of
gold (evaporation field = 3.5v/R) can be obtained.

Field induced chemical reactions have so far
plagued efforts to observe easily evaporating materials
by using non-inert, low ionization field gases as the
imaging gas. The effect of field induced reactions on
the FIM image can be observed in a FIM using an inert
imaging gas if the microscope has not been properly
evacuated prior to the introduction of the imaging gas.
The contaminant gases remaining in the microscope
chemically etch the surface of the tip at a greatly
enhanced rate due to the electric field, resulting in
very unstable images (73). For this reason conventional
FIMs are equipped with a sophisticated pumping system and
are bakeable so that they can be pumped down to ultra-

8

high vacuum (p < 10 = torr) before the very pure imaging

-3

gas (p = 10 torr) is introduced.
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