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## ABSTRACT

# MULTIPOLE MOMENTS OF ${ }^{232} \mathrm{Th}, 234,236,238_{\mathrm{U}}$ USING PROTON INELASTIC SCATTERING 

By

Robert Clare Melin

The multipole moments of ${ }^{232} \mathrm{Th}, 234,236,238 \mathrm{U}$ have been determined using proton scattering at 35.3 MeV . The angular distributions of scattered protons for the elastic $\left(J^{\pi}=0^{+}\right)$and ground state rotational band states $\left(J^{\pi}=2^{+}, 4^{+}, 6^{+}, 8^{+}\right)$were extracted for laboratory angles from 20 to 144.5 degrees. The targets were $\mathrm{UF}_{4}$ and $\mathrm{ThF}_{4}$ and isotopically separated for 234,236 . The scattered protons were detected using a position sensitive detector in the focal plane of an Enge split-pole spectrograph. The typical energy resolution of 15 keV is made possible by using dispersion matching for the entire range of scattering angles.

The data were analyzed using coupled channels calculations for scattering from a rigid rotor via a deformed optical model potential. Automatic searches were made on
a number of model parameters, including the deformation parameters $\beta_{2}, \beta_{4}, \beta_{6}$ for both spherical and deformed spinorbit potentials. The quadrupole hexadecapole and hexakontattetarapole moments were calculated from the parameter values and compared with the results of Coulomb excitation, electron scattering, inelastic alpha scattering and with predictions of microscopic calculations. Improved fits to the data were obtained by including the higher order deformations. Comparisons were made for a full deformed spin-orbit potential and a spherical spin-orbit potential, with the deformed spin-orbit yielding improved fits. The resultant quadrupole moments increase in magnitude with increasing nuclear mass in agreement with Coulomb excitation results but systematically $3 \%$ to $5 \%$ lower. The present results are $3 \%$ to $6 \%$ higher than those predicted by microscopic calculations. The hexadecapole moment from this study is largest for $A=234$ in agreement with the trend predicted by the microscopic calculations and from the Coulomb excitation results, although the magnitudes of the latter exceed the present results by as much as $25 \%$.

In general, the quadrupole and hexadecapole moments deduced in this work disagree in trend and magnitude with the inelastic alpha scattering results. The hexakontattetarapole moments of these nuclei are extracted for the first time and reach a maximum for $A=236$ and approach zero for $A=238$, a trend which can be explained by a
simple model which also predicts the quadrupole and hexadecapole behavior.
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## CHAPTER I

## INTRODUCTION

The shape of the nucleus is one of its most fundamental properties, although precise determination of shape properties remains an outstanding problem. In this thesis, the nuclear shape will mean the radial and angular distribution of nucleons, the nuclear matter distribution. The distribution of protons makes up the charge distribution. These distributions are parameterized; nuclear shape determination means the measurement of parameter values within the framework of the model, some given parameterization.

One of the basic influences the nuclear shape can have is on the stability of nuclei. The stability is related to the balance between the Coulomb repulsion and the surface binding energy. Theoretical calculations have been made for the charge and matter distributions for heavy nuclei, and these calculations have been used to predict the masses and possible stability of superheavy nuclei. The reliability of these predictions is very dependent on the accuracy with which the calculations agree with known nuclei. Hence, it is of considerable interest to systematically measure the shanes of nuclei, especially massive
nuclei, in as much detail as possible in order to test and refine these theories and thereby improve the accuracy and reliability of their predictions.

Nuclei with proton and neutron numbers near closed shells tend to be spherical in shape, while those far away from closed shells tend to have permanent deformations and energy level structures which display rotational bands. The energy level spacings of these bands, electromagnetic transition rates between states in the bands, and the angular distributions of particles inelastically scattered from states in the bands all provide various details of the intrinsic nuclear deformations. In classical physics it is well known that the results of scattering experiments contain shape information. For example, light diffracted by an object carries information about the size and shape of that object. Consider the elastic and inelastic proton scattering angular distributions in Figure I-l, which display a diffraction-like variation of cross section with angle. This distribution of particles scattered from a nucleus can be used to describe the nuclear surface or details of the deformation if the interaction is adequately modeled. The scattering angle is related to the interaction distance between the projectile and the target in such a way that the scattering data, covering a range of angles, map the surface of the nucleus in the form of the scattering cross sections. The measurement of the shape of the

Figure I-l. Angular distribution for ground state rotational band of ${ }^{238} U$ for proton scattering at 35 MeV .


Figure I-1.
nucleus is an indirect measurement because the projectile interacts with the field or potential resulting from the distribution of nucleons. The observed data may be described by modelling the interaction, which is a function of parameters related to the shape of the object causing the scattering. A deformed optical model potential (DOMP), is used to describe the particle scattering data in the present work. Similar to light scattering, the model contains terms to describe the scattering and absorption of the projectile nuclei by the target nuclei. As the name implies, the surfaces in this model can be deformed with the deformations expressed as a deviation from spherical shape. The surface can be expressed as an expansion in terms of spherical harmonics. The coefficients in this expansion are the deformation parameters. The shape can also be expressed in terms of the multipole moments, which are related to the deformation parameters. For example, to first order, the quadrupole moment is proportional to the quadrupole deformation parameter $\beta_{2}$. Using this model, information about the shape of a nucleus can be determined much like the reconstruction of the details of an object from the observation of the light that it reflects or scatters.

To summarize, the measurement of the deformation of a nucleus is carried out by describing the elastic and inelastic scattering cross sections with a model which has parameters explicitly related to its shape.

## MOTIVATION

Both the rare earth and actinide regions lie between closed shells and are known to contain permanently deformed nuclei. Systematic studies of these nuclei have shown trends of large quadrupole deformations between closed shells and a sign change of the hexadecapole deformation in the same region.

Bertsch [Be68] has explained this systematic behavior using an observation of the effect on the nucleus by adding nucleons into the unfilled shells. In filling the shell, the nucleons are added nearest the symmetry axis, which increases the quadrupole moment. The addition of more nucleons fills the orbits near the equatorial region resulting in a tendency toward a more spherical shape. Figure I-2 shows the measured quadrupole and hexadecapole moments for the rare earth nuclei and Bertsch's predictions of these systematics.

Moments for the actinide nuclei have been measured by a variety of experimental techniques. Methods used include proton scattering at 23 MeV [Mo7l] and at 35 MeV [Ki79], $\alpha-$ particle scattering at 50 MeV [He73,Da76], Coulomb excitation [Be73], and electron scattering [Co76]. The values of the moments from these measurements are plotted in Figure I-3 in addition to predictions based on microscopic calculations [Ne74,Ne76]. The microscopic calculations

Figure I-2. (a) Quadrupole moments of rare earth nuclei. From Reference [Ro77]. (b) Hexadecapole moments of rare earth nuclei. From Reference [Ro77]. (c) Prediction of trends in quadrupole and hexadecapole moments using formulation of Bertsch.


Figure $I-2$.


Figure I-3. (a) Quadrupole moments of actinide nuclei.
(b) Hexadecapole moments of actinide nuclei.

See text for references.
involve minimizing the nuclear potential energy as a function of the deformations and evaluating the moments. Although there is qualitative agreement between the measured and predicted values, the results of the measurements show some disagreement in both trends and magnitudes. The Coulomb excitation measurements follow the trends of the theoretical predictions but differ in magnitude. The $\alpha$ particle scattering [Da76] results show disagreement with the previous $\alpha$-particle scattering [He73] results and with the Coulomb excitation measurement in both trend and magnitude. Since the experimental methods are different, with each method having a different sensitivity to the proton and neutron distribution, the difference in the results may be attributed to a difference in the shape being measured or to a possible breakdown of the model used in the analysis.

The proton is used in this work because it is a simple hadronic probe which may lead to a fairly unambiguous model independent analysis. At a beam energy sufficiently above the Coulomb barrier the proton is more sensitive to the neutron matter distribution of the nucleus than it is to the proton or charge distribution [Ma77, Ma78]. Coulomb excitation and electron scattering (e, $e^{\prime}$ ) reactions are only sensitive to the charge distribution, whereas $\alpha$ particle scattering at an energy of 50 MeV is about $50 \%$ Coulomb excitation. Proton scattering at an energy of 35 MeV is sufficiently above the Coulomb barrier so as to be
dominated by the nuclear potentials.
Most measurements to date in both the rare earth and actinide regions have been concerned with the quadrupole $\left(q_{2}\right)$ and hexadecapole ( $q_{4}$ ) moments, whereas very few have had any sensitivity to the hexakontattetarapole ( $\mathrm{q}_{6}$ ) moment. Previous work on ${ }^{238}{ }_{U}\left(p, p^{\prime}\right)$ indicated the possible need for a $\beta_{6}$ deformation [Mo7l], while a subsequent survey of ( $\alpha, \alpha^{\prime}$ ) reactions on rare earths and ${ }^{238} \mathrm{U}$ indicate a general improvement in fits to the data by including a $B_{6}$ term [He73]. The proton scattering by King et al. [Ki79] at 35 MeV shows considerable structure in the higher excited state angular distributions which is necessary to have sensitivity to the higher order deformations in addition to the quadrupole and hexadecapole deformations.

By extending Bertsch's idea to the $\beta_{6}$ deformations and values of the $q_{6}$ moment, Figure $I-4$, the $\beta_{6}$ value can be expected to change sign twice in a region where the hexadecapole deformation changes sign once. In addition the first sign change can be expected in the portion of the region near uranium. Figure I-4 also contains microscopic calculations [Ni69] for the $\beta_{6}$ parameter for the rare earth nuclei showing a trend similar to that predicted by the Bertsch formalism. The purpose of the present work was to extend the survey of King, et al. to demonstrate the sensitivity of using proton scattering in the study of shape properties of the actinide nuclei and to do a systematic

Figure I-4. (a) Prediction of the trends of the quadrupole, hexadecapole, and hexakontattetarapole moments using formulation of Bertsch. (b) The predicted $\beta_{6}$ values [Ni69] for the rare earth nuclei.



Figure I-4
study of the moments to test various experimental results and theoretical predictions.

ORGANIZATION

The following chapter discusses the theoretical model, its derivation and use, and techniques used to describe the data. In this work, the deformed optical model is used with a coupled channels formulation to describe the scattering cross sections for protons from the actinide nuclei. Chapter III describes the experimental setup and procedures used to gather the experimental data. The technique of dispersion matching, particle detection, and the targets used are described. In Chapter IV the data reduction and analysis are described. Chapter V contains the results of the analysis and a discussion of the significance of the results. In addition to the scattering experiment described in this thesis, Appendices A and B contain descriptions of the work associated with the development of position sensitive proportional counters. The first appendix deals with short high position resolution proportional detectors, while the second reports on the design, development, and testing of a multiwire proportional counter.

THEORETICAL METHODS

Optical Model Potential

The optical model potential for proton scattering from nuclei is analogous to light scattering from a cloudy crystal ball. The potential has a real part which accounts for scattering and an imaginary part which accounts for absorption of nucleons incident on the target nucleus. A summary of the optical model formalism is based on discussions by Hodgson [Ho63] and a number of textbooks [Pr62,MS70]. The general expression for the potential of the target nucleus is
$V_{O}(\vec{r})=V_{c}-V f(\vec{r})-i\left(W g(\vec{r})+W_{D} g^{\prime}(\vec{r})\right)-\left(V_{S O}+i W_{S O}\right) h(\vec{r})$

The terms in this equation will be defined in the following text. The Coulomb interaction potential $V_{c}$ is

$$
\begin{equation*}
V_{c}=Z_{I} Z_{T} e^{2} \int \frac{\rho\left(r^{\prime} \theta^{\prime}, \phi^{\prime}\right) d^{3} r^{\prime}}{\left|\vec{r}-\vec{r}^{\prime}\right|} \tag{II-2}
\end{equation*}
$$

where $Z_{I}$ and $Z_{T}$ are the charges of the projectile and target
nuclei. The charge distribution within the nucleus is given by $\rho(r, \theta, \phi)$. The charge distribution will be assumed to be of constant density but deformed and can be written as

$$
\begin{array}{rlrl}
\rho(r, \theta, \phi) & =\frac{3}{4} \pi R_{c}^{3} & & r<R_{c}(\theta, \phi)  \tag{II-3}\\
& =0 & r>R_{c}(\theta, \phi)
\end{array}
$$

where $R_{c}$ is the Coulomb radius. The angular dependence of the radii will be defined below. By using the expansion

$$
\begin{equation*}
\frac{1}{\left|\vec{r}-\vec{r}^{\prime}\right|}=4 \pi \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \frac{1}{2 \ell+1} \frac{r_{<}^{\ell}}{r_{>}^{\ell+1}} Y_{\ell m}^{*}\left(\theta^{\prime}, \phi^{\prime}\right) Y_{\ell m}(\theta, \phi) \tag{II-4}
\end{equation*}
$$

where $r_{<}\left(r_{>}\right)$is the smaller (larger) of $|\vec{r}|$ and $\left|\vec{r}^{\prime}\right|$. The Coulomb potential becomes

$$
\begin{gather*}
V_{c}=\frac{3}{4 \pi} Z_{I^{\prime}} Z_{T} e^{2} \sum_{\ell m} \int \frac{r^{\prime}}{2 \ell+1} \frac{r_{<}^{\ell}}{r_{>}^{\ell+1}} \rho\left(r^{\prime}, \theta^{\prime}, \phi^{\prime}\right) x \\
Y_{\ell m}\left(\theta^{\prime}, \phi^{\prime}\right) Y_{\ell m}(\theta, \phi) d r^{\prime} d \Omega \tag{II-5}
\end{gather*}
$$

The real well has a depth $V$ and a radial form which may be defined using a Woods-Saxon form

$$
\begin{equation*}
f(r)=\{1+\exp [(r-R) / a]\}^{-1} \tag{II-6}
\end{equation*}
$$

where $R$ is the radius and a is the diffuseness. An
illustration of this function appears in Figure II-la.
The imaginary portion of the potential has two terms, a volume term with well depth $W$ and a surface term with well depth $W_{D}$. The surface term is used to include the effect of strong absorption at the nuclear surface. The form for the shape of the volume term is identical to the form for the real volume term although the radius and diffuseness may be different.

The surface imaginary term requires a radial form which is surface peaked. A possible expression is the derivative of the volume term

$$
\begin{equation*}
g^{\prime}(r)=-4 a_{i} \frac{d}{d r} g(r)=\exp \left(\frac{r_{i}-R}{a_{i}}\right)\left\{I+\exp \left(\frac{r_{i}-R}{a_{i}}\right)\right\}^{-2} \tag{II-7}
\end{equation*}
$$

The normalization factor $4 a_{i}$ causes the maximum value to be unity. Although there is no theoretical basis for this definition, the parameterization has the advantage of introducing no new variables and maintaining consistency in the model. Figure II-lb illustrates various calculations of the derivative of the volume term for a number of diffuseness values. Another possible form for $g^{\prime}(r)$ is a Gaussian term but this appears to have no added advantages.

The spin-orbit portion with well depths $V_{S O}$ and $W_{S O}$ are used to explicitly include the interaction between the spin of the projectile and its orbital angular momentum relative to the target nucleus. This portion of the


Figure II-1. Calculation of the Woods-Saxon term and its derivative for a number of diffuseness values. The radius used is $R=1.17 A^{1 / 3}$, where $A=$ 238.
potential is also surface peaked. An expression for the shape term $h(r)$ is the Thomas form,

$$
\begin{equation*}
h(r)=-\left(\hbar / m_{\pi} C\right)^{2} \frac{l}{r} \frac{d}{d r} f(r) \tag{II-8}
\end{equation*}
$$

where $m_{\pi}$ is the pion mass. The radius and diffuseness may be different from those of the real and imaginary portions. The spin-orbit radius is typically $20-30 \%$ smaller than either the real or imaginary radii. The imaginary spin-orbit term will be neglected since it is not required unless polarization data is being fitted.

Deformed Optical Model Potential (DOMP)

For deformed nuclei, the surface of the nucleus is defined by the expression of $R$. For spherical nuclei, $R$ would be independent of angle and only depend on the nuclear mass for constant densities, $R_{o}=r_{o} A^{1 / 3}$ where $r_{0}$ is a constant and $A$ is the nuclear mass. The existence of rotational energy levels in some nuclei indicates that the ground states of these nuclei can be treated as permanently deformed rotors. The deformation of the potential surface may be introduced by expressing the radius as a function of angle (assuming axial symmetry),

$$
\begin{equation*}
R=r_{0} A^{1 / 3}\left(1+\sum_{\lambda} \beta_{\lambda} Y_{\lambda O}(\hat{r})\right) \tag{II-9}
\end{equation*}
$$

where $\beta_{\lambda}$ are the deformation parameters, and $\hat{r}$ is the angular component of $\vec{r}$. To maintain consistency this form will be used to express the angular dependence of the radii in Equation II-1. This expression is simplified by including only the even $\lambda$ terms. The $\lambda=0$ term is excluded since this term would only serve as a normalization term. The $\lambda=1$ term corresponds to the motion of the center of mass of the nucleus which can be eliminated. The $\lambda=3$ term corresponds to an octupole deformation of the nucleus. Since there has been no observation of an octupole moment in the ground state of nuclei this term is also neglected. The odd terms would result in a form which would violate parity. In general, the odd terms are neglected to maintain a symmetry for rotation by $\pi$.

For rotational nuclei, the excited states of the rotations of the ground state have the same intrinsic structure, with the excitation energy appearing as rotational energy of the nucleus. The elastic scattering is defined by the diagonal elements of the effective interaction in the intrinsic ground state. The angular distribution for each state contains information such as the phase, amplitude, and frequency of the oscillations, and the slope and magnitude of the cross sections. Consider Figure II-2 which shows angular distributions for the lowest $0^{+}, 2^{+}$, and $4^{+}$ states in ${ }^{238} \mathrm{U}$ and ${ }^{208} \mathrm{~Pb}$ [Wa73]. The difference in the structure of the angular distributions of all states is

Figure II-2. Comparison of lowest $0^{+}, 2^{+}$, and $4^{+}$angular distributions for ${ }^{238} \mathrm{U}$ and ${ }^{208} \mathrm{~Pb}$. The ${ }^{208} \mathrm{~Pb}$ data are from Reference [Wa73].

due to the difference in the shape of the two nuclei, the lead nucleus being spherical and the uranium nucleus being permanently deformed. From the analysis of the angular distributions, information about the shapes of these nuclei can be obtained.

## Multipole Moments

The contributions of the various $\beta_{\lambda}$ terms to the shape of a surface, Figure II-3, can be related to the multipole moments of the nucleus. For example, the $\beta_{2}$ term reflects an elongation of the nucleus giving rise to a quadrupole moment $\left(q_{2}\right)$, and the $\beta_{4}$ term gives rise to a hexadecapole moment $\left(q_{4}\right)$. The moment is defined by the relation in Equation II-10. The integral of the potential over the nuclear volume is used to evaluate the moment

$$
\begin{equation*}
q_{\lambda}=\int r^{\lambda} Y_{\lambda O}(\hat{r}) \rho(\bar{r}) d^{3} \bar{r} \tag{II-10}
\end{equation*}
$$

For a sharp edged distribution with deformation parameter $B_{2}$ the corresponding quadrupole moment is given by

$$
\begin{equation*}
q_{2}=\frac{3}{4 \pi} \frac{R_{0}^{2}\left(\beta_{2}+0.3604 \beta_{2}^{2}+\ldots\right)}{\left(1+0.2387 \beta_{2}+0.0143 \beta_{2}^{2}\right)} \tag{II-ll}
\end{equation*}
$$

The $\beta_{6}$ term leads to the hexakontattetara moment ( $a_{6}$ ).

Figure II-3. Calculated surface shapes illustrating the contributions of the $\beta_{2}, \beta_{4}$, and $\beta_{6}$ deformation parameters. The symmetry axis is the horizontal axis.
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Figure II-3

The values of deformation parameters extracted from scattering experiments are model dependent on the distribution used, as well as the model of the interaction.

The ambiguity of the model dependent parameters is illustrated by the coupling of the deformations and the nuclear radius. The cross sections depend on $\beta$ but through the term $R \beta$, where $R$ is the radius. A defined quantity, the deformation length, $\delta_{\lambda}=R \beta_{\lambda}$ is a less ambiguous parameter and can be used to compare results of various experiments. The deformation length may be compared to the displacement of the surface, $\delta R=R \beta_{\lambda} Y_{\lambda 0}^{*}(\hat{r})$, which may be a physically significant term. This factor may still contain ambiguities as the value of $R \beta_{\lambda}$ may also depend on the other optical model parameters.

Mackintosh [Ma76] has used a theorem due to Satchler [Sa72] to state that a folding model with a density independent interaction leads to folded potentials with the same multipole mements as those of the nuclear density. The assumption that the DOMP is derivable from a folding model leads to quantities which are more significant than the potential deformation parameters and should be related simply to the underlying nuclear moments. Mackintosh [Ma76] has found reasonable agreement for the folded quadrupole moment and the underlying nuclear moment for light nuclei. For heavy nuclei, alternative arguments point to either a breakdown of the application of Satchler's theorem or that
the nuclear deformation of the proton component is greater than the neutron component for the hexadecapole degree of freedom. For the actinide nuclei the $q_{20}$ moment for the neutron distribution was about $10 \%$ higher than that of the proton distribution [Ma76]. The $q_{40}$ moment for the proton distribution was found to be about $20 \%$ larger than the neutron distribution. An additional finding is that for $\alpha-p a r t i c l e s ~ t h e ~ t h e o r e m ~ a p p l i c a t i o n ~ b r e a k s ~ d o w n ~ f o r ~ h e a v y ~$ nuclei.

## COUPLED CHANNELS CALCULATION

For proton scattering from a nucleus, the interaction strongly depends on the energy of the incident projectile. For energies below the Coulomb barrier the proton interacts only with the Coulomb field of the nucleus. At higher energies it interacts with the nuclear field where it can be either scattered or absorbed. The nucleus may be left in an excited state if the proton deposits energy in the nucleus. At sufficiently high incident energies, the number of excitation channels becomes infinite as the nucleus may be excited to any of its discrete or continuum states. Excitations may be direct or involve a cascade through two or more states (multistep excitations). When a cascade is involved, the interaction is a result of the counling of the involved channels. The couplinp is a complicated
mechanism and requires a special formulation.
The method of coupled channels consists of explicitly considering transitions between a number of stroncly coupled states during the scattering process. In practice, the coupled channels space is severely truncated by the consideration of a limited number of channels. An important effect which is omitted is the excitations which involve the neglected channels as intermediate states and reactions such as ( $p, d$ ), ( $p, t$ ), etc. The truncation will lead to inaccuracies due to limitations placed on the vector space. To improve the accuracy an effective interaction which compensates for the neglected channels is desired. This interaction would be a complex non-local potential. It has been shown that an equivalent complex local potential can be used to replace the non-local potential. The DOMP contains a complex local potential which makes up its absorptive portion. The optical model is a phenomenological potential, not currently totally derivable from first principles. The parameterization is obtained through the fitting of the experimental data. Consequently, the fitting of the data will produce the effective interaction to compensate for the truncated space considered with the coupled channels calculation.

The coupled channels calculation entails a quantum mechanical solution of the Schrodinger wave equation (SWE). The eigenfunctions for the nucleus are defined by

$$
\begin{equation*}
\mathrm{H}_{\mathrm{A}} \phi_{\alpha J}(\vec{A})=\mathrm{E}_{\alpha J} \phi_{\alpha J}(\vec{A}) \tag{II-12}
\end{equation*}
$$

where $H_{A}$ is the Hamiltonian for a nucleus with mass $A, E_{\alpha J}$ are the energy levels of the nucleus, and $\vec{A}$ are the internal coordinates of the nucleus. The quantum number $J$ denotes angular momentum of the nucleus with $\alpha$ containing all other quantum numbers required to describe the nucleus.

To consider the interaction of the nucleus with the projectile, in this case a proton, the total Hamiltonian becomes

$$
\begin{equation*}
H=H_{A}+T+V(\vec{r}, \vec{A}) \tag{II-13}
\end{equation*}
$$

where $T$ is the kinetic energy of the proton and $V(\vec{r}, \vec{A})$ is the interaction of the projectile with the nucleus. The solution to the scattering problem is defined by

$$
\begin{equation*}
(H-E) \psi(\vec{r}, \vec{A})=0 \tag{II-I4}
\end{equation*}
$$

with the appropriate boundary conditions. The quantum numbers $\alpha J$ describe the nuclear state and the incident proton can be described using three additional quantum numbers jls. For simplicity in notation let $c=\alpha J j l s$ denote the nucleus and projectile in their initial state and $c^{\prime}$ denote any other possible state for the target and projectile.

The nuclear wave functions $\phi_{\alpha J}(A)$ form a complete orthonormal set so that $\psi(\vec{r}, \vec{A})$ mav be expanded in terms of the wave functions for the nucleus and for the incident proton. It is advantageous to express the solution in terms of the total angular momentum $I$ and parity $\pi$

$$
\begin{equation*}
\vec{I}=\vec{J}+\vec{J}, \quad \pi=(-1)^{\ell} \tag{II-15}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\psi_{c I \pi}^{m}(\vec{r}, \vec{A})=\sum_{c} \phi_{\alpha J} \Phi_{c I \pi}(\vec{r}, \vec{\sigma}), \tag{II-16}
\end{equation*}
$$

where the term $\phi_{C I \pi}$ describes the relative motion between the nucleus and projectile. The term $\vec{\sigma}$ has been included to explicitly include the spin of the projectile. The wave function describing the relative motion may be expanded to separate out the spin and angular dependent terms

$$
\begin{equation*}
\phi_{c I \pi}(\vec{r}, \vec{\sigma})=\frac{U_{c}(r)}{r} \phi_{c I \pi}(\hat{r}, \vec{\sigma}) \tag{II-17}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{c I \pi}(\hat{r}, \vec{\sigma})=C Y_{\ell m}(\hat{r}) X_{c}(\vec{\sigma}) \tag{II-18}
\end{equation*}
$$

where $U_{C}(r)$ is a radial wave function, $C$ contains the numerical factors, and $Y_{\ell m}(\hat{r})$ are the spherical harmonics
which only depend on $\hat{r}$, where $\hat{r}$ are the polar coordinates of $\vec{r}$. The expression $X_{c}(\vec{\sigma})$ is a spin function for the incident projectile.

Inserting Equation II-17 into Equation II-16, allows the solution of Equation II-14. This can be accomplished by multiplying by $\phi^{*}$ from the left and using the orthogonality of the components of $\phi^{*}$. The result is a set of coupled equations for the radial wave function

$$
\begin{equation*}
\left(T_{c^{\prime}}-V_{c^{\prime} c^{\prime}}(r)-E_{c},\right) U_{c},(r)=-\sum_{c^{\prime} \neq c^{\prime}} V_{c^{\prime} c^{\prime}}^{I}(r) U_{c}(r) \tag{II-19}
\end{equation*}
$$

where

$$
T_{c},=\frac{\hbar^{2}}{2 m}\left(\frac{-d^{2}}{d r^{2}}+\frac{\ell(\ell+1)}{r^{2}}\right), \quad E_{c}=-E_{\alpha J}+E \quad \begin{aligned}
& k^{2}=2 \pi E_{c / \hbar^{2}}
\end{aligned}
$$

where $E$ is the bombarding energy and $m$ is the reduced mass. The matrix element $\mathrm{V}_{\mathrm{c}}{ }^{\prime \prime}$ " is

$$
\begin{equation*}
V_{c^{\prime} c^{\prime \prime}}^{I}=\left\langle\phi_{C} I_{\pi}(\hat{r}, \vec{A})\right| V(\vec{r}, \vec{A})\left|\phi_{c} I_{\pi}(\hat{r}, \vec{A})\right\rangle \tag{II-2I}
\end{equation*}
$$

The integration implied is only over the polar coordinates of $\vec{r}$ and over all the internal coordinates $\vec{A}$. The resultant matrix element is a function of $r=|\vec{r}|$. Since $V(\vec{r}, \vec{A})$ is a scalar potential, $V_{c} c^{\prime \prime}$ is diagonal in $I$ and $\pi$ and independent of $m$.

Two effects have been neglected in the above derivation. Since the proton is treated as a free particle, reactions such as pickup are excluded. Proton exchange with one in the target is also excluded by not allowing the overlap of the two wave functions. The number of channels in equation II-19 is equal to the number of possible couplings between the excited states which includes both the discrete and the continuum states yielding an infinite number of possible channels. To reduce the magnitude of the problem, the number of inelastic channels is limited to those with large cross sections and to other states of interest. In the present work, only the states of the ground state rotational band are included. The wave function is expanded in terms of the wave functions of the elastic scattering channel and one or more of the inelastic scattering channels. This leads to a finite problem which can be solved numerically using a computer.

When considering a certain number of states, the number of channels far exceeds the number of states. Recall that $c=\alpha J l j s$ labels a particular state and angular momentum of the scattered particle. For the total angular momentum I and parity $\pi$ and for each state $\alpha J$ there are a number of scattered particles jls which satisfy the quantum number relationships in Equation II-15. For a spin $1 / 2$ particle there are $2 \mathrm{~J}+1$ couplings allowed. For each $\mathrm{I}, \pi$ value there are

$$
\begin{equation*}
N=\underset{\text { states }}{\Sigma}(2 \mathrm{~J}+1) \tag{II-22}
\end{equation*}
$$

coupled channels, where the sum is over the states of the nucleus. A calculation involving the $0^{+}, 2^{+}, 4^{+}$, and $6^{+}$ states contains 28 coupled channels. Adding the $8^{+}$state increases that number by 17. The number of differential equations also depends on the angular momentum of the incident particle. The angular momentum of the incident partial waves ranges from 0 to $\ell_{\max }$ where $\ell_{\max }=2 \mathrm{kR}$, where $R$ is the radius at which the interactions are effectively zero. For each $\ell$ there are $2 j$ states giving a total number of differential equations of $4 \mathrm{kRN}^{2}$.

In solving the equations there is a coupled differential equation for each channel involved. Each equation has two boundary conditions, the first at the origin where the wave function must vanish. The second boundary condition exists at the exterior of the nucleus where the nuclear force vanishes. The wave functions become decoupled and the solutions are the Coulomb functions when the projectile is a proton. For a more detailed discussion of the boundary conditions and methods of solution, see Glendenning [G167], or Hodgson [Ho7l].

An additional simplification leads to a well known method used to solve certain types of scattering problems. The Distorted Wave Born approximation (DWBA) is the result of considering only the transition which go directly from
the ground state such as transitions l, 2, and 3 in Figure II-4. This reduces the differential equation for the target channel to an uncoupled differential equation and also the excited states channels are coupled only to the ground state channel. The coupled differential equations become

$$
\begin{array}{ll}
\left(T_{c}-V_{c c^{\prime}}^{I}-E_{c}\right) U_{c}^{O}(r)=0 & \text { target channel (II-23) } \\
\left(T_{c},-V_{c}^{I} c^{\prime}-E_{c},\right) U_{c}^{o}(r)=-V_{c} c_{c} U_{c}^{O} & \text { excited state channel } \tag{II-24}
\end{array}
$$

where $c$ denotes the ground state and $c^{\prime}$ is an excited state. This method is suitable if excited states are not strongly coupled so that higher order transitions as 4, 5, 6 and 7 in Figure II-4 may be neglected.

Qualitatively, collective transitions in vibrational nuclei are not too strong, allowing the use of the Distorted Wave Born Approximation (DWBA). The transitions in deformed nuclei are quite strong. For ${ }^{238}$ U the strength of the first excited state ( $2^{+}$) always exceeds that of the ground state for scattering angles beyond 90 degrees. At more forward angles, the cross sections of the ground state and $2^{+}$are also comparable, as in the region of 70 degrees. Higher order transitions which involve the $2^{+}$level as an intermediate state cannot be neglected. Thus additional channels must be considered for deformed nuclei than are

Figure II-4. Schematic illustrating various coupling routes included in the coupled channels method. The energy level spacing corresponds to that of a deformed rotor.

considered using the DWBA. For example, transitions which populate the $2^{+}$state include $1,2+4,3+6,1+7$, . . in Figure II-4. The inclusion of the additional channels complicates the solution of Equation II-19 as the equations are numerous and coupled.

The solution for the wave function should be a plane wave plus an outgoing wave given by

$$
\begin{gather*}
\psi_{\sigma}=\exp (i \vec{k} \cdot \vec{r}+i n \ell n(k r-\vec{k} \cdot \vec{r}))|\sigma\rangle \\
+\sum_{\sigma} \frac{1}{r} F_{\sigma \sigma^{\prime}}(\theta) \exp (i k r-i n \ell n(k r))\left|\sigma^{\prime}\right\rangle \tag{II-25}
\end{gather*}
$$

where $\sigma$ is the component of the spin at infinity, $\vec{k}$ is the momentum, and $n=Z_{t} Z_{i} e^{2} / h^{2} k$ the Coulomb parameter. The angular-momentum expansion of the solution becomes

$$
\begin{gather*}
\psi_{\sigma}=\frac{4 \pi}{k r} \Sigma_{i}^{\ell} \exp \left(i \vec{\sigma}_{\ell}\right) U_{\ell J}(r)\langle\ell s u \sigma \mid j m\rangle\left\langle\ell s u^{\prime} \sigma^{\prime} \mid \ell m\right\rangle \\
x Y_{\ell u}(\hat{k}) Y_{\ell u}(\hat{r})\left|\sigma^{\prime}\right\rangle \tag{II-26}
\end{gather*}
$$

where $\sigma_{\ell}$ is the Coulomb phase shift. The asymptotic expression for the radial wave function can be expressed in terms of the regular and irregular Coulomb functions

$$
\begin{equation*}
U_{j \ell}(r)=F_{\ell}(n, k r)+C_{\ell}^{j}\left(G_{\ell}(n, k r)+i F_{\ell}(n, k r)\right) \tag{II-27}
\end{equation*}
$$

Equation II-26 becomes

$$
\begin{align*}
F_{\sigma \sigma^{\prime}}= & \delta_{\sigma \sigma^{\prime}} F_{c}(\theta)+\frac{4 \pi}{k} \sum_{\ell} \exp \left(2 i \vec{\sigma}_{\ell}\right) c_{\ell}^{J}\langle\ell \text { su } \mid j m\rangle \\
& x\left\langle\ell s u^{\prime} \sigma^{\prime} \mid j m\right\rangle Y_{\ell u}(\hat{k}) Y_{\ell u},(\hat{r})\left|\sigma^{\prime}\right\rangle \tag{II-28}
\end{align*}
$$

where $\mathrm{F}_{\mathrm{c}}(\theta)$ is the Coulomb amplitude

$$
\begin{equation*}
F_{c}(\theta)=\frac{-\eta}{2 k \sin ^{2} \frac{1}{2} \theta} \exp \left(-i \eta\left(\sin ^{2} \frac{1}{2} \theta\right)+2 i \sigma_{0}\right) \tag{II-29}
\end{equation*}
$$

For a spin $1 / 2$ particle, the spin can couple in two ways with the angular momentum $\ell$ to give a total angular momentum $j=\ell+1 / 2$ and the eigenvalues of which correspond to these two spin orientations are $\ell$ and $-(\ell+1)$. Two scattering amplitudes result

$$
\begin{align*}
& A(\theta)=F_{\frac{1}{2} \frac{1}{2}}=F_{C}(\theta)+\frac{1}{k} \sum_{\ell} \exp \left(2 i \sigma_{\ell}\right)\left\{(\ell+1) C_{\ell}^{\ell+\frac{1}{2}}+\right.  \tag{II-30}\\
& B(\theta)=F_{\frac{1}{2}-\frac{1}{2}}=\frac{1}{k} \sum_{\ell} \exp \left(2 i \sigma_{\ell}\left\{C_{\ell}^{\ell+\frac{1}{2}}-C_{\ell}^{\ell-\frac{1}{2}}\right\} P_{\ell} \cos (\theta)\right.
\end{align*}
$$

The cross section is given by

$$
\begin{equation*}
\sigma=|A(\theta)|^{2}+|B(\theta)|^{2} \tag{II-32}
\end{equation*}
$$

The boundary conditions require that the solution for the initial channel is of the form of Equation II-27 and
all other channels be outgoing waves

$$
\begin{gather*}
y_{i}=F_{\ell i}+C_{i}^{i}\left(G_{\ell i}+i F_{\ell i}\right),  \tag{II-33}\\
y_{F}=C_{F}^{i}\left(G_{\ell F}+i F_{\ell F}\right) \tag{II}
\end{gather*}
$$

From these, the amplitudes can be found,

$$
\begin{align*}
& F_{\mu_{F} \sigma_{F} \mu_{i} \sigma_{i}}(\theta)=\frac{4 \pi}{k_{i}}\left\{i\left(\ell_{i}-\ell_{F}\right)\right. \\
& *_{<\ell_{i}} s \mu_{i} \sigma_{i}\left|j_{i} m_{i}><j_{i} I_{i} m_{i} \mu_{i}\right| J M>Y_{\ell_{i}} u_{i}\left(\hat{k}_{i}\right) \\
& *<\ell_{F} s \mu_{F} \sigma_{F}\left|j_{F} m_{F}><j_{F} I_{F} m_{F} \mu_{F}\right| J M><Y_{\ell_{F} u_{F}}\left(\hat{k}_{F}\right)> \tag{II-35}
\end{align*}
$$

where $\sigma$ and $\mu$ are the projections of the spins of the projectile and target and $i$ and $F$ refer to the initial and final states. The cross section becomes

$$
\frac{d \sigma(\theta)}{d \Omega}=\frac{I}{2 s+I} \frac{I}{2 I_{i}+I} \frac{k_{F}}{k_{I}} \Sigma\left|F_{u_{F} \sigma_{F} u_{i} \sigma_{i}}(\theta)\right|^{2}
$$

The code ECIS [Ra74] uses a different method to achieve a solution. The ECIS method involves an iterative procedure to obtain a solution to the coupled differential equations as opposed to integration of the solutions. The usual method of solving coupled equations results in as many solutions as there are equations, although only one is needed. The ECIS method involves a search for this
solution by iteration. This method results in a reduction of computational time but has the disadvantage of larger storage requirements than the standard coupled channels methods. The ECIS method gives better results than DWBA codes after the first iteration, while the second iteration gives the same result as the standard coupled channels method. A complete description of the ECIS method is contained in reference [Ra72].

## CHAPTER III

## EXPERIMENTAL METHOD

## Introduction

The measurement of elastic and inelastic proton scattering from the actinide nuclei presents various experimental problems. The major one is the spacing of the states in the ground state rotational band. The excitation energy of the first excited state $\left(2^{+}\right)$is roughly 45 keV for uranium and thorium. An energy resolution of about 15 keV is adequate to resolve the first excited state from the ground state, which permits accurate determination of the peak areas.

Since the Coulomb barrier for protons on uranium is about 13 MeV , particle energies sufficiently above this are required for strong nuclear as well as electric interaction. The 35 MeV proton beam from the MSU cyclotron is well suited to these studies as its energy is well above the Coulomb barrier and sufficient energy resolution is achievable. In fact, an energy resolution of 1.5 keV [No74] for 35 MeV protons has been obtained in test situations using the MSU cyclotron and the Enge split-pole
spectrograph [Sp67] by utilizing the technique of dispersion matching [Bl7l]. The energy resolution in the focal plane depends on both the beam resolution and the position resolution of the particle detector. The beam resolution is enhanced with the dispersion matching so that the detector resolution becomes a significant problem. Detectors routinely used in the spectrograph focal plane have an optimum position resolution of about .25 mm which results in an energy resolution of less than 10 keV for 35 MeV protons. The target thickness can degrade the resolution further by a maximum of 5 keV for al $\mathrm{mg} / \mathrm{cm}^{2}$ target. However, the expected data rates are high enough that thinner targets may be used.

Dispersion Matching

Dispersion matching [Co59] involves spatially dispersing the beam at the target so that the image contains information about the energy of the beam. The dispersion of the spectrograph is used to cancel the coherent energy spread of the beam. Effects which make the beam incoherent such as multiple scattering in the target cannot be cancelled, however.

Consider (Figure III-I) a point image at the focal plane with an energy spread equivalent to that of the beam. The high and low energy particles at this image

Figure III-l. Schematic illustration of Enge split-pole spectrograph and scattering chamber.


Figure III-1
must originate from different positions on the target. If the beam from the cyclotron is dispersed to match this dispersion by the spectrograph, the high and low energy particles in the beam at the target will arrive at the same position at the focal plane. The standard procedure is to adjust the focussing elements of the beam transport system, depicted in Figure III-2, to obtain an accurate image of BOX 5 at the target location. The production of an image at the target may be observed by the insertion of an object at the BOX 5 location and observing the resultant image on a scintillator at the target position. The beam at BOX 5 is dispersed by the analyzing magnets M3 and M4 so that the horizontal position at BOX 5 is dependent on the energy. It is possible to vary the energy spread of the beam at the target by adjusting the width of slits at BOX 5. A small energy spread may be obtained only with a substantial loss of beam current. Additional fine tuning of the beam transport system is done to obtain a narrow image of an elastic scattering line or the beam at the focal plane of the spectograph. When the dispersion matching parameters are optimized it is nossible to use the full beam intensity extracted from the cyclotron without any deterioration in energy resolution observed in the inelastic scattering spectrum in the spectrograph focal plane. Detectors used in part of this tuning procedure are discussed in Appendix A.

Figure III-2. Experimental layout showing the beam transport system used with the spectrograph.


Figure III-2

Different angular ranges of the data dictate different modes of dispersion matching. The standard procedure is to rotate the target such that the target angle relative to the normal to the beam is one half the scattering angle. Keeping the target angle at one half the scattering angle maintains constant effective dispersion over a range of scattering angles. Consider Figure III-3a for scattering at 90 degrees. The geometry used for forward angle scattering is the transmission mode where the scattered particles pass through the target. This mode has an advantage that the effects of the target thickness are minimized as the maximum total thickness seen by the incident and the scattered particle is equal to the target thickness. When the scattering angle is greater than 90 degrees, causing the target angle to exceed 45 degrees, the width of the beam spot may exceed the horizontal extent of the target material. When the target is not rotated, scattering to angles near 90 degrees cannot be done since the scattered particles are blocked by the target ladder assembly.

An alternative is to use a reflection mode as in Figure III-3b. In the reflection mode the particles entering the spectrograph come from the same side of the target as the beam is incident. This has two major difficulties, the first being that the maximum thickness seen by the incident and scattered particle is twice the thickness of the

Figure III-3. Illustration of the two modes used for dispersion matching. For forward angles ( $\theta<90^{\circ}$ ), the transmission geometry (a) is used. For back angles ( $\theta>90^{\circ}$ ), the reflection geometry (b) is used.

## ENGE SPLIT-POLE SPECTROGRAPH

a)

b)

target material. This is relatively minor when compared with the effects caused by the dispersion matching being wrong. The beam is dispersed such that the beam energy spread is now enhanced rather than cancelled. The spectrograph views the opposite side of the target where the energy spread is effectively reversed. To correct this, it is necessary to reverse the sign of the horizontal magnification of the beam between BOX 5 and the target. Beam optics calculations were done using TRANSPORT [Br74] to determine the correct beam-line settings. Two additional quadrupoles Q7' and Q8' placed near M5, as seen in Figure III-2, are required to produce a horizontal crossover prior to two of the existing quadrupoles, Q9 and Q10. The beam transport system prior to BOX 5 remains unchanged. The reflection mode produces a comparable image to the image produced by the no-crossover mode, with no loss of energy resolution. Figure III-4 shows spectra for protons scattered from a ${ }^{176} \mathrm{Yb}$ target [Me79] for the reflection and transmission mode and also for the target in reflection mode with the beam transport system setup for transmission mode.

Particle Detection

To take full advantage of the high quality beam, dispersion matching requires measuring the position of particles at the focal plane with a high degree of accuracy.

Figure III-4. Spectra resulting from 35 MeV protons scat-
tered from a 176 Yb target for the two modes
of dispersion matching; (a) transmission,
(b) reflection, and (c) target rotated for
reflection mode with the beam transport
system set up for transmission mode. Fig-
ure III-4c represents the worst possible
case where the beam energy spread is en-
hanced rather than cancelled.


Photographic emulsions in the focal plane have extremely good position resolution and linearity. However, in this experiment their usefulness is limited. The position of each track is measured directly. The tracks appear in an emulsion deposited on a glass plate and the position is found using a microscope and mechanical readout. The emulsion can become saturated with tracks from the particles, limiting the number of distinguishable events per unit area. High resolution enhances this effect as a particle line such as the elastic scattering line may have a total width of 100 um. Track saturation prevents the acquisition of both strong and weak states on the same plate. To recover the data requires the scanning of the plates, which is time consuming and may be impossible for strong lines. Also, the use of plates prevents continuous monitoring of the experiment and the resolution cannot be checked or tuned without an additional detector.

The disadvantages of plates make a position sensitive detector with direct position readout useful. To observe both elastic and inelastic scattering where the excited states may have cross sections four orders of magnitude smaller than the cross section for elastic scattering, requires a position sensitive detector which has a much better dynamic range.

The detector used was the inclined cathode delay-line counter [Mk75]. This device utilizes a more sophisticated
readout scheme than the standard charge division proportional counter and is illustrated in Figures III-5 and III-6. A particle passing through the detector leaves a track of dissociated electrons. The electrons are collected and multiplied on the active wires. The guard wires are for field shaping only, having no appreciable gain. The avalanche at the active wires induces a signal on the cathode. The cathode is made position-sensitive by dividing it into sections and connecting the sections together using a tapped delay line. The cathode consists of stripes parallel to the particle trajectory (45 degrees from normal to the detector) to minimize the projection of the particle track onto the position readout.

By measuring the relative time delay between the particle passing through the detector and the signal emerging from the end of the delay line, the position is obtained. A method used to derive the position is to use the signal from one end to start a time to amplitude converter (TAC) and the signal from the other end, delayed in time by the total delay of the delay line, to stop the TAC.

The optimal resolution obtained is less than the tap spacing because of an interpolation property of the delay line readout. Although an event is localized on the anode wires, the charge induced on the cathode is over a region roughly equal to the cathode-anode spacing. The centroid of the induced charge carries accurate position information

Figure III-5. Schematic cross section of the inclined cathode delay-line counter. Labeled parts are: (A) window frames, (B) anode support, (C) separator foil, (D) anode wires-five active and 4 guards, (E) anode wire for $\Delta E$ counter, (F) pickup stripe board, (G) frame for delay line and board, and (H) delay line. From Reference [Mk75].


Figure III-5

and through suitable electronic shaping this information can be preserved.

In addition to the position from the delay line counter, a second proportional counter gives particle energy loss $(\Delta E)$ information. The counter is also backed with a plastic scintilator which yields timing information and particle energy. From the timing information, the time of flight of the particle through the spectrograph relative to the cyclotron $R F$ is determined. This is possible because the beam from the cyclotron comes in bursts with the frequency of the cyclotron RF. A schematic of the electronic setup used is shown in Figure III-7. In order for an event to be valid it must satisfy $E, \Delta E$ and time-of-flight requirements. The requirements placed on each event are useful in rejecting unwanted particles and gammaray background events.

The counter electronics were modified from the original description. Signals were obtained from the active wires, and the delay line was terminated using pulse transformers [Bk76] and Radeka [Rd74] 'electronically cooled' preamplifiers, which eliminated the resistive delay-line termination and gave an increased signal to noise ratio. The signal from the active wires was used to determine the energy loss in the delay line portion of the counter. It has been found that the high and low energy tails on the peaks correspond to events with higher energy loss

Figure III-7. Schematic of electronics used to acquire the proton scattering data.


Figure III-7
in the counter. Two position spectra were recorded, one corresponding to the high energy loss in the front counter and the second containing all other valid events. The high $\Delta E$ band, called the wing band, was set to contain about 5 percent of the total events. Figure III-8 illustrates the results of the high energy loss selection. The gating has the effect of reducing the extent of the high and low energy tails, which simplifies the fitting of the data. The fitted peak areas were corrected by scaling the areas by a factor generated by determining the fraction of events in the wing band for each spectrum.

Target Thickness Monitor

A $\mathrm{NaI}(\mathrm{Tl})$ detector was installed in the scattering chamber at a scattering angle of 90 degrees to monitor the target thickness. Particles scattered from the nuclei in the target have different energies from those scattered from the nuclei of the backing material or contaminants, which are measured using the $N a I(T l)$ detector. The area of the peak corresponding to scattering from the target material is extracted and the effective target thickness calculated. The scattering data measured in the spectrograph are scaled relative to the effective thickness determined by the monitor detector.

Figure III-8. Comparison of wing and data (good) energy loss bands.


Figure III-8

## Beam Current

The beam current was monitored using a water-cooled Faraday cup to stop the beam. A current integrator determined the charge collected at each scattering angle. The beam current was adjusted to maintain a maximum of three percent dead time for the position TAC or the computer ADC. The scattering data were deadtime-corrected by scaling the data by a factor equal to the current integrator output scaled in a scalar inhibited by the ADC busy signal divided by the output scaled in a free scaler. Typical beam currents ranged from 50 nA to $3 \mu \mathrm{~A}$. The lower currents were used at forward angles where high particle count rates would contribute to large dead times.

Targets

The target material is radioactive and in the case of ${ }^{234} \mathrm{U}$ and ${ }^{236} \mathrm{U}$, quite difficult to obtain. The production and handling of radioactive targets must be done with care to prevent contamination of the target-making equipment or the experimental apparatus. The angular range of the data to be covered, where the elastic scattering cross section covers at least five orders of magnitude, requires that the target be sufficiently thick to keep the time required for acquiring the angular distribution
within reasonable limits. The need for relatively precise inelastic scattering data, where the strength of the $8^{+}$ may be as much as four orders of magnitude less than the elastic sets a lower limit on the thickness of the target material. It has been shown [Wa73] that targets with thicknesses less than $400 \mu \mathrm{~g} / \mathrm{cm}^{2}$ have little effect on the energy resolution for 35 MeV protons. Targets with a thickness in this range are also well suited to these experiments in allowing efficient use of the available beam current.

The effects of contaminants in the target are not as important for the actinide nuclei as for lighter nuclei due to the kinematic recoils of the nuclei in the target. The competing elastically scattered particles from contaminants have lower energies than the particles scattered from the target material being studied with the energy difference increasing with angle. Figure III-9 shows spectra of particles scattered from the ${ }^{234} \mathrm{U}$ target at a number of angles illustrating the kinematic shift of the contaminant peaks. A relatively straight forward way of identifying the contaminants is to display the raw data in this form and identify peaks which shift relative to the elastic as a function of scattering angle.

It is apparent that contaminants with small mass present less of a problem making it beneficial to use target backings and target making procedures which do

Figure III-9. Spectra for 35 MeV protons scattered from a ${ }^{234} \mathrm{U}$ target for a number of lab angles showing kinematic shift of target contaminant peaks.


Figure III-9
not introduce heavy contaminants. Uranium and thorium metal are difficult to prepare into relatively thin (<500 $\mu \mathrm{g} / \mathrm{cm}^{2}$ ) self-supporting foils. An $800 \mu \mathrm{~g} / \mathrm{cm}^{2}$ rolled thorium foil was used although it degraded resolution and contained a number of contaminants introduced by the rolling procedure. Since suitable self-supporting foils are not available carbon foils were chosen as the backing material to support the target material. A sputtering device [No78] was used to deposit uranium metal on carbon backings but yielded thin targets ( $100 \mu \mathrm{~g} / \mathrm{cm}^{2}$ ). The pure metal targets on carbon backings broke due to strains induced by the oxidation of the metal. The high melting temperatures of the pure metals make vacuum deposition of the pure metal difficult and may introduce undesired contaminants from the tungsten or tantalum boats required in the evaporation. The metals are also quite reactive, which quickly strains and breaks the backing foils. Natural uranium and thorium tetrafluorides are suitable target materials with relatively low melting points for clean vacuum deposition. The fluorine contamination is observed at only forward scattering angles. The targets produced were $250 \mu \mathrm{~g} / \mathrm{cm}^{2}$ in thickness on $20 \mu \mathrm{~g} / \mathrm{cm}^{2}$ carbon backings making them well suited to this experiment. Contaminants in the target include fluorine, carbon and oxygen.

The ${ }^{234} \mathrm{U}$ and ${ }^{236} \mathrm{U}$ targets were made [Be73] by depositing the material onto $40 \mu \mathrm{~g} / \mathrm{cm}^{2}$ carbon backings using an
electromagnetic isotope separator. These targets are relatively free of contaminants, except those introduced by the backing foil and vacuum system. The observed contaminants include sodium, chlorine, and silicon, in addition to carbon and oxygen. However the thickness of the target material was only $30 \mu \mathrm{~g} / \mathrm{cm}^{2}$ which severely limited the statistics. The targets were originally made for ( $\alpha, \alpha^{\prime}$ ) Coulomb excitation studies where the $30 \mu \mathrm{~g} / \mathrm{cm}^{2}$ is about the thickest that might be used. The thicker backings on these two targets were used to add strength to the target to avoid possible breakage and loss of the target material. The amount of target material on the backing was small so that extreme care was taken to prevent discrepancies in the measured scattering cross sections, introduced by the motion of the beam spot relative to the target material. The monitor spectra were fitted and the resultant effective target thicknesses used to correct the data except at forward angles ( $\theta<45$ degrees). At forward angles, cutting back the beam current produces a smaller beam spot, inaking the cross section less sensitive to beam spot motion.

## CHAPTER IV

DATA REDUCTION

The position spectra were fit using an interactive peak fitting code SCOPEFIT [Dv78]. The code is used to fit the background, fit the peaks with an empirical peak shape, and sum the peak area in the background-subtracted data. The first order reference peak for fitting is generated by using the elastic scattering peak. The reference peak shape was then adjusted to obtain a best fit to the elastic peak and the inelastic states with which the elastic peak overlapped. A typical fit is shown in the Figure IV-l. The cross sections are calculated from the areas by using the standard relation

$$
\frac{d \sigma}{d \Omega}=\frac{N 2.67 \mathrm{~A} \cos \phi_{T}}{d \Omega \rho Q} \frac{Q}{Q_{D T}}
$$

where N is the peak area,
A is the target atomic mass,
$\phi_{\mathrm{T}}$ is the target angle,
$Q$ is the charge in $\mu$ Coulombs,
$\rho$ is the target thickness in $\mathrm{mg} / \mathrm{cm}^{2}$, and
$Q_{D T}$ is the charge scaled with a scalar inhibited by
the ADC-busy signal.

Figure IV-1. Spectra and fit line to the $0^{+}, 2^{+}$, and $4^{+}$ states of ${ }^{238} \mathrm{U}\left(\mathrm{p}, \mathrm{p}^{\prime}\right)$ at $57.5^{\circ}$.


The solid angle $d \Omega$ is defined by the spectrograph acceptance aperture. A majority of the data was taken using a $0.69 \mathrm{msr}\left(1^{\circ} \mathrm{x} 2^{\circ}\right.$ ) aperture. Data for $125^{\circ}<\theta<144.5$ degrees for ${ }^{234} \mathrm{U}$ was taken using a $1.2 \mathrm{msr}\left(2^{\circ} \mathrm{x} 2^{\circ}\right)$ aperture to speed data acquisition.

The data are scaled by a factor to correct for the number of counts in the "wing" band described above and for target thickness variations as determined by the monitor spectra. Typical corrections are 0-3\% for the dead time, and $2-5 \%$ for the wing band. An uncertainty of 3 percent was folded quadratically with the statistical or fitting error to account for possible systematic errors in the normalization. Several targets of ${ }^{232}$ Th and ${ }^{238} \mathrm{U}$ were used. The data were normalized by comparing common angular points. The overall absolute normalization was obtained by comparing the data to coupled channels calculations using Becchetti-Greenlees optical model parameters [Be69]. The normalization was reevaluated following preliminary searches on the optical model and deformation parameters. The forward angles ( $\theta<50^{\circ}$ ) only are used as these points are least sensitive to the model parameters. The scattering angles are checked from the spectra by taking advantage of the large kinematic shifts of the lighter mass impurity peaks for forward angles. This is Important because the elastic cross section is a very strong function of the scattering angle at forward angles. The
initial deformation parameters were obtained from the Coulomb deformation parameters of Bemis [Be73] using ' $\beta \mathrm{R}$ scaling'. This scaling was accomplished by keeping $R_{C} \beta_{C}=R \beta$ where $R_{C}$ and $R$ are the Coulomb and volume term radii, respectively, and $\beta_{C}$ and $\beta$ are the Coulomb and volume term deformation parameters. The deformation parameters for the volume, imaginary, surface-imaginary, and spinorbit are set equal. The volume, imaginary, and spin-orbit radii were fixed at the Becchetti-Greenlees optical model parameter values. The Coulomb radius and deformations ( $\beta_{2}, \beta_{4}$ ) used were those of Bemis [Be73]. Because of the ambiguity involving the imaginary well depth and the diffuseness, the volume imaginary well depth was fixed at the Becchetti-Greenlees value of 5.0 MeV for a majority of the searches. The cross sectional data appears in tabular form in Appendix $C$.

In order to extract the deformation parameters for the nuclei being studied, the optical model parameters must be optimized by obtaining a best fit for the ground state data. The excited state cross sections are more sensitive to the deformation parameters, which are optimized for best fits to the inelastic scattering data. In addition to the quadrupole $\left(\beta_{2}\right)$ and hexadecapole ( $\beta_{4}$ ) deformation parameters, the hexakontattetarapole ( $\beta_{6}$ ) deformation parameter were included. Figure IV-2 illustrates the sensitivity of the ${ }^{238} \mathrm{U}$ data to the inclusion of a non-zero $\beta_{6}$ deformation parameter in the calculation.

Figure IV-2. Calculated cross sections showing the best fits to the data with and without the $\beta_{6}$ parameter. The best fit for $\beta_{6}=0.0$ is calculated using the parameters of King et al. [Ki79].


## Optical Model Search

The angular distributions were fit using the Deformed Optical Model Potential (DOMP) in the coupled channels code ECIS [Ra74]. The parameters were adjusted using the automatic search option of the computer code. First parameters were searched on by preferentially weighting the state which is most sensitive to the parameters being searched on. For example, the elastic scattering cross section data were fitted by varying the optical model parameters $V, W_{D}$, $V_{S O}$, a and $a_{i}$. The $\beta_{2}$ search was conducted with the $2^{+}$ angular distribution weighted. For the optical model parameter and $B_{2}$ searches the calculation included couplings between the $0^{+}, 2^{+}$and $4^{+}$states. The $6^{+}$state was included in the calculation when fitting the $4^{+}$angular distribution by varying $\beta_{4}$.
${ }^{238} \mathrm{U}$ Analysis

The full calculation required to search on the $\beta_{6}$ parameter exceeded the available size of the data processor. Alternatives include scaling the experimental data or omitting portions of the potential such as the deformation of the spin-orbit potential. Scaling the experimental data can be done to account for the omitted $8^{+}$state. It was found that the inclusion of an additional state tended to
reduce the cross section in states with lower excitation energies in the rotational band. Figure IV-3 illustrates the effects of adding additional excited states in the coupled channels calculation.

The data was scaled using a 0-2-4-6-8 calculation and a $0-2-4-6$ calculation for ${ }^{238} \mathrm{U}$ with all potentials deformed (these calculations were test calculations carried out on a larger computer at Daresbury) [Ro79]. The parameters used in the calculations are the best fit values for ${ }^{238}$ U reported by King [Ki79] with $\beta_{6}=0.00$. The scaling factor consists of the ratio of the two calculations for the particular state and angle involved. Figure IV-4 shows the correction factors for the $0^{+}$through $6^{+}$states for the full range of angles. The scaling is largest for the $4^{+}$at back angles and the $6^{+}$state. The $0^{+}$and $2^{+}$states are changed by less than 1 percent throughout the angular range.

To test the scaling method, the cross sections from a 0-2-4-6-8 calculation with $\beta_{6}$ set to -0.02 were scaled using the above described technique. The resultant calculated 'data' was fit using $0-2-4$ and $0-2-4-6$ calculations with the values for $\beta_{2}, \beta_{4}$, and $\beta_{6}$ listed in Table IV-l. The same angular range as the actual data was used and the optical model parameters and deformation parameters not involved in the search were the same as used to generate the 'data'. The results show agreement with the starting deformation parameters. Thus by using the scaling

Figure IV-3. Illustration of the result of adding additional excited states to the coupled channels calculation.



Figure IV-4. Illustration of the ratios of a $0-2-4-6$ calculation to a 0-2-4-6-8 calculation for each state in ${ }^{238} \mathrm{U}$. The ratios were used to scale the experimental data to compensate for the omission of the $8+$ state in further calculations.


Figure IV-4

Table IV-I. Results of fitting scaled 'data' with DSO calculation and actual 'data' with SSO calculation. The 'data' are calculated values for 238 using 0-2-4-6-8 couplings with deformed spin-orbit in a calculation using the parameters of King, et al. [Ki79].

RESULTS OF FIT

|  | ${ }_{(\text {scaled }} \text { DSO } \text { 'data') }$ | $\begin{gathered} \text { SSO } \\ \text { (actual 'data') } \end{gathered}$ |
| :---: | :---: | :---: |
| $\beta_{2}$ (expected) | 0.2320 | 0.2320 |
| $\beta_{2} \min x^{2}(0+)$ | 0.2320 | 0.2270 |
| $\beta_{2} \min x^{2}(2+)$ | 0.2320 | $0.2310 *$ |
| $B_{2} \min x^{2}(4+)$ | $<0.2000$ | 0.2219 |
| $B_{4}$ (expected) | 0.0420 | 0.0420 |
| $\beta_{4} \min \chi^{2}(0+)$ | 0.0420 | 0.0753 |
| $\beta_{4} \min X^{2}(2+)$ | 0.0420 | 0.0245 |
| $\beta_{4} \min X^{2}(4+)$ | $0.0410 *$ | 0.0396* |
| $\beta_{4} \min \chi^{2}(6+)$ | 0.0400 | 0.0390 |
| $\beta_{4} \min X^{2}(8+)$ | ------ | 0.0381 |
| $\beta_{6}$ (expected) | -0.0200 | -0.0200 |
| $\beta_{6} \min X^{2}(0+)$ | -0.0200 | >0.0000 |
| $B_{6} \min X^{2}(2+)$ | -0.0206 | >0.0000 |
| $B_{6} \min x^{2}(4+)$ | -0.0201 | -0.0242 |
| $B_{6} \min x^{2}(6+)$ | -0.0180* | -0.0174* |
| $B_{6} \min X^{2}(8+)$ | ------ | -0.0175 |

[^0]approximation reliable deformation parameters may be extracted even though the actual calculation required to extract the deformation parameters is impossible to carry out.

The ${ }^{238}{ }_{U}$ data were scaled and fitted using the deformed spin-orbit (DSO) calculations, including the $6^{+}$state. Searches on the well depths, the diffusenesses and the deformation parameters $\beta_{2}$ and $\beta_{4}$ were done separately using a DSO calculation until a $X^{2}$ value convergence was obtained using the search procedure described above. The $\beta_{6}$ parameter was calculated by fitting the scaled $6^{+}$angular distribution. The data were then fitted by varying $\mathrm{V}, \mathrm{W}_{\mathrm{D}}, \mathrm{V}_{\mathrm{SO}}, \mathrm{a}, \mathrm{a}_{i}, \beta_{2}$ and $\beta_{4}$ simultaneously minimizing the total $x^{2}$ value for the $0^{+}, 2^{+}$, and $4^{+}$states with the actual data. The $\beta_{6}$ parameter was held fixed for this search procedure.

By including only a spherical spin orbit (SSO) interaction in the potential rather than the deformed spin-orbit (DSO) interaction, the magnitude of the calculation is greatly reduced. This makes the 0-2-4-6-8 calculation possible using the available computer, although the quality of the fit to the ground state data is reduced by using this method. To investigate the effects of the elimination of the spin orbit deformation, the calculated 'data' described above were fitted by varying the deformation parameters individually using the SSO calculation. The results are
listed in Table IV-l. There are deviations between the fitted deformation parameters and the initial deformation parameters but this method may still be viable for obtaining relatively accurate values for the deformation parameters with a considerable savings in computational time. The SSO fits were done without readjusting the optical model parameters which may account for some of the differences.

The spherical spin-orbit (SSO) calculation was used to fit the unscaled ${ }^{238} \mathrm{E}_{\mathrm{U}}$ data by searching on the parameters $V, W_{D}, V_{S O}, a, a_{i}, \beta_{2}, \beta_{4}$, and $\beta_{6}$ using a similar procedure described for the deformed spin orbit searches. The resultant best fit to the ground state yields $x^{2}$ values which are a factor of 2-3 greater than the $x^{2}$ values for the deformed spin orbit calculation. The excited state angular distributions could be fit with comparable $x^{2}$ values. The best fit parameters and results from the spherical spin orbit calculations are compared to the results from the deformed spin orbit calculations in Table IV-2. Figure IV-5 contrasts the best fits to the data for the DSO and SSO calculations.

The search procedure used to obtain best fits to the data yielded results which require care in interpretation. Comparable fits could be obtained for continuous values of the product $W$ and $a_{i}$. This is of no great consequence, but $a_{q}$ has nearly the same effect on slope of the $0^{+}$and $2^{+}$

Table IV-2. Best fit parameters resulting from fits to 238 data with deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.

RESULTS OF FIT

| Parameter |  | DSO |  | DSO |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| V | (MeV) | 52.963 | (190) | 52.934 | (340) |
| W | (MeV) | 5.000 |  | 5.000 |  |
| $\mathrm{W}_{\mathrm{D}}$ | (MeV) | 4.477 | (220) | 4.021 | (430) |
| $\mathrm{V}_{\text {SO }}$ | (MeV) | 6.756 | (170) | 6.603 | (245) |
| a | (fm) | 0.756 | ( 11) | 0.718 | ( 26) |
| $a_{i}$ | (fm) | 0.807 | ( 19) | 0.842 | ( 31) |
| $\mathrm{a}_{\text {SO }}$ | (fm) | 0.750 |  | 0.750 |  |
| $r$ | (fm) | 1.170 |  | 1.170 |  |
| $r_{i}$ | (fm) | 1.320 |  | 1.320 |  |
| $\mathrm{r}_{\text {SO }}$ | (fm) | 1.010 |  | 1.010 |  |
| $\mathrm{B}_{2}$ |  | 0.226 | ( 1) | 0.226 | ( 2) |
| $\beta_{4}$ |  | 0.052 | ( 1) | 0.047 | ( 2) |
| $\beta_{6}$ |  | -0.011 | ( 1) | -0.013 | ( 1) |

Figure IV-5. Comparison of the best fits to ${ }^{238}$ U using the deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.


data as does the $\beta_{2}$ deformation parameter, so that erroneous results for $\beta_{2}$ could be obtained by allowing a to deviate continuously and compensating with $\beta_{2}$. For the searches $W$ was fixed at the Becchetti-Greenlees value of 5.0 MeV and $a_{i}$ allowed to vary.

Limiting the number of states included in the coupled channels calculations had some adverse effects on the fitting of the data. It was observed that improved fits to the ground state $\left(O^{+}\right)$resulted in a worsened fit to the first excited state ( $2^{+}$) for the optical model parameter searches. The results of the $\beta_{2}$ search would give a smaller $\chi^{2}$ for the $2^{+}$data, while increasing the $\chi^{2}$ for the $0^{+}$angular distribution. The searches were repeated a number of times using the results of the previous calculation as the starting parameters for the search. The $\beta_{2}$ parameter oscillated about a value which is nearly equal to the final parameter obtained. The optical model parameters also oscillated in value to compensate for the $\beta_{2}$ values. The value of $B_{4}$ was not as subject to change as the $\beta_{2}$ parameter, showing no oscillatory tendencies. Table IV-3 lists values of the parameters and chi square values resulting from two search sequences, showing the results of the fits for two extreme values of $\beta_{2}$. A phenomenon to note is that the higher values of $B_{2}$ yield higher $x^{2}$ values for the $4^{+}$angular distribution, whereas the lower values result in a decreased $x^{2}$ value for the $4^{+}$data. Figure IV- 6 shows the

Table IV-3. Values of optical model parameters, deformation parameters, chi square values and moments corresponding to the extreme values of $\beta_{2}$.

| Parameter | ${ }^{238}$ U |  | ${ }^{232} \mathrm{Th}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $V \quad$ (MeV) | 53.599 | 53.686 | 52.671 | 53.276 |
| $\mathrm{W}_{\mathrm{D}} \quad(\mathrm{MeV})$ | 4.036 | 4.050 | 5.193 | 4.753 |
| $\mathrm{V}_{\text {SO }}(\mathrm{MeV})$ | 6.605 | 6.991 | 5.830 | 6.213 |
| a (fm) | 0.749 | 0.754 | 0.723 | 0.725 |
| $a_{i} \quad(f m)$ | 0.811 | 0.795 | 0.797 | 0.791 |
| $\beta_{2}$ | 0.224 | 0.233 | 0.206 | 0.212 |
| $B_{4}$ | 0.052 | 0.052 | 0.067 | 0.067 |
| $B_{6}$ | -0.011 | -0.011 | 0.009 | 0.009 |
| $x^{2}(0+)$ | 72. | 75. | 103. | 106. |
| $x^{2}(2+)$ | 261. | 291. | 246. | 246. |
| $x^{2}(4+)$ | 380. | 1862. | 560. | 1782. |
| $\mathrm{q}_{2} \quad(\mathrm{eb})$ | 3.215 | 3.346 | 2.872 | 2.261 |
| $\mathrm{q}_{4}$ (eb ) | 0.860 | 0.893 | 0.972 | 0.994 |
| $\mathrm{q}_{6} \quad(\mathrm{eb})$ | 0.097 | 0.107 | 0.298 | 0.309 |

Figure IV-6. The $x^{2}$ values for the $0^{+}, 2^{+}$, and $4^{+}$angular distribution data for two ranges of $\beta_{2}$ with corresponding optical model parameters.

$X^{2}$ values as a function of $B_{2}$ for the $0^{+}, 2^{+}$, and $4^{+}$angular distributions for the 2 different $\beta_{2}$ searches. Since the parameters are correlated, the results of the search procedure is the production of a series of values for the optical model and deformation parameter, $\beta_{2}$ which yield good fits to the $0^{+}$and $2^{+}$angular distributions. Figure IV-7 illustrates two fits to the data with $\beta_{2}$ values which differ by about 4 percent. The optical model parameters for each $\beta_{2}$ are different which indicates that the other parameters in the optical model compensate for a change in a particular parameter. This discrepancy in the moment may be the result of the fitting procedure rather than inaccuracies in the measurement. Since there is considerable interplay between the parameters, the inclusion of the $6^{+}$ state into the calculation and the simultaneous search on a number of parameters yields an unique value for $\beta_{2}$ with errors much smaller than 4 percent.

## ${ }^{232}$ Th Data Reduction

The data were fit using a deformed spin orbit calculation with both scaled and unscaled data. The unscaled data were fit with the optical model parameters $V, W_{D}$, $V_{S O}, a$ and $a_{i}$ and the deformation parameters $\beta_{2}$ and $B_{4}$ varied with the same method as was used for the ${ }^{238}$ U data. In order to search on the $\beta_{6}$ parameter, and use the full

Figure IV-7. Illustration of the fit to the data resulting from the use of the $\beta_{2}$ parameter which yields a minimum $X^{2}$ value for the $2+$ data in Figure IV-6.

deformed potential, the data were scaled. The scaling is the same as done for ${ }^{238} \mathrm{U}$ except that ${ }^{232}$ Th test calculations done at Daresbury [Ro79] were used. Figure IV-8 shows the correction factors as a function of angle for the four states included in the calculation. The fitting to the scaled data was done with the imaginary volume well depth set equal to 5.0 MeV . The value of this parameter was previously searched upon with it showing little change from the 5.0 MeV value predicted by Becchetti-Greenlees calculations. This data also shows a tendency for the $\beta_{2}$ value to oscillate. The variation was about 4 percent of the value of $\beta_{2}$. An improvement to the $x^{2}$ value for the $2^{+}$data with an increase in the $X^{2}$ values for the $0^{+}$and $4^{+}$data is evident for larger values of $\beta_{2}$. Table IV-3 contains sets of parameters resulting from the $\beta_{2}$ search. Figure IV-9 displays the $\chi^{2}$ values for the $0^{+}, 2^{+}$, and $4^{+}$states resulting from $\beta_{2}$ searches about the extreme values in the oscillation. Figure IV-10 shows the different fits for the different deformation parameters. A calculation of the quadrupole moment shows a variation of about 5 percent. The oscillation may be in part due to the effect of not including the $6^{+}$state in the calculation when searching on the $\beta_{2}$ parameter. The inclusion of this state changes the fit to the $4^{+}$angular distribution quite dramatically. The case of the higher $\beta_{2}$ value which yields a larger $x^{2}$ value for the $4^{+}$ angular distribution will be improved as the effect of the

Figure IV-8. Illustration of the ratio of a 0-2-4-6 calculation to a 0-2-4-6-8 calculation for each state in ${ }^{232} \mathrm{Th}$. The ratios were used to scale the experimental data to compensate for the omission of the $8+$ state in further calculations.


Figure IV-8

Figure IV-9. The $\chi^{2}$ values for a $0^{+}, 2^{+}$, and $4^{+}$angular distribution data for two ranges of $\beta_{2}$ with corresponding optical model parameters.


Figure IV-9

Figure IV-10. Illustration of the fit to the data resulting from the use of the $\beta_{2}$ parameter which yields a minimum $x^{2}$ value for the $2^{+}$data in Figure IV-9.
added $6^{+}$state is to lower the $4^{+}$cross section at back angle where the disagreement is worst (Figure IV-l0). The use of a simultaneous search on a number of parameters with the full calculation eliminated this situation for ${ }^{238} \mathrm{U}$ and should be no different for ${ }^{232} \mathrm{Th}$.

The scaled data were fit until a convergence was obtained with the $\beta_{4}$ and $\beta_{6}$ values not changing appreciably during the search procedure. Using these best fit parameters from the scaled data searches, the actual data were fit by varying $V, W_{D}, V_{S O}, a, a_{i}, \beta_{2}$, and $\beta_{4}$ simultaneously using a 0-2-4-6 deformed spin orbit calculation. The ${ }^{232}$ Th data were also fit using a SSO calculation with searches on the optical model parameters $V, W_{D}, V_{S O}, a$ and $a_{i}$, and the deformation parameters $\beta_{2}, \beta_{4}$, and $\beta_{6}$, using $0-2-4$ and 0-2-4-6-8 SSO calculations respectively. The best fit parameters for the scaled data (DSO) and the actual data (SSO) searches appear in Table IV-4 with the best fits to the data illustrated in Figure IV-ll.

$$
234 U \text { and } 236_{U} \text { Data Reduction }
$$

The starting points for the searches were the BecchettiGreenlees optical model parameters with the $\beta_{2}$ and $\beta_{4}$ deformations parameters a result of ' $\beta R$ scaling' of the Coulomb deformation parameters of Bemis [Be73]. The data were fit similarly to the other nuclei with the optical

Table IV-4. Best fit parameters resulting from fits to 232 Th data with deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.


Figure IV-II. Best fits to the ${ }^{232}$ Th data for the deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.
(p,p)
model parameters $V, W_{D}, V_{S O}, a$ and $a_{i}$ searched on separately with a $0-2-4$ calculation for the $0^{+}$angular distribution. The $2^{+}$angular distribution was fitted with the same calculation with the deformation parameter $\beta_{2}$ varied. The $\beta_{4}$ search was made using a $0-2-4-6$ calculation with the $4^{+}$ data weighted. This sequence was repeated until the parameters stabilized and the normalization rechecked for the forward angle elastic scattering data. A value for the $B_{6}$ parameter was found using a spherical spin-orbit (SSO) in a 0-2-4-6-8 calculation and searching for a minimum $x^{2}$ value for the $6^{+}$state. The change in $\beta_{6}$ affects the fit of the other states so that the search procedure on the other parameters needs to be repeated until the values of the search parameters including $\beta_{6}$ stabilize and a minimum total $x^{2}$ value is obtained for the $0^{+}, 2^{+}, 4^{+}$, and $6^{+}$data. The data were fit using a SSO calculation with couplings up to the $8^{+}$included. The optical model parameter values were found by minimizing the $x^{2}$ value for the $0^{+}$angular distribution using a 0-2-4 calculation. The deformation parameters were evaluated using a 0-2-4-6-8 calculation to minimize the total $x^{2}$ value for the $2^{+}, 4^{+}$, and $6^{+}$angular distributions. Figure IV-12 and Figure IV13 show the best fits to the data. Tables IV-5 and IV-6 list the parameters yielding the best fit to the data for both the DSO and SSO calculations.

Figure IV-12. Best fits to the ${ }^{236} U$ data for the DSO and SSO calculations.


Figure IV-13. Best fits to the ${ }^{234} \mathrm{U}$ data for the DSO and SSO calculations.



Table IV-5. Best fit parameters resulting from fits to ${ }^{236} U$ data with deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.

| Parameter |  | RESULTS OF FIT |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DSO | (error) | SSO | (error) |
| V | (MeV) | 52.716 | (470) | 52.890 | (390) |
| W | (MeV) | 5.000 |  | 5.000 |  |
| $W_{\text {D }}$ | (MeV) | 5.364 | (480) | 5.123 | (660) |
| $\mathrm{V}_{\text {SO }}$ | (MeV) | 5.884 | (600) | 6.006 | (700) |
| a | (fm) | 0.745 | ( 22 ) | 0.738 | ( 40 ) |
| $a_{i}$ | (fm) | 0.776 | ( 22 ) | 0.780 | ( 45 ) |
| $\mathrm{a}_{\mathrm{SO}}$ | (fm) | 0.750 |  | 0.750 |  |
| $r$ | (fm) | 1.170 |  | 1.170 |  |
| $r_{i}$ | (fm) | 1.320 |  | 1.320 |  |
| $\mathrm{r}_{\mathrm{SO}}$ | (fm) | 1.010 |  | 1.010 |  |
| $B_{2}$ |  | 0.220 | ( 2 ) | 0.218 | ( 2) |
| $B_{4}$ |  | 0.063 | ( 2) | 0.060 | ( 2) |
| $B_{6}$ |  | -0.003 | ( 5) | -0.003 | ( 5) |

Table IV-6. Best fit parameters resulting from fits to ${ }^{234} \mathrm{U}$ data with deformed spin orbit (DSO) and spherical spin orbit (SSO) calculations.

| Parameter |  | RESULTS OF FIT |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | DSO | (error) | SSO | (error) |
| V | (MeV) | 54.792 | (700) | 54.938 | (600) |
| W | (MeV) | 5.000 |  | 5.000 |  |
| $\mathrm{W}_{\mathrm{D}}$ | (MeV) | 5.314 | (970) | 4.885 | (560) |
| $\mathrm{V}_{\text {SO }}$ | (MeV) | 6.769 | (420) | 6.843 | (550) |
| a | (fm) | 0.768 | ( 22) | 0.749 | ( 12) |
| $\mathrm{a}_{1}$ | (fm) | 0.722 | ( 32) | 0.729 | ( 16) |
| $\mathrm{a}_{\text {SO }}$ | (fm) | 0.750 |  | 0.750 |  |
| $r$ | (fm) | 1.170 |  | 1.170 |  |
| $r_{i}$ | (fm) | 1.320 |  | 1.320 |  |
| $\mathrm{r}_{\text {SO }}$ | (fm) | 1.010 |  | 1.010 |  |
| $\beta_{2}$ |  | 0.214 | ( 2) | 0.210 | ( 2) |
| $\mathrm{B}_{4}$ |  | 0.072 | ( 2) | 0.072 | ( 2) |
| $\beta_{6}$ |  | 0.007 | ( 4 ) | 0.007 | ( 3 ) |

## CHAPTER V

## RESULTS AND DISCUSSION

The multipole moments are calculated using the best fit parameters from the data analysis within the coupled channels formalism. Figure V-l compares the results of the deformed spin-orbit (DSO) and the spherical spin-orbit calculations. The results of this work are also compared with the microscopic calculation [Ne76]. These microscopic calculations [Ne76] involve finding the minimum of the nuclear potential energy treated as a function of the deformations. The wave functions of the nucleus at the equilibrium point are found and the moments are calculated using the multipole moment operators. In this calculation the average single-particle potential is expressed in terms of a harmonic oscillator potential. Overall, the trends of the moments resulting from the two analyses are similar, but not in complete agreement. For the uranium nuclei, the moments found using the SSO results are systematically lower. However, the moments for ${ }^{232}$ Th calculated using the SSO parameters agree quite well with the moments calculated from the DSO results. The SSO calculations do not fit the ground state data as well as the DSO calculations for angles

Ficuro V-1. Calculated moments for this work using the parameters which give a best
beyond 120 degrees. Another major difference between the SSO and DSO calculations (Figures IV-5, 11, 12 and 13) is the phase of the cross sections. The diffusenesses and deformation parameters (Tables IV-2, 4, 5, and 6) are in good agreement for ${ }^{232} \mathrm{Th}$ for the SSO and DSO calculations. The same parameters show considerable deviations for the uranium isotopes with the DSO and SSO calculations. Since the DSO calculation leads to a better overall fit to the data, these results will be used in further comparisons. The moments follow the trends predicted by the model of Bertsch [Be68], including the extension of the formalism to the $q_{6}$ moment (Figure $I-4 a$ ). Although $\beta_{6}$ changes sign the moment does not but the trend indicates a change in sign for the $q_{6}$ moment in this region. Since this moment follows a predicted trend the $\beta_{6}$ value extracted appears to be physically significant not simply an artifact of the fitting procedure. The previously illustrated sensitivity of the fit to the data of the $\beta_{6}$ parameter, Figure IV-2, where the effect of using a non-zero $\beta_{6}$ value improves the fit, adds confidence to the extracted value. The quadrupole and hexadecapole moments also follow the trends predicted by this shell filling argument.

Figure V-2 compares the moments calculated using the DSO parameters with the moments from Coulomb excitation [Be73], electron scattering (e, $e^{\prime}$ ) [Co76], $\alpha$-particle scattering [He73], and microscopic calculations [Ne74]. The $a_{2}$

moments for this work agree in trend with both the Coulomb excitation and theory although the Coulomb excitation results are between 5\% and 8\% higher and the theory consistently lower than the moments from this work. The $q_{4}$ moments agree in trend with the Coulomb excitation results for the three lighter nuclei although the magnitudes of the Coulomb excitation are between $24 \%$ to $28 \%$ higher. The trends of these two $q_{4}$ studies are in disagreement when ${ }^{238} U$ is included. The $\mathrm{q}_{4}$ moments from this work are $10 \%$ less than the (e, e') moments for ${ }^{232}$ Th and $20 \%$ less for ${ }^{238} \mathrm{U}$. Both trend and magnitude with the microscopic calculations are closely followed. The $\alpha$-particle scattering $q_{2}$ and $q_{4}$ moments for ${ }^{238} U$ using parameters from Reference [He73] disagree with the moments from this work. The Hendrie et al. [He73] results moments also disagree with the results of the systematic study by David et al. [Da76] (Figure V-3). The two studies use the same beam energy so that the Hendrie result should agree with the David result. This discrepancy may be in part due to the data analysis. A strong correlation was found between the charge and potential deformations and the charge deformation was fixed to yield the proper quadrupole moment. In this way the potential deformation is linked with the charge quadrupole moment. Since the $\alpha$-particle scattering results are not reproducable, this indicates some problem or ambiguity in the analysis. There are two sets of values plotted for the

Figure V-3. Comparison of the momentsobtained using $\alpha$-particle scattering at 50 MeV .


David et al. study. The double values in the moments are the result of maintaining the same deformation parameters for different values of the optical model parameters including the volume term radius. Since the moments depend on a product of $R$ and $B$, the doubled value situation exists. The ( $\alpha, \alpha^{\prime}$ ) results appear to agree, within uncertainties, to the microscopic calculations, but the lack of any definite trend for the $\mathrm{a}_{2}$ moment may indicate some inconsistency or model breakdown in the analysis.

The results of this work show agreement with the trends and, in part, magnitudes with the microscopic calculations for both the $\mathrm{q}_{2}$ and $\mathrm{q}_{4}$ moments. Neglecting the $\mathrm{q}_{4}$ moment of ${ }^{238} \mathrm{U}$, the Coulomb excitation measurements and this work show very similar trends, but with the above mentioned discrepancies in the magnitudes. This discrepancy, if significant, would indicate a smaller moment for the neutron distribution than for the proton distribution. This was also observed for the rare earth nuclei ${ }^{154} \mathrm{Sm}$ and ${ }^{176} \mathrm{Yb}$, as well in the preliminary analyses of ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$ by King et al. This difference is opposite the difference predicted by Hartree-Fock calculations [NR77] which indicate that the charge moment is smaller than the nuclear moment. These calculations predict the neutron quadrupole moment to be 5\% larger than the proton quadrupole moment for ${ }^{232} \mathrm{Th}$ and $3 \%$ larger for ${ }^{238} \mathrm{U}$. The neutron hexadecapole moment is predicted to be $7 \%$ larger than the proton
hexadecapole moment for ${ }^{232} \mathrm{Th}$ and $1 \%$ larger for ${ }^{238} \mathrm{U}$. The Hartree-Fock calculations differ from the above mentioned microscopic calculations. For each nucleon in this calculation, the potential used is the average potential generated by the other nucleons, with additional rearrangement terms used for density dependent interactions. The wave functions are found in a self-consistent method by iterating the potential and the wave functions until a solution is obtained. Typically, the starting wave functions are an expansion of the oscillator potential. The experimental results are in line with the findings of Mackintosh [Ma76] in work involving Satchler's theorem. His findings indicate that either the neutron density for certain heavy nuclei is much less deformed than the proton density or the folding model breaks down in an unexpected manner, inconsistent with the form of the density dependence most likely to occur, or with exchange effects, at least as they may be included at the present time. Thus there is an indication that the charge and matter distributions are different, but this issue is clouded by the necessary use of a model dependent analysis. Improvements to the analysis may include the use of independent deformation parameters for the real and imaginary terms in the DOMP, as is the case for the radii and diffusenesses. The addition of the $8^{+}$ state to the DSO calculation would require considerably larger and more time consuming calculations, but would
allow a better determination of the value and the addition of an additional state may be used to evaluate $\beta_{8}$ if the data supports a non-zero value for $\beta_{8}$.

APPENDICES

## APPENDIX A

## INTRODUCTION

The ability to obtain very narrow (50 $\mu \mathrm{m}$ ) [No74] lines for charged particles using nuclear emulsions in the focal plane of the Enge split-pole spectrograph [Sp68] at the Michigan State University Cyclotron Laboratory makes it an excellent device to measure the ultimate position resolution obtainable with position sensitive detectors. Markham and Robertson [Mk75] were able to measure a position resolution of $220 \mu \mathrm{~m} F W H M$ for 35 MeV protons, using the inclined cathode delay line counter. From this measurement, they were able to determine a contribution of $140 \mu \mathrm{~m} F W H M$ due to residual effects in the counter. The residual width is caused by effects associated with charge collection in the counter and secondary ionization of the proportional counter gas. A program was undertaken to develop position sensitive detectors in order to study the resolution attainable with thin proportional counters.

The goal of the program was the development and use of small position sensitive gas proportional counters. The counters were built for particles at normal incidence to minimize energy loss straggling effects in the counter
gas which usually dominate resolution at 45 degrees [Mk75]. At normal incidence there are still contributions to the observed line width from the line width of the beam, multiple scattering in detector window and gas, and electronic noise. The contribution of the beam has been measured independently using photographic emulsions [No74]. Multiple scattering effects are minimized by normal incidence and the residual contributions can be calculated, for both the window and the counter gas. An analysis of the contributions to line width by the gas and window appear in Table A-I. The electronic noise for resistive division counters was estimated by injecting test pulses into the preamplifiers.

To obtain normal particle incidence, the counter is placed at an angle of 45 degrees to the focal plane. Since the detector is not parallel to the focal plane, the particle groups cannot be focussed at all points along the detector, resulting in the need to stabilize the position of the peak on the detector. A computer feedback system is used to control the spectrographic magnet power supply while maintaining the position peak within a fixed window. The computer also outputs the peak width by using a digital to analog convertor (DAC) and a meter to give a visual readout of the peak width during the beamline tuning process [No74]. A difficulty with using a thin detector for lightly ionizing particles such as 35 MeV protons is that the energy loss of the particle in the detector is small,
Table A-1. Estimation of contributions to line width for thin proportional counters. All contributions in $\mu \mathrm{m}$ are added in quadrature.
Total

| Counter | Window | Gas $^{c}$ | Electronics | Beam | Total <br> Calculated | Measured | Residual |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mm Resistive <br> Division <br> Rm Resistive <br> Division <br> $2 m m$ Delay Line | $5^{\mathrm{b}}$ | $5^{\mathrm{b}}$ | 2 | 20 | $35^{\text {d }}$ | 43 | 50 |

[^1]requiring high gains in the counter. With appropriate choice of gas filling and some attention to construction details to permit operation at high voltages, adequate gas gains can be obtained. In this work, two techniques for position readout were used, charge division with a resistive wire and delay-line readout of induced signals from a low resistance wire.

CONSTRUCTION AND PERFORMANCE

Two resistive wire counters were built using 25 um carbon coated quartz wire [Zv01]. The first detector was l-mm thick and used a sandwich type construction as shown in Figure A-l. Its active area was 10 mm long and 2.5 mm in height. The sandwich consisted of a pair of 0.5 mm thick spacers glued to either side of the wire, with 6.25 $\mu \mathrm{m}$ Havar windows glued to the outsides. The wire leads out of the sandwich were made using Havar strips. The wire was held in place with a conductive adhesive, which also limited the resistive portion of the wire to the active region (resistance $=80 \mathrm{k} \Omega$ ). This module was placed in a frame which made the gas and electrical connections to the spectrograph. The operational bias was 1850 volts on the wire for a propane gas filling at 1 atmosphere pressure. A position resolution of $50 \mu \mathrm{~m}$ FWHM (full width at half maximum) along the detector (70 $\mu \mathrm{m}$ FWHM along the

## EXPLODED VIEW

THIN PROPORTIONAL COUNTER TOTAL THICKNESS $=1 \mathrm{~mm}$


Figure A-1. Exploded viow of 1 mm thick resistive diviston
focal plane) was observed (Figure A-2) for 35 MeV protons elastically scattered from a $20 \mu \mathrm{~g} / \mathrm{cm}^{2}$ carbon foil. The position spectrum represents an energy loss selection compromising about 40 percent of the total events. It was found that selecting particles with a particular energy loss signal yielded resolution about 20 percent better than the position resolution resulting from the acceptance of all events. Electrical breakdowns occurred often because of the small spacings in this counter. These damaged the resistive coating on the wire resulting in the need for frequent wire replacement. In order to improve the reliability, a $2-m m$ thick resistive counter was built using the same wire and active area as the first design. The new design used l-mm thick G-lO fiberglass laminate spacers to support the wire in a groove cut into the aluminum body of the detector as in Figure A-3. The quartz wire was held in place using a conductive adhesive which also made electrical contact with larger wires connected to the feedthroughs. A line width of $65 \mu \mathrm{~m}$ (FWHM) along the detector was measured with this detector. This counter was more reliable than the first as the bias required was similar but the breakdown paths were longer. However, the carbon coating on the quartz fiber deteriorated for high counting rates (l0 Khz) in a localized area (.1 mm) during the tuning process. This deterioration takes the form of a resistance change which results in position nonlinearities. To further

Figure A-2. Position spectrum for 35 MeV elastically scattered protons.


Figure A-2.


Figure A-3. Photographs of 2 mm thick resistive division counter. Lower (closeup) photograph is about twice the actual size).
improve the reliability, a readout mechanism not requiring the fragile carbon-coated quartz filament is needed. The highest resistivity metal alloy wires currently available in small diameters (<10 $\mu \mathrm{m}$ ) are much too low in resistance for such short detectors.

A second type of detector was built utilizing tapped delay-line position encoding as shown in Figure A-4. The active region was 2 mm thick, 10 mm long and 2.5 mm high. The anode was a $25.4 \mu \mathrm{~m}$ diameter tungsten wire attached to a Delrin bridge. The delay-line is a commercially available 14 -pin dual-in-line package [DaOl] having 10 taps with a total time delay of 500 nsec and a 500 Ohm impedance. The pickup stripes are 0.90 mm wide with 0.10 mm spacing between each. The stripes are made by vacuum deposition of copper using a mask onto a circuit board which connects the stripes with a standard 14 pin IC socket. The mask is made by stretching 0.10 mm diameter wires between 2 screws with a pitch of 10 turns per cm, allowing the production of very uniformly spaced stripes with well defined edges. Techniques such as chemical etching and machining leave rough edges and etched stripes are subject to some undercutting. To produce a smooth surface for deposition of the stripes, the board was coated with lacquer and sanded smooth. This fills the slight irregularities in the G-l0 circuit board. The delay line pickup board attached to the wire bridge, defining the lower surface of


Figure A-4. Photographs of 2 mm thick delay line counter. Lower (close-up) photograph is about twice the actual size.
the active area. An aluminum block secured the $6 \mu \mathrm{~m}$ thick Havar back plane which defined the upper surface of the active area. The entire assembly was installed in a gas tight box with a $6.25 \mu \mathrm{~m}$ aluminized Mylar window. Electrical connections were made to the ends of the delay line and to the anode wire through a Kovar feedthrough. When biased to 2200 volts with propane at l atmosphere pressure, a position resolution of $65 \mu \mathrm{~m}$ FWHM along the detector was obtained for 35 MeV protons at normal incidence, scattered from a carbon foil. Figures A-5 and A-6 show comparable spectra for the 2 mm thick resistive wire counter and for the 2 mm thick delay line counter. This detector was quite reliable since the components are much less sensitive to damage from localized high counting rates, and the design allowed breakdown free operation at higher voltages.

## ELECTRONICS

The charge division counters used charge sensitive preamplifiers, one at each end of the wire to obtain energy loss signals. The output signals were sent to amplifiers for shaping and further amplification with the analog signals summed to give the total energy loss. The ratio of the signal from one end and the sum signal yielded the position. The ratio was calculated by converting the two analog signals to digital values and dividing using the

Figure A-5. Position spectra using 2 mm thick resistive division counter.


Firurn $A-5$.

Figure A-6. Position spectra using 2 mm thick delay line counter.


Figura A-K.
computer. Figure A-7a illustrates the electronics setup used for signal processing. The bias network consisted of a current limiting resistor and isolation capacitors between the wire and preamplifiers.

The delay-line counter electronics differ from the resistive division electronics as timing signals were necessary. A schematic is shown in Figure A-7b. The bias network contains a current limitation resistor with the provision to obtain a signal from the wire through an isolation capacitor. The delay line was resistively terminated to match the inout impedance of the preamplifiers. The signals from each end of the delay line were preamplified and the output signal were processed by timing filter amplifiers (integration time constant $=200 \mathrm{nsec}$, differentiation time constant $=100 \mathrm{nsec})$. A constant-fraction discriminator was used to derive timing signals from the timing filter amplifier output. The position was extracted by using the signal from one end to start a time-to-amplitude converter (TAC), and the signal from the opposite end, delayed in time by the total delay of the delay line, to stop the TAC. The TAC output is the position and was analyzed using a computer. Both types of counters could be backed by a silicon detector for particle identification. For the tuning procedure this was not necessary since the elastically scattered protons dominated count rates.

Figure A-7. Schematic of electronics used with a) resistive division and b) delay line position encoding.


Figure $A-7$.

## RESULTS

New upper limits were obtained for the optimal position resolution available with gas-filled proportional counter for charged particles. Muller et al. [Mu7l] have achieved a spacial resolution of $40 \mu \mathrm{~m}$ FWHM with a zenon filled multiwire ionization chamber. Table A-l lists the position resolution obtained and the contributions to the width. The residual contributions to the line width include a number of line broadening effects which are difficult to isolate. They may include spreading of the avalanche, photon or electron propapation along the wire, diffusion of primary electrons, and variations or fluctuations of the multiplication along the wire. The improved resolution achieved by selecting a narrow range of particle energy loss allows further analysis of the resolution degrading effects. Spectra corresponding to both high and low energy loss selection show poorer resolution. The former indicates that secondary ionization producing events such as scattered electrons or photon propagation in the gas cause a spreading of the line. Since the resolution improves with bias the gain-dependent effect of nhoton propagation can be judged to be less dominant. The low energy loss signal could result from either incomplete charge collection or a smaller energy loss in the gas. Incomplete charge collection could result in excessive spreading of the
avalanche due to diffusion of the primary electrons. An event with a small energy loss would result in a greater uncertainty in the position measurement. Since the resolution improved with bias, the effects of charge collection appear to dominate and can be controlled. In addition to tuning of the beam line elements for narrow lines for a variety of particles, the study of closely spaced states in scattering experiments is feasable.

## APPENDIX B

The limitations of the detectors used for taking the data in this thesis pointed to the need for a more sophisticated position readout. The design, construction, and testing of a multiwire proportional counter (MWPC) was undertaken. The MWPC is a position sensitive detector which has found considerable use in high energy physics [Ch70] and in electron scattering [Be77]. It was recently a subject of a review article for nuclear physics [Ba79]. This type of readout uses an array of wires and the drift time of electrons in the proportional gas to determine the position of a particle track. An advantage of the multiwire readout is high spacial resolution (<l mm) can be obtained for large detectors (>1 m) for high count rates ( $10^{4} \mathrm{sec}^{-1}$ ).

Figure B-l illustrates the wire plane which is the basic component of this device. The wire plane consists of smaller diameter active wires and large diameter guard wires. The active wires obtain this designation in that charge multiplication occurs at only these wires producing measurable signals. The guard wires are for field shaping and also isolate the active wires from each other. A particle passing through the gas filled region surrounding the wire plane leaves a track of electron-ion pairs in the


Figure B-l. Schematic view of wire plane for Biwf.


Figure $B-2 . \quad$ Schematic of Active and guard wire connections.
gas. The fields produced by the wire plane collect the electrons. Charge which is collected by the active wires is multiplied by the high field surrounding the active wires. The active wires collect only a portion of the total number of electrons created since the charge is also being collected by the guard wires. A number of active wires will produce signals for each particle. This is an advantage of the multiwire readout in that the position of a track can be found by measuring its location at several points. This type of readout is less sensitive to resolution degrading mechanisms and background caused by collecting charge from a large volume. Measuring the position at a number of locations reduces the errors caused by the skewing of the centroid as a result of energy loss fluctuations over a large region. This effect was found to be a major contribution to resolution [Mk75].

## POSITION READOUT

The time required for the electrons to drift from their origin on the track to the wire is related to the distance travelled. The electrons, under the influence of the electric fields produced by the wires, quickly attain terminal velocity due to collisions with the electrons in the gas. The only appreciable charge multiplication occurs in the repion rourhly equal to twice the collection
wire diameter. To measure the position relative to a wire requires only the measurement of the drift time. Finding the position of a track relative to two or more wires allows the calculation of the trajectory of the particle through the detector. By knowing the angle of incidence of the particle at the detector, corrections can be made for use of a larger defining aperture, aberrations in the spectrograph, or for a subdivision of the scattering angle within the angular range of the defining aperture when this is important. One application might be to measure the fine structure in an angular distribution using a large solid angle defining aperture, or a slotted aperture, where a number of closely spaced angles can be measured simultaneously.

The measurement of the trajectory with this type of MWPC readout is possible only if the particle trajectory is at an oblique angle to the wire plane, so that the particle track is projected onto the wire plane. If the angle is small such that only one wire collects charge the trajectory information could be obtained by using two position sensitive detectors separated spacially along the trajectory.

In the multiwire counter the position is measured relative to each individual wire. This is advantageous in that the integral linearity is limited by the accuracy of the wire placement. The position resolution is nearly
independent of the length of the counter, unlike position readouts which utilize resistive division or delay-line encoded position readout.

This MWPC readout differs from the standard digital readout [Ba79] which uses a separate preamplifier and discriminator for each active wire and uses digital electronics to find the particle track position. The present design is similar to the Bates device [Be77], using analog position encoding. Every fifth active wire is interconnected as in Figure B-2 and the five signals processed through preamplifiers. Thus for 90 active wires only 5 preamplifiers and discriminators are required. The determination of the group of wires involved is accomplished by coupling the guard wires to a delay line. The avalanche at the active wires induces a signal on the guard wires. The signal, using the delay line, can be used to locate the group of wires involved. The wire in the group nearest to the particle track produces a signal first and can be readily identified. By adding two additional preamplifiers and discriminators to accommodate the delay line readout, and by utilizing a CAMAC multistop time digitizer the drift time measurements become simple. The position and angle of the particle track and the aberration corrections can be calculated by using software to decode the timing information and display the results. An advantage of using software is that diagnostics can be implemented in addition to display and ratinc.

The position relative to the wires, or fine position, is calculated using one of two methods, first-wire-timing or fiducial timing. The first-wire-timing scheme involves three active wires as in Figure B-3. By using the first wire to produce a pulse as a start signal, the relative times

$$
\begin{align*}
& \tau_{+}=T_{+}-T_{0} \\
& \tau_{-}=T_{-}-T_{0} \tag{B-1}
\end{align*}
$$

can be measured. These two times are used to calculate the position by

$$
X=\frac{d}{2}\left[1-\frac{\tau_{<}}{\tau_{>}}\right] \quad \text { where } \quad \begin{align*}
& T_{>}^{<}=\tau_{ \pm} \quad \tau_{+}>\tau_{-}  \tag{B-2}\\
& T_{>}^{<}=\tau_{+} \tau_{-}>\tau_{+}
\end{align*}
$$

where $d$ is the active wire spacing. The tangent of the angle of incidence, found using geometrical relationships is

$$
\begin{equation*}
\tan \theta=\frac{V}{d} \tau_{>} \tag{B-3}
\end{equation*}
$$

where $V$ is the electron drift velocity which is a constant value.


Figure B-3. Illustration of the times measured to derive position.

ground plane

Figure B-4. Geometry of the counter showing dimensions important to the electrical characteristics of the counter.

The fiducial timing scheme involves using an external start such as the anode signal from a photomultiplier and scintillator. Similar to the first wire method, the two relative drift times are measured, with some time offset $t_{z}$,

$$
\begin{align*}
& \tau_{-}=T_{-}-t_{z}  \tag{B-4}\\
& \tau_{+}=T_{+}-t_{z}
\end{align*}
$$

The position relative to a wire is

$$
\begin{equation*}
X=\frac{\tau_{-}-\tau_{+}}{\tau_{-}-\tau_{+}-2 t_{z}} \tag{B-5}
\end{equation*}
$$

and the angle can be determined from the relation,

$$
\begin{equation*}
\tan \theta=\frac{V}{2 d}\left(\tau_{-}+\tau_{+}-2 t_{z}\right) \tag{B-6}
\end{equation*}
$$

The term $t_{z}$ represents an offset in time as the result of derivation of the time with two separate devices. The fiducial timing scheme involves only two time derivations in the MWPC where the first wire mode involves derivations of two relative times using three wires. The fiducial timing mode is more accurate since the error introduced by photomultiplier (dt $\approx l \mathrm{~ns}$ ) should be negligible compared to the timing error of the multiwire counter wire
(dt $\approx 5 \mathrm{nsec})$. The active wires give the fine position, that being relative to the first wire in the group to produce a signal. The wire location (coarse position) can be found by determining the wire group with the delay-line position encoding and by knowing which wire produced a signal first. The actual position is found by adding the fine position to the wire position, which is equal to its location times the wire spacing. The delay-line position resolution needs to be accurate enough that the base width of a peak be less than 5 active wire spacings ( 30 mm ). In the case of delay fluctuations a calibration of the delay line readout can be done relative to the nearest active wire to prevent misidentification of the active wire group involved. Diagnostics which may be built in include testing for coarse and fine position linearity, and correct wire identification. Another diagnostic is the calculation of the sum of the two delay line signals which can be used to reject simultaneous events. The sum signal is proportional to the delay line length which is well defined. Variations from the true length could be used to reject an event.

DESIGN

The design problems to be overcome in the MWPC include higher operating voltares caused by the closelv spaced
wires, the requirement of highly uniform fields and stable gains, and the accurate mechanical placement and tensioning of the wires. Also, the effects of energy loss fluctuations for minimum ionizing particles are enhanced because relatively small segments of the particle track are used to derive the position. An additional and important consideration is the electronics and signal processing aspects of this type of device.

TIMING CALCULATIONS

Energy loss fluctuations were studied by performing a series of Monte Carlo calculations modeling the pulse development at a single wire in the counter. The Monte Carlo calculations were started by modeling the field lines for the geometry involved as in Figure B-4 (page 152). An expression [Er72] for the potential produced by an array of wires with diameter d, spacing s, and distance $L$ from the grounded surfaces is

$$
\begin{equation*}
V=q \ln \left[\sin ^{2}\left(\frac{\pi x}{s}\right)+\sin ^{2} h\left(\frac{\pi y}{s}\right)\right] \tag{B-6}
\end{equation*}
$$

The coordinate system is centered on a wire with the $x$ direction along the wire plane and the $y$ direction perpendicular to it. The charge per unit length $q$ is,

$$
\begin{equation*}
q=V_{0} /\left(2\left[\ell n \sinh \left(\frac{\pi L}{s}\right)-\ell n \sinh \left(\frac{\pi d}{s}\right)\right]\right) \tag{B-7}
\end{equation*}
$$

where $V_{0}$ is the induced potential. Figure $B-5$ shows the calculated field lines illustrating the regions from which each wire would collect charge. The electrons produced by a particle track drift along the field lines toward the anode wire. Collisions cause the electrons to quickly attain terminal velocity. Due to the different path lengths for the electrons, the arrival times at the anode wire are different. The first step is the determination of a relation between the position on the track and the arrival times. The arrival time as a function of position is found by integrating the time required to drift towards the wire, starting at some location in the cell. The drift time is directly proportional to the $y$-direction beyond a region whose extent is roughly the wire spacing. The drift time is more dependent on changes in the $x$-position in the cell if the y-position is such that the track is in the uniform field regions far from the wire plane. The oblique angle of the particle track results in a more complicated problem in that the charge starts from a range of vertical positions in addition to a range of horizontal positions. To increase the speed of the calculation, a functional relationship between the position on the track and the arrival time was derived. This relationship is used in the simulation by


Figure B-5. Illustration of the calculated field lines for the counter wire plane.


Figure B-6. Fraction of the particle track length arriving within a time segment.
dividing the particle track into equal time of arrival segments, illustrated in Figure $B-6$ which shows the fraction of the particle track length arriving in each time segment. The time development of the pulse is determined by randomizing the amount of energy loss in each segment using a Blunk-Liesegang energy distribution [Ev74] and a random number generator. The distribution is used to find the arbitrary energy loss $\Delta E$ in the path length segment by

$$
\Delta E=E_{m p}+\Lambda\left\{0.300 \mathrm{mc}^{2} \frac{\mathrm{Z} / \mathrm{A}}{\beta^{2}} \mathrm{Z}_{i} X\right\}
$$

where $E_{m p}$ is the most probable energy loss, $m$ is the electron mass, $Z$ and $A$ are the atomic number and mass of the medium, $Z_{i}$ is the incident particle atomic number; and $\beta$ is the velocity of the incident particle. $\Lambda$ obeys the Blunk-Leisegang distribution
$\mathrm{F}(\Lambda) \mathrm{d} \Lambda=0.145 \exp \left[=0.5\left\{\frac{1}{2} \Lambda+\exp \left(-\frac{1}{2} \Lambda\right)\right\}\right] 0<\Lambda<12$
$F(\Lambda) d \Lambda=0.880 \exp \left[\Lambda^{2} / 26\right]$
$\Lambda \leq 0$

The pulse development is modeled by integrating the formation of the avalanche with the charge from the various segments arriving at the calculated times. The time development of the avalanche can be approximated by the Wilkinson form [Wi50]

$$
\begin{equation*}
Q(t)=q \operatorname{Ne} \ln \left(\frac{t+t^{\prime}}{t^{\prime}}\right) \tag{B-10}
\end{equation*}
$$

where $V_{o}$ is the applied potential, $q$ is the charge per unit length, t' is a constant $=1.8 \mathrm{nsec}$, and N is the number of positive ions leaving the site of the anode wire.

The output pulse is calculated by applying integration and differentiation to the simulated pulse. The combined integration and differentiation relation for a pulse $A\left(t-t_{0}\right)$ is

$$
\begin{equation*}
Q(t)=A\left(t-t_{o}\right)\left[1-\exp -\left(\frac{t-t_{o}}{\tau_{\text {int }}}\right)\right] \exp -\left(\frac{t-t_{o}}{\tau_{\operatorname{diff}}}\right) \tag{B-11}
\end{equation*}
$$

where $\tau_{\text {int }}$ and $\tau_{\text {diff }}$ are the integration and differentiation time constants. The resultant pulse is processed using both constant fraction and fixed level discrimination models. The arrival time is defined as the time at which the pulse triggers the discriminator. The derived timing and uncertainty is used to find the uncertainty in the position as a result of the ionization fluctuations. The angle of incidence of the track, the integration and differentiation time constants, and the discriminator values or fractions were varied. Different particles and energies were considered with an emphasis on 35 MeV protons
due to the minimum ionization involved. Figure B-7 shows the result of the calculations. The results show correlations of the timing uncertainties with integration and differentiation time constants. The resolution depends on the fraction used with constant fraction discrimination or the discriminator level for fixed level discrimination. Table B-l lists the timing uncertainties and predicted position resolution for an individual cell in the multiwire counter. The geometry produces a sizable fraction of the total charge arriving very quickly ( $12 \%$ of the track in .5 nsec) so that the earliest portion of the pulses are relatively free of timing jitter. Better timing resolution can be obtained by using discriminators set with low levels or constant fraction timing with lower threshold values. The use of proper integration and differentiation of the pulse is also necessary to make use of the accurate leading edge of the pulse.

ELECTRIC FIELD DISTRIBUTIONS

The electric fields in the active area and in other regions of the counter were calculated by relaxation calculation methods [Ur75]. Relaxation calculations are based on the solution to Poisson's theorem, where the potential is continuous and the potential at any point is the average of the potential at surrounding points. The relaxation

Figure B-7. Results of the pulse modeling calculation illustrating the effect of the integration and differentiation time constants on the resolution and pulse height.
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Table B-l. Time and spatial resolution for leading edge and constant fraction timing.

|  | Leading Edge | Constant Fraction |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Fraction | FWHM <br> $(\mathrm{nsec})$ | FWHM <br> $(\mu \mathrm{m})$ | FWHM <br> $(\mathrm{nsec})$ | FWHM <br> $(\mu \mathrm{m})$ |
| .02 | 1.3 | 52 | 1.2 | 50. |
| .05 | 2.5 | 100 | 1.5 | 60. |
| .10 | 4.3 | 185 | 2.0 | 80. |
| .25 | -28.8 | -1150 | 2.8 | 110. |

calculation is accomplished by over-relaxation [Ko68], which forces a rapid convergence to the final solution by increasing the magnitude of the correction. The potential at any point in the mesh is found using the relationship

$$
V_{\text {new }}=(I-R F) V_{I J}+\frac{R F}{4}\left(V_{I-I, J-1}+V_{I-1, J+1}+V_{I+1, J-1}+\right.
$$

$$
\begin{equation*}
\left.V_{I+1, J+1}\right) \tag{B-12}
\end{equation*}
$$

once the boundry conditions are fixed. $V_{I J}$ is the potential at the point in the grid being evaluated, $V_{I \pm l, J \pm l}$ are the potentials of the surrounding points and $V_{\text {new }}$ is the new value of the potential at the point being evaluated. The relaxation factor, $R F$ was typically set to a value of 0.4 . If dielectric material is present the terms in the average are weighted accordingly. The averaging and over-relaxation are repeatedly applied to all points in the mesh, with the exception of the boundary and other fixed potential points, until all points in the mesh converge where convergence is defined by the maximum change for any point being less than a specified value.

This calculation was done to insure that the electric field in the active region is uniform and to locate possible high field regions which would present possible problems in voltage handling capabilities. It is necessary that the fields in the active region be uniform to
produce path lengths and gas gains to be independent of position in the counter.

Ideally, high field regions should be created only in the dielectric materials rather than in the proportional gas. Figure B-8 illustrates the result of the relaxation calculation for the preliminary design. The region labelled A contains high fields as illustrated by the closely spaced potential lines. The field would be roughly 8000 volts/cm for the operating counter. This region also contains the anchor points for the wires and the delay-line, although not included in the calculation, would lead to even higher fields in this region. In order to lower these fields, field shaping planes were installed. These consisted of charged conductor on insulating boards. Figure $B-9$ shows the calculated potentials for this improved geometry. The high fields are now in the region filled by the insulating material. The high field regions at the edges of the conductors cause the closely spaced potential lines and are tolerable as these regions can be filled with dielectric material to prevent electrical breakdown and corona.

The corona induces electronic noise in the counter causing the discriminators to trigger randomly. The corona is the result of leakage current along surfaces and through the gas. Electrical discharges across gaps can be controlled by increasing the path length for the discharge or by filling the gap. Consider the parallel plate

Figure B-8. Potentials resulting from the preliminary relaxation calculation.
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Figure B-9. Potentials resulting from the relaxation calculation with the addition of field shaping, planes.

Figure $\mathrm{B}-9$.
capacitor in Figure B-10a. The field in the gap is well known and it is also known that if a dielectric is inserted filling a portion of the gap as in Figure B-lOb, the electric field in the gap is increased. This increase in the field can be enough to cause an electric breakdown in the gap even if the dielectric has a breakdown field strength higher than that of the field of the gap before the dielectric was inserted. One method of preventing a discharge in the gap is to completely fill the gap with dielectric material. For the construction of the counter, it was important to eliminate gaps between dielectrics and conductors which would be prone to discharges. Joints between dielectrics should be normal to the electric field lines rather than parallel with them, and there should be no penetrations through the dielectric materials which could provide paths for surface discharges.

Surface discharges may be limited by increasing the path length that the discharge must follow or to use materials which inhibit discharges. The susceptibility of various materials to surface discharge was determined. Different material was placed between parallel plates, with the plates allowed to extend beyond the material so that the edge of the material is parallel to the electric field. To measure surface discharge rate a charge sensitive preamplifier is connected to one of the plates. Charge flowing along the surface creates current pulses which can be


Figure B-10. Parallel plate capacitor, a) without and b) with the dielectric material inserted. The electric field in the air-gap increases with the dielectric slab.


Figure B-ll. Schematic of preamplifier used in the MWPC.
detected and amplified. By scaling the amplified pulses in a multichannel analyzer, results could be obtained which allow the comparison of various materials. The materials G-10 (resin impregnated fiberglass) and teflon had the best resistance to surface discharge. The G-10 has an interesting characteristic of producing a considerable discharge rate when the potentials are changed. The discharge rate drops to minimal values when the potentials are fixed. It is believed that a surface charging process takes place with the surface charge flowing and establishing uniform fields along the surface of the material. The G-l0 was chosen as a principal construction material because it is dimensionally stable and it is relatively easy to fabricate. The adhesive used for construction was a high quality epoxy which could be vacuum-pumped to remove entrapped gas before use so that the adhesive layers are relatively free of gaps.

ELECTRONICS

The electronic instrumentation for the MWPC include the active wire readouts, the delay line and termination, high voltage isolation, and the bias network. The timing measurements require the handling of fast pulses. The degradation of the time resolution ultimately results in poorer position resolution. The preamplifier was a 733
differential video amplifier whose configuration is depicted in Figure B-ll (page 168). This device has a 40 MHz bandwidth and is designed to have excellent gain stability and low phase shifts. Results of the pulse modeling calculation show that the timing resolution strongly depends on the level at which a discriminator is set relative to the total peak height. This necessitates a stable gain to prevent timing slew and resolution degradation. The wide bandwidth assures that the high frequency portions such as the sharp leading edge of the pulse are not lost. The preamplifier is also compact which leads to simple implementation in the space available.

To couple the active wires and delay line to the preamplifier requires a device which allows isolation of the high voltage of the wire plane from the preamplifier circuitry. An isolation capacitor is precluded in this device because the high operating voltages used require capacitors to be physically large. The large capacitance values ( 500 pf ) would result in a considerable amount of energy stored in the capacitor bank of 7 capacitors. This stored energy would be detrimental to the preamplifiers and delay line components in the event of electrical breakdowns.

Another approach is to use pulse transformers to
achieve high voltage isolation. By adequately insulating the primary windings it is possible to use the pulse transformer to obtain very good signal transmission. The
turn ratio of the transformer can be adjusted to achieve impedance matching to the delay line. Two types of transformer geometries were tested, a ferrite pot-core with isolated windings and a toroidal ferrite with the primary windings encased in Teflon tubing. The pot-core geometry illustrated in Figure B-l2 is simple to fabricate. It has reliable voltage isolation since the primary windings are isolated on a bobbin and encapsulated in an insulating material. A disadvantage of the pot-core is its relatively poor frequency response as illustrated in Figure B-13. The phase portion of the figure shows that the transformer is highly inductive since the voltage-current phase is positive. The frequency response curve is generated by using a network analyzer to measure the ratio and phase difference between the current and voltage.

The toroidal geometry illustrated in Figure B-14 has better frequency response characteristics, Figure B-15 because the windings are closely spaced and the ferrite has no gaps. However, the fabrication is more difficult and the high voltage isolation depends on the integrity of the insulating sleeving used to isolate the primary windings.

The impedance of a pulse transformer and its load resistance are,

$$
\begin{equation*}
Z=N^{2} R_{L} \tag{B-13}
\end{equation*}
$$

a)

b)


Figure B-12. Photograph of a) bobbin and b) pot-core used to make an isolation pulse transformer.


Figure B-13. Frequency and phase response for pot-core transformer


Figure B-14. Photograph of toroidal pulse transformer used in high voltage isolation.


Figure B-16. $\begin{aligned} & \text { Frequency and phase } \\ & \text { response curve showing } \\ & \text { the effect of addi- } \\ & \text { tional cable. }\end{aligned}$

$\begin{aligned} & \text { Figure } \mathrm{B}-15 . \text { Frequency response curve for a } \\ & \text { toroidal pulse transf.ormer for } \\ & \text { various transformer turn ratios. }\end{aligned}$
where $R_{L}$ is the load impedance and $N$ is the transformer turns ratio. When considering the frequency response of a transformer, the inductance and capacitance introduced by the transformer leads must be considered. The capacitance dominates at higher frequencies and changes the load impedance. The delay line impedance was chosen to be $50 \Omega$ to avoid the differential non-linearities characteristic of higher impedance delay lines. To terminate the delay line a preamplifier impedance of $800 \Omega$ and a turns ratio of 1:4 was used. This ratio also gives a four-fold voltage step-up and has a predicted impedance of about 50 Ohms. The impedance of the cable joining the preamp to the transformer becomes approximately $100 \Omega$ at high freauencies which results in a very low net impedance (<10 Ohms) at high frequencies. The effect of the coupling cable is readily seen in Figure B-16 showing the impedance and phase for a resistively terminated transformer with and without the coupling cable. Resistive termination has a phase which remains nearly zero. When the coupling cable is added, the termination circuit consists of the reactive impedance due to the cable, and the 780 ohm resistor. The dip in the phase curve above 8 Mhz corresponds to a drop in the impedance. The capacitive impedance of the cable is dominant at this frequency. When the impedance of the cable becomes smaller than that of the resistor the lower impedance dominates, creating a net load impedance which is
much lower than the expected value. The relation for the impedance was used to estimate the turns ratio with the final turns ratio being determined empirically satisfying the criterion of suitable voltage step-up and a relatively flat frequency response curve over the frequency range of interest (Figure B-15).

The pulse transformers used have a turns ratio of 5:7 with a preamp impedance of $110 \Omega$. The pulse transformer windings are wound on the toroid following the winding of a $25 \mu \mathrm{~m}$ Teflon film onto the toroid. This film adds some high voltage isolation but its main purpose is to protect the 0.5 mm I.D., 1.0 mm O.D. Teflon tubing which encases the 0.5 mm diameter primary windings. The transformers are vacuum encapsulated using silicone rubber. The resultant transformer network has reliable high voltage isolation and good signal transmission in a compact package.

The delay-line consists of nine 14-pin DIP delay-lines [Da01] connected sequentially. Each chip has 10 taps with a total delay of 50 nsec and a $50 \Omega$ impedance. The DIP package is compact and allows considerable flexibility in construction or replacing portions of the delay-line.

The high voltage bias supply network is illustrated in Figure $\mathrm{B}-17$. The $5.6 \mathrm{M} \Omega$ resistors are for current limitation and the two other resistors serve as a divider network to supply the high voltage to the field shaping planes at the top and bottom of the vacuum box. The capacitor

Figure B-l7. Schematic of high voltage supply network.
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supplies a signal coupling to ground and must be able to withstand the high voltages used. Its value is chosen by measuring the other coupling capacitances and using a capacitance large enough to ensure good signal collection.

Using the expression for the gain of a proportional counter (Equation B-14), the amplification of the counter for various geometries and wire diameters can be determined.

$$
\begin{equation*}
A=\left[\frac{a}{\pi \varepsilon_{0} k p d}\right]^{\frac{2 a}{4 \pi \varepsilon_{0}} \frac{\ln 2}{\Delta V}} \tag{B-14}
\end{equation*}
$$

where $q$ is the charge per unit length; $K$ is a mobility constant; $\Delta V$ is a gain constant; $p$ is the gas pressure; and $d$ is the wire diameter.

The gain is calculated for a single wire in an infinite plane of wires between two grounded conductors. These calculations were done to evaluate the ideal combination of wires to have a low operating voltage with wires that are relatively simple to obtain, install and maintain. This calculation is also necessary to determine the operating voltage required to get suitable gains on the active wires with no appreciable gain on the guard wires. Results of the
calculations for various wire diameters were found in Table B-2. Smaller diameter wires yield comparable gains at lower operating voltages. The tensile streng, th and durability decrease with the wire diameter. In addition, the cost increases and availability decreases with decreasing size. Problems such as surface non-uniformities and size uniformity become a major consideration for smaller diameter wires.

An additional consideration for the wire diameter choices include the transparency of the counter. Table B-2 lists transparencies which are related to the surface area occupied by the wires in relation to the total active area of the counter. This is important when considering the effects on efficiency as particles which strike the wires would be lost. The guard wires are $50 \mu \mathrm{~m}$ diameter nickel and the active wires were originally $25 \mu \mathrm{~m}$ diameter tungsten but later replaced by $13 \mu \mathrm{~m}$ diameter double-drawn stainless steel. The smaller diameter stainless steel wire was substituted to obtain lower operating voltages and because the tungsten wire surface tends to have irregularities. Rough portions on the wires will produce high field regions resulting in nonuniform gas gains.
Table B-2. Calculated active wire operating voltages, gain ratios, and transparencies
for various active and guard wire diameters.
Table

| Active Wire Diameter | Active Wire Voltage* | Guard Wire Diameter | Guard/Active Wire Gain Ratio | Transparency |
| :---: | :---: | :---: | :---: | :---: |
| 1 mil | 7600 Volts | 5 mils | $1.3 \times 10^{-5}$ | . 953 |
|  |  | 3 mils | $6.7 \times 10^{-4}$ | -970 |
|  |  | 2 mils | $1.0 \times 10^{-2}$ | . 979 |
| . 8 mil | 7135 Volts | 5 mils | $1.0 \times 10^{-5}$ | . 954 |
|  |  | 3 mils | $2.7 \times 10^{-4}$ | . 971 |
|  |  | 2 mils | $1.0 \times 10^{-3}$ | . 980 |
|  |  | 1 mil | $4.0 \times 10^{-2}$ | . 988 |
| . 5 mil | 6320 Volts | 5 mils | $2.3 \times 10^{-6}$ | . 956 |
|  |  | 3 mils | $6.7 \times 10^{-5}$ | . 972 |
|  |  | 2 mils | $6.7 \times 10^{-4}$ | . 981 |
|  |  | 1 mil | $3.3 \times 10^{-2}$ | . 989 |

*Voltage required for active wire gain of $3 \times 10^{6}$.

A side view of the counter is illustrated in Figure B-l8. The wire support frame is made of aluminum with G-10 insulation epoxied into place. The circuit boards for the active wire and delay-line connections are epoxied to the top and bottom of the wire support frame. The active wire board contains the matrix network for the connection of every fifth active wire together. The delay-line board contains the sockets for the 14 pin DIP delay-line chips [DaOl] with the necessary interconnections to produce an operating delay line. The wire plane is attached by soldering the wires into place onto pins in the circuit boards. The wire location is maintained by grooves cut into the face of the wire plane support. To insure that the wire plane would be flat and that the wires would be vertical and parallel, the wire plane surface was machined flat and the grooves cut following the final assembly of the wire plane support. The active wires are installed individually by soldering while tensioned using weights. The guard wires are installed as pairs, tensioned with weights to insure uniform tension.

The front ground plane is produced by mounting a 6 $\mu_{m}$ aluminized Mylar film onto a G-l0 support frame. The frame is held in place against the wire plane support with screws to make disassembly simple. The middle ground plane


Figure B-18. Schematic cross section of MWPC. Labeled parts are: A) gas windows, B) ground foil, C) wire plane, D) wire support insulation, E) covers, F) active wire matrix circuit board, G) energy loss counter, H) separator foil, I) delay line circuit board, and J) field shaping planes.
which separates the multiwire active region from the energy-loss proportional counter is $12 \mu \mathrm{~m}$ aluminum foil. The foil is glued to the frame of the energy-loss portion which is removable to improve the serviceability of the counter. The energy-loss detector is a single wire proportional counter using a $25 \mu \mathrm{~m}$ stainless steel wire. This section gives a particle energy-loss signal for particle identification.

The outer support and vacuum box is made of aluminum with 12.5 mm aluminum front and back covers with 500 mm by 14 mm entrance and exit ports. The entrance and exit ports are positioned to allow particles with incident angles of 45 degrees to pass through the detector. The gas windows are $6 \mu \mathrm{~m}$ Mylar held in place on O-rings between the covers and gas box frame. The vacuum box has alignment grooves on its lower surface allowing simple and accurate placement in the spectrograph focal plane. Mounting brackets on the back cover allow the attachment of a 50 cm plastic scintillator with light pipe and photomultiplier.

Figure B-19 shows the frontal view of the counter. For maximum utilization of space and to allow the detector to have the active region at the highest possible radius to detect maximum rigidity particles, the electronics are installed at one end of the detector vacuum box. The need to minimize the signal degradation requires the preamplifiers to be installed as near as possible to the


Figure B-19. Photograph showing a portion of the wire plane and the electronics housed in the vacuum box.
isolation transformers. The transformer board is attached to the end of the wire plane frame and the high voltage regions were well separated from the grounded surfaces. The fields at the end of the wire plane are shaped by installing successively larger diameter wires near the ends. The preamplifiers are installed on the upper surface of the vacuum box with the lower region containing the high voltage voltage distribution and current limiting circuitry. The high voltage feedthroughs are made of Teflon and use 0 rings to produce a vacuum seal. The preamplifier power and outputs are brought out of the counter using a multipin Kovar feedthrough.

A schematic of the electronics used, Figure B-20, shows a relatively simple setup. The amplified timing pulses are discriminated and delayed before processing with the time digitizer. The delay is added to guarantee that the sum (fiducial) start signal arrives first to start the time digitizer. The analog signals are processed using standard coincidence electronics and sent to the computer ADC's. The strobe delay module allows the rejection of a trigger event which produces timing pulses but which does not satisfy the coincidence requirements. The strobe delay module clears the time digitizer and the ADC's if a required coincidence signal does not arrive within a fixed time interval following the time digitizer start signal. This decreases deadtimes caused by the computer processing invalid events.

Figure B-20. Schematic of electronics used with MWPC. The time digitizer and ADC's are part of a CAMAC system connected to a PDP $11 / 45 \mathrm{com}-$ puter.


Figure B-20.

A variety of tests were performed with the MUPC. Figure B-2l compares spectra for the MWPC and the inclined cathode delay line counter for protons scattered from a $238_{\mathrm{U}}$ target at 65 and 67.5 degrees. The most dramatic difference is the elimination of the high and low energy tails on the peaks in the spectra from the MWPC.

The tails are caused by effects to which the MWPC is less sensitive. A possible explanation for the symmetric tails is that electrons are scattered by the particles passing through the detector. These electrons may be scattered and liberate charge along the anode wire in standard proportional counters causing a misidentification of the particle position. In the MWPC a portion of these events will cause no problem as the particle track will trigger the active wire discriminators first. If the particle triggers some wires and the electron triggers others an unacceptable particle trajectory will result and the event may be rejected. Another possible mechanism is that of photons propogating along the wire resulting charge multiplication which would result in a broadened particle line. The MWPC should be less sensitive to these mechanisms because the charge collecting wires run perpendicular to the direction of the position being measured. The broadening of the line along the wire should not degrade

Figure B-21. Comparison spectra for MWPC and delay line counter. Spectrum is of protons scattered from a $\mathrm{UF}_{4}$ tarset.


Figure B-21.
the resolution. The most obvious advantage of the reduced tailing is that peak area extraction is easier making the data reduction more reliable. Weak states near strong states may be resolved with ease if the tailing can be eliminated. The resolution in the two spectra is comparable (. 3 mm ), although no attempt was made to optimize the energy resolution.

Another difference between the spectra in Figure B-2l is the decreased background for the MWPC spectra. The readout mechanism requires more information to produce a valid event leading to better background reduction. An event in either counter must satisfy $E, \Delta E$, and time-offlight requirements. For an event to be valid in the MWPC it must also produce signal on three adjacent active wires and satisfy angle of incidence requirements. Background producing events such as gamma-rays in coincidence with a particle or particles not scattered in the target can be rejected with greater reliability.

A novel experiment uses the spectrograph and multiwire counter as a pinhole camera. Figure B-22 illustrates a thick gas cell target and the spectrograph. By knowing the angle of the particles passing through the defining aperture, particles scattered at the window of the gas cell may be eliminated. Figure $B-23$ contrasts two spectra whose abscissas are the angle of incidence to the MWPC using the gas cell with and without gas. By rejecting the

Figure B-22. Thick gas cell and spectrograph showing relationship between locus of the scattering and the angle of incidence on the detector.
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Figure B-23. Spectra whose abscissa is angle of incidence on the detector.

region of the angle spectrum which corresponds to the events produced in the window, the position (energy) spectrum will only contain events which are the result of reactions or scattering by the gas. Figure $B-24$ contains spectra illustrating the effect of gating on a range of incident angle. The gated spectra have isolated states which were unresolvable in the ungated spectra.

The MWPC has a more sophisticated type of readout with comparable resolution to other detectors. The design calculations predicted a position resolution of $120 \mu \mathrm{~m}$ FWHM relative to a wire. This results in a position resolution along the counter of less than $200 \mu \mathrm{~m}$ and an angular resolution of .6 degrees. Tests with charged particles yielded an angular resolution of about 1 degree with propane as the proportional gas. Using 'magic' gas, (82.9\% argon, $16.85 \%$ Isobutane, and $.25 \%$ Freon) resulted in an angular resolution of about 0.7 degrees. The ultimate position resolution was not verified due to contributions of the beam. Since the angular and position readout are based on the same time measurements the attainable position resolution should match the results of the calculations. There is some evidence for the need to calibrate the delayline readout to prevent misidentification of the wire nearest the track. The position given by the delay-line readout must be matched with that given for all wires. This requires an accurate determination of any offsets and position nonlinearities.

Figure $B-24$. Position spectra contrasting the result of gating with angle of incidence on the detector.


Figure B-24.

APPENDIX C

| ${ }^{232} \mathrm{Th}(\mathrm{F}$ | $0^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{cm}$. . | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | .6502E 04 | . 2766 E 03 |
| 22.60 | . 3346 E 04 | . 1005 E 03 |
| 25.11 | .2019E 04 | . 8585 E 02 |
| 27.62 | .1097E 04 | . 3295 E 02 |
| 30.13 | .7110E 03 | . 2135 E 02 |
| 32.64 | . 4261 E 03 | .1279E 02 |
| 35.15 | .2901E 03 | .8719E 01 |
| 37.66 | .2152E 03 | .6462E 01 |
| 40.17 | . 1871 E 03 | .5617E 01 |
| 42.67 | .1573E 03 | . 4723 E 01 |
| 45.18 | . 1173 E 03 | . 3526 E 01 |
| 47.69 | . 7476 E 02 | .2247E 01 |
| 50.20 | . 4342 E 02 | .1308E 01 |
| 52.71 | .2212E 02 | .6666E 00 |
| 55.21 | . 1621 E 02 | .6968E 00 |
| 57.72 | . 1881 E 02 | . 5683 E 00 |
| 60.22 | .1936E 02 | .5888E 00 |
| 62.73 | .2299E 02 | .6926E 00 |
| 65.23 | . 1815 E 02 | .7707E 00 |
| 67.74 | .1296E 02 | . 3911 E 00 |
| 70.24 | .7406E 01 | . 3147 E 00 |
| 72.75 | . 3749 E 01 | .1137E 00 |
| 75.25 | . 2267 E 01 | . $9667 \mathrm{E}-01$ |
| 77.75 | .2591E 01 | . $7864 \mathrm{E}-01$ |
| 80.25 | .3302E 01 | . 1404 E 00 |
| 82.76 | .3692E 01 | . 1121 E 00 |
| 85.26 | . 3858 E 01 | .1640E 00 |
| 87.76 | . 2899 E 01 | . $8829 \mathrm{E}-01$ |
| 90.26 | .2167E 01 | . $9224 \mathrm{E}-01$ |
| 92.76 | . 1143 E 01 | . $3722 \mathrm{E}-01$ |
| 95.26 | .6995E 00 | . $2998 \mathrm{E}-01$ |
| 97.76 | . 4302 E 00 | . $1406 \mathrm{E}-01$ |
| 100.25 | . 4647 E 00 | . $1998 \mathrm{E}-01$ |
| 102.75 | . 5784 E 00 | . $1810 \mathrm{E}-01$ |
| 105.25 | . 6474 E 00 | . $2767 \mathrm{E}-01$ |
| 107.75 | .6648E 00 | . 2057E-01 |
| 110.24 | . 5848 E 00 | . 1826E-01 |
| 112.74 | . 4901 E 00 | . 1525E-01 |
| 115.23 | .3173E 00 | . $1068 \mathrm{E}-01$ |
| 117.73 | . 2148 E 00 | . $7452 \mathrm{E}-02$ |
| 120.22 | .1356E 00 | . $4485 \mathrm{E}-02$ |
| 125.21 | .1179E 00 | . $4013 \mathrm{E}-02$ |
| 130.20 | . 1398 E 00 | . $5531 \mathrm{E}-02$ |
| 135.18 | . 1253 E 00 | . $4455 \mathrm{E}-02$ |
| 140.17 | . $8152 \mathrm{E}-01$ | . $3228 \mathrm{E}-02$ |
| 144.65 | . $5165 \mathrm{E}-01$ | . $2645 \mathrm{E}-02$ |


| $232 \mathrm{Th}(\mathrm{p}$ | ') $2^{+}$ |  |
| :---: | :---: | :---: |
| 0 c.m. | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | . 5611 E 02 | . 5964 E 01 |
| 22.60 | . 3547 E 02 | . 3027 E 01 |
| 25.11 | . 2874 E 02 | .6823E 01 |
| 27.62 | .1141E 02 | .7655E 00 |
| 30.13 | . 1184 E 02 | .8006E 00 |
| 32.64 | . 1549 E 02 | . 5394 E 00 |
| 35.15 | . 1762E 02 | .6430E 00 |
| 37.66 | . 1589 E 02 | . 5258 E 00 |
| 40.17 | . 1246 E 02 | . 4010 E 00 |
| 42.68 | .7909E 01 | . 2759 E 00 |
| 45.18 | .5121E 01 | .1849 E 00 |
| 47.69 | . 4477 E 01 | . 1514 F 00 |
| 50.20 | . 5469 E 01 | .1806E 00 |
| 52.71 | .6368E 01 | .2010E 00 |
| 55.21 | . 5996 E 1 | .2230E 00 |
| 57.72 | .5190E 01 | .1671E 00 |
| 60.22 | . 4414 E 01 | . 1504 E 00 |
| 62.73 | .2332E 01 | . $8032 \mathrm{E}-01$ |
| 65.23 | . 2047 E 01 | . $8746 \mathrm{E}-01$ |
| 67.74 | . 2335 E 01 | . $7734 \mathrm{E}-01$ |
| 70.24 | . 2510E 01 | .1070E 00 |
| 72.75 | . 2745 E 01 | . $8403 \mathrm{E}-01$ |
| 75.25 | . 2242 E 01 | .9560E-01 |
| 77.75 | . 1641 E 01 | . $5061 \mathrm{E}-01$ |
| 80.25 | . 1248 E 01 | . $5332 \mathrm{E}-01$ |
| 82.76 | . 8064 E 00 | . $2862 \mathrm{E}-01$ |
| 85.26 | .8097E 00 | . $3473 \mathrm{E}-01$ |
| 87.76 | . 7350 E 00 | . $2446 \mathrm{E}-01$ |
| 90.26 | .8957E 00 | . $3833 \mathrm{E}-01$ |
| 92.76 | . 8465 E 00 | . $2941 \mathrm{E}-01$ |
| 95.26 | . 8480 E 00 | . $3628 \mathrm{E}-01$ |
| 97.76 | .6277E 00 | . $1964 \mathrm{E}-01$ |
| 100.25 | . 5439 E 00 | . $2334 \mathrm{E}-01$ |
| 102.75 | . 3737 E 00 | . $1234 \mathrm{E}-01$ |
| 105.25 | . 3177 E 00 | . 1370 E-01 |
| 107.75 | . 2734 E 00 | . $9544 \mathrm{E}-02$ |
| 110.24 | . 2869 E 00 | . $9755 \mathrm{E}-02$ |
| 112.74 | . 2988 E 00 | . $9846 \mathrm{E}-02$ |
| 115.23 | .2782E 00 | .9705E-02 |
| 117.73 | . 2572 E 00 | . $8619 \mathrm{E}-\mathrm{C} 2$ |
| 120.22 | .2257E 00 | . $7110 \mathrm{E}-02$ |
| 125.21 | . 1740 E 00 | . $5632 \mathrm{E}-02$ |
| 130.20 | . 1396E 00 | . $5622 \mathrm{E}-02$ |
| 135.18 | .1177E 00 | . $4355 \mathrm{E}-02$ |
| 140.17 | . 1044 E 00 | . $3912 \mathrm{E}-02$ |
| 144.65 | .1089 E 00 | . $4013 \mathrm{E}-02$ |


| ${ }^{232} \mathrm{Th}(\mathrm{p}$ | P) $4^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{cm.m}$ | $d \sigma / d \Omega$ (mb/str) | Error (mb/str) |
| 30.13 | . 1784 E 01 | . $9834 \mathrm{E}-01$ |
| 32.64 | . 1364 E 01 | .6694E-01 |
| 35.15 | . 1028 E 01 | . $5735 \mathrm{E}-01$ |
| 37.66 | .6575E 00 | . $3122 \mathrm{E}-01$ |
| 40.17 | . 5447 E 00 | . $2399 \mathrm{E}-01$ |
| 42.68 | .6902E 00 | . $3394 \mathrm{E}-01$ |
| 45.18 | . 8335 E 00 | . $3458 \mathrm{E}-01$ |
| 47.69 | .9576E 00 | . $3263 \mathrm{E}-01$ |
| 50.20 | .7912E 00 | .2862E-01 |
| 52.71 | . 5818 E 00 | . $2124 \mathrm{E}-01$ |
| 55.21 | . 4358 E 00 | .1790E-01 |
| 57.72 | . 3795 E 00 | . 1570E-01 |
| 60.22 | . 3542 E 00 | .1468E-01 |
| 62.73 | . 4768 E 00 | . $1817 \mathrm{E}-01$ |
| 65.23 | . 4658 E 00 | . $2064 \mathrm{E}-01$ |
| 67.74 | . 4573 E 00 | . $1749 \mathrm{E}-01$ |
| 70.24 | . 3585 E 00 | . $1607 \mathrm{E}-01$ |
| 72.75 | . 2724 E 00 | . 9293 E-02 |
| 75.25 | .2030E 00 | . $9454 \mathrm{E}-02$ |
| 77.75 | .1707E 00 | . $5914 \mathrm{E}-02$ |
| 80.26 | . 1865 E 00 | . $8458 \mathrm{E}-02$ |
| 82.76 | . 1800 E 00 | . $7070 \mathrm{E}-02$ |
| 85.26 | . 2204 E 00 | . $9836 \mathrm{E}-02$ |
| 87.76 | . 1834 E 00 | . $6768 \mathrm{E}-02$ |
| 90.26 | . 1777 E 00 | . $7995 \mathrm{E}-02$ |
| 92.76 | . 1245 E 00 | . $5169 \mathrm{E}-02$ |
| 95.26 | . 1145 E 00 | . 5260E-02 |
| 97.76 | .7757E-01 | . $2866 \mathrm{E}-02$ |
| 100.26 | . $8957 \mathrm{E}-01$ | . $4133 \mathrm{E}-02$ |
| 102.75 | . $8287 \mathrm{E}-01$ | . $2997 \mathrm{E}-02$ |
| 105.25 | . $9095 \mathrm{E}-01$ | . $4123 \mathrm{E}-02$ |
| 107.75 | . $8722 \mathrm{E}-01$ | . $3047 \mathrm{E}-02$ |
| 110.24 | . $8247 \mathrm{E}-01$ | . $2886 \mathrm{E}-02$ |
| 112.74 | . $8223 \mathrm{E}-01$ | . $2987 \mathrm{E}-02$ |
| 115.23 | .6227E-01 | . $2524 \mathrm{E}-02$ |
| 117.73 | . $5137 \mathrm{E}-01$ | . $2142 \mathrm{E}-02$ |
| 120.22 | . $4127 \mathrm{E}-01$ | . $1539 \mathrm{E}-02$ |
| 125.21 | . $4012 \mathrm{E}-01$ | . $1619 \mathrm{E}-02$ |
| 130.20 | . $4260 \mathrm{E}-01$ | . $1730 \mathrm{E}-02$ |
| 135.18 | . $4070 \mathrm{E}-01$ | . $1579 \mathrm{E}-02$ |
| 140.17 | . $3722 \mathrm{E}-01$ | . $1589 \mathrm{E}-02$ |
| 144.65 | . 2963 E-01 | .1358E-02 |


| $232 \mathrm{Th}(\mathrm{p}$ | 1) $6^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{cm}$. . | $\mathrm{d} / \mathrm{d} / \mathrm{S}$ (mb/str) | Error (mb/str) |
| 42.68 | . $5436 \mathrm{E}-01$ | . $1192 \mathrm{E}-01$ |
| 45.18 | . $5304 \mathrm{E}-01$ | . 5300E-02 |
| 47.69 | . $5539 \mathrm{E}-01$ | . $4506 \mathrm{E}-02$ |
| 50.20 | . $6728 \mathrm{E}-01$ | . $4868 \mathrm{E}-02$ |
| 52.71 | . $8263 \mathrm{E}-01$ | . $4375 \mathrm{E}-02$ |
| 55.21 | . $7243 \mathrm{E}-01$ | . $4506 \mathrm{E}-02$ |
| 57.72 | . $7266 \mathrm{E}-01$ | . $3882 \mathrm{E}-02$ |
| 60.22 | . $5040 \mathrm{E}-01$ | . $2917 \mathrm{E}-02$ |
| 62.73 | . $4452 \mathrm{E}-01$ | . $3379 \mathrm{E}-02$ |
| 65.24 | . $2804 \mathrm{E}-01$ | . $3238 \mathrm{E}-02$ |
| 67.74 | . $3488 \mathrm{E}-01$ | . $2494 \mathrm{E}-02$ |
| 70.24 | . $3512 \mathrm{E}-01$ | . $3228 \mathrm{E}-02$ |
| 72.75 | . $4734 \mathrm{E}-01$ | . 2223 E-02 |
| 75.25 | . $4482 \mathrm{E}-01$ | . $3188 \mathrm{E}-02$ |
| 77.75 | . $4236 \mathrm{E}-01$ | . $1820 \mathrm{E}-02$ |
| 80.26 | . $3691 \mathrm{E}-01$ | . $2434 \mathrm{E}-02$ |
| 82.76 | . $2682 \mathrm{E}-01$ | . $1720 \mathrm{E}-02$ |
| 85.26 | . $2443 \mathrm{E}-01$ | . $1891 \mathrm{E}-02$ |
| 87.76 | . $2115 \mathrm{E}-01$ | . $1478 \mathrm{E}-02$ |
| 90.26 | . $2296 \mathrm{E}-01$ | . $1770 \mathrm{E}-02$ |
| 92.76 | . $2583 \mathrm{E}-01$ | . 1297 E-02 |
| 95.26 | . $2789 \mathrm{E}-01$ | . $1730 \mathrm{E}-02$ |
| 97.76 | . $2486 \mathrm{E}-01$ | . $1207 \mathrm{E}-02$ |
| 100.26 | . 2395 E-01 | . $1458 \mathrm{E}-02$ |
| 102.75 | . $2215 \mathrm{E}-01$ | . $1096 \mathrm{E}-02$ |
| 105.25 | . $1780 \mathrm{E}-01$ | . $1106 \mathrm{E}-02$ |
| 107.75 | . $1771 \mathrm{E}-01$ | . $8850 \mathrm{E}-03$ |
| 110.24 | . 1465 E-01 | . $7040 \mathrm{E}-03$ |
| 112.74 | . $1632 \mathrm{E}-01$ | . $8046 \mathrm{E}-03$ |
| 115.24 | . 1670E-01 | . $8548 \mathrm{E}-03$ |
| 117.73 | . $1534 \mathrm{E}-01$ | . $8649 \mathrm{E}-03$ |
| 120.22 | . $1496 \mathrm{E}-01$ | . $6537 \mathrm{E}-03$ |
| 125.21 | . $1429 \mathrm{E}-01$ | . $6939 \mathrm{E}-03$ |
| 130.20 | . $1252 \mathrm{E}-01$ | . $6436 \mathrm{E}-03$ |
| 135.18 | . $1126 \mathrm{E}-01$ | . $5934 \mathrm{E}-03$ |
| 140.17 | . $1082 \mathrm{E}-01$ | . $5833 \mathrm{E}-03$ |
| 144.65 | . 1072 E-0 1 | . $5732 \mathrm{E}-03$ |


| $232 \mathrm{Th}(\mathrm{p}$ | ) $8^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{c} . \mathrm{m}$. | $d \sigma / d \Omega$ (mb/str) | Error (mb/str) |
| 50.20 | . 2075E-01 | . $3510 \mathrm{E}-02$ |
| 52.71 | . $2616 \mathrm{E}-01$ | . $2856 \mathrm{E}-02$ |
| 55.21 | . $1373 \mathrm{E}-01$ | . $3248 \mathrm{E}-02$ |
| 57.72 | .1799E-01 | . $1740 \mathrm{E}-02$ |
| 60.23 | . $1474 \mathrm{E}-01$ | . $1609 \mathrm{E}-02$ |
| 62.73 | . $1369 \mathrm{E}-01$ | . $1951 \mathrm{E}-02$ |
| 65.24 | . $7402 \mathrm{E}-02$ | . 2625 E-02 |
| 67.74 | . $8247 \mathrm{E}-02$ | . $1267 \mathrm{E}-02$ |
| 70.24 | . $4666 \mathrm{E}-02$ | . $2172 \mathrm{E}-02$ |
| 72.75 | . $5692 \mathrm{E}-02$ | . $7040 \mathrm{E}-03$ |
| 75.25 | . $3641 \mathrm{E}-02$ | . $1740 \mathrm{E}-02$ |
| 77.75 | . $7100 \mathrm{E}-02$ | . $6034 \mathrm{E}-03$ |
| 80.26 | . $5712 \mathrm{E}-02$ | . $1358 \mathrm{E}-02$ |
| 82.76 | . $8750 \mathrm{E}-02$ | . $9252 \mathrm{E}-03$ |
| 85.26 | . $5642 \mathrm{E}-02$ | . $1247 \mathrm{E}-02$ |
| 87.76 | . $5562 \mathrm{E}-02$ | . $7342 \mathrm{E}-03$ |
| 90.26 | . $4837 \mathrm{E}-02$ | . $1146 \mathrm{E}-02$ |
| 92.76 | . $4234 \mathrm{E}-02$ | . $4626 \mathrm{E}-03$ |
| 95.26 | . $2967 \mathrm{E}-02$ | . $7844 \mathrm{E}-03$ |
| 97.76 | . $3148 \mathrm{E}-02$ | . $3621 \mathrm{E}-03$ |
| 100.26 | . $3148 \mathrm{E}-02$ | . $6638 \mathrm{E}-03$ |
| 102.75 | . $3118 \mathrm{E}-02$ | . $3520 \mathrm{E}-03$ |
| 105.25 | . $3258 \mathrm{E}-02$ | . $5632 \mathrm{E}-03$ |
| 107.75 | . $3600 \mathrm{E}-02$ | . $3419 \mathrm{E}-03$ |
| 110.24 | . $3379 \mathrm{E}-02$ | . $3017 \mathrm{E}-03$ |
| 112.74 | . $3359 \mathrm{E}-02$ | . $3118 \mathrm{E}-03$ |
| 115.24 | . $2715 \mathrm{E}-02$ | . $3319 \mathrm{E}-03$ |
| 117.73 | . $2514 \mathrm{E}-02$ | . 3017 E-03 |
| 120.23 | . $1871 \mathrm{E}-02$ | . $1911 \mathrm{E}-03$ |
| 125.21 | . $2464 \mathrm{E}-02$ | . $2414 \mathrm{E}-03$ |
| 130.20 | . $3379 \mathrm{E}-02$ | . $2917 \mathrm{E}-03$ |
| 135.18 | . $2575 \mathrm{E}-02$ | . $2514 \mathrm{E}-03$ |
| 140.17 | . $2142 \mathrm{E}-02$ | . $2213 \mathrm{E}-03$ |
| 144.65 | . $1740 \mathrm{E}-02$ | . $2011 \mathrm{E}-03$ |


| 234 U (p | $0^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{c} . \mathrm{m}$. | $\mathrm{d} \sigma / \mathrm{d} \Omega(\mathrm{mb} / \mathrm{str})$ | Error (mb/str) |
| 20.09 | .7686E 04 | .2312E 03 |
| 25.11 | . 2032E 04 | . 6114 E 02 |
| 30.13 | .7291E 03 | . 2207 E 02 |
| 35.15 | . 3443 E 03 | . 1038 E 02 |
| 37.66 | . 2604 E 03 | .7879E 01 |
| 40.16 | .1859E 03 | . 5606 E 01 |
| 42.67 | . 1589 E 03 | . 4813 E 01 |
| 45.18 | .1227E 03 | . 3712 E 01 |
| 47.69 | .7591E 02 | . 2322 E 01 |
| 50.20 | . 4385 E 02 | . 1343 E 01 |
| 55.21 | .1910E 02 | . 5980 E 00 |
| 60.22 | . 2323 E 02 | .7097E 00 |
| 65.23 | .1971E 02 | . 6074 E 00 |
| 70.24 | . 8120 E 01 | .2577E 00 |
| 75.25 | . 3041 E 01 | .1099E 00 |
| 80.25 | . 4113 E 01 | . 1335 E 00 |
| 85.26 | . 4398 E 01 | . 1429 E 00 |
| 90.26 | . 2567 E 01 | . $8244 \mathrm{E}-01$ |
| 95.26 | . 8435 E 00 | . $4211 \mathrm{E}-01$ |
| 100.25 | . 5918 E 00 | . $2338 \mathrm{E}-01$ |
| 105.25 | . 8143 E 00 | . $3019 \mathrm{E}-01$ |
| 110.24 | . 7055 E 00 | . $2522 \mathrm{E}-01$ |
| 115.23 | . 3788 E 00 | . $1507 \mathrm{E}-01$ |
| 120.22 | . 2136 E 00 | . $1391 \mathrm{E}-01$ |
| 125.21 | .1473E 00 | . $9717 \mathrm{E}-02$ |
| 135.18 | . 1346 E 00 | . $6417 \mathrm{E}-02$ |
| 144.65 | . $6176 \mathrm{E}-01$ | . $4000 \mathrm{E}-02$ |


| 234 U (p | $2^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{c} . \mathrm{m}$. | $d \sigma / d \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | .9095E 02 | . 1191 E 02 |
| 25.11 | .2708E 02 | . 2747 E 01 |
| 30.13 | .1576E 02 | .1853E. 01 |
| 35.15 | .2440 E 02 | .1106E 01 |
| 37.66 | .2101E 02 | .8966E 00 |
| 40.16 | . 1183 E 02 | .5110E 00 |
| 42.67 | . 8374 E 01 | . 4992 E 0 |
| 45.18 | . 5782 E 01 | . 4117 E 00 |
| 47.69 | . 5278 E 01 | . 3224 E 00 |
| 50.20 | .6708 E 01 | . 3280 E 00 |
| 55.21 | .6708E 01 | . 2638 E 00 |
| 60.22 | . 3432 E 01 | .1513E 00 |
| 65.23 | . 2384 E 01 | . 1219 E 00 |
| 70.24 | . 3134 EF 01 | . 1183 E 00 |
| 75.25 | . 2951 El | .1086E 00 |
| 80.25 | . 1458 E 01 | . $5750 \mathrm{E}-01$ |
| 85.26 | . 9804 E 00 | . $4958 \mathrm{E}-01$ |
| 90.26 | . 1098 E 01 | . $4150 \mathrm{E}-01$ |
| 95.26 | . 1030 E 01 | . 4725 E-01 |
| 100.25 | .6892E 00 | . $2554 \mathrm{E}-01$ |
| 105.25 | . 4154 E 00 | . $2130 \mathrm{E}-01$ |
| 110.24 | . 3654 E 00 | . $1568 \mathrm{E}-01$ |
| 115.23 | . 3766 E 00 | . $1511 \mathrm{E}-01$ |
| 120.22 | . 3546 E 00 | . 1655E-01 |
| 125.21 | . 2356 E 00 | . $9889 \mathrm{E}-02$ |
| 135.18 | . 1586 E 00 | . $7219 \mathrm{E}-02$ |
| 144.65 | .1566E 00 | . $7463 \mathrm{E}-02$ |


| 234 U (p | ) $4^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{c} . \mathrm{m}$. | $d \sigma / d \Omega$ (mb/str) | Error (mb/str) |
| 30.13 | . 1626E 01 | .2988E 00 |
| 35.15 | . 1283 E 01 | . $8989 \mathrm{E}-01$ |
| 37.66 | .9552E 00 | . $8730 \mathrm{E}-01$ |
| 40.16 | .5833E 00 | . $5597 \mathrm{E}-01$ |
| 42.67 | .8779E 00 | . $6538 \mathrm{E}-01$ |
| 45.18 | .1097E 01 | . $5946 \mathrm{E}-01$ |
| 47.69 | . 1118 E 01 | . $6560 \mathrm{E}-01$ |
| 50.20 | . 1028E 01 | . $5223 \mathrm{E}-01$ |
| 55.21 | .4451 E 00 | . $3221 \mathrm{E}-01$ |
| 60.22 | . 4269 E 00 | . $2425 \mathrm{E}-01$ |
| 65.23 | . 5505 E 00 | . $2978 \mathrm{E}-01$ |
| 70.24 | . 4662 E 00 | . $2745 \mathrm{E}-01$ |
| 75.25 | . 2590E 00 | . 2056E-01 |
| 80.25 | . 2349 E 00 | . $1436 \mathrm{E}-01$ |
| 85.26 | .2916E 00 | . $1688 \mathrm{E}-01$ |
| 90.26 | . 2058 E 00 | . $1021 \mathrm{E}-01$ |
| 95.26 | .1422E 00 | . $9422 \mathrm{E}-02$ |
| 100.25 | . 1263 E 00 | . $7463 \mathrm{E}-02$ |
| 105.25 | . 1296E 00 | . $7493 \mathrm{E}-02$ |
| 110.24 | . 1095 E 00 | . $6407 \mathrm{E}-02$ |
| 115.23 | . $8140 \mathrm{E}-01$ | . $5290 \mathrm{E}-02$ |
| 120.22 | . $7464 \mathrm{E}-01$ | . $4782 \mathrm{E}-02$ |
| 125.21 | . $5878 \mathrm{E}-01$ | . $3909 \mathrm{E}-02$ |
| 135.18 | . $5937 \mathrm{E}-01$ | . $3807 \mathrm{E}-02$ |
| 144.65 | . $5156 \mathrm{E}-01$ | . $3706 \mathrm{E}-02$ |


| 234 U(p, $\mathrm{p}^{\prime}$ ) | ) $6^{+}$ |  |
| :---: | :---: | :---: |
| 0 cm . | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 45.18 | . 2143 E 00 | . $2315 \mathrm{E}-01$ |
| 50.20 | . 1003 E 00 | . $1459 \mathrm{E}-01$ |
| 55.21 | . $8522 \mathrm{E}-01$ | . $1157 \mathrm{E}-01$ |
| 60.22 | . $6349 \mathrm{E}-01$ | . $8072 \mathrm{E}-02$ |
| 65.23 | . $5488 \mathrm{E}-01$ | . $8915 \mathrm{E}-02$ |
| 70.24 | . $4955 \mathrm{E}-01$ | . $7544 \mathrm{E}-02$ |
| 75.25 | . $7095 \mathrm{E}-01$ | . $8397 \mathrm{E}-02$ |
| 80.25 | . $4574 \mathrm{E}-01$ | . $5889 \mathrm{E}-02$ |
| 85.26 | . $3466 \mathrm{E}-01$ | . $5402 \mathrm{E}-02$ |
| 90.26 | . $3142 \mathrm{E}-01$ | . $3320 \mathrm{E}-02$ |
| 95.26 | . $4737 \mathrm{E}-01$ | . $5046 \mathrm{E}-02$ |
| 100.25 | . $3786 \mathrm{E}-01$ | . $3706 \mathrm{E}-02$ |
| 105.25 | . $2812 \mathrm{E}-01$ | . $3097 \mathrm{E}-02$ |
| 110.24 | . $2703 \mathrm{E}-01$ | . $2853 \mathrm{E}-02$ |
| 115.23 | . $2453 \mathrm{E}-01$ | . $2660 \mathrm{E}-02$ |
| 120.22 | . $2586 \mathrm{E}-01$ | . $2620 \mathrm{E}-02$ |
| 125.21 | . $2451 \mathrm{E}-01$ | . 2366 E-02 |
| 135.18 | . $1998 \mathrm{E}-01$ | . $2031 \mathrm{E}-02$ |
| 144.65 | . $1718 \mathrm{E}-01$ | . $2010 \mathrm{E}-02$ |
| $234 \mathrm{U}\left(\mathrm{p}, \mathrm{p}^{\prime}\right)$ | $8^{+}$ |  |
| $0 \mathrm{cm.m}$ d | d $/ \mathrm{d}$ (mb/str) | Error (mb/str) |
| 50.20 | . $4336 \mathrm{E}-01$ | . $1011 \mathrm{E}-01$ |
| 55.21 | . $2945 \mathrm{E}-01$ | .7980E-02 |
| 60.22 | . $2614 \mathrm{E}-01$ | . $5483 \mathrm{E}-02$ |
| 65.23 | . $1546 \mathrm{E}-01$ | . $5300 \mathrm{E}-02$ |
| 70.24 | . $2039 \mathrm{E}-01$ | . $5300 \mathrm{~F}-02$ |
| 80.25 | . $1317 \mathrm{E}-01$ | . $3472 \mathrm{E}-02$ |
| 85.26 | . $1863 \mathrm{E}-01$ | . $4153 \mathrm{E}-02$ |
| 90.26 | . $1089 \mathrm{E}-01$ | . $2183 \mathrm{E}-02$ |
| 95.26 | . $6366 \mathrm{E}-02$ | . $1787 \mathrm{E}-02$ |
| 100.25 | . $4569 \mathrm{E}-02$ | . $1218 \mathrm{E}-02$ |
| 105.25 | . $6559 \mathrm{E}-02$ | . $1472 \mathrm{E}-02$ |
| 110.24 | . $6559 \mathrm{E}-02$ | . 1371 E-02 |
| 115.23 | . $3229 \mathrm{E}-02$ | . $9443 \mathrm{E}-03$ |
| 120.22 | . $5452 \mathrm{E}-02$ | . $1168 \mathrm{E}-02$ |
| 125.21 | . $4478 \mathrm{E}-02$ | . $9849 \mathrm{E}-03$ |
| 135.18 | . $2853 \mathrm{E}-02$ | . $7513 \mathrm{E}-03$ |
| 144.65 | . $3300 \mathrm{E}-02$ | . $8630 \mathrm{E}-03$ |


| ${ }^{236}$ U (p | $0^{+}$ |  |
| :---: | :---: | :---: |
| $0 \mathrm{cm}$. | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | . 7291 E 04 | .2189E 03 |
| 25.11 | . 1983 E 04 | . 6005 E 02 |
| 27.62 | .1245E 04 | . 3744 E 02 |
| 30.13 | .7090E 03 | .2180E 02 |
| 32.64 | . 4283 E 03 | .1292E 02 |
| 35.15 | . 2857 E 03 | .8609E 01 |
| 37.65 | . 2333 E 03 | .7031E 01 |
| 40.16 | .1920E 03 | .5770E 01 |
| 42.67 | .1630E 03 | . 4906 E 01 |
| 45.18 | .1127E 03 | . 3407 E 01 |
| 47.69 | .7720E 02 | . 2329 E 01 |
| 50.19 | . 4180 E 02 | .1270E 01 |
| 52.70 | . 2437 E 02 | .7456 E 00 |
| 55.21 | . 1758 E 02 | . 5478 E 00 |
| 60.22 | .2170E 02 | .6685E 00 |
| 65.23 | .1926E 02 | .6007E 00 |
| 70.24 | .7803E 01 | . 2436 E 00 |
| 75.24 | . 2541 E 01 | . $9233 \mathrm{E}-01$ |
| 80.25 | . 3405 E 01 | . 1089 E 00 |
| 85.25 | . 3831 E 01 | . 1200 E 00 |
| 90.25 | .1993E 01 | . $6356 \mathrm{E}-01$ |
| 95.25 | . 6377 E 00 | . $2445 \mathrm{E}-01$ |
| 100.25 | . 5458 E 00 | . 2072E-01 |
| 105.24 | .6862E 00 | . $2337 \mathrm{E}-01$ |
| 110.24 | . 5986 E 00 | . $2030 \mathrm{E}-01$ |
| 115.23 | .3408 E 00 | . $1289 \mathrm{E}-01$ |
| 120.22 | .1560 E 00 | . $6610 \mathrm{E}-02$ |
| 125.21 | . 1186 E 00 | . $7645 \mathrm{E}-02$ |
| 130.19 | .1315E 00 | . $5863 \mathrm{E}-02$ |
| 135.18 | .1195F 00 | . $5047 \mathrm{E}-02$ |
| 140.16 | . $5974 \mathrm{E}-01$ | . $3395 \mathrm{E}-02$ |
| 144.65 | . $3911 \mathrm{E}-01$ | . $2369 \mathrm{E}-02$ |


| ${ }^{236}$ U p | $2^{+}$ |  |
| :---: | :---: | :---: |
| 0 cm. | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | . 4474 E 02 | .1291E 02 |
| 25.11 | .2946E 02 | .6565E 01 |
| 27.62 | . 1187 E 02 | .2452E 01 |
| 30.13 | . 1254 E 02 | . 4373 E 01 |
| 32.64 | .1500E 02 | . 8082 E 00 |
| 35.15 | .1752E 02 | . 8414 E 00 |
| 37.65 | .1756E 02 | .6492E 00 |
| 40.16 | .1367E 02 | . 4895 E 00 |
| 42.67 | . 8911 E 01 | . 3824 E 00 |
| 45.18 | . 6842 E 01 | . 3663 E 00 |
| 47.69 | . 5825 E 01 | . 2446 E 00 |
| 50.20 | .5923E 01 | .2619E 00 |
| 52.70 | . 7445 E 01 | . 2623 E 00 |
| 55.21 | .6875E 01 | . 2493 E 00 |
| 60.22 | . 3786 E 01 | .1863E 00 |
| 65.23 | . 2134 E 01 | .1438 E 00 |
| 70.24 | .2797E 01 | . 1042 E 00 |
| 75.24 | . 2656 E 01 | . $9542 \mathrm{E}-01$ |
| 80.25 | . 1379 E 01 | . $5532 \mathrm{E}-01$ |
| 85.25 | .8782E 00 | . $3725 \mathrm{E}-01$ |
| 90.25 | . 9745 E 00 | . $3509 \mathrm{E}-01$ |
| 95.25 | . 8936 E 00 | . $3126 \mathrm{E}-01$ |
| 100.25 | .6597E 00 | . $2403 \mathrm{E}-01$ |
| 105.24 | . 3756 E 00 | . $1462 \mathrm{E}-01$ |
| 110.24 | . 3544 E 00 | . 1421 E-01 |
| 115.23 | . 3720 E 00 | . $1337 \mathrm{E}-01$ |
| 120.22 | . 2952 E 00 | . $1042 \mathrm{E}-01$ |
| 125.21 | . 2000E 00 | . $9049 \mathrm{E}-02$ |
| 130.19 | . 1535 E 00 | . $6083 \mathrm{E}-02$ |
| 135.18 | . 1299 E 0 | . $5246 \mathrm{E}-02$ |
| 140.16 | . $9141 \mathrm{E}-01$ | . $4002 \mathrm{E}-02$ |
| 144.65 | . $9528 \mathrm{E}-01$ | . $3932 \mathrm{E}-02$ |


| ${ }^{236} \mathrm{U}$ (p | $4^{+}$ |  |
| :---: | :---: | :---: |
| 0 cm. | $d \sigma / d \Omega$ (mb/str) | Error (mb/str) |
| 35.15 | . 9648 E 00 | . $7808 \mathrm{E}-01$ |
| 37.65 | . 5362 E 00 | . $4225 \mathrm{E}-01$ |
| 40.16 | . 5654 E 00 | . $3851 \mathrm{E}-01$ |
| 42.67 | . 8090 E 00 | . $4216 \mathrm{E}-01$ |
| 45.18 | .7856E 00 | . $6998 \mathrm{E}-01$ |
| 47.69 | .9110E 00 | . $4074 \mathrm{E}-01$ |
| 50.20 | .6263E 00 | . $4427 \mathrm{E}-01$ |
| 52.70 | . 4557 E 00 | . 2441 E-01 |
| 55.21 | . 3504 E 00 | . $2415 \mathrm{E}-01$ |
| 60.22 | . 3462 E 00 | . $1987 \mathrm{E}-01$ |
| 65.23 | . 4926 E 00 | . $2722 \mathrm{E}-01$ |
| 70.24 | . 3347 E 00 | . $1871 \mathrm{E}-01$ |
| 75.24 | .1920E 00 | . $1161 \mathrm{E}-01$ |
| 80.25 | .1659E 00 | . $1047 \mathrm{E}-01$ |
| 85.25 | . 2173 E 00 | . $1292 \mathrm{E}-01$ |
| 90.25 | .1603E 00 | . $7446 \mathrm{E}-02$ |
| 95.25 | . $9084 \mathrm{E}-01$ | . $6331 \mathrm{E}-02$ |
| 100.25 | . $9453 \mathrm{E}-01$ | . $6182 \mathrm{E}-02$ |
| 105.24 | . 1013 E 00 | . $5077 \mathrm{E}-02$ |
| 110.24 | . $9599 \mathrm{E}-01$ | . $4221 \mathrm{E}-02$ |
| 115.23 | . $7742 \mathrm{E}-01$ | . $3863 \mathrm{E}-02$ |
| 120.22 | . $5822 \mathrm{E}-01$ | . $2947 \mathrm{E}-02$ |
| 125.21 | . $4184 \mathrm{E}-01$ | . $2359 \mathrm{E}-02$ |
| 130.20 | . $4750 \mathrm{E}-01$ | . $2459 \mathrm{E}-02$ |
| 135.18 | . $4763 \mathrm{E}-01$ | . $2459 \mathrm{E}-02$ |
| 140.16 | . $3335 \mathrm{E}-01$ | . $1881 \mathrm{E}-02$ |
| 144.65 | . $3131 \mathrm{E}-01$ | . $1822 \mathrm{E}-02$ |

${ }^{236} U\left(p, p^{\prime}\right) \quad 6^{+}$
0 c.m. do/d $\Omega$ (mb/str) Error (mb/str)

| 45.18 | $.1111 \mathrm{E}-00$ | $.1644 \mathrm{E}-01$ |
| ---: | ---: | ---: |
| 47.69 | $.9836 \mathrm{E}-01$ | $.1257 \mathrm{E}-01$ |
| 50.20 | $.8052 \mathrm{E}-01$ | $.1152 \mathrm{E}-01$ |
| 55.21 | $.6586 \mathrm{E}-01$ | $.9109 \mathrm{E}-02$ |
| 60.22 | $.4074 \mathrm{E}-01$ | $.7118 \mathrm{E}-02$ |
| 65.23 | $.2853 \mathrm{E}-01$ | $.7138 \mathrm{E}-02$ |
| 70.24 | $.4503 \mathrm{E}-01$ | $.6560 \mathrm{E}-02$ |
| 75.25 | $.4712 \mathrm{E}-01$ | $.5704 \mathrm{E}-02$ |
| 80.25 | $.3098 \mathrm{E}-01$ | $.4131 \mathrm{E}-02$ |
| 85.25 | $.1790 \mathrm{E}-01$ | $.3006 \mathrm{E}-02$ |
| 90.26 | $.2801 \mathrm{E}-01$ | $.2797 \mathrm{E}-02$ |
| 95.25 | $.2635 \mathrm{E}-01$ | $.2389 \mathrm{E}-02$ |
| 100.25 | $.2853 \mathrm{E}-01$ | $.2648 \mathrm{E}-02$ |
| 105.25 | $.1561 \mathrm{E}-01$ | $.1662 \mathrm{E}-02$ |
| 110.24 | $.2059 \mathrm{E}-01$ | $.1593 \mathrm{E}-02$ |
| 115.23 | $.1826 \mathrm{E}-01$ | $.1513 \mathrm{E}-02$ |
| 120.22 | $.2132 \mathrm{E}-01$ | $.1623 \mathrm{E}-02$ |
| 125.21 | $.1640 \mathrm{E}-01$ | $.1354 \mathrm{E}-02$ |
| 130.20 | $.1077 \mathrm{E}-01$ | $.1015 \mathrm{E}-02$ |
| 135.18 | $.1318 \mathrm{E}-01$ | $.1135 \mathrm{E}-02$ |
| 140.16 | $.1060 \mathrm{E}-01$ | $.9656 \mathrm{E}-03$ |
| 144.65 | $.7695 \mathrm{E}-02$ | $.9258 \mathrm{E}-03$ |


0 c.m. d /d (mb/str)

| 55.21 | $.1062 \mathrm{E}-01$ | $.4500 \mathrm{E}-02$ |
| :--- | :--- | :--- |
| 60.22 | $.5286 \mathrm{E}-02$ | $.3415 \mathrm{E}-02$ |
| 70.24 | $.2290 \mathrm{E}-02$ | $.1921 \mathrm{E}-02$ |
| 75.25 | $.4938 \mathrm{E}-02$ | $.2240 \mathrm{E}-02$ |
| 80.25 | $.5903 \mathrm{E}-02$ | $.2379 \mathrm{E}-02$ |
| 85.25 | $.1290 \mathrm{E}-01$ | $.2718 \mathrm{E}-02$ |
| 90.26 | $.5744 \mathrm{E}-02$ | $.1334 \mathrm{E}-02$ |
| 95.25 | $.1692 \mathrm{E}-02$ | $.6272 \mathrm{E}-03$ |
| 100.25 | $.3634 \mathrm{E}-02$ | $.9258 \mathrm{E}-03$ |
| 105.25 | $.2598 \mathrm{E}-02$ | $.6869 \mathrm{E}-03$ |
| 110.24 | $.2827 \mathrm{E}-02$ | $.5973 \mathrm{E}-03$ |
| 115.23 | $.2977 \mathrm{E}-02$ | $.6172 \mathrm{E}-03$ |
| 120.22 | $.2280 \mathrm{E}-02$ | $.5276 \mathrm{E}-03$ |
| 125.21 | $.2051 \mathrm{E}-02$ | $.4679 \mathrm{E}-03$ |
| 130.20 | $.1234 \mathrm{E}-02$ | $.4181 \mathrm{E}-03$ |
| 135.18 | $.2320 \mathrm{E}-02$ | $.4679 \mathrm{E}-03$ |
| 140.16 | $.1543 \mathrm{E}-02$ | $.3783 \mathrm{E}-03$ |
| 144.65 | $.5575 \mathrm{E}-03$ | $.2489 \mathrm{E}-03$ |

${ }^{238} \mathrm{U}(\mathrm{p}, \mathrm{p}) \quad 0^{+}$

| $\theta \mathrm{cm} . \mathrm{m}$. | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| :---: | :---: | :---: |
| 20.09 | .6701E 04 | . 2031 E 03 |
| 22.60 | . 3557 E 04 | . 1068 E 03 |
| 25.11 | .1875E 04 | . 5669 E 02 |
| 27.62 | . 1103 E 04 | . 3315 E 02 |
| 30.13 | .6606E 03 | .1990E 02 |
| 32.63 | . 4181 E 03 | .1259E 02 |
| 35.14 | . 2890 E 03 | .8675E 01 |
| 37.65 | . 2268 E 03 | . 6836 E 01 |
| 40.16 | . 1859 E 03 | . 5580 E 01 |
| 42.67 | .1432E 03 | . 4321 E 01 |
| 45.18 | . 1078 E 03 | . 3238 E 01 |
| 47.69 | . 6840 E 02 | . 2067E 01 |
| 50.19 | . 3751 E 02 | .1130E 01 |
| 52.70 | . 2336 E 02 | .7102E 00 |
| 55.21 | .1741E 02 | . 5254 E 00 |
| 57.71 | . 1908 E 02 | . 5815 E 00 |
| 60.22 | . 2114 E 02 | . 6371 E 00 |
| 62.72 | .1921E 02 | . 5811 E 00 |
| 65.23 | . 1595E 02 | . 4816 E 00 |
| 67.73 | . 1113 E 02 | . 3356 E 00 |
| 70.24 | . 5860 E 01 | . 1785 E 00 |
| 72.74 | . 3268 E 01 | . 1026 E 00 |
| 75.24 | . 2108 F 01 | . $6564 \mathrm{E}-01$ |
| 77.75 | .2500E 01 | . $7807 \mathrm{E}-01$ |
| 80.25 | . 3083 E 01 | . $9486 \mathrm{E}-01$ |
| 82.75 | . 3488 E 01 | . 1062 E 00 |
| 85.25 | . 3157 E 01 | .9706E-01 |
| 87.75 | . 2496 E 01 | . $7615 \mathrm{E}-01$ |
| 90.25 | . 1538 E 01 | . $4848 \mathrm{E}-01$ |
| 92.75 | . 9535 E 00 | . $2997 \mathrm{E}-01$ |
| 95.25 | .5079E 00 | . $1716 \mathrm{E}-01$ |
| 97.75 | . 4082 E 00 | . 1350E-01 |
| 100.25 | . 4353 E 00 | . $1469 \mathrm{E}-01$ |
| 102.75 | . 5380 E 00 | . $1783 \mathrm{E}-01$ |
| 105.24 | . 5959 E 00 | . $1953 \mathrm{E}-01$ |
| 107.74 | . 5931 E 00 | . 1908E-C1 |
| 110.24 | . 4835 E 00 | . $1524 \mathrm{~F}-\mathrm{C} 1$ |
| 112.73 | . 3658 E 00 | .12075-01 |
| 115.23 | .2403 F 00 | .7c80E-C2 |
| 117.72 | . 1711 r 00 | .6250\%-02 |
| 120.22 | . 1173 E 00 | . $3810 \mathrm{E}-02$ |
| 125.21 | .1114 E 00 | . $4610 \mathrm{E}-02$ |
| 130.19 | . 1091 E 00 | . $4780 \mathrm{E}-02$ |
| 135.18 | . $9938 \mathrm{E}-01$ | . $3990 \mathrm{E}-02$ |
| 140.16 | . $6389 \mathrm{E}-01$ | . $3750 \mathrm{E}-02$ |
| 144.65 | . $4075 \mathrm{E}-01$ | . $2150 \mathrm{E}-02$ |


| ${ }^{238}$ U F | $2^{+}$ |  |
| :---: | :---: | :---: |
| - c.m. | $d \mathrm{l} / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 20.09 | . 6054 E 02 | .6322E 01 |
| 22.60 | . 4930 E 02 | . 2573 E 01 |
| 25.11 | . 2434 E 02 | . 1883 E 01 |
| 27.62 | .1667E 02 | . 1835E 01 |
| 30.13 | . 1521 E 02 | .6992E 00 |
| 32.63 | . 1641 E 02 | .9122E 00 |
| 35.14 | .2147E 02 | .6527E 00 |
| 37.65 | . 1787 E 02 | .6886E 00 |
| 40.16 | .1504E 02 | . 4558 E 00 |
| 42.67 | . 8524 E 01 | .5281E 00 |
| 45.18 | .6677E 01 | . 2042 E 00 |
| 47.69 | .5602E 01 | .2970E 00 |
| 50.19 | .6882E 01 | .2109E 00 |
| 52.70 | . 8023 E 01 | .2513E 00 |
| 55.21 | .6992E 01 | . 2129 E 0 |
| 57.71 | . 5554 E 01 | .1958E 00 |
| 60.22 | . 3782 E 01 | . 1164 E 00 |
| 62.72 | . 2362 E 01 | . 1004 E 00 |
| 65.23 | . 2250 E 01 | . $7048 \mathrm{E}-01$ |
| 67.73 | . 2524 E 01 | . 8104E-01 |
| 70.24 | . 2865 E 01 | .8862E-01 |
| 72.74 | .2888E 01 | . $9176 \mathrm{E}-01$ |
| 75.24 | . 2405 E 01 | . $7459 \mathrm{E}-01$ |
| 77.75 | .1972E 01 | . $6305 \mathrm{E}-01$ |
| 80.25 | . 1270E 01 | . $4047 \mathrm{E}-01$ |
| 82.75 | .9763E 00 | . $3450 \mathrm{E}-01$ |
| 85.25 | . 8544 E 00 | . $2797 \mathrm{E}-01$ |
| 87.75 | . 8942 E 00 | . $2888 \mathrm{E}-01$ |
| 90.25 | .9776E 00 | . $3046 \mathrm{E}-01$ |
| 92.75 | .1002E 01 | . $3138 \mathrm{E}-01$ |
| 95.25 | .8870E 00 | . $2857 \mathrm{E}-01$ |
| 97.75 | . 7740 E 00 | . $2397 \mathrm{E}-01$ |
| 100.25 | . 5735 E 00 | . 1886E-01 |
| 102.75 | . 4582 E 00 | . 1570E-01 |
| 105.24 | . 3645 E 00 | . $1254 \mathrm{E}-01$ |
| 107.74 | . 3148 E 00 | . $1184 \mathrm{E}-01$ |
| 110.24 | . 3328 E 00 | . $1093 \mathrm{E}-01$ |
| 112.73 | . 3454 E 00 | . $1131 \mathrm{E}-01$ |
| 115.23 | . 3418 E 00 | . 1097E-01 |
| 117.72 | . 3138 E 00 | . $1024 \mathrm{E}-01$ |
| 120.22 | . 2700 E 00 | . $8360 \mathrm{E}-02$ |
| 125.21 | .1959E 00 | . $6800 \mathrm{E}-02$ |
| 130.19 | .1565E 00 | . $5490 \mathrm{E}-02$ |
| 135.18 | . 1289 E 00 | . $4630 \mathrm{E}-02$ |
| 140.16 | . 1218 E 00 | . $4860 \mathrm{E}-02$ |
| 144.65 | . 1189 E 00 | . $4240 \mathrm{E}-02$ |


| 238 U | $4^{+}$ |  |
| :---: | :---: | :---: |
| 0 cm . | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 30.13 | .1447E 01 | . 1543 E 00 |
| 32.63 | .7517E 00 | . 1153 E 00 |
| 35.15 | .6230E 00 | . $5114 \mathrm{E}-01$ |
| 37.65 | . 3691 E 00 | . $5276 \mathrm{E}-01$ |
| 40.16 | .5299E 00 | . 2528 E - 11 |
| 42.67 | .6766E 00 | . $3858 \mathrm{E}-01$ |
| 45.18 | .7070E 00 | . $2707 \mathrm{E}-01$ |
| 47.69 | .6762E 00 | . $3388 \mathrm{E}-01$ |
| 50.19 | . 5006 E 00 | . $1940 \mathrm{E}-01$ |
| 52.70 | . 4011 E 00 | . $2030 \mathrm{E}-01$ |
| 55.21 | . 2492 E 00 | . $1016 \mathrm{E}-01$ |
| 57.71 | . 2295E 00 | . $1450 \mathrm{E}-01$ |
| 60.22 | .3101E 00 | . $1196 \mathrm{E}-01$ |
| 62.72 | . 3561 E 00 | . 1856E-01 |
| 65.23 | . 4075 E 00 | . $1496 \mathrm{E}-01$ |
| 67.73 | . 3453 E 00 | . $1193 \mathrm{E}-01$ |
| 70.24 | . 2602 E 00 | . $1017 \mathrm{E}-01$ |
| 72.74 | .1732E 00 | . $7170 \mathrm{E}-02$ |
| 75.24 | . 1434 E 00 | . $6300 \mathrm{E}-02$ |
| 77.75 | .1410E 00 | . $5850 \mathrm{E}-02$ |
| 80.25 | .1674 E 00 | . $7060 \mathrm{E}-02$ |
| 82.75 | .1765 E 00 | .6590E-02 |
| 85.25 | . 1873 E 00 | . $7690 \mathrm{E}-02$ |
| 87.75 | .1717E 00 | . $6370 \mathrm{E}-02$ |
| 90.25 | .1405E 00 | . $5030 \mathrm{E}-02$ |
| 92.75 | .1119E 00 | . $4040 \mathrm{E}-02$ |
| 95.25 | .7790E-01 | . $3870 \mathrm{E}-02$ |
| 97.75 | .7836E-01 | . $2980 \mathrm{E}-02$ |
| 100.25 | .7785E-01 | . $3680 \mathrm{E}-02$ |
| 102.75 | . $8973 \mathrm{E}-01$ | . $3720 \mathrm{E}-02$ |
| 105.24 | . $8421 \mathrm{E}-01$ | . $3890 \mathrm{E}-02$ |
| 107.74 | .8825E-01 | . $3650 \mathrm{E}-02$ |
| 110.24 | .8220E-01 | . $3240 \mathrm{E}-02$ |
| 112.73 | . $7347 \mathrm{E}-01$ | . $3120 \mathrm{E}-02$ |
| 115.23 | . $5910 \mathrm{E}-01$ | . $2400 \mathrm{E}-02$ |
| 117.72 | . $5014 \mathrm{E}-01$ | . 2050E-02 |
| 120.22 | . $4473 \mathrm{E}-01$ | . 1590 E-02 |
| 125.21 | . $4744 \mathrm{E}-01$ | . 2090E-02 |
| 130.19 | . $4831 \mathrm{E}-01$ | . $2120 \mathrm{E}-02$ |
| 135.18 | . $4409 \mathrm{E}-01$ | . $1990 \mathrm{E}-02$ |
| 140.16 | . $4039 \mathrm{E}-01$ | . $1810 \mathrm{E}-02$ |
| 144.65 | . $3592 \mathrm{E}-01$ | . $1650 \mathrm{E}-02$ |


| ${ }^{238}{ }^{\prime}\left(\mathrm{D}, \mathrm{P}^{\prime}\right)$ |  |  |
| :---: | :---: | :---: |
| 0 cm. | $\mathrm{d} / \mathrm{d} / \mathrm{\Omega}$ (mb/str) | Error (mb/str) |
| 40.16 | . $9201 \mathrm{E}-01$ | . $8830 \mathrm{E}-02$ |
| 42.67 | . $8689 \mathrm{E}-01$ | . $7500 \mathrm{E}-02$ |
| 45.18 | . 9275 E-01 | . 1711 E-01 |
| 47.69 | . 1153 E 00 | . $8820 \mathrm{E}-02$ |
| 50.19 | . $8641 \mathrm{E}-01$ | . $6620 \mathrm{E}-02$ |
| 52.70 | . $7515 \mathrm{E}-01$ | . $7000 \mathrm{E}-02$ |
| 55.21 | . $4616 \mathrm{E}-01$ | . $3270 \mathrm{E}-02$ |
| 57.71 | . $3304 \mathrm{E}-01$ | . $3250 \mathrm{E}-02$ |
| 60.22 | . $3116 \mathrm{E}-01$ | . $2340 \mathrm{E}-02$ |
| 62.72 | . $2799 \mathrm{E}-01$ | . $3010 \mathrm{E}-02$ |
| 65.23 | . $4396 \mathrm{E}-01$ | . $3120 \mathrm{E}-02$ |
| 67.73 | . $3790 \mathrm{E}-01$ | . $2120 \mathrm{E}-02$ |
| 70.24 | . $5165 \mathrm{E}-01$ | . $3290 \mathrm{E}-02$ |
| 72.74 | . $4868 \mathrm{E}-01$ | . $2670 \mathrm{E}-02$ |
| 75.24 | . $5035 \mathrm{E}-01$ | . $3120 \mathrm{E}-02$ |
| 77.75 | . $3685 \mathrm{E}-01$ | . $2350 \mathrm{E}-02$ |
| 80.25 | . $3376 \mathrm{E}-01$ | . $2450 \mathrm{E}-02$ |
| 82.75 | . 2315 E-01 | . $1510 \mathrm{E}-02$ |
| 85.25 | . $2338 \mathrm{E}-01$ | . $1980 \mathrm{E}-02$ |
| 87.75 | . $2612 \mathrm{E}-01$ | . $1630 \mathrm{E}-02$ |
| 90.25 | . $2685 \mathrm{E}-01$ | . 1290 E-02 |
| 92.75 | . $3070 \mathrm{E}-01$ | . $1510 \mathrm{E}-02$ |
| 95.25 | . $2987 \mathrm{E}-01$ | . $2110 \mathrm{E}-02$ |
| 97.75 | . 2681 E-01 | . 1300E-02 |
| 100.25 | . $1967 \mathrm{E}-01$ | . $1550 \mathrm{E}-02$ |
| 102.75 | . $1821 \mathrm{E}-01$ | . $1160 \mathrm{E}-02$ |
| 105.24 | . $1651 \mathrm{E}-01$ | . $1400 \mathrm{E}-02$ |
| 107.74 | .1525E-01 | . $1140 \mathrm{E}-02$ |
| 110.24 | . $1423 \mathrm{E}-01$ | . $9100 \mathrm{E}-03$ |
| 112.73 | . $1555 \mathrm{E}-01$ | . $2200 \mathrm{E}-03$ |
| 115.23 | . $1537 \mathrm{E}-01$ | . $9500 \mathrm{E}-03$ |
| 117.72 | . $1747 \mathrm{E}-01$ | . $9300 \mathrm{E}-03$ |
| 120.22 | . $1575 \mathrm{E}-01$ | . $6800 \mathrm{E}-03$ |
| 125.21 | . $1379 \mathrm{E}-01$ | . $9300 \mathrm{E}-03$ |
| 130.19 | . $1161 \mathrm{E}-01$ | . $8400 \mathrm{E}-03$ |
| 135.18 | . $1114 \mathrm{E}-01$ | .8200E-03 |
| 140.16 | . $1329 \mathrm{E}-01$ | . $8700 \mathrm{E}-03$ |
| 144.65 | .1232E-01 | . $8200 \mathrm{E}-03$ |


| ${ }^{238} \mathrm{U}$ (p | ') $8^{+}$ |  |
| :---: | :---: | :---: |
| 0 cm. | $\mathrm{d} \sigma / \mathrm{d} \Omega$ (mb/str) | Error (mb/str) |
| 45.18 | . 2075E-01 | . $4320 \mathrm{E}-02$ |
| 47.69 | . $1796 \mathrm{E}-01$ | . $3640 \mathrm{E}-02$ |
| 50.19 | . $2644 \mathrm{E}-01$ | . $4570 \mathrm{E}-02$ |
| 52.70 | . 1293 E-01 | . 3060 E-02 |
| 55.21 | . $1340 \mathrm{E}-01$ | . $1650 \mathrm{E}-02$ |
| 57.71 | . 8470 E-02 | . $1780 \mathrm{E}-02$ |
| 60.22 | . $6290 \mathrm{E}-02$ | . 1090E-02 |
| 62.73 | . $9410 \mathrm{E}-02$ | . $1780 \mathrm{E}-02$ |
| 65.23 | . $7490 \mathrm{E}-02$ | . $1190 \mathrm{E}-02$ |
| 67.73 | .6100E-02 | . $8300 \mathrm{E}-03$ |
| 70.24 | . $8160 \mathrm{E}-02$ | . $1180 \mathrm{E}-02$ |
| 72.74 | . $6510 \mathrm{E}-02$ | . $8900 \mathrm{E}-03$ |
| 75.24 | . $1074 \mathrm{E}-01$ | . $1300 \mathrm{E}-02$ |
| 77.75 | . $7100 \mathrm{E}-02$ | . $9800 \mathrm{E}-03$ |
| 80.25 | . $9260 \mathrm{E}-02$ | . $1200 \mathrm{E}-02$ |
| 82.75 | . $7520 \mathrm{E}-02$ | . $8100 \mathrm{E}-03$ |
| 85.25 | . $5440 \mathrm{E}-02$ | . $9100 \mathrm{E}-03$ |
| 87.75 | . $3900 \mathrm{E}-02$ | . $6200 \mathrm{E}-03$ |
| 90.25 | . $3540 \mathrm{E}-02$ | . $7300 \mathrm{E}-03$ |
| 92.75 | . $2430 \mathrm{E}-02$ | . $3700 \mathrm{E}-03$ |
| 95.25 | . $2720 \mathrm{E}-02$ | . $5600 \mathrm{E}-03$ |
| 97.75 | . $3270 \mathrm{E}-02$ | . $3900 \mathrm{E}-03$ |
| 100.25 | . $2250 \mathrm{E}-02$ | . $4900 \mathrm{E}-03$ |
| 102.75 | . $3510 \mathrm{E}-02$ | . $4700 \mathrm{E}-03$ |
| 105.24 | . $2720 \mathrm{E}-02$ | . $5400 \mathrm{E}-03$ |
| 107.74 | . $2990 \mathrm{E}-02$ | . $4800 \mathrm{E}-03$ |
| 110.24 | . $2290 \mathrm{E}-02$ | . $3300 \mathrm{E}-03$ |
| 112.73 | . $2160 \mathrm{E}-02$ | . $3100 \mathrm{E}-03$ |
| 115.23 | . $2410 \mathrm{E}-02$ | . $3400 \mathrm{E}-03$ |
| 117.73 | . $2470 \mathrm{E}-02$ | . $3100 \mathrm{E}-03$ |
| 120.22 | . $1870 \mathrm{E}-02$ | . 1800E-03 |
| 125.21 | . $2210 \mathrm{E}-02$ | . $3400 \mathrm{E}-03$ |
| 130.19 | . $2480 \mathrm{E}-02$ | . $3600 \mathrm{E}-03$ |
| 135.18 | . $1870 \mathrm{E}-02$ | . $3200 \mathrm{E}-03$ |
| 140.16 | . $2000 \mathrm{E}-02$ | . $3100 \mathrm{E}-03$ |
| 144.65 | . $1480 \mathrm{E}-02$ | . $2600 \mathrm{E}-03$ |
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[^0]:    *Indicates value which would be most significant.

[^1]:    ${ }^{a_{6}} \mu \mathrm{~m}$ Havar.
    ${ }^{b_{6}} \mu \mathrm{~m}$ aluminized Mylar.
    ${ }^{c}$ Propane (l atm).
    $\mathrm{d}_{\text {Measured }}$ independently with speculator.
    ${ }^{\mathrm{e}}$ Calculated from measured peak widths using kinematic defocussing of ${ }^{16}$ o peak.

