
COMPUTATIONAL CHEMISTRY STUDIES OF  
PRENYLTRANSFERASES AND 

SMALL LIGANDS 
 

By 
 

Li-Li Pan 

A DISSERTATION 
 

Submitted to 
Michigan State University 

in partial fulfillment to the requirements 
for the degree of 

 
Chemistry – Doctor of Philosophy 

 
2015 



ABSTRACT 
 

COMPUTATIONAL CHEMISTRY STUDIES OF  
PRENYLTRANSFERASES AND SMALL LIGANDS 

 
By 

 
Li-Li Pan 

 
In this dissertation computational chemistry methods were applied to study the properties of 

prenyltransferase FtmPT1 and small ligand conformational changes. First, I have done thorough 

investigations on FtmPT1 enzyme catalysis by the quantum mechanics and molecular mechanics 

method. FtmPT1 is a fungal indole prenyltransferase that catalyzes the reaction of tryptophan 

derivatives with dimethylallyl pyrophosphate to form various biologically active compounds. 

Herein I describe detailed studies of FtmPT1 catalysis involving dimethylallyl pyrophosphate 

and Brevianamide F following the native pathway (yielding Tryprostatin B) and an alternate 

pathway observed in the Gly115Thr mutant of FtmPT1, yielding a novel cyclized product. 

Importantly, these two products arise from the same intermediate state, meaning that a step other 

than the cleavage of the dimethylallyl pyrophosphate (DMAPP; C-O) bond is differentiating 

between the two product reaction channels. From detailed potential of mean force (PMF) and 2-

D PMF analyses I conclude that the rate-limiting step is the cleavage of the C-O bond in 

DMAPP, while the deprotonation/cyclization step determines the final product distribution. 

Hence, in the case of FtmPT1, the optimization of the necessary catalytic machinery guides the 

generation of the final product after the intermediate carbocation formation. 

 

I also describe a conformational search algorithm using the “Movable Type” (MT) sampling 

method. Differing from traditional systematic and stochastic searching algorithms, this method 

uses probability information to facilitate the selection of the best conformations. The generated 



ensembles provided good coverage of the available conformation space including available 

crystal structures. Furthermore, my approach directly provides the solvation free energies and the 

relative gas and aqueous phase free energies for all generated conformers. The method was 

validated against thorough analyses on thrombin ligands as well as against structures extracted 

from both the Protein Data Bank (PDB) and the Cambridge Structural Database (CSD). These 

studies demonstrate that this MT-based ligand conformational search algorithm is a powerful 

approach for delineating the conformer ensembles of molecular species. 
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PREFACE 

 

I started doing computational chemistry research on biomolecular systems with Professor 

Kenneth Merz in 2011. I was attracted by biomolecular systems and determined to do a thorough 

research on them.  I realized that the free energy term is a critical term that directly reflects the 

properties of a biosystem. For one thing, free energy surface is a key point to estimate the 

mechanisms for enzyme catalysis reactions. The accurate but expensive potential of mean force 

(PMF) is commonly used to determine free energy surfaces for reaction barriers. Therefore, 

finding a way to directly calculate the free energy surface is essential to shorten the mechanism 

searching time for reaction catalysis studies. For another thing, free energy could also be a 

judgment of a protein-ligand binding evaluation. Whether drug design and discovery will be 

accelerated by current sampling methods by quickly carrying out free energies as accurately as 

the PMF or other free energy calculation techniques, is another important research topic in the 

current computational chemistry field. 

 

Hence, my dissertation focuses on two important computational chemistry problems: enzyme 

reaction catalyses and small ligand conformational search. These are referred to as the prenyl 

transfer reaction investigation for prenyltransferase FtmPT1, and the ligand conformational 

search algorithm development. Quantum mechanics / molecular mechanics (QM/MM), and 

classical molecular dynamics (MD) are the main techniques to approach this problem. The 

potential of mean force (PMF) and “Movable Type” (MT) energy sampling methods are the 

main tools I use in my research to obtain the free energy data for these systems. 
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CHAPTER 1. INTRODUCTION TO PRENYLTRANSFERASE, THROMBIN, AND 

SMALL LIGAND CONFORMATIONS 
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1.1 PRENYLTRANSFEREASES TO CATALYZE PRENYL TRANSFER REACTIONS 

INSIDE THE ENZYME SYSTEMS 

 

Prenyltransferases are a class of enzymes that can catalyze the prenyl transfer reactions at their 

active binding sites.1-3 Prenyl transfer, as the name implies, describes the chemical reaction that 

transfers an allylic prenyl group to acceptor molecules from prenyl diphosphate compounds, as 

shown in Figure 1.1. There are three main classes of prenyltransferases (PTs): “(a) isoprenyl 

pyrophosphate synthases for linear isoprenoid compounds; (b) protein prenyltransferases for 

isoprenyl pyrophosphate transfer to a protein or a peptide; and (c) prenyltransferases to catalyze 

the cyclization of isoprenyl pyrophosphates.”4 Here the isoprenyl pyrophosphate (IPP) synthases 

of linear terpenoid compounds are a standard prenyl transfer reaction class. Vitamin K, for 

instance, is one class of the linear prenyl transfer products. (Figure 1.2) Meanwhile, the protein 

prenyltransferases that transfer the IPPs are also important in studying the proteins like FTase, a 

protein in the signal transduction pathway.. The Merz group has studied the binding and catalytic 

mechanism of Orf2 and FTase, two proteins important in the prenyl transfer reactions.5-12 These 

two complexes contain a Mg2+ cation in the center of the substrate reactions. It is believed that 

this magnesium ion plays a critical role in regulating catalyses, ligand binding, and stabilization 

of the intermediate states. What is more, these two enzymes follow a (N/D)DxxD motif and 

‘αββα’ duplicate rule, which are  important in determining the formation of the final product.13, 14 

A representative of the aromatic prenyl transfer synthases is Orf2 in Figure 1.3, featuring a  

substrate bound at the active binding site. 
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Figure 1.1 Examples for prenyltransferase catalyses15 
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Figure 1.2 Structures of Vitamin K family 
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Figure 1.3 Orf2 conformation with ligand bound at the binding site6 

 

In particular, aromatic prenyltranferases are currently of great research interest in fields as 

diverse as nutritional science and drug development because the products are natural products 

with low toxicity.14-23 The aromatic prenyltransferases’ catalysts are different from the protein 

prenyltransferases, which catalyze the large prenyl groups to cysteine protein residues in special 

amino acid sequences, e.g. farnesyl pyrophosphate24 (FPP) or geranyl pyrophosphate25 (GPP). 

Instead, the aromatic prenyltransferase exists to catalyze reactions between small isoprenoids 

such as isoprenyl pyrophosphate (IPP) or dimethylallyl pyrophosphate (DMAPP) and aromatic 

substrates. Its biosynthesis procedure happens during the primary and secondary metabolites for 

fungi, bacteria and plants, and hence attracts the attention of both theoretical and experimental 
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experts.6, 11, 14, 17-19, 21, 26 A number of experimental studies have been done to examine the 

structures of these isoprenoids and related biosynthesis in the past 20 years, as well as 

computational studies of their conformational changes and reaction mechanisms in the past 10 

years.5-40 In terms of experimental research, S.-M. Li et al. have done pioneering work in prenyl 

transfer to fungi indole and corresponding aromatic compounds such as Tryprostatin A, B, 

Fumitremorgin B, C, Roquefortine C, etc.18, 22, 37, 38, 41 These fungi’s prenylated indole derivatives 

were successfully cloned and their crystal structures have been studied by the experimental 

experts as well.  

  

The (N/D)DxxD motifs are essential to the aromatic prenyltransferases, as well as for prenyl 

diphosphate bindings and catalyses. Besides, metal cations such as Mg2+ and Zn2+ are also 

important for aromatic PTs since their existence can enhance or prohibit the prenyl transfer 

reactions. However, (N/D)DxxD and metal cations do not necessarily have to coexist for the 

aromatic prenyl transfers but one of them must be present so that the reaction and bindings in the 

enzyme can take place.19, 23, 32 The fungal indole prenyltransferase synthase, for instance, does not 

include any metal cation inside. Instead, a (N/D)DxxD motif plays a critical role in the synthesis 

procedure. My targeted aromatic prenyltransferase system, the FtmPT1, includes two chains in 

the protein part: the α helices and β strands, which follow αααββαααββααα-ββααββααββ 

order. This order is consistent with the ‘αββα’ duplicate rule in aromatic prenyl transfer motifs. 

The detailed structures will be discussed in the following chapters. 

 

As an aromatic prenyltransferase, the FtmPT1 could catalyze reactions between dimethyl allyl 

pyrophosphate (DMAPP) and a tryptophan derivative compound Brevianamide F to synthesize 
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another tryptophan derivative Tryprostatin B. As a cell growth inhibitor, Tryprostatin B is 

considered a promising cancer treatment drug. Furthermore, this enzyme does not only have the 

native Tryprostatin B product for the wild type system, but also could produce a novel five-

member ring product for the Gly115Thr mutated system.22 These different product formations by 

FtmPT1 catalysis are brought about by its special property of “regioselectivity”.37 Brevianamide 

F, one of the substrates, has C8 and C9 reactive atoms on its indole rings, while DMAPP, the 

other substrate, has C2 and C5 reactive atoms. The catalyzing process includes a prenylation 

reaction and a subsequent deprotonation reaction. In the prenylation reaction, the DMAPP first 

breaks its O-C bond and forms a dimethylallyl (DMA+) carbocation intermediate compound, 

then the intermediate carbocation is attacked by a reactive carbon atom on the Brevianamide F 

indole ring and forms a C-C bond. The competitions happen when the reactants are trying to 

form a C-C bond between the indole ring and the DMA+ cation and can result in different 

products respectively. The wild type FtmPT1 catalyzes the prenylation reaction between 

C5@DMAPP and C8@Brevianamide F, while the G115T mutated system catalyzes the reaction 

between C2@DMAPP and C9@Brevianamide F. Both of the reactions are finally completed 

with the extra proton transferred to Glu102, which forms a stable hydrogen bond with the 

nitrogen atom on the indole ring of Brevianamide F. The experiment also shows that Glu102 

plays a significant role in the reaction, since no product would be yielded if this glutamic acid 

residue is replaced by any other residues. The final product forms and binds stably in the binding 

pocket by forming two hydrogen bonds, which finishes the whole biosynthesis process. From 

experiment results for the wild type, the winner is the C5-C8 combination; and for G115T, the 

winner is the C2-C9 combination with a reduction of product yield by 80%. The reactants and 

products are shown in Figure 1.4.  
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Figure 1.4 Reactions catalyzed by aromatic prenyltransferase FtmPT1 to produce different 

products via regioselectivity 

 

 

Because of this interesting regioselectivity to produce different products, in my studies on the 

FtmPT1 system, the FtmPT1 catalysis was calculated to investigate the insights, not only for the 

wild type enzyme but also for the Gly115Thr mutated system. The reactions were reproduced by 

implementation of the potential of mean force (PMF) to evaluate the reaction free energy barriers 

for both C5-C8 and C2-C9 bond formations for comparison, and the assumptions of the reaction 

mechanisms were also validated. The proton transfer acceptors as well as the final products’ 

binding conformations were identified. The quantum mechanical / molecular mechanics 

(QM/MM) technique was used to realize the processes. 
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1.2 CONFORMATIONAL SEARCH TO OBTAIN SMALL LIGAND CONFORMER 

ENSEMBLES 

 

Conformational search for the small ligands and bioactive compounds is an essential 

computational chemistry process to approach the following cheminformatics procedures such as 

virtual screening, similarity searching, pharmacophore modeling, protein-ligand binding, etc..42-48 

Hence conformational search studies have been hot topics for decades.49-53 Up to now, a number 

of conformational search algorithms have been developed to investigate the low-lying 

conformers for a given ligand or small compound.54-85 These programs could generate various 

poses of conformers for a proposed molecule according to their specific criteria.  

 

Conformational search programs have both systematic and random searching methods.49 

Systematic searching methods provide a searching logic of regular variation of the flexible 

geometrical parameters (Figure 1.5), while random searching methods include a structural 

random growth procedure (Figure 1.6). The former searching method then evaluates the 

conformer qualities using its relevant force field, while the latter utilizes its force field to 

minimize the conformers. The systematic method can have a broad coverage of the conformers, 

however the systematically generated variables may bring an exponential increase in the 

conformer generating time. Meanwhile, the random method can have a dramatic improvement of 

the generating speed, yet the coverage of the conformer energy surface is unknown due to its 

random generating algorithm. There are three major criteria that must be satisfied for the 

conformational search algorithm to represent the conformations of the molecule systems:86 (1) a 

well defined molecular potential energy surface; (2) a highly efficient conformation sampling 
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method; (3) good convergence criteria. Therefore, finding the best solution for getting a good 

coverage of the energy surface without losing speed is the major concern in developing a new 

ligand conformational search algorithm. Figure 1.7 is a random conformer energy surface with 

ideal coordinates and various low energy wells. 

 

 

Figure 1.5 A general systematic variation of two dihedrals inside a molecule for the system 

search method87 
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Figure 1.6 A general conformer generating process for a random search method88 

 

 

Figure 1.7 A sample free energy surface for a random molecule with respect to its two 

conformer coordinates 

 

 

Nevertheless, the random searching algorithm is the major method that is widely implemented in 

modern conformational search programs. Genetic Algorithm,67, 68, 89 Monte Carlo Simulated 

Annealing75, 86, 90, 91 and distance geometry73, 92-94 are the three major methods used among all 

random search algorithms. These algorithms have a big advantage on the generating speed, and 
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hence the efficiency of the programs. However, the random generating properties’ determination 

of the coverage of low energy conformers is unknown. People nowadays are trying to use ab 

initio optimizations based on the generated conformers to determine the global minimum 

conformer of a given molecule.95, 96 However, the cost of calculation time is much higher than a 

regular conformation search method. Therefore, finding a method to develop a program that can 

locate the global minimum quickly and efficiently is a major challenge in the modern 

conformational search field.  

 

In my research on conformational search algorithm development, I implemented my group’s 

newly-developed energy sampling method, the “Movable Type” method.97 This “Movable Type” 

method, which has a similar logic to the wood-block printing method invented in ancient Chna, 

as shown in Figure 1.8, includes two independently-prepared databases that are ready for 

conformational search: (1) probabilities of bonds, angles, dihedrals, and nonbonded interactions 

with respect to pairwise atomic types in terms of distance; and (2) corresponded pairwise distant 

dependent energies.97, 98 The free energy term for each atom pair hence can be directly evaluated 

without sampling by directly multiplying the two databases. By picking the largest numbers, I no 

longer need to do a systematic variation search to cover the energy surface while sacrificing the 

speed, nor do I need to do a random search to maintain a fast speed while sacrificing the energy 

surface coverage. In this way, I can get a fairly good coverage of the energy surface with a good 

speed. What is more, I could even carry out the relative gas phase free energies simultaneously 

through generating the conformers, and a following calculation of the solvation free energy could 

support the algorithm with solvation free energies99 and relative aqueous phase free energies. The 

implementation of the “Movable Type” method could thus make my ligand conformational 
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search program more practical for protein-ligand binding usage. As a benchmark, I tested the 

program with approximately two hundred protein-bound ligand structures from the Protein 

Database Bank (PDB)100, 101, as well as hundreds of small molecules from the Cambridge 

Structural Database (CSD)102, 103, and further proved that this program is efficient and extensive 

for Computational Aided Drug Design (CADD) studies. 

 

 

Figure 1.8 Introduction of “Movable Type” energy sampling method compared to movable type 

printing method97 
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The main objectives of this work were: 

A. Find the reaction mechanism for FtmPT1 reaction catalyses, including reactions in both 

wild type and Gly115Thr mutated systems. There are two competitive reactions 

happening in both systems, so I determined the reaction pathway by evaluating the 

reaction free energies. The experimental experts estimated the residue Glu102 as the 

proton acceptor for the proton transfer reaction, so I also watched the reactions to value 

the importance of this residue. Furthermore, the mutated system catalysis brings up a 

different regioselectivity compared to the wild type catalysis, so I also tried to find out 

the potential dynamics effects on the reaction pathway preference besides the 

thermodynamics ways. I also implemented quantum mechanics calculations on the key 

states of the mutated system reaction catalysis to evaluate the energy difference I carried 

out by using QM/MM method. 

B. For the conformational search algorithm development, I am trying to find out an efficient 

way for the program to maintain a fast generating speed as well as the high-quality 

coverage of the conformer energy surface. Hence, I targeted the development of the 

program itself, and used hundreds of PDB and CSD structures to evaluate the quality of 

my program. 
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CHAPTER 3. ORIGIN OF PRODUCT SELECTIVITY IN A PRENYL TRANSFER 

REACTION FROM THE SAME INTERMEDIATE: EXPLORATION OF MULTIPLE 

FTMPT1 CATALYZED PRENYL TRANSFER PATHWAYS 
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3.1 INTRODUCTION 

 

Prenyl transfer reactions are ubiquitous in nature and are utilized by organisms to generate a 

wide range of biologically active small molecules.1-4 The fungal indole prenyltransferases (indole 

PTs) are a unique example of this class of enzyme. They differentiate themselves from other 

PTs, by not requiring metal cofactors such as Mg2+ and Zn2+ to affect the prenyl transfer reaction, 

nor do they require the (N/D)DxxD motif seen in other PTs for binding or catalysis.5-22 However, 

the ‘αββα’ duplicate chain order rule for the α helices and β strands is satisfied in this class of 

PTs.20 Recently a number of experimental papers have been published on fungal indole PTs 

exploring their regioselectivity.23-26 Multiple reaction channels are possible, so the fundamental 

question is how one reaction channel is favored over another by the characteristics of the active 

site of the protein catalyst involved. Importantly, once the C-O bond in DMAPP is cleaved the 

dimethyl allyl carbocation can react at one of two ends of the molecule: the less sterically 

crowded C5 position or the more crowded C2 site (see Figure 3.1). Indeed, both product types 

are observed and the fundamental question arises how can the formation of a sterically more 

crowded product be favored over a less crowded reaction channel by active site characteristics.  

Both pathways yield interesting molecules, so the ultimate goal is to tune one pathway over 

another in order to synthesize the more desirable product. Figure 3.1 shows, as an example, the 

possible reaction products for the reaction of Brevianamide F and DMAPP as catalyzed by 

FtmPT1. 
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Figure 3.1 Catalytic reactions between DMAPP and Brevianamide F catalyzed by FtmPT1: (a) 

C5-C8 and (b) C2-C9 reaction channels. 

 

"
Figure 3.2 A general view of FtmPT1 complex system. Purple ribbons represent α-helices, 

yellow bands represent  β-strands, and green and white tubes represent the loops. The licorice 

structures in the center of the binding site represent the substrates DMAPP and Brevianamide F. 
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"
"
Figure 3.3 Hypothesized reaction mechanisms for complete reactions in FtmPT1 between 

DMAPP and Breivianamide F of (a) C5-C8 and (b) C2-C9 selections. 
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As shown in Figure 3.2, FtmPT1 is a PT whose polypeptide chain sequence is 

αααββαααββααα − ββααββααββ, which satisfies the indole PT’s ‘αββα’ motif.  Produced by 

Aspergillus fumigatus, this fungal indole prenyltransferase catalyzes the reaction between 

dimethylallyl pyrophosphate (DMAPP) and L-Trp derivatives. Specifically, in this enzyme, the 

reaction of DMAPP with Brevianamide F (cyclo-L-Trp-L-Pro) to form the cell growth-inhibiting 

compound, Tryprostatin B has been investigated.12  Via biochemical and X-ray crystallographic 

techniques Li et.al in 2010,12 identified two reaction channels for the prenyl transfer reaction 

between DMAPP and Brevianamide F: A C5-C8 reaction between the C5@DMAPP and the 

C8@Indole for the wild type enzyme and C2-C9 between the C2@DMAPP and the C9@Indole 

for the Gly115Thr mutant (the C5-C8 is seen in the mutant, but as a side reaction). The native 

reaction channel produces Tryprostatin B, while the Gly115Thr mutant produces a product not 

seen in the native enzyme (see Figure 3.1). Further studies, regarding the regioselectivity of 

FtmPT1 have been reported.25, 26 Furthermore, nonaromatic carbon atoms can be prenylated along 

with aromatic carbon atoms on indole rings.24 All these experimental papers demonstrate various 

regioselectivities observed in FtmPT1 making it a promising enzyme to form novel products of 

value to the pharmaceutical industry.  

 

Given the interesting behavior of this reaction and its sensitivity to point mutations I decided to 

gain further insight into the catalytic mechanism of native FtmPT1 by studying the reaction 

between Brevianamide F and DMAPP. The reaction pathway consists of the prenyl transfer step, 

which is then followed by a proton transfer step and substrate loss to complete the reaction 

process. According to Li et al., besides the C5-C8 regioselectivity for the wild type enzyme, and 

C2-C9 for the G115T mutant (with a product yield reduction of 80%), they hypothesize that 



29 

Glu102 is the proton acceptor for the deprotonation step in the reaction. Given the bifurcation in 

the preferred reaction channel between the native and mutant proteins I decided to determine 

what was blocking the C2-C9 reaction channel in the native protein (see Figure 3.1) using 

modern theoretical tools. To reach this goal I hypothesized an initial reaction mechanism for 

both the C2-C9 and C5-C8 reaction pathways respectively, as shown in Figure 3.3. My goal was 

to elucidate three important aspects of FtmPT1 catalysis: (1) elucidate the energetics of the C5-

C8 and C2-C9 reaction channels in wild type enzyme (2) identify the proton acceptors in the 

active site – whether it is Glu102, surrounding water molecules or another residue in the active 

site region. (3) identify the prenylation reaction as being either an SN1 or an SN2 process, with the 

former involving a free carbocation. Herein, I describe the results of detailed quantum 

mechanical/molecular mechanical (QM/MM) on the catalytic mechanism of FtmPT1. 

 

3.2 METHODS 

 

3.2.1 General Features 

All molecular dynamics simulations were performed in the Assisted Model Building with Energy 

Refinement (AMBER, version 11) molecular dynamics package.27 The crystal structure of 

FtmPT1 in complex with dimethylallyl S-thiolodiphosphate (C5H14O6P2S) and Brevianamide F 

(C16H17N3O2) were used as the starting geometry (PDBID 3O2K).12 The PDB structure was 

modified by replacing sulfur with oxygen in dimethylallyl S-thiolodiphosphate to form 

dimethylallyl-pyrophosphate. Using the LEaP module of AMBER hydrogen atoms were added 

to the structure.  
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The complex system was then solvated in a truncated octahedral cell with TIP3P28 explicit water 

molecules. The ff99sb force field29 was employed for the protein system and the generalized 

AMBER force field (GAFF)30 was used for the substrate molecules to construct the parameter 

topology files. In all QM/MM molecular dynamics (MD) simulations, unless otherwise noted, I 

used the self-consistent charge density functional tight binding (SCC-DFTB) method,31 as 

implemented in AMBER11. This approach has worked well in the past for prenylation type 

reactions32-35 among other reaction types and allows us to carry out extensive sampling along the 

reaction pathways. The charges for the substrate molecules were determined according to the 

restrained electrostatic potential (RESP) methodology36 by a prior structure optimization at the 

M06L/6-31+G(d,p) level of theory with  a following electrostatic potential calculation at the 

HF/6-31+G(d,p) levels of theory using the Gaussian09 electronic structure program37, and the 

Antechamber module in the AMBERTools suite of programs. Long-range electrostatic 

interactions were treated with the particle mesh Ewald (PME) method,38-41 and 8.0 Å cutoffs were 

used for the non-bonded interactions. All bonds with hydrogen atoms were constrained using 

SHAKE42, 43 except those included in the QM region for the calculations on the proton transfer 

step.  

 

The entire system was initially minimized to remove close contacts using weak restraints. The 

system temperature was gradually increased to 300K over 50ps using a restrained MD simulation 

with a 1fs time step. Then the restraints were slowly removed prior to a constant NPT 450ps MD 

run. The SANDER module44, 45 was used for the minimization step and the 500ps MD runs. The 

following 22ns constant NVT MD simulation was subsequently finished using the PMEMD 

program. During the 22ns production run, a 2fs time step was used and snapshots were saved 
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every 2ps. The 1ns product equilibration was completed using a similar procedure of initial 

minimization using the QM/MM MD capabilities in SANDER. The corresponding reactive 

substrate molecules, residues and relevant water molecules were included in the QM region.  

 

The Visual Molecular Dynamics (VMD)46, 47 program was used for structure analysis. GNUPlot48 

was used for all free energy profile (FEP) plots.  

 

3.2.2 Prenyl Transfer Reaction Calculations 

3.2.2.1 C5-C8 Bond Formation 

QM/MM MD studies were used to obtain 2D free energy profiles where DMAPP and 

Brevianamide F were in the QM region. In the C5-C8 case, the two reaction coordinates were 

bond cleavage along C5-O6 and bond formation along C5-C8. For C5-C8 bond formation 

Steered Molecular Dynamics (SMD)49-53 was first applied to propagate the trajectory along the 

reaction coordinate, covering a bond distance range of 5.3Å to 1.4Å at an interval of 0.1Å, using 

a force constant of 5000 kcal/(molÅ2), and a pulling speed of 0.02 Å/ps. A 2-D umbrella 

sampling was performed using as starting structures the C5-C8 SMD snapshots at the 

corresponding C5-C8 distances. I next propagated along C5-O6 at an interval of 0.1Å, resulting 

in 2040 windows within a C5-C8 region bound by [1.4 Å, 5.3 Å] and C5-O6 region bounded by 

[1.4 Å, 6.4 Å]. An initial 50 ps constant NVT equilibration was followed by another 50 ps 

constant NVT production run, during which the data were collected. The force constants for C5-

C8 and C5-O6 were 500-600 kcal/(molÅ2) and 300-500 kcal/(molÅ2), where the larger force 

constants were used for the higher energy regions to assure thorough sampling at the desired 

location of the 2-D surface. The two-dimensional weighted histogram analysis method (WHAM-
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2D)54 was used to analyze the probability density and obtain the free energy profiles (FEP, 2D) 

for the unbiased system along the two reaction coordinates. All of the Steered MD and umbrella 

sampling calculations, unless otherwise indicated, used a time step of 1fs. 

 

In addition to the 2D umbrella sampling simulations, 1D umbrella sampling simulations were 

also performed for both C5-C8 and C5-O6 as single reaction pathways. Starting structures of the 

corresponding umbrella sampling simulations were extracted from the corresponding Steered 

MD trajectories at an interval of 0.1 Å between adjacent windows for both the O5-C6 and C5-C8 

reaction coordinates in the 1D PMF calculations. The C5-C8 distance decreased from 5.3 Å to 

1.4 Å, while the O6-C5 increased from 1.4 Å to 4.6 Å, resulting in 40 windows for the C5-C8 

reaction coordinate and 33 windows for the O6-C5 reaction coordinate. Each of the windows 

was first equilibrated for 100 ps under NVT simulation conditions and then followed by a 150 ps 

production NVT simulation, during which the data were collected. The 1-D weighted histogram 

analysis method (WHAM) was implemented to analyze the probability density and obtain the 

free energy profiles (FEP, 1D) for the unbiased system along the corresponding reaction 

coordinates. 

 

3.2.2.2 C2-C9 Bond Formation 

Carbon-carbon bond formation at C2-C9 was also examined using both 1D PMF and 2D PMF 

calculations. Similar to my C5-C8 bond formation studies outlined in Section 2.2.1 the C2-C9 

reaction coordinate was mapped out using Steered MD simulations with an interval of 0.1Å 

between adjacent windows covering a distance interval of [4.5 Å, 1.4 Å]. The 1D PMF profile 

for C2-C9 formation was accomplished using 100 ps of equilibration and 150 ps of sampling 
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along the C2-C9 distance interval of [4.5 Å, 1.4 Å]. The 2D profile was generated using 50 ps of 

constant NVT equilibration and 50 ps of constant NVT sampling using a C2-C9 distance region 

of [4.5 Å, 1.4 Å] and for C5-O6 a distance interval of [1.4 Å, 6.4 Å] again resulting in 2040 

windows. The force constant used for the Steered MD studies was 5000 kcal/molÅ2 with a 

pulling speed of 0.02 Å/ps. For the 1D and 2D PMF simulations the force constants were 500-

600 kcal/(molÅ2) for C2-C9 and 300-500 kcal/(molÅ2) for C5-O6, with higher value being used 

in higher energy regions of the profiles. The QM region employed included DMAPP and 

Breivianamide F. 

 

3.2.3 Final Product Formation   

2.3.1 Proton Transfer to Form the Final Product for the C5-C8 Reaction Pathway  

The reaction system required a proton transfer step to remove the hydrogen atom connected to 

C8 on the indole ring of Brevianamide F after the C5-C8 prenylation step in order to obtain the 

final product (Tryprostatin B). First I needed to locate the minimum for the intermediate state by 

varying the distance between the diphosphate anion and the carbocation of the prenylation 

product using umbrella sampling. Starting from the protonated prenylation product, an umbrella 

sampling calculation was done for the C5-O6 distance, covering an interval of [6.0 Å, 15.0 Å] at 

0.25 Å increments and a force constant of 100 kcal/(molÅ2). Since this calculation was for the 

non-reactive pathway, the sampling was done using classical MD under NVT conditions using a 

time step of 1fs, with a 551 ns equilibration stage followed by a 1 ns data collection step. This 

simulation was carried out to energetically characterize the prenylation product minimum. This 

free energy profile is given in Figure 3.4.  
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Figure 3.4 Free energy profile (in kcal/mol) for the relaxation of the prenylation product along 

the C5-C8 pathway is shown as a red line. The green dot at (6.35 Å, 0.0 kcal/mol) represents the 

starting point of the relaxation process, i.e. the ending point for prenyl transfer reaction; the 

orange dot at (15.00 Å, -7.8 kcal/mol) represents ending point of the relaxation, which served as 

the starting point for the QM/MM study of the proton transfer reaction simulations. This point 

arose from a 20ns classical simulation followed by a 1ns QM/MM simulation.  
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Figure 3.5. Free energy profile (in kcal/mol) for the relaxation of the prenylation product along 

the C2-C9 pathway is shown as a red line. The green dot at (6.35 Å, 0.0 kcal/mol) represents the 

starting point of the relaxation process, i.e. the end point of the prenyl transfer reaction; the 

orange dot at (11.15 Å, -5.7 kcal/mol) represents ending point of relaxation, which served as the 

starting point for the QM/MM study of the proton transfer reaction simulations. This point arose 

from a 20ns classical simulation followed by a 1ns QM/MM simulation.  

 

 

From the end of the prenylation reaction I carried out a 20 ns constant NTP MD equilibration of 

the protonated prenylation product complex followed by a 1ns constant NVT QM/MM MD 

equilibration prior to the subsequent QM/MM Steered MD and Umbrella Sampling steps. The 

position of the minima arising from these simulations versus the classical PMF simulations 

described above is given in Figure 3.4.  
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Analysis of the system after MD equilibration, the only two possible receptors of the proton were 

Glu102 and the water molecule adjacent to this residue. Hence, I included the side chain of 

Glu102 as well as the water molecule into the QM region, together with protonated C5-C8 

prenylation product. The diphosphate anion was not included in the QM region for this step. The 

Steered MD and Umbrella Sampling calculations for the H(@C8)-C8 bond cleavage covered a 

distance interval of [1.1 Å, 3.5 Å]. The force constant for the Steered MD study was 5000 

kcal/molÅ2 with a pulling speed of 0.02 Å/ps. For the Umbrella Sampling calculations, the force 

constant was 300 kcal/(molÅ2) for regions the before and after windows in the transition state 

region, 600 kcal/(molÅ2) for windows close to the transition state, and 100 kcal/(molÅ2) for 

windows far away from the transition state. WHAM-1D was used afterwards to obtain the 1D-

FEP curve for this deprotonation step. 

 

3.2.3.2 Cyclization and Deprotonation to Form the Final Product for the C2-C9 Reaction 

Pathway 

An extra cyclization step via C8-N7 bond formation coupled with a proton transfer step via 

H(@N7)-N7 bond breakage were required to obtain the final product for the C2-C9 prenylation 

reaction pathway. Similar to the C5-C8 deprotonation step study, only a neighboring water 

molecule and the side chain of Glu102 as well as the C2-C9 prenylation product were included in 

the QM region. Starting from the protonated prenylation product, I carried out another 1D-FEP 

curve using NVT MD umbrella sampling along the C5-O6 pathway over a distance increment of 

[6.0 Å, 15.0 Å] at intervals of 0.25 Å and a force constant of 100 kcal/(molÅ2). This simulation 

fully classical was used to energetically characterize the minimum for this intermediate state.  
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I also simulated the prenylated C2-C9 system for 20 ns of MD simulation and 1ns of QM/MM 

MD simulation (to generate the starting minimum for the subsequent QM/MM simulations) 

followed by a 1D Steered MD study along the C8-N7 cyclization reaction pathway. The Steered 

MD force constant was 5000 kcal/molÅ2 with a pulling speed of 0.02 Å/ps. A 2D umbrella 

sampling study was carried out afterwards using snapshots from the Steered MD simulations for 

the C8-N7 reaction pathway as starting points. The H(@N7)-N7 distance was then varied as 

well, resulting in 456 windows with a C8-N7 distance interval of [3.2 Å, 1.4 Å] and a N-H 

distance interval of [0.9 Å, 3.2 Å]. The force constants for C8-N7 bond formation were 300-500 

kcal/(molÅ2) and for the N-H bond cleavage values between 500-1000 kcal/(molÅ2) were used. 

The higher force constants were used at windows close to the saddle points. WHAM-2D was 

used to obtain the final 2D profile.  

 

3.2.4 Interaction Energy Decomposition 

For both the C5-C8 and C2-C9 prenylation reaction pathways, “π-chambers”35, 55-58 were used to 

encapsulate the carbocation intermediate states. The intermediate carbocations formed a cation-π 

interaction with the π-chamber, which was formed by phenol rings from three tyrosine residues 

in the active site region - TrY382, Tyr435 and Tyr450. To quantitatively analyze the interaction 

energies between each phenol ring and the carbocation, I used high-level QM calculations for the 

energy analysis. The calculations included only the formed carbocation and the three tyrosine 

residues. The backbones of the tyrosine residues were removed with only the phenol ring and the 

hydrogen capped β-carbon being used in the subsequent calculations.  
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Five snapshots were picked from the umbrella sampling QM/MM MD simulation results at the 

intermediates states for both the C5-C8 and C2-C9 calculations. The reduced system of four 

aromatic fragments and the carbocation was first optimized at the M06L/6-31+G(d,p) level of 

theory, with all heavy atoms fixed. The optimization was then followed by a set of single point 

calculations with Basis Set Superposition Error (BSSE) corrections to more quantitatively study 

the interactions between the carbocation and the π-chamber.  

 

In addition, in the FtmPT1 active site, there are more residues that could affect the catalytic 

mechanism and the resulting product distribution. Hence, I used the energy decomposition 

method within the MM-GBSA module59-62 in AMBER11 to analyze how the active site residues 

stabilize/destabilize the reactive species. About 100 residues within a 10Ångstoms distance of 

the diphosphate anion, the dimethylallyl carbocation and Brevianamide F were studied and 

analyzed via pairwise free energy decomposition. In order to facilitate this analysis, 42 ns NVT 

MD simulations of the starting, intermediate and product states for the C5-C8 prenylation 

reaction were carried out to save snapshots for the analysis. Snapshots over the 42ns MD were 

obtained every 50 ps for the MM-GBSA calculation.  
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"
Figure 3.6 Free energy profiles (FEP) in kcal/mol for (a) C5-C8 and (b) C2-C9 prenyl transfer 

steps. The free energies of starting states were set to zero. Map colors correspond to the energy 

scale shown to the right of the images. Lime-colored values represent free energies of iso-

contour lines. Dots represent the stationary points for the reactions. Dots from right to left: green 

– starting state; blue – first transition state; yellow – intermediate state; orange – second 

transition state; red – prenylation product. 

"
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"
Figure 3.7 Free energy profiles (FEP) in kcal/mol for (a) the proton transfer for the C5-C8 

reaction pathway, and (b) the deprotonation and cyclization steps for the C2-C9 reaction 

pathway. Map colors correspond to the energy scale shown to the right of the images. Lime-

colored values represent free energies of the iso-contour lines. Dots represent the key points for 

the reactions: green – starting state; blue – transition state; red – final product. Note that for (b) 

yellow dot also represents another potential transition state for the reaction. 

"
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3.3 RESULTS AND DISCUSSION  

 

3.3.1 C5-C8 Reaction Pathway 

3.3.1.1 The Prenyl Transfer Process 

Starting from a MD and QM/MM MD equilibrated starting complex, Steered MD and umbrella 

sampling simulations were conducted to obtain the 2D free energy profiles (FEPs). Figure 3.6(a) 

shows the energy-contoured map for the corresponding FEP, with the C5-C8 distance as the X-

axis and the C5-O6 distance as the Y-axis. From the figure I can identify two saddle points and 

three wells, i.e. the starting state, two transition states, one intermediate state, along with the 

product carbocation state. Starting at a C5-C8 distance of 5.25Å and a C5-O6 distance of 1.42Å, 

I proceed to the first transition state at a C5-C8 distance of 4.88Å and a C5-O6 distance of 2.45Å 

where the C5-O6 bond is initially broken. The next step for this reaction is the formation of the 

relatively stable dimethylallyl carbocation (DMA+) at a C5-C8 distance of 2.15Å and C5-O6 

distance of 5.45Å. The carbocation is then attacked by the C8 carbon on the indole ring of 

Brevianamide F to reach the second transition state of the reaction at a C5-C8 distance of 1.95Å 

and C5-O6 distance of 5.50Å. The final prenylation product, which is the protonated form 

(@C8) of Tryprostatin B, is reached at a C5-C8 distance of 1.58Å and a C5-O6 distance of 

6.35Å.  

 

Other than the five states described above, no other local minima or saddle points could be 

identified for this reaction. Therefore, I conclude that this reaction follows a SN1 reaction 

mechanism rather than a SN2 reaction mechanism. The relative free energies are shown in Table 

3.1. From this table the rate-determining first transition state for C5-O6 bond cleavage has a 



42 

relative free energy of 19.2 kcal/mol. This result matches the estimated experimental free energy 

barrier of 17.5 kcal/mol, which is approximated from its turnover rate 5.57s-1.12 

 

 

"
"
Figure 3.8 Reaction mechanisms for the proton transfer steps in (a) the C5-C8 and (b) the C2-C9 

reaction pathways. 
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Table 3.1 Relative free energies (in kcal/mol) for each state in the C5-C8 and the C2-C9 reaction pathways. Note that the energies of 

the starting states are set to zero. 

Free 
Energies 
(kcal/mol) 

 

Starting 
Point 

Prenyl Transfer Step Proton Transfer / Cyclization Step 

Transition 
State 1 

Intermediate 
State 

Transition 
State 2 

Prenylation 
Product 

Resting 
Starting 
State 

Transition 
State 3 

Final 
Product 

C5-C8 0.0 19.3 9.2 10.0 5.3 -2.5 0.5 -20.8 

C2-C9 0.0 18.5 9.5 10.0 6.5 0.8 16.8 -9.2 

!
!
!
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!

!
Figure 3.9. Complete reaction profiles with relative free energies and the associated structures 

for the C5-C8 and C2-C9 pathways – (1) prenyl transfer reaction; (2) proton transfer reaction. 

Distances for the relevant reaction coordinates are given on the structures. Free energies 
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compared to the starting state are given above the green and blue lines. Note the energies in 

parentheses for the proton transfer step that are compared to their own starting state minimum 

(for the diphosphate and prenylated carbocation). The starting state for reaction 2 (proton 

transfer) is the relaxed state of the product from reaction 1 (prenylation reaction).    

 

 

3.3.1.2 Proton Transfer Process 

To obtain the final product I need to deprotonate the C8 carbon from the protonated prenylation 

product. Prior to the deprotonation process I estimate that the relaxation of the protonated 

prenylation product (with a C5-O6 distance of 6.35 Å) to the starting state of the deprotonation 

process (with C5-O6 distance of 15.00 Å) has a free energy decrease of 7.8 kcal/mol (see Figure 

3.4). This energy decrease was also counted in the total reaction, as shown in Figure 3.9a and 

Table 3.1. For the deprotonation process, with both Glu102 and a nearby water molecule serving 

as proton acceptor candidates I generated a 1D free energy profile for the deprotonation step 

along the H(@C8)-C8 reaction pathway, as shown in Figure 3.7(a). From the figure I find that 

the deprotonation process reaches a transition state at a H(@C8)-C8 distance of 1.25Å with an 

energy barrier of 3.0 kcal/mol compared to the starting protonated state. The reaction reaches the 

product state at a H(@C8)-C8 distance of 2.4Å with a free energy of 18.3 kcal/mol lower than 

the starting state.  

 

From the mechanisms shown in Figures 3.8(a) and 7(a), the starting state for the protonated 

intermediate has two proton accepting groups: Glu102 and a water molecule. Initially, Glu102 

forms a hydrogen bond with the nitrogen atom on the indole ring of the protonated prenylation 
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product, and simultaneously forms another hydrogen bond with the water molecule. At the 

transition state I find that the proton transfers initially to the water molecule. Right after the 

transition state, the extra proton transfers to the water molecule and then without activation to 

Glu102. Hence, Glu102 is the final transfer point for the proton as proposed!reference12, but an 

intervening water molecule facilitates the transfer.  

 

 

Figure 3.10 Final product hydrogen binding information for C5-C8 (a&b) and C2-C9 (c&d) 

reaction pathways. 1 – Tryprostatin B; 2 – the novel product from C2-C9 prenylation; 3 – 

Glu102. The distances (in Å) for each hydrogen bond are labeled in the images.  
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3.3.1.3 Final Product Equilibration 

To observe dynamics of the final product, Tryprostatin B, in the binding pocket of FtmPT1, ran a 

22ns classical MD simulation. In the MD simulation I could find that the product remained 

bound in the active site with two different hydrogen bonding situations: initially the original two 

hydrogen bonds formed at the end of the proton transfer reaction remained: the water molecule, 

which was involved in the proton transfer, was forming bridge between the oxygen atom on 

Tryprostatin B’s six-membered ring and via protonated Glu102 through two hydrogen bonds (see 

Figure 3.10(a)).  In the later stages of the MD simulation, the water molecule escapes the active 

site and two other hydrogen bonds are formed: one from the protonated oxygen on Glu102 and 

the oxygen atom on Tryprostatin B’s six-membered ring, the other from the oxygen atom on 

Glu102 and the nitrogen atom on Tryprostatin B’s six-membered ring (see Figure 3.10(b)). At 

least at the short timescale of these simulations Tryprostatin B remains in the active site of 

FtmPT1, and in order to observe product loss lengthier simulations will be required.  

 

3.3.2 C2-C9 Reaction Pathway 

In order to understand the regioselectivity of native FtmPT1 I decided to also examine the 

reaction pathway (C2-C9) that generates the product observed in the G115T mutant of FtmPT1. 

The initial step in both the C5-C8 and C2-C9 pathways are identical (cleavage of the DMAPP C-

O bond), so the origin of the regioselectivity arises from another step in the reaction. From a 

study of the C2-C9 pathway I will garner insights into how the enzyme controls its product 

distribution once the carbocation intermediate is formed.  
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3.3.2.1 Prenyl Transfer Process  

For the prenyl transfer part or computed 2D free energy profile is given in Figure 3.6(b). From 

this 2D FEP map I find that the C2-C9 pathway is similar to the C5-C8 pathway. For the 

formation of the carbocation the cleavage of the DMAPP C-O bond is again rate-limiting, while 

the resultant minima on the surface between C2-C9 and C5-C8 are very similar. Hence, the C2-

C9 prenyl transfer reaction is also following a SN1 reaction mechanism, which supports the 

mechanistic hypothesis in Figure 3.3(b). This means that the enzyme is not favoring one product 

or another from a thermodynamic perspective along the pathway generating the appropriately 

positioned carbocation intermediate.  

 

Looking into the details of the C2-C9 reaction pathway based on the 2D FEP shown on Figure 

3.6(b), I find that the reaction starts at a C2-C9 distance of 4.49Å and a C5-O6 distance of 

1.42Å, with the first transition state at a C2-C9 distance of 3.81Å and a C5-O6 distance of 2.45Å 

which cleaves the C5-O6 bond on DMAPP. A relatively stable dimethylallyl carbocation is 

formed reaching the intermediate state at a C2-C9 distance of 2.15Å and a C5-O6 distance of 

6.05Å. The carbocation then forms a C-C bond with C9 on the indole ring of Brevianamide F via 

a second transition state at a C2-C9 distance of 1.95Å and a C5-O6 distance of 5.95Å. The final 

prenylation product, which is the protonated state of the novel product, was finally formed at a 

C2-C9 distance of 1.65Å and a C5-O6 distance of 6.35Å. 

 

The energy barriers for each state are given in Table 3.1. Compared to the C5-C8 prenylation 

reaction, I find that the first transition state has a similar free energy barrier of 18.5 kcal/mol with 
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respect to the starting state. As noted above this is because the first transition state only involves 

the cleavage of the C5-O6 bond on DMAPP and has nothing to do with the C-C bond formation.  

 

For C-C bond formation the two free energy barriers for C2-C9 and C5-C8 are essentially 

identical at ~10.0 kcal/mol with respect to the starting state. The free energy for the C5-C8 

prenylated product (5.3 kcal/mol) was slightly lower than that of the C2-C9 (6.5 kcal/mol). This 

is because the C2-C9 prenylated product is less stable due to steric effects associated with the 

formation of a highly substituted C-C bond (see Figure 3.3(b)).  

 

3.3.2.2 Cyclization and Proton Transfer Process 

Prior to the deprotonation process for the C2-C9 reaction pathway, similarly, I find that the 

relaxation from the protonated prenylation product (with a C5-O6 distance of 6.35 Å) to the 

deprotonation starting state (with a C5-O6 distance of 11.15 Å) experiences a free energy 

decrease of 5.7 kcal/mol. (see Figure 3.5) This energy decrease was included for the total 

reaction, as shown in Figure 3.9(b) and Table 3.1.  

 

For the deprotonation process, the C2-C9 reaction pathway was more complicated than the C5-

C8 one, as the protonated prenylation product had to undergo another cyclization process in 

addition to the deprotonation step to obtain the final product. The cyclization takes place via C8-

N7 bond formation yielding a new five-membered ring between indole and the six-membered 

ring of Brevianamide F generating Tryprostatin B (see Figure 3.3). In order to fully characterize 

this pathway, I used a 2D FEP approach. A 2D graph is shown in Figure 3.7(b) with the C8-N7 
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distance as X-axis and the H(@N7)-N7 distance as the Y-axis. From this 2D map I was able to 

fully characterize the details of this deprotonation/cyclization process.  

 

From the starting state at the bottom right with a C8-N7 distance of 3.0Å and a H(@N7)-N7 

distance of 1.0Å, the transition state is reached at a C8-N7 distance of 2.05Å and a H(@N7)-N7 

distance of 1.27Å, where both the N7-C8 is starting to be formed while the H(@N7)-N7 bond is 

starting to break. The H@N7 then left N7 and transferred the extra proton to Glu102 by bridging 

of the water molecule closed to them, while the final product was finally formed by bond 

formation of N7-C8 at distance of 1.55 Å. At this time the H atom was 3.4 Å away from N7. One 

more possibility for the transition state was observed at a C8-N7 distance of 1.65Å and a 

H(@N7)-N7 distance of 1.25Å. In both cases the H(@N7)-N7 bond breaks and the proton ends 

up bound to Glu102 via an activationless transfer through the active site water molecule. The 

transition state free energy barrier for the first pathway is 16.0 kcal/mol, while for the second one 

the free energy barrier is 16.5 kcal/mol. The two transition states are along a ridge between the 

starting state and the final product and differ by the amount by which the N7-C8 bond is formed 

with the former being longer than the later.  The first pathway is favored and will be used 

through out the remaining discussions.  

 

With the energy barriers shown in Table 3.1 I find that the rate-determining step for both the C5-

C8 and C2-C9 reaction pathway are the O-C bond cleavage step. Since the prenylation reaction 

for both pathways are following a SN1 reaction mechanism, and start from the same starting state, 

the O-C bond cleavage process should be identical as observed. The relative free energies for 

C5-C8 and C2-C9 prenylation pathways are also nearly identical. Hence, the final proton 
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transfer/cyclization step determines the final product distribution. The cyclization/deprotonation 

step (16.8 kcal/mol) for the C2-C9 pathway has a much higher barrier than that for the C5-C8 

deprotonation step (0.5 kcal/mol). Thus, once the intermediate prenylation product is formed, the 

C5-C8 pathway transitions to product nearly activationlessly, while the C2-9 pathway has a 

substantial barrier to overcome, which is higher than the intermediate state itself.  Equilibration 

between the C2-C9 and C5-C8 can then funnel away the C2-C9 pathway yielding the exclusive 

C5-C8 product for the reaction.  

 

3.3.2.3 Final Product Equilibration 

To further explore the binding interactions for the C2-C9 product, I performed a 22ns classical 

MD simulation. Hydrogen bonds between the active site water and Glh102 (protonated Glu) 

stabilized the final product within the active site where it remained over the relatively short 

timescale of the final classical MD simulation (see Figure 3.10(c)).  
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!

Figure 3.11 RESP charge of dimethyl allyl carbocation. 

!

!
Figure 3.12 Truncated representations of the intermediate state π-chambers observed along the 

(a) C5-C8 prenylation and (b) C2-C9 prenylation pathways. The center fragment represents the 

carbocation, and the phenol fragments represent truncated tyrosine residues. 
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!
Figure 3.13 Key snapshots from FtmPT1 wild type catalysis representing the C5-C8 reaction 

pathway. (a) Starting state; (b) Intermediate state; (c) Prenylation product (intermediate) State; 

(d) Final product state. Numbers represent the substrates and key residues in the active site of 

FtmPT1. 1-DMAPP; 2-Brevianamide F; 3-OPP; 4-DMA+ carbocation; 5-protonated product; 6- 

final product Tryprostatin B; 7- Tyr203; 8- Tyr382; 9-Tyr435; 10-Tyr450. Pink residues 

(Arg113, Lys201, Lys294, Gln380) are hydrogen bound to OPP; ice blue residues (Glu102, 

Tyr205) are hydrogen bound to Brevianmaide F. 

!!
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!
Figure 3.14 Truncated snapshots for intermediate state p-chambers observed along the C5-C8 and C2-C9 prenylation pathways. (a) to 

(d) presents different views of the tyrosine phenol rings and the intermediate carbocation. 

!
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!
Figure 3.15 Snapshots from FtmPT1 wild type catalytic pathway along the C5-C8 and C2-C9 reaction pathways: (a) starting/resting 

state, (b) prenylation intermediate state, (c) prenylation product (intermediate) state, (d) final product, (e) final product state inside 

FtmPT1. Numbers represent ligands and active site residues. 1- DMAPP; 2- Brevianamide F; 3- OPP; 4- DMA+ carbocation; 5- 

protonated prenylation product; 6- final product; 7- Tyr205; 8- Tyr382; 9- Tyr435; 10- Tyr450. Pink residues (Arg113, Lys201, 

Lys294, Gln380) are hydrogen bound to the diphosphate anion; ice blue residues (Glu102, Tyr205) are hydrogen bound to 

Brevianamide F. 
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3.3.3 π-Chamber Binding Analysis  

To further look into the interactions between the formed carbocation and the aromatic groups 

from the active site tyrosine residues during the prenyl transfer reaction, I carried out QM 

calculations (Figure 3.12) and the results are summarized in Table 3.2. From Table 3.2 I observe 

that Tyr435, which has a T-stacking interaction with the carbocation (see Figure 3.14(b) & 

3.15(b)), contributed similar interaction energies to the C5-C8 (-9.81 kcal/mol) and C2-C9 (-9.67 

kcal/mol) reaction pathways, respectively. Tyr382 had a -13.17 kcal/mol interaction energy with 

THE C5-C8 intermediate carbocation and -9.82 kcal/mol to the C2-C9 intermediate carbocation. 

Tyr450 contributed -12.57 kcal/mol to the C5-C8 intermediate carbocation and -10.58 kcal/mol 

to the C2-C9 intermediate carbocation. Both Tyr382 and Tyr450 had a >2.0 kcal/mol stronger 

interaction with the C5-C8 intermediate carbocation. In the case of Tyr450 the π-chamber placed 

the least substituted end of the carbocation into the face of these aromatic ring, while the C2-C9 

intermediate placed the methyl groups from the more substituted end into the face of this 

aromatic ring. This placed more charge into the face of the rings for C5-C8 than C2-C9 

ultimately leading to a greater stabilization in this instance. For Tyr382 the situation is less 

obvious, but it does appear that the intermediate carbocation has a closer interaction with the 

aromatic ring of Tyr382, which might afford the differential stabilization that is observed.  

 

In order to further study the factors stabilizing the phosphate dianion and the carbocation I 

carried out an energy decomposition analysis. Figure 3.13 shows the four states involved in the 

C5-C8 pathway with their interacting residues and water molecules. From the figure I observe 

that the diphosphate group is stabilized by hydrogen-bonding interactions with the side chains of 

Arg113, Lys201, Tyr205, Gln380, Lys294, Tyr450 and nine crystal water molecules (not shown 
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in Figure) in all states examined. It also reveals the reason for stabilization of the DMA+ 

carbocation: the surrounding sidechains of the tyrosine residues (Try201, TrY382, Tyr435 and 

Tyr450) play an important role in stabilizing the carbocation from beginning to end via π-cation 

interactions. Specifically, at the intermediate state, Tyr382 was parallel to the carbocation while 

Tyr435 and Tyr450 were perpendicular to the carbocation. These three residues are perfectly 

situated to stabilize of the carbocation. Table 3.3 also shows the decomposition free energies for 

these four tyrosine residues paired with the DMA+ carbocation using MMPBSA. The results 

show that the tyrosine residues have strong van de Waals interactions with the carbocation. 

Hence, all four tyrosine residues help to stabilize DMA+ from bond cleavage to new bond 

formation.  

 

Table 3.2 π-cation interaction energies (kcal/mol) for the carbocation intermediate states along 

the C5-C8 and the C2-C9 reaction pathways.  

Pathways Y382 Y435 Y450 

C5-C8 -13.17 -9.81 -12.57 

C2-C9 -9.82 -9.67 -10.58 

 

Table 3.3 Decomposition of the free energies (kcal/mol) between the DMA+ and several 

Tyrosine side chains. 

Free Energy 
/ kcal/mol 

van der 
Waals 
 

Electrostatic 
 

Polar 
Solvation 
 

Non-Polar 
Solvation 
 

TOTAL 
Effects 
 

Y203 -0.611 0.157 -1.609 -0.736 -2.799 

Y382 -0.686 -0.896 -0.238 -0.672 -2.491 

Y435 -0.331 -0.304 0.059 -0.232 -0.808 

TYR 450 -0.982 0.618 -2.447 -1.167 -3.978 
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3.4 CONCLUSION 

I have successfully carried out QM/MM simulations to further elucidate the catalytic mechanism 

for the prenyltransferase reaction catalyzed by wild type FtmPT1. I explored the reaction of 

Brevianamide F with DMAPP via both the C5-C8 and C2-C9 reaction channels, and found, as 

expected, that C5-C8 and C2-C9 had very similar activation parameters for the prenylation step. 

Hence, the final proton transfer/cyclization step was the product determining step for these 

reactions, with the deprotonation of the C5-C8 intermediate being nearly activationless (0.5 

kcal/mol), while the deprotonation process for the C2-C9 pathway had a substantial barrier 

(higher than the C5-C8 and C2-C9 intermediate states) of 16.8 kcal/mol, resulting in the 

exclusive formation of the wild-type product Tryprostatin B. A key feature of the final 

deprotonation step was the involvement of a bridging water molecule between the transferring 

proton and Glu102, which was found in both cases to be the proton receptor.  

 

An energy decomposition analysis analyzed the stabilizing effects of active site tyrosine residues 

on the DMA+ carbocation at QM level. The surrounding tyrosine residues formed a π-chamber 

resulting in cation-π interactions between the formed carbocation intermediate and the π-

chamber. The C5-C8 carbocation was stabilized by 5.48 kcal/mol more than the C2-C9 

carbocation intermediate. The origin of this comes from the placement of the methyl groups into 

the aromatic faces for the C2-C9 intermediate, while the hydrogen atoms from the primary end 

of the allyl cation are placed into the aromatic faces for C5-C8.  Finally, the diphosphate anion 

leaving group was stabilized throughout by Arg113, Lys201, Tyr205, Gln380, Lys294, Tyr450 

and nine crystal water molecules in the active site of FtmPT1.  
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CHAPTER 4. MECHANISM OF THE FORMATION OF A NON-STANDARD 

PRODUCT IN THE G115T MUTANT OF FTMPT1: A CASE OF DYNAMICS CALLING 

THE SHOTS? 

!
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4.1 INTRODUCTION 

 

The prenyltransferases (PTs) are a broad class of enzymes that catalyze prenyl transfer reactions 

generating a broad range of compounds of nutritional and medicinal value.1-3 The fungal indole 

PT, is a sub-class of the PTs where the α helices and β strands have the ‘αββα’ topology.4-9 

FtmPT1, i.e. Aspergillus fumigatus prenyltransferase, an example of the fungal indole PTs, 

catalyzes the prenyl transfer reaction between dimethyl allyl pyrophosphate (DMAPP) and 

tryptophan and its derivatives, via a SN1 mechanism9-15 (see Figure 4.1). The wild type reaction 

of DMAPP and Brevianamide F (cyclo-L-Trp-L-Pro) yields Tryprostatin B, a cell growth 

inhibitor, while the Gly115Thr mutant leads to the formation of a novel product.11 Both reactions 

are initiated by C-O bond cleavage to form the dimethyl allyl carbocation, which undergoes 

nucleophilic attack by the indole ring of Brevianamide F for the native and mutated systems (see 

Figure 4.1).16 I recently rationalized the observation of Tryprostatin B formation in native 

FtmPT1 by showing that the rate-determining step is the C-O bond cleavage step and that the 

final proton acceptor for the deprotonation step was Glu102, both of which were consistent with 

available experimental results.11, 12  

 

The different products formed by native and mutant FtmPT1 follow distinct reaction channels. 

The formation of the “regular” prenylation product, Tryprostatin B, involves carbon-carbon bond 

formation between the C-5 carbon of DMAPP (C5@DMAPP) and the C8 carbon of the indole 

ring (C8@indole) of Brevianamide F. The formation of the “reverse” or novel prenylation 

product involves a carbon-carbon bond formation between the C-2 carbon of DMAPP 

(C2@DMAPP) and the C9 carbon of the indole ring (C9@indole) (see Figure 4.1). The 
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mechanistic difference between these two pathways arises because the reverse reaction involves 

a cyclization/deprotonation step to complete the reaction, while the regular pathway is 

terminated by a simple deprotonation reaction after the prenyl transfer reaction (see Figure 4.1). 

The mutation of Glycine115 to Threonine facilitates the formation of the reverse product, while 

for the wild type the reverse product was not observed. Besides tryptophan, its derivatives can be 

prenylated as well and a recent publication further demonstrates that non-aromatic substrates can 

react with DAMPP in FtmPT1.17  

 

The regioselectivity of prenylation reactions between DMAPP and tryptophan (and its 

derivatives) has been investigated.14, 18, 19 Individual PTs catalyze the formation of specific prenyl 

transfer products; for example, FtmPT1 favors C5-C8 bond formation, CdpC3PT20/AnaPT21 

favor C2-C9 bond formation, while other PTs give yet other regioselectivities.10 Hence, the C2-

C9 product, while not unprecedented, is not observed in wild-type FtmPT1.11 The mutation of 

Gly115 to Ala or Ile in FtmPT1 deactivates the enzyme, while Thr prefers the C2-C9 reaction 

channel over the “regular” or C5-C8 one while simultaneously increasing the reaction barrier for 

the overall reaction.11 It has been hypothesized that the change in regioselectivity is due to a 

reduction in the reaction coordinate distance, which favors the C9@indole-C2@DMAPP 

reaction channel over the C8@indole-C5@DMAPP reaction channel,10, 14 following the Near 

Attack Conformation (NAC) argument.22, 23 The regioselectivities of prenyltransfereases have 

been studied experimentally18, 19, 24 as well as computationally25 during the past two decades.  

 

In my previous paper, I studied the regioselectivity of the reactions catalyzed by wild type 

FtmPT1.12 Using potential of mean force simulations I succeeded in describing the reaction 
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mechanisms for both the C5-C8 and C2-C9 reaction pathways. I found that both reaction 

channels gave essentially identical barrier heights for the prenyl transfer process (e.g., cleavage 

of the DMAPP C-O bond), but for C2-C9 the final cyclization/deprotonation step was rate-

determining, while carbocation formation was rate-limiting for the regular C5-C8 pathway. 

Moreover, the barrier for the former was higher than for the latter, thereby, preferring C5-C8 

bond formation and ultimately Tryptostation B as product. In this paper, however, exploring the 

catalysis of the Gly115Thr mutant proved more complex requiring a more detailed examination 

of the thermodynamics of the process as well as the reaction dynamics from the rate-determining 

DMAPP C-O bond cleavage transition state. According to the hypothesis of Li and co-workers,14 

due to the increase of the residue size afforded by the G115T mutation, the C9@indole to 

C2@DMAPP distance is reduced in the resting state giving preference to the formation of the 

reverse product, which is akin to “starting point compression” as described in the NAC 

argument.22, 23, 26 In my work, I also find that in the G115T mutant the C2-C9 (~3.7 Å) distance is 

shorter than the C5-C8 (~5.0 Å) distance in the pre-reactive complex for the prenyl transfer 

reaction at the resting states, but this did not affect the C-O bond cleavage barrier, suggesting 

other factors are playing the defining role.  

 

The role of reaction dynamics in catalysis has been explored in a number of cases and has been 

proposed to govern the observed reaction product distribution.27-31 In these analyses, direct 

chemical dynamics simulations were applied to the transition states using electronic structure 

calculations,32-34 and the reaction preference(s) of the various available reaction channels were 

elucidated through investigation of the reaction dynamics.29, 35-39 Recently, reaction dynamics 

analyses for the determination of relatively complex reaction mechanisms has been reported.35, 38, 
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40 In these papers, external conditions, such as temperature and pressure, were potential inducers 

of the formation of unusual product outcomes.29, 31, 41-43 Kinetic analyses were applied as needed 

to quantify the reaction outcomes.36, 37 In these reaction dynamics simulations, vibrational states 

of the reaction transition state are used to generate the temperature distributions for the 

reactions.32-35, 38 With the initial conditions applied, temperature-released dynamics simulations 

were done to explore how reaction dynamics affects the selection of the various reaction 

channels. Although this method affords challenges relative to thermodynamics based analyses, it 

does enlighten reaction channel preferences that can further rationalize experimental preferences 

of certain reactions.42 Recent publications have established that dynamics has the potential to 

drive biomolecular reactions.37, 38, 40, 42, 43 In an interesting recent paper44 the authors have shown 

that the energy released during catalytic turnover can ultimately cause molecular motion in 

enzymatic systems. In the present case (the G115T mutant) two bifurcating reaction channels are 

present, which are thermodynamically competitive, but they yield only one major product. To 

explain this behavior I have used reaction dynamics analyses using an initial temperature 

distribution applied to my transition state structures observed in free energy calculation. I then 

complete a series of free MD simulations, to determine how dynamics influences the observed 

product distribution. 
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!
Figure 4.1 Overview of the FtmPT1 reactions. (1) Reaction product Tryprostatin B by bond 

formation of C5@DMAPP and C8@indole ring; (2) Reaction product five-member ring 

compound by bond formation of C2@DMAPP and C9@indole ring. 

 

4.2 METHODS 

 

4.2.1 General Aspects 

The FtmPT1 X-ray complex crystal structure, which has dimethylallyl S-thiolodiphosphate 

(C5H14O6P2S; a substrate mimetic) and Brevianamide F (C16H17N3O2) bound in its active site, was 

used as the starting geometry (PDB code 3O2K).11 It was modified by replacement of the 

substrate mimetic C5H14O6P2S with dimethyl allyl pyrophosphate (C5H14O7P2), and Glycine115 

was mutated to Threonine. The resulting complex structure was then processed by the LEaP 

module of the Assisted Model Building with Energy Refinement (AMBER, version 12) suite of 

programs45 with all missing residues and hydrogen atoms added.  
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The complex system was solvated by TIP3P46 water molecules in truncated octahedral simulation 

cell. The ff99sb force field47 was employed for the protein system, and the generalized amber 

force field (GAFF)48 was used to model the substrates in order to  construct the parameter 

topology files. The restrained electrostatic potential (RESP) methodology49 in the Antechamber 

module of the AMBERTools suite of programs was used to evaluate the charges of the 

substrates. Prior to running RESP the geometries of the substrates were optimized and then their 

electrostatic potentials were both obtained at the M06L/6-31+G(d,p)//HF/6-31+G(d,p) level of 

theory50-52 using the Gaussian 09 electronic structure program53. Long-range electrostatic 

interactions were treated with the particle mesh Ewald (PME) method,54-57 and an 8.0 Å cutoff 

was used for non-bonded interactions. All bonds with hydrogen atoms were constrained using 

SHAKE58, 59 except for the studies involving proton transfer. All molecular dynamics (MD) 

simulations were performed using SANDER and PMEMD from the AMBER12 suite of 

programs. 

 

Prior to carrying out MD simulations the simulation cell was first minimized to remove close 

contacts using restraints that were gradually decreased from 10.0 kcal/(mol·Å2) to 0.0 

kcal/(mol·Å2) within 4000 minimization cycles. A 500ps restrained MD simulation was 

subsequently run using a 1fs time step, while the temperature was gradually increased from 0 K 

to 300 K. Then the restraints were slowly removed over 100ps from 10.0 kcal/(mol·Å2) to 0.0 

kcal/(mol·Å2) prior to a 450 ps constant NPT MD simulation, which was followed by a 22 ns 

constant NVT MD simulation. Both of the latter two MD simulations were used a 2 fs time step, 

with snapshots saved every 2 ps. The restraints used in the energy minimization and NVT 

simulation were introduced using the NMR-derived energy restraints available in the SANDER 
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program60, 61. After the 22ns classical MD simulation, a QM/MM minimization followed by a 1ns 

QM/MM MD equilibration were carried out using SANDER. In all QM/MM MD simulations, 

unless otherwise noted, the self-consistent charge density functional tight-binding (SCC-DFTB) 

method,62 as implemented in AMBER12, was the QM level of theory employed. All reaction 

related substrates (Brevianamide F, DMAPP and their intermediate products), Glu102 and two 

surrounding water molecules were included in the QM region. 

 

The Visual Molecular Dynamics (VMD) program63, 64 was used to analyze the simulation results. 

GNUPlot65 was used to plot the free energy surfaces. 

 

4.2.2 Prenyl Transfer Reaction Calculations 

4.2.2.1 C2-C9 Bond Formation 

QM/MM MD studies to obtain the prenylation reaction free energy profiles were performed 

along two dimensional (2D) reaction coordinates, with both DMAPP and Brevianamide F in the 

QM region, while the remainder of the system was treated classically. In the C2-C9 reaction 

type, the two reaction coordinates were the cleavage of the C5-O6 bond and the formation of the 

C2-C9 bond. Steered Molecular Dynamics (SMD)66-70 was first applied to propagate the 

trajectory along the reaction coordinates of C2-C9 with a distance change from 3.7 Å to 1.4 Å, 

using a force constant of 5000 kcal/(molÅ2) and a pulling speed of 0.02 Å/ps. This was followed 

by an umbrella sampling calculation where the SMD snapshots were used as the starting 

structure where the C2-C9 distance was fixed and the C5-O6 distance was scanned. An extended 

umbrella sampling was done with C2-C9 distance region of [3.7 Å, 4.2 Å] to ensure the coverage 

of the transition state around the C2-C9 distance of 3.7 Å. The complete umbrella sampling 
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calculation was performed along C2-C9 distances in the interval of [1.4 Å, 4.2 Å] and the C5-O6 

distance along the interval [1.4 Å, 7.0 Å] with a spacing of 0.1 Å, resulting in a total of 1653 

windows. The umbrella sampling was done using NVT with an initial 50 ps of equilibration 

followed by 50 ps of data collection. The force constants for C2-C9 and C5-O6 were 500-600 

kcal/(molÅ2) and 300-500 kcal/(molÅ2) respectively, where higher force constants were used for 

the higher energy regions to insure thorough sampling. The two-dimensional weighted histogram 

analysis method (WHAM-2D)71 was implemented to analyze the probability density and obtain 

the free energy profiles (FEP, 2D) for the unbiased system along the two reaction coordinates. 

 

In addition to the 2D umbrella sampling run, a 1D umbrella sampling simulation was also 

performed along the C5-O6 reaction pathway and is shown in the supporting information. The 

starting configurations for the umbrella sampling calculations were obtained from a steered MD 

calculation along the O5-C6 reaction coordinate. The calculation covered spanned C5-O6 

diatnaces along [1.4 Å, 4.6 Å] with a spacing of 0.1 Å between each adjacent window, which 

resulted in 33 total windows. A 100 ps constant NVT equilibration run was followed by a 150 ps 

constant NVT data collection run for each of the windows. The 1-D weighted histogram analysis 

method (WHAM) was used to obtain the free energy profiles (FEP, 1D) for the unbiased system 

along the C5-C8 reaction coordinate. 

 

4.2.2.2 C5-C8 Bond Formation 

A comparison study of carbon-carbon bond formation at C5-C8 was performed to determine its 

free energy profile in mutant FtmPT1. C5-C8 bond formation represents the favored reaction 

pathway in the wild type system. A full 2D PMF calculation was done to assemble a 2D free 
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energy map, while a 1D PMF calculation of C5-O6 bond breakage was not done because it 

would be identical to that for the C2-C9 reaction pathway in Section 2.2.1. The 2D umbrella 

sampling calculation was also performed using 50 ps of constant NVT equilibration and 50 ps of 

constant NVT data collection. The calculation windows were set at a C5-C8 distance interval of 

[1.4 Å, 5.5 Å] and a C5-O6 distance interval of [1.4 Å, 9.0 Å] to cover all possible reaction 

pathways and their associated transition states. This resulted in a total of 3234 windows. For the 

steered MD simulation the force constant was 5000 kcal/(molÅ2) with a pulling speed of 0.02 

Å/ps; for the PMF calculation the force constants were 500-600 kcal/(molÅ2) and 300-500 

kcal/(molÅ2) for the C5-C8 bond and C5-O6 bond, respectively. The larger force constants were 

used in the high energy region to ensure uniform sampling. DMAPP and Brevianamide F were 

the sole species included in the QM region. 

 

We carried out a subsequent NVT MD umbrella sampling calculation for both the C5-C8 and 

C2-C9 reaction pathways to connect the prenylation product with the starting point for the de-

protonation process. my target was to determine the relative free energy changes from the 

unrelaxed prenylation product to the relaxed state which serves as the starting point for 

deportation. Starting from the prenylation product, an umbrella sampling calculation was carried 

out along the C5-O6 reaction pathway, covering an interval of [6.0 Å, 15.0 Å] with a spacing 

between points of 0.25 Å.  A force constant of 100 kcal/(molÅ2) was used in these simulations. 

The distance region was selected to fully coverage the potential distance change between the two 

states. Since this calculation was for a non-reactive pathway, the sampling was carried out using 

a classical force field model using a constant NVT MD simulation with a time step of 1fs. 1 ns of 

equilibration was followed by 1 ns of data collecting to assemble the profile. 



75 

4.2.3 Formation of the Final Products   

4.2.3.1 Cyclization of Penta-Ring and Deprotonation to the Final Product for C2-C9 

Reaction Pathway 

After the C2-C9 prenylation reaction a cyclization reaction between C8-N7 combined  with a 

deprotonation step involving H(@N7)-N7 bond breakage yields the final product. To affect this 

reaction the protonated prenylation product along with a proton acceptor in the QM region was 

needed. The only two possible proton acceptors were Glu102 and a nearby water molecule.  The 

diphosphate anion was more than 12 Å away from the prenylation product (after relaxation 

structural relaxation), which eliminated it as a possible proton acceptor. Hence, the QM region 

included the protonated C2-C9 prenylation product, the side chain of Glu102 as well as the 

nearby water molecule.  

 

We did a 20 ns constant NTP pure MD equilibration prior to a 1ns constant NVT QM/MM MD 

equilibration to fully relax the system described above. An initial steered MD run along the C8-

N7 cyclization reaction pathway was done to generate starting configurations for a subsequent 

series of 2D PMF calculations using umbrella sampling.  Starting at a fixed C8-N7 distance, the 

H(@N7)-N7 distance was change to assemble the 2D free energy profile. This resulted in 456 

windows covering C-N distances of [3.2 Å, 1.4 Å] and N-H distances of [0.9 Å, 3.2 Å]. The 

umbrella sampling simulations were done with a 50 ps constant NVT equilibration step followed 

by A 50 ps constant NVT data collection step. The Steered MD force constant was 5000 

kcal/(molÅ2) with a pulling speed of 0.02 Å/ps. The PMF force constants for the C-N bond was 

300-500 kcal/(molÅ2) and for the N-H bond it was 500-1000 kcal/(molÅ2), with higher force 
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constants used for windows close to the saddle points. WHAM-2D was used to obtain the final 

2D free energy map.  

 

A 100 ns NVT MD simulation was done in order to further analyze the structure and of 

dynamics of the final product and its interactions with the enzyme active site.    

 

4.2.3.2 Proton Transfer to the Final Product for C5-C8 Reaction Pathway  

For the C5-C8 reaction pathway, in order to complete the catalytic mechanism, the hydrogen 

atom on the C8 atom of the indole ring of Brevianamide F is transferred to a proton acceptor 

yielding Tryprostatin B. Similar to my study of the C2-C9 pathway, the protonated C5-C8 

prenylation product, Glu102 and the water molecule were included in the QM region.  

 

We also did a 20 ns constant NTP classical MD equilibration followed by a 1ns constant NVT 

QM/MM MD equilibration to relax the complex system prior to subsequent QM/MM Steered 

MD and Umbrella Sampling studies. The Steered MD and Umbrella Sampling calculations for 

the H(@C8)-C8 bond cleavage were done over a distance interval of [1.1 Å, 3.5 Å]. The Steered 

MD run used a force constant of 5000 kcal/(molÅ2) and a pulling speed of 0.02 Å/ps. The 

Umbrella Sampling PMF calculation used a constant NVT equilibration of 100 ps and then a 

constant NVT data collection step of 150 ps, using force constants of 300 kcal/(molÅ2) for pre- 

and post-transition state windows, 600 kcal/(molÅ2) for windows close to transition state, and 

100 kcal/(molÅ2) for windows far away from the transition state region. WHAM-1D was used to 

obtain the 1D-FEP curve for this deprotonation step. 
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A 100 ns NVT classical MD simulation was completed for the final product to further analyze 

the products for the catalytic mechanism. 

 

4.2.4 Free QM/MM MD Simulation Near the C5-O6 Bond Breakage Transition State  

We did separate unrestrained QM/MM MD simulations at select critical points along the reaction 

pathways during the prenylation reaction for both the C2-C9 and C5-C8 reaction pathways to 

examine the role reaction dynamics plays in the product distribution. I call these MD simulations 

“free MD” in the following discussion, because all restraints were released along the C5-C8, C2-

C9, and C5-O6 reaction coordinates. my goal was to observe the product preferences of the C5-

C8, C2-C9, and C5-O6 bond formation, at the transition state region between the starting 

materials and the formation of the prenylation product. Hence, similar to the application of 

vibrational transition state theory (VTST) to reactions using electronic structure theories,32, 34, 37, 39 

I selected the transition state I region involving the C5-O6 bond cleavage and the C5-C8/C2-C9 

bond formation. For the C2-C9 reaction pathway, windows for C5-O6 at [3.5 Å, 3.8 Å] and C2-

C9 at [2.4 Å, 2.9 Å] were retained; for the C5-C8 pathway, windows for C5-O6 at [4.8 Å, 5.1 Å] 

and C5-C8 at [2.4 Å, 2.9 Å] were retained. For these regions, an additional 100 ps NVT 

QM/MM equilibration was done for each window based on the original 100 ps equilibration 

from the previous PMF calculations. A follow on 100 ps NVE simulation was done to obtain 

initial snapshots for the free MD simulations, where each free MD window was selected every 1 

ps. In this NVE simulation, an initial temperature of 300 K was assigned to obtain a Boltzmann 

distribution of energy at this temperature. Thus, for each of the windows, 100 snapshots were 

picked for 5ps NVE MD simulations, resulting in 2400 windows in total for each of the reaction 

pathways. Another set of free MD simulations was done for comparison to the prenylation 
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process in the native FtmPT1 system. The same window coverage for the C2-C9 and C5-C8 

reaction pathways were used as described above for G115T. Note that the free MD simulations 

are QM/MM MD simulations, with the reactive substrates in the QM region and the remainder in 

the classical MM region. The time step used was 1fs for all calculations. 

 

 

4.3 RESULTS AND DISCUSSION 

 

A typical prenyltransferase catalyzed reaction includes a prenyl transfer step followed by a 

proton transfer step.11, 12 Below I analyze these mechanistic steps using both thermodynamic 

methods as well as an approach that examines how reaction path dynamics might affect the 

reaction outcome. Further studies attempt to better understand the affect of QM Hamiltonian 

choice has on the outcome of the proton transfer step. Integrating all of these approaches allows 

us to develop a hypothesis of how the G115T of FtmPT1 affords the novel product at the 

expense of the native product. 

 

4.3.1 C2-C9 Reaction Pathway Thermodynamics Analysis  

4.3.1.1 Prenyl Transfer  

For the prenyl transfer reaction, using a range of computational tools described in the method 

section, I have generated sampling points on a 2-D surface describing the breaking/formation of 

the C2-C9 and C5-O6 bonds. Using WHAM-2D I give the resultant 2-dimensional potential of 

mean force (PMF) profiles for this reaction in Figure 4.3(a).   
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In Figure 4.3(a) the C2-C9 distance is the X-axis and the C5-O6 distance is the Y-axis. On this 

energy-contoured map I find three saddle points and four wells, i.e. the starting state, three 

transitions states, two intermediate states, and the prenylation product state. With the starting 

state arbitrarily set at 0.0 kcal/mol, I can estimate the relative free energies of these key states. 

Starting at a (C2-C9, C5-O6) distance  of (3.7 Å, 1.5 Å), I directly proceed to the first transition 

state, i.e. C5-O6 bond cleavage at (3.7 Å, 2.45 Å) with a free energy of 24.6 kcal/mol. The newly 

formed carbocation can reach a stationary state at position (3.7 Å, 5.3 Å), with a slightly lower 

free energy of 21.5 kcal/mol. This “intermediate” carbocation rotates itself slightly and 

overcomes a small barrier of 1.0 kcal/mol (relative energy of 22.5 kcal/mol) at (2.75 Å, 5.35 Å) 

to proceed to the most favorable intermediate state at (2.1 Å, 5.5 Å), which has a relative free 

energy of 17.5 kcal/mol.  

 

The second transition state, i.e. the C2-C9 bond formation, has a free energy barrier of 0.9 

kcal/mol (relative energy of 18.4 kcal/mol) at (1.95 Å, 5.6 Å), and the prenylation product is 

found at (1.65 Å, 5.8 Å) with a relative free energy of 16.4 kcal/mol. While I could not find an 

extra saddle point at the bottom left part of the 2D PMF map, which would correspond to a SN2 

reaction pathway, to determine the relative energy of the SN1 and SN2 pathways, I am 

comfortable predicting that G115T follows a SN1-like reaction mechanism.  This means that O-C 

bond cleavage is separate from C-C bond formation with both having a carbocation as the 

common intermediate. The difference from a typical SN1 pathway is that the G115T mutant 

pathway contains an additional shallow carbocation stationary state at (3.7 Å, 5.3 Å), which is 

slightly less stable (by 4 kcal/mol) than the final carbocation state at (2.1 Å, 5.5 Å) (See Figure 

4.6(a)). Nevertheless, when looking into the wild type C2-C9 reaction pathway, the carbocation 
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“stationary state” at (3.7 Å, 5.3 Å) is only 0.5 kcal/mol lower in free energy than the rotational 

state at (3.0 Å, 5.35 Å), which is not as evident as that for the mutant system. (See Figure 4.9(a)) 

Hence these stationary and rotational states were not discussed in my wild type paper.12   

!

4.3.1.2 Intermediate Products Relaxation 

To complete the carbocation formation for the C2-C9 reaction pathway requires a relaxation step 

along the C5-O6 bond distance (which is constrained in the 2D PMF study) prior to examining 

the proton transfer/cyclization step. Here again, akin to what was done in the wild type study12, I 

carry out an MD PMF calculation to estimate the free energy released when the C5-06 bond is 

relaxed. Figure 4.4 shows the computed profile. The free energy released when I relax the C5-O6 

bond was 10.7 kcal/mol and involved a bond distance change of 5.8 Å to 14.0 Å. This relaxation 

step sets the relative free energy of the starting state for the proton transfer/cyclization reaction to 

5.6 kcal/mol for C2-C9, as shown in Table 4.1. 

!

4.3.1.3 Proton Transfer and Cyclization to Obtain Final Product 

C2-C9 proton transfer is coupled with a cyclization step, which I also examined for the wild-type 

enzyme.12 Because two bond are forming/breaking I again will make use of a 2-dimensional 

reaction coordinate involving the breaking N-H and the forming C-N bond. Figure 4.5(a) shows 

the resultant 2D PMF map with important states indicated by dots. The reaction starts at a C8-

N7/N7-H distance of (3.2 Å, 1.0 Å), which is 13.2 kcal/mol above the product state (see Figure 

4.5(a)), the transition state is found at (2.05 Å, 1.25 Å) with a free energy barrier of 13.5 

kcal/mol which is 26.7 kcal/mol in above product state. The final cyclized deprotonated product 

is formed at (1.5 Å, 3.4 Å) and is 13.2 kcal/mol lower in free energy (it is set as the zero of 
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energy in Figure 4.5(a)) than the starting state for the deprotonation/cyclization reaction. I find a 

secondary transition state at (1.5 Å, 1.2 Å) where the N7-C8 bond is formed first followed by 

proton transfer (see the yellow dot in Figure 4.5(a)). The free energy barrier is slightly higher 

(1.0 kcal/mol) than the former transition state, which I use in all subsequent discussion. 

Combining the depronation reaction with the prenylation and relaxation processes I obtain the 

complete reaction free energy profile as shown in Table 4.1. Detailed structures associated with 

their free energies for each important state is shown in Figure 4.6(a).   

!

Looking at the structures of Figure 4.6(a) I again find that Glu102, as found in my study of the 

wild type reaction12, hydrogen bond with an active site water molecule initially before becoming 

the final proton donor. Experimentally, via mutagenesis experiments, Glu102 has also been 

found to be important for the catalytic reaction, because its elimination resulted in the formation 

of no products.11 Once the proton is transferred to Glu102 a new hydrogen bond is formed 

between protonated Glu102 and the water molecule involved in the proton shuttle (see Figures 3a 

and 4a).  

 

We have also carried out a NVT classical MD simulation for 100 ns at the end-point of the 

reaction, which shows the product remains bound inside the binding pocket at this timescale. 

Figure 4.7(a) shows a snapshot of the equilibrated binding site. I find that the binding site is 

relatively narrow and the product is tightly packed and hydrogen bound to the surrounding active 

site residues. 

!
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4.3.2 C5-C8 Reaction Pathway Analysis 

Experimentally, not only are C2-C9 based products observed (the major product) but also the 

“native” C5-C8 based reaction product is observed (the minor product). Hence,  in order to 

complete the story I have done the same analysis for the C5-C8 reaction pathway to gain further 

insights into the origin of the product distribution observed in the G115T mutant. 

 

4.3.2.1 Prenyl Transfer 

The prenyl transfer step for C5-C8 bond formation for the G115T mutant is akin to the wild type 

reaction12 with the only difference being a longer C5-O6 distance in the prenylation product 

state. Figure 4.3(b) shows the detailed 2-dimensional PMF map for the reaction free energy 

profile. The reaction starts at a C5-C8/C5-O6) distance of (5.0 Å, 1.5 Å), passes through the first 

transition state at (5.0 Å, 2.45 Å) involving C5-O6 bond breakage with a free energy barrier 

height of 24.9 kcal/mol (the starting state is at the zero of energy). Similar to the C2-C9 reaction 

pathway, the resultant carbocation passes through a shallow well as its initial stationary state at 

(5.2 Å, 5.0 Å) with a relative free energy of 21.5 kcal/mol, and then rotates to give a transition 

state at (3.75 Å, 6.5 Å) via a barrier of 1.3 kcal/mol (relative free energy of 22.8 kcal/mol). (See 

Figure 4.6(b)) This is different from the wild type C5-C8 reaction pathway, which only has ~0.1 

kcal/mol rotational free energy barrier from the stationary state at (4.25 Å, 5.45 Å) to the 

rotational state at (3.0 Å, 5.0 Å) (see Figure 4.9(b)). The carbocation then traverses to its most 

stable intermediate state at (2.15 Å, 8.0 Å) with a relative free energy of 18.0 kcal/mol. The 

carbocation then passes through the second transition state at (1.95 Å, 8.05 Å) with a free energy 

barrier of 1.8 kcal/mol (relative energy of 19.8 kcal/mol) forming the prenylation product at (1.6 

Å, 7.8 Å) with a relative free energy of 15.0 kcal/mol. Again the PMF simulations indicate I am 
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dealing with a classic SN1-like reaction process. Again I was unable to locate the SN2 transition 

state in the regions I examined with my PMF study, but expect it to have a much higher free 

energy that the corresponding SN1 process.  

!

Table 4.1 gives the detailed free energies for the C5-C8 prenylation reaction. I observe that it is 

comparable with the C2-C9 reaction pathway, with only slight modifications. This result 

indicates that from the computational perspective the prenylation reaction does not determine the 

final product distribution of the C2-C9 or C5-C8 reaction pathways.  

!

To garner further structural insights into the G115T mutant reaction I compare it to the 

previously studied wild type reaction.12 Experimentally, when compared to the wild type system, 

the G115T mutant only yielded 0.4% Tryprostatin B.11 Hence by the Boltzmann distribution 

equation, I can estimate that the G115T mutant has a ~3.3 kcal/mol higher free energy barrier 

relative to the wild type system at the rate determining step, which is the O-C bond cleavage 

step. Meanwhile, in my calculations on the formation of Tryprostatin B, I obtained a 19.4 

kcal/mol free energy barrier for the wild type system12 (Table 4.2), while herein, I report 24.9 

kcal/mol barrier for the mutant protein (Table 4.1) which represents a 5.5 kcal/mol increase in 

the free energy barrier. I find that both the G115T mutant and the wild type systems have similar 

O-C and C-C distances at the first transition state (TS I) for each pathway – O-C = 2.45 Å, C2-

C9 = 3.7/3.8 Å, C5-C8 = 4.9/5.0 Å. This suggests that the G115T mutant active site is more 

crowded because of the presence of the Thr residue relative to the compact Gly residue resulting 

in a shifting of the transition state coordinates. This crowding can be readily seen in Figure 4.2. 

Furthermore, in the G115T mutant, I observe that the C5-C8 pathway has a longer starting C-C 
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distance (5.0 Å) and finishing C-O distance (7.8 Å) when compared to that of the C2-C9 

pathway (3.7 Å for C-C distance and 5.8 Å for C-O distance). So, even though these two 

pathways have similar activation free energies for the C-O bond cleavage there are noticeable 

structural differences along the reaction pathway. 

 

!
Figure 4.2 Snapshots of wild type FtmPT1 and G115T mutated FtmPT1 systems at their reaction 

starting states. Note all pink tone structures and protein represent the mutated system, and all 

green tone ones represent the wild type system. Key structures are shown as labeled. 

!

4.3.2.2 Intermediate Products Relaxation 

An additional intermediate state relaxation step was done as well for the C5-C8 reaction pathway 

after obtaining the prenylation product to obtain the starting point for the proton transfer 

reaction. Here again, I carry out a classical MD PMF simulation to estimate the free energy 

change as a result of the relaxation process. Figure 4.4 shows the simulation results. my 

simulations estimate that the C5-O6 distance relaxes from 7.8 Å to 15.3 Å and that the free 
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energy decreases by 6.2 kcal/mol. This relaxation step sets the relative free energy of the starting 

state for the proton transfer step to 8.8 kcal/mol (relative to the starting state) for C5-C8 pathway, 

as indicated in Table 4.1. 

 

4.3.2.3 Proton Transfer to Obtain Final Product 

To complete the C5-C8 catalytic mechanism requires a proton transfer to the surrounding 

environment. The C5-C8 one-dimensional PMF calculation along the C8-H distance was carried 

out to estimate its energetic cost. The resultant profile is shown in Figure 4.5(b). Here I find that 

this reaction has a lower activation free energy barrier than the for C2-C9 deprotonation reaction 

relative to their relaxed starting states. At a C8-H distance of 1.23 Å, the deprotonation reaction 

reaches its transition state with a free energy barrier of 7.1 kcal/mol, which when referenced to 

the starting state is 20.3 kcal/mol as indicated in Figure 4.5(b). An active site water molecule is 

again connecting Glu102 and the transferring proton from the prenylation product at the 

transition state. The reaction is completed at a C-H distance of 3.15 Å, with 13.2 kcal/mol lower 

free energy relative to the deprotonation starting state. The extra proton is also finally transferred 

from the prenylation product, passing through the water molecule, and protonating Glu102. The 

final product of this reaction, however, does not form a new hydrogen bond with the water 

molecule, as shown in Figure 4.5(b) and 4.6(b). Figure 4.4(b) shows that after 100ns of classical 

MD simulation the product remains inside the binding pocket. Combining the proton transfer 

reaction with the previous prenylation and relaxation processes, I obtain a complete reaction free 

energy profile with regards to the starting state. This is summarized in Table 4.1, and the 

structures with their associated free energies are shown in Figure 4.6(b). 
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Comparing the free energy data in Table 4.1, I observe that the two reactions have relative 

similar reaction profiles. Starting from the prenyl transfer reaction, the C2-C9 and C5-C8 

pathways have essentially identical free energy values for transition state I, which is not 

unreasonable due to the identical O-C bond being broken within DMAPP. Moreover, transition 

state I is also the rate-determining step for both reactions. C2-C9 has 1.4 kcal/mol lower free 

energy barrier for transition state II than C5-C8, while for the proton transfer steps C2-C9 has a 

higher transition state (19.1 kcal/mol, TS III) than C5-C8 (15.6 kcal/mol). Finally, C2-C9 has a 

3.2 kcal/mol lower final product (-7.6 kcal/mol) compared to the C5-C8 pathway (-4.4 kcal/mol). 

Therefore, according to my PMF calculation, the C2-C9 pathway generates a more stable final 

product compared to that of the C5-C8 pathway, though the complete reaction procedures are 

highly competitive.    

 

Given these profiles I am unable to explain why the C2-C9 cyclized product is favored over the 

“native” C5-C8 product. The rate-determining step is identical in both cases, unlike what I found 

in the native system, where there was a change in rate-determining step for the C2-C9 product 

involving the proton transfer/cyclization step, while for C5-C8 the cleavage of the O-C bond in 

DMAPP was rate-limiting. Hence, in order to explain the experimentally observed product 

distribution I have to consider other alternatives. Since both pathways favor O-C bond cleavage 

as rate-limiting perhaps dynamical affects as transition state I collapses affects the formation of 

the final carbocation intermediate and governs the final product distribution? I explore this 

possibility below. Another possibility is the methods employed are not of high enough 

”resolution” to accurately evaluate the G115T mutant reaction profile and this is explored as well 

in what follows. 
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!
Figure 4.3 Contoured free energy profiles (FEP) in kcal/mol for (a) C2-C9 and (b) C5-C8 prenyl transfer steps in G115T mutant 

FtmPT1. The free energies of the starting points are both set to zero. Map colors match the energy scales shown to the right of the 

images. White colored values represent the free energies of the iso-contour lines of the states. Dots represent important states from left 

to right: green – starting state; blue – transition state I; iceblue – stationary state; lime – rotational transition state; yellow- intermediate 

state; orange – transition state II; red – prenylation product.  
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!
Figure 4.4 Potential of mean force calculation for relaxed free energy by MD simulation after 

the prenylation reaction. Red curve – C2-C9 reaction pathwy; blue curve – C5-C8 reaction 

pathway; purple dots – finishing points of the previous prenylation reaction; green dots – starting 

points of the following deprotonation reaction. 

!
!
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!
Figure 4.5 Free energy profiles in kcal/mol for (a) C2-C9 (2-dimensional) deprotonation and 

cyclization reaction; (b) C5-C8 (1-dimensional) deprotonation reaction to obtain final products. 

In both reactions, dots represent reaction states from left to right: red – starting state; blue – 

transition state; green – product state. Note in (a), yellow dot stands for another potential 

transition state; white lines represent selected iso-contoured free energies; white numbers 

represent the three states in this reaction.  
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!
Figure 4.6 Complete reaction profiles including both prenyl transfer and proton transfer 

reactions associated with structures for the (a) C2-C9 and (b) C5-C8 reaction pathways. Relative 

free energies the reactions are given at the blue and green stages of each state. Distances of the 

reaction coordinates are labeled with the structures. Note the starting states of the proton transfer 

reactions are the relaxed states of the products for the prenyl transfer reactions. 
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Figure 4.7 Snapshots of final products after 20ns NVT MD simulation. Figures are listed both from back view (bottom view). 

Products are in multi-colored stick as labeled, and residues forming hydrogen bonds with the products are in multi-colored ball and 

stick mode as labeled. Purple colored thin stick structures are residues and water molecules within 3.0 Å distance of the final products, 

with their backbone ribbon conformations painted in purple color as well. The silver ribbon structures are  the mutated enzymes. 

!
!
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!
Figure 4.8 Free MD results for prenylation reaction. Here both prenylation product (top & 

bottom) and intermediate state (left & right) are counted. The numbers at bottom left of each 

structure stand for the count of the formed states from calculations of C2C9/C5C8 transition 

state. Red color stands for mutated system results, and blue color stands for the wild type system 

results, in C2C9/C5C8 forms for each. 
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Figure 4.9 Complete reaction profiles for the wild type FtmPT1 system including both prenyl 

transfer and proton transfer reactions associated with structures for the (a) C2-C9 and (b) C5-C8 

reaction pathways. Distances of the reaction coordinates are given with the structures. Note the 

starting state of the proton transfer reactions are the relaxed state of the product for the respective 

prenyl transfer reaction.  
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Table 4.1 Relative free energies (in kcal/mol) for each state in the C2-C9 and C5-C8 reaction pathways for the G115T mutated 

system. Note that the free energies of the starting states are set to zero. 

Free 
Energies 
(kcal/mol) 

Starting 
Point 

Prenyl Transfer Step Proton Transfer / Cyclization 
Step 

Transition 
State I 

Rotation 
Stationary 
State 

Rotation 
Transition 
State 

Intermediate 
State 

Transition 
State II 

Prenylation 
Product 

Resting 
Starting 
State 

Transition 
State III 

Final 
Product 

C2-C9 0.0 24.6 21.5 22.5 17.5 18.4 16.3 5.6 19.1 -7.6 

C5-C8 0.0 24.9 21.5 22.8 18.0 19.8 15.0 8.8 15.6 -4.4 

!
 

Table 4.2 Relative free energies (in kcal/mol) for each state in native C5-C8 and C2-C9 reaction pathways. Note that the free energies 

of the starting states are set to zero. 

Free 
Energies 
(kcal/mol) 

Starting 
Point 

Prenyl Transfer Step Proton Transfer / Cyclization 
Step 

Transition 
State I 

Rotation 
Stationary 
State 

Rotation 
Transition 
State 

Intermediate 
State 

Transition 
State II 

Prenylation 
Product 

Resting 
Starting 
State 

Transition 
State III 

Final 
Product 

C2$C9! 0.0! 18.5! 14.5! 15.0! 9.5! 10.0! 6.5! 0.8! 16.8! $9.2!
C5$C8! 0.0! 19.3! 15.4! 15.6! 9.2! 10.0! 5.3! $2.5! 0.5! $20.8!
!
!
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Table 4.3 Free MD calculation on behalf of reaction dynamics during the prenyl transfer step. Neighbored windows are set with 

interval of 0.1 Å. Note here the distances count for bond formations are eligible bonding distances smaller than 2.0 Å. 

Reaction Pathways Ranges of 
windows (Å) 

MD time per 
window 

Count of windows 
w/ C2-C9 Bond 
Formation 

Count of windows 
w/ C5-C8 Bond 
Formation 

Count of windows 
w/ C5-O6 Bond 
Formation 

MT1 C2-C9 C5-O6=[2.4, 2.9] 
C2-C9=[3.5, 3.8] 

5 ps 99 2 913 

MT1 C5-C8 C5-O6=[2.4, 2.9] 
C5-C8=[4.8, 5.1] 

5 ps 86 1 805 

WT2 C2-C9 C5-O6=[2.4, 2.9] 
C2-C9=[3.6, 3.9] 

5 ps 908 107 446 

WT2 C5-C8 C5-O6=[2.4, 2.9] 
C5-C8=[4.8, 5.1] 

5 ps 607 73 696 

1 MT – G115T mutated system; 2 WT – wild type system. 
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4.3.3 Dynamics Discussion 

As Li and coauthors mentioned in their review published in 2012 for fungal indole 

prenyltransferases,14 the shortened distance of the reactive substrates DMAPP and indole ring of 

Brevianamide F in the G115T mutated FtmPT1 could possibly lead to the observed preference of 

the C2-C9 reaction pathway presumably by dramatically reducing the starting C2-C9 distance for 

this pathway. However, this is not what I observe herein leading us to hypothesize that dynamics 

associated with the collapse of TS I favors the generation of the C2-C9 forming carbocation 

intermediate state over the C5-C8, which I test in detail below.  

!

In order to assess the role of reaction dynamics in affecting the product choice of the C2-C9 and 

C5-C8 reaction pathways, I tested along these reaction coordinates, starting from the C5-O6 

bond breaking transition states, and then followed the evolution of the systems as they collapsed 

either to the starting state or the specific carbocation intermediate states (preferring either the C2-

C9 or C5-C8 product). Using an interval step size of 0.1 Å, the selected regions for the C5-O6 

distances (Y-axis) were [2.4 Å, 2.9 Å], for the C2-C9 distance (X-axis) were [3.5 Å, 3.8 Å] and 

for the C5-C8 distance (X-axis) were [4.8 Å, 5.1 Å]. For a better comparison I also include the 

wild type system in the reaction dynamics investigation as well (this was not done previously12). 

Since TS I, i.e. O-C bond breakage, has a similar O-C and C-C distances for both mutant and 

wild type systems as discussed above, I used the same distance intervals for the two pathways in 

the wild type system. Using NVE QM/MM simulations in AMBER, I obtained two sets of data 

for wild type and G115T mutant system, representing both the C2-C9 and C5-C8 reaction 

pathways. Selecting random starting states sampling (0.1Å interval) along [2.4 Å, 2.9 Å] for C5-

O6, [3.5 Å, 3.8 Å] for C2-C9 (with C5-C8 freed) and [4.8 Å, 5.1 Å] for C5-C8 (with C2-C9 
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freed) I generated 2400 starting states. I then released the constraints and carried out 5 ps of NVE 

QM/MM MD simulations for each of the four systems. The results are summarized in Table 4.3 

and Figure 4.8. 

!

I bin the trajectories as favoring C5-O6, C2-C9, and C5-C8 bond formation (the remainder could 

not be categorized as being clearly in any one of these states) in Table 4.3. From the table I find 

that for the G115T mutant system, more than half of the windows, i.e. 913 (C2-C9) / 805 (C5-

C8) out of 2400 windows result in C5-O6 bond re-formation, i.e. recovery of the starting state, 

making it the most favored outcome among the three processes monitored. For the carbocation 

favoring the formation of the C5-C8 product 2 (C2-C9) / 1 (C5-C8) out of 2400 windows 

favored the carbocation leading to Tryprostatin B, making it the most unfavorable state; 99 (C2-

C9) / 86 (C5-C8) out of 2400 windows form the carbocation favoring the C2-C9 reaction 

channel. Moreover, since I am releasing all degrees of freedom in these simulation all possible 

outcomes are possible. Therefore, in my reaction dynamics calculations, my runs can be viewed 

as parallel calculations since they are far from the C-C bond formation regions and, hence, can 

sample any of the three reaction channels. In light of this, I can sum up the two sets of runs and 

obtain a less ambiguous result: 1718 out of 4800 windows result in C5-O6 bond re-formation, 

185 out of 4800 windows result in C2-C9 bond formation, and 3 out of 4800 widows result in 

C5-C8 bond formation. While the favored outcome is regeneration of the starting material, this 

tells us nothing about the ultimate product formation preferences. Based on the formation of the 

carbocation intermediates I find that the C2-C9 reaction pathway channel is favored over that of 

C5-C8 by a ratio of 61:1. This is because the C2-C9 distance is shorter than C5-C8 yielding more 

opportunities for the formation of the cyclized product. In other words the carbocation has to 
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travel a longer distance to arrange itself in such as way to favor the formation of the carbocation 

leading to C5-C8 bond formation. The ratio 61:1 for C2-C9 versus C5-C8 bond formation is 

close to the experimental product ratio of 40:1 (17% Brevianamide F consumed with 0.4% 

Tryprostatin B formed)11, indicating that reaction pathway dynamics plays a significant role in 

determining the final product distribution. Even though the free energy barrier for the following 

cyclization/deprotonation step is higher for C2-C9 than that for C5-C8, the reaction dynamics 

strongly prefers the formation of the carbocation leading to C2-C9 in prenylation. Once at the 

C2-C9 carbocation a barrier of 13.5kcal/mol leads to the final product, while retracing its steps to 

the initially formed carbocation allowing for the possible formation of the C5-C8 carbocation 

costs 16.9kcal/mol. Hence I argue that reaction dynamics is the key differentiator in the final 

product formation in this system.  

!

For comparison, I have also carried out the identical analysis on the wild type system. C5-O6 

bond reformation was observed 446 (C2-C9) / 696 (C5-C8) out of 2400 windows; C5-C8 bond 

formation preference was observed 107 (C2-C9) / 73 (C5-C8) out of 2400 windows; and C2-C9 

bond formation preference was observed 908 (C2-C9) / 607 (C5-C8) out of 2400 windows. 

Again, similar to the mutant system, I can combine the two reaction dynamics runs: 1142 out of 

4800 windows result in C5-O6 bond re-formation, 1715 out of 4800 windows result in C2-C9 

bond formation, and 180 out of 4800 windows result in C5-C8 bond formation. Interestingly, the 

G115T mutant had a smaller number of productive bond formation preferences when compared 

to the wild type system, presumably due to the introduction of the Thr115 point mutation. 

Moreover, in light of the reaction dynamics analysis, both the mutant and wild type show a 

preference of C2-C9 bond formation relative to C5-C8, due to the shorter C-C distance for 
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formation of the carbocation favoring C2-C9. For the native protein the ratio of C2-C9 versus 

C5-C8 bond formation is 9:1, which is smaller that what I observed for G115T (61:1), but still 

suggests that reaction dynamics has a preference for the product arising from C2-C9 bond 

formation. However, in the case of wild type protein thermodynamics drives the formation of the 

preferred C5-C8 derived product. For the C5-C8 reaction pathway the rate-determining step is C-

O bond cleavage (18.5kcal/mol) and once it proceeds along this pathway each step is lower in 

energy with the final product being -20.8kcal/mol below the starting materials For C2-C9 the 

rate-determining step is C-O cleavage again (19.3kcal/mol), but it costs less energy to retrace the 

reaction pathway back to the first formed cation (15.3kcal/mol) that to surmount the proton 

transfer/cyclization transition state (16.0 kcal/mol). See Figure 4.9 and Table 4.2 for details. 

Hence, I hypothesize that thermodynamics drives product formation in the native protein, while 

dynamics plays a bigger role in the G115T mutant.    

 

4.4 CONCLUSION 

 

We have successfully carried out QM/MM calculations to examine two competitive reaction 

pathways for the prenylation reaction catalyzed by the FtmPT1 G115T mutant. Via 

thermodynamic analyses, I have found that the two pathways, i.e. C2-C9 and C5-C8, have very 

similar reaction free energy values for their respective prenylation reaction pathways. In both 

instances O-C bond breakage as the rate-determining step for the reaction pathway. Hence, my 

thermodynamic analysis predicts that the mutant should form an equal distribution of the two 

products arising from C5-C8 and C2-C9 prenylation, but experimentally the major product arises 

from the C2-C9 pathway. To further rationalize this observation I turned to free MD or reaction 
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dynamics studies to see if the shape of the potential energy surface governed aspects of this 

reaction process. 

   

In the prenyl transfer reaction dynamics analyses, I have done free MD calculations for the 

systems from transition state I to the rotation stationary state. The results favor the C2-C9 

prenylation product for the mutant system and indicate it as the major product choice from a 

reaction dynamics perspective. This observation points to how difficult it will be to a priori 

design novel catalytic agents because both thermodynamics and reaction dynamics need to be 

fully considered to obtain robust predictions.28, 37, 42, 72 However, the detailed analysis described 

herein is very time consuming and, at least with current generation technology, makes it an 

inefficient way in which to design novel enzymes in a timely manner.31, 35, 36, 73  

!
!
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CHAPTER 5. A FREE ENERGY BASED CONFORMATIONAL SEARCH 

ALGORITHM USING THE “MOVABLE TYPE” SAMPLING METHOD 
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5.1 INTRODUTION 

 

The conformational search problem has been of interest over the past several decades for the 

prediction of the conformations of “small” molecules.1-3 The molecular conformers generated 

using these methods are useful for virtual screening,4-6!3D-QSAR,7 pharmacophore modeling,8-10 

protein-ligand binding,2, 11 etc.. In light of the importance of conformational searching, a number 

of algorithms have been developed over the past twenty years.1, 3, 12-32 These algorithms efficiently 

generate realistic molecular conformers according to predefined sets of criteria.  

 

In general, a conformational searching algorithm uses either a systematic or stochastic searching 

strategy.33 The systematic search approach exhaustively explores regular variations of the torsion 

angles.15, 16, 19, 25 Each systematically generated conformation has its single point energy 

calculated typically with a force field. One drawback of systematic searching is the number of 

variables dramatically increases with the number of atoms,33, 34 thereby, increasing the cost of 

conformation generation. In a stochastic search algorithm,12, 13 conformations are randomly 

generated and then minimized using an energy function. Structure generation is terminated once 

the desired number of structures is generated, the program reaches a predefined stopping point or 

all conformers are sampled. Currently, Genetic Algorithms,21, 25, 35-39 Monte Carlo Simulated 

Annealing18, 20, 39, 40 and distance geometry15, 31, 41 methods are three widely used stochastic 

searching methods. The stochastic search method offers significant computational efficiency 

when compared to traditional systematic search methods. However, the global minimum energy 

conformer cannot be guaranteed to be identified using stochastic searching methods. Moreover, 
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each conformer generated has to be energy minimized using classical or quantum mechanical 

(QM) methods which adds additional computational expense to the procedure.42, 43 

 

Hence, locating the key minima (preferably the free energy minima) efficiently while covering a 

variety of energy states in the output conformations is a challenging task for any conformational 

searching method. Inspired by a novel energy sampling method, the “Movable Type” (MT) 

sampling method44, 45 devised in my group, I have developed a conformation generation 

algorithm, the MT conformational search algorithm (MT-CS). The terminology of “Movable 

Type” is traced back to an ancient Chinese printing method later pioneered by Gutenberg in the 

western world. The MT algorithm collects and combines different atom pairwise distances 

according to a pre-built database of atom pairwise energies as a function of distance (r), in terms 

of bonds, angles, dihedrals, and non-bonded interactions. In the MT-CS method, for simplicity, 

and due to the limited distance variation, the bond and angle distances for all atom pair types are 

fixed to their corresponding energy minimum values. Based on their relative strengths, different 

torsion and non-bonded interactions are given different weights in the selection of distance 

values during the course of a MT-CS calculation. The MT-CS algorithm translates all collected 

atom pairwise distances into Cartesian coordinates to yield the final conformations. A standard 

MT sampling calculation44 is then performed against each generated conformer to collect an 

energy ensemble of the conformers. Overall, using the MT-CS approach relevant conformers can 

be generated rapidly (0.002 sec per conformer) and, importantly, on the gas-phase free energy 

surface. 
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Besides exploring the gas-phase free energy surface for a given molecule, I also want to obtain 

the solvation free energy as well to understand conformational preferences in aqueous solution.46-

50 The further addition of the solvation free energy using the MT method51 offers another level of 

sophistication in my conformer generation modeling. Hence, the MT based conformational 

search approach offers notable differences over traditional conformer generation approaches.  

 

Our study focuses on the molecular conformation generation of “drug-like” small molecules on 

the corresponding free energy (gas and aqueous phase) surface. The MT-CS approach is 

validated against a variety of “drug-like” compound structures via the examination of the match 

between the generated conformations with crystal structure conformations, either in the free or 

protein-bound state. Two validation benchmarks were studied herein. (1) Evalidation of the 

energy/free energy surface calculations was accomplished using nine thrombin inhibitors52, 53 

selected from the work of Klebe’s laboratory.54 For the purpose of a more thorough analysis, 

MT-CS generated conformations are compared to ab initio optimized structures.55 (2) Validation 

of the robustness of the conformer generation of MT-CS was carried out by examining another 

299 organic compounds from the Cambridge Structural Database (CSD).56, 57 The major 

difference between the PDB and CSD compounds is that the CSD compounds are unbound 

ligands, while the PDB compounds were all protein-bound. In all cases the gas-phase free energy 

surface was generated and then the individual solvation free energies of each conformer were 

added to arrive at the predicted global minimum. 
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5.2 METHODS 

 

5.2.1 The Movable Type Sampling Algorithm 

The Movable Type (MT) sampling method utilizes Monte Carlo integration to estimate the 

canonical partition function. A molecular energy is sampled by the sum of all the atom pairwise 

energies within the canonical ensemble. The sampling space is created by allowing random 

matching of the atom pairwise energies as a function of distance (r) within certain cutoff or 

“blurring” ranges, thereby, sampling the region of interest in order to assemble and estimate the 

canonical ensemble. A database is first constructed containing interaction energies between all 

classes of atom pairs found in the chemical space under investigation as a function of distance. 

The molecular energy is then calculated simply by assembling atom pairwise energies selected 

from the database. This database can be generated from any pairwise potential, but, herein, I use 

the knowledge or statistical potential KECSA developed in my group.45  

 

Formally, the MT sampling method generates extremely unwieldy matrices describing the 

molecular interactions, but in order to keep the sampling size at a manageable level and to 

enhance computational speed, I introduced a scramble/tiling strategy for the atom pairwise 

energy assembly. First the vector of each atom pairwise interaction as a function of r is selected 

from the energy database and the energy cutoff or “blurring” distance is then applied to this 

vector. This can result in extensive sampling of the vector (with a long cutoff of ~6Å) or a local 

level of sampling (with a cutoff of 1Å). The resultant matrix is then scrambled according to the 

distance distributions. An example of a scrambled atom pairwise energy vector is illustrated in 

equation 1. 
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The vector goes through multiple different random scramble steps and is then tiled into a fixed 

size matrix, the Z-matrix (shown in equation 2). In the MT calculation, identically sized Z-

matrices are established for all atom pairwise energies in the molecular system under 

investigation. The molecular energy assembly is performed by point-wise multiplication through 

all the Z-matrices in the molecular system (shown in equation 3). 
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/ZM = /Z1 i /Z2 i!i /Zn                             (3) 

 

The random disordered permutations to each Z-matrix is meant to maximize the variety of 

energy combinations at different distances, and the fixed-size matrix multiplication is to maintain 

a computationally acceptable sampling size. The row number m of the Z-matrices is defined as 

the least multiplier of all the atom pairwise vector sizes in the molecular system under study, in 
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order to fit all atom pairwise energy vectors with different distance distribution ranges, while the 

column number n is a user defined number defining the sampling size. Hence the final Z-matrix 

after assembly includes m×n molecular conformational energies.  

 

In the Z-matrix, atom pairwise energies at different distances are assembled to simultaneously 

represent different energy states in the canonical ensemble. The free energy is then calculated by 

incorporating the average of the Boltzmann factors into: 

 

A= −RT ln ZM"# $% ≈ −RT ln VM e−βEM (τ )"
#

$
%                                            (4) 

 

where ( )ME τ  is the molecular energy as a function of the geometric variable τ and VM indicates 

the sampling volume.  

 

The free energy is computed directly from the NVT ensemble avoiding issues related to the 

additivity of the free energy.54 In particular, I assemble the interaction energies using equation 3 

and then place this into equation 4 to directly compute the free energy, thereby, affording the 

ability to avoid issues related to the decomposition of the free energy into entropic and enthalpic 

components. This is a real advantage of the MT method relative to other conformational 

sampling approaches.  

 

The MT energy sampling method incorporates my newly developed implicit water model for the 

solvation free energy calculation.51 In this model the water molecules are modeled as isotropic 

rigid balls with van der Waals radii of 1.6 Å and placed into isometric solute-surrounding solvent 
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layers. The solute-solvent interaction sampling starts from the solute's water accessible surface 

until 8 Å away from the solute's van der Waals surface using an increment of 0.005 Å per layer. 

The number of water molecules was limited by comparing their maximum cross-sectional areas 

with the solvent accessible surface area at each solvent layer for each atom in the solute. The 

number of water molecules (Nw) accessible to each atom at distance R away from the atomic 

center of mass is rounded down using the maximum cross-sectional area (Sw) of water and the 

atomic solvent accessible surface area (Sa) in the solvent layer at distance R. 
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The maximum cross-sectional areas (Sw) of a water molecule is calculated as: 
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where Rw and Ra are the van der Waals radii for water and the atom in the solute molecule 

respectively. 

 

The Boltzmann factor matrix for the kth solute atom-water ( A S
kZ
−/ ) interaction is defined as a 

Boltzmann weighted solute atom-water energy multiplied by the number of accessible water 

molecules at the different distances. Multiplication of the Z-matrices for all solute atom-water 
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interactions composes the final solute molecule-water Z-matrix ( L S
totalZ −/ ), which when multiplied 

by the Z-matrix for the intra-solute molecular interactions ( /Ztotal
L ) derives the final Z-matrix for 

the solute-solvent complex system ( /Ztotal
LS ). Multiplication of the final Z-matrix with its 

corresponding normalized Q-matrix generates the Boltzmann-weighted energy ensemble ( /Ctotal
LS ). 

With the energy ensembles for the solute molecule ( L
totalC/ ) and solute-solvent complex ( /Ctotal

LS ), 

the solvation free energy is calculated using equation 10. 
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5.2.2 Generating Conformers 

5.2.2.1 Database preparation for bonds, angles, torsion angles, and non-covalent 

interactions 

There is one database used by the MT sampling algorithm: the pairwise distance dependent 

Boltzmann energies. All bonds and angles were fixed at the distances associated with their 

maximum energies (i.e., strongest bond or angle preference), while for the torsion angles 

distances were selected based on the Boltzmann energy curves as a function of distance. Non-

covalent interactions were evaluated after conformation generation via the torsion angles and 

ring structures were treated as fixed units. 

!

5.2.2.2 Torsion angle driven 3D structure generation 

The MT conformational search program requires an initial mol2 input file with complete atom 

connection information. Torsion angle parameters for every rotatable bond were used to generate 

the different conformations, according to their local maximum energies. The structure generation 

started with the first atom placed at a fixed position and the molecule was built from there by 

adding an atom (or a fixed ring unit) to the system at a time. The molecular construction details 

are given in Figure 5.1. In this way an ensemble of molecule conformers were generated that 

represented the conformational space favored by the torsion angles. The torsion energies were 

then recorded respectively for each conformation. Simultaneously, all bond and angle energies 

were also recorded for future reference. 

 

 

 



118 

5.2.2.3 Filtering Conformers and Free Energy Determination 

The initial ensemble of conformations was further screened to eliminate those with internal 

clashes. Each member of the final conformer ensemble had its associated free energy computed 

using the full set of Boltzmann factors (Equation 4). The conformation that had the lowest gas-

phase free energy was selected as the reference (zero free energy) to obtain the relative gas-phase 

free energies for the remaining conformations in the ensemble.  

 

Each member of the resultant ensemble was then solvated and had its solvation free energy 

determined using KMTISM.51 Adding these free energies to the gas-phase free energies, yields 

the relative aqueous phase free energy. Note that both the gas and aqueous phase free energies 

are relative values, while the solvation free energy is an absolute value. 

 

!

Figure 5.1 Scheme for conformer growing flow using MT conformational search algorithm.  
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5.2.3 Small Molecules from the CSD & PDB 

We selected 299 molecules from the CSD, which represented a culled subset (299 out of 492) of 

molecules examined in a validation study of OMEGA.19 The CSD ID codes for the selected 

molecules are given in the SI. The 299 molecules were selected to have R-factors smaller than 

10.0, with at least 4 rotatable bonds and a heavy atom count of larger than 10. Furthermore, I 

also examined 104 molecules out of 197 PDB ligands explored for validation previously. For 

each molecule thousands to tens of thousands of conformers were generated depending on the 

exact nature of the individual molecules. The resultant conformations were then analyzed 

relative to the original CSD and PDB structure. 

 

5.2.4 Thrombin Ligands 

Besides the 299 CSD and 104 PDB structures, 9 thrombin ligands from Klebe’s work were 

examined in more detail (PDB ID’s 2ZFP, 2ZGB, 2ZC9, 2ZI2, 2ZIQ, 2ZHQ, 2ZGX, 2ZNK, and 

2ZDA). Moreover, I picked the 2ZI2 thrombin ligand (3c) out of the 9 total ligands to compare 

to an OMEGA conformational search and to further calculate the conformer energies at the M06-

2X/6-31G* level of theory (using Gaussian 0955). The resultant global minimum and local energy 

minima were compared to the conformations generated by MT conformational search both 

structurally and thermodynamically. The absolute free energies for the DFT optimized structures 

was obtained from a vibrational analysis carried out using the Gaussian 09 package.  

 

We also carried out MM-PB/GBSA calculations on the nine thrombin ligands to obtain their 

solvation free energies. The nine ligand structures stripped from their respective PDB files were 

optimized at the M06-2X/6-31G* in Gaussian09 prior to a 5ns MD simulation using AMBER12. 
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Trajectory data points were collected every 1ps, resulting in 5000 frames for later analysis. These 

5000 frames were put into the MM-PBSA.py program58 in AMBERTools for post-MD analysis. 

The solvation free energies using both the linearized Poisson Boltzmann (MM-PB/SA)59, 60 and 

Generalized Born (MM-GB/SA)61 models were calculated and stored for later comparison to MT 

results. 

 

The MT conformational sampling code was written in Python (version 2.7) and the Visual 

Molecular Dynamics (VMD)62, 63 program was used for structure analysis. GNUPlot64 was used 

for all plots.   

 

 

Figure 5.2 Thrombin ligands from the work of Klebe and co-workers.54 For 2c, 2e, 2l and 4c, 4e, 

4l the –NH2 group at low pHs would become –NH3
+. 
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5.3 RESULTS AND DISCUSSION 

We generated over 1,458,000 total conformers for the 299 CSD and 9 thrombin structures 

according to the criteria delineated in the methods section. The conformational ensembles were 

compared to their original crystal structures and in the case of one thrombin inhibitor to M06-

2X/6-31G* structures.  

 

5.3.1 Structure Validation of the Thrombin Ligands 

The thrombin ligands represented a typical challenge for conformational searching programs. In 

generating these conformational ensembles one must overcome several challenges including 

chirality, ring formation, and intramolecular hydrogen bonding. Below I discuss, in detail, 

structural RMSDs, free energies and the global minimum structure generated using MT sampling 

for 3c (PDB ID 2ZI2) as a representative example.  

 

5.3.1.1 The Conformational Ensemble 

We generated over 30,000 conformers for the 9 thrombin inhibitors that were structurally and 

thermodynamically characterized by Klebe and co-workers (see Figure 5.2; I have retained their 

original numbering).54  

 

The small molecules in the thrombin ligand set have between 8-11 rotatable bonds that need to 

be considered in the MT conformational search. Every single torsion angle (rotatable bond) has 

2-4 local maximum energy values from which I can set the torsion angle. Thus, this could lead to 

2*28 - 2*411 total conformations, which is reduced to 1800 ~ 31,000 because of non-physical 
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close-contacts, which were eliminated. my choice of the non-bonded distance criteria (~2.8Å) 

eliminates unrealistic MT conformations.  

 

Chirality considerations also reduce the conformational space examined and this is also true for 

the thrombin ligands. These ligands all have a carbon atom with the S configuration, which 

connects the amide to the five member ring (see Figure 5.2). This S-chirality eliminates all of the 

conformations with R stereochemistry. Furthermore, 6 ligands (2c, 2e, 2l and 4c, 4e, 4l) have a 

carbon atom with R stereochemistry where the amino (ammonium) group binds (see Figure 5.2), 

which eliminates all conformations with S stereochemistry. Overall, through various cutoffs and 

stereochemical considerations the resultant sizes of the thrombin inhibitors ensembles were of 

manageable size (see Table 5.1). 

 

3c (2ZI2) is a typical ligand among the 9 thrombin ligands. It has one five-member ring with one 

S-chiral carbon atom, one potential intramolecular hydrogen bond, and one benzamidine 

functional group. The 10 rotatable bonds have 3~5 energy maxima which result in between 

(3*2)10 ~ (5*2)10 unique conformations (each choice for a rotatable bond generates two positions 

for the targeted atom), but this is reduced to 7201 ensemble members by my filters (see Table 

5.1). All conformations were generated within 2 minutes, including their gas phase free energies, 

and RMSDs. The subsequent solvation calculations take ~3sec per conformation on a laptop 

computer. 
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5.3.1.2 Structure Validation  

Table 5.1 shows the RMSD results for the conformations generated for the 9 ligands compared to 

their corresponding protein-bound PDB structures. Here I provide not only the minimum 

RMSDs in the conformational ensembles, but also the RMSDs for the lowest free energy 

structures, both in the gas and aqueous phase. From the table I can see that the MT 

conformational search approach yields geometries with average RMSDs between 1.521 ~ 2.094 

Å, and minimum RMSDs between 0.660 ~ 0.990 Å, respectively. Figure 5.3 summarizes the 

minimum RMSD conformations (pink), the lowest gas phase free energy conformations (blue), 

as well as the lowest aqueous phase free energy conformations (orange), with all structures 

aligned to the corresponding PDB crystal structure (multi-colored). The RMSDs for the aqueous 

phase and gas phase lowest free energy conformers are also listed in the table, with their values 

ranging from 1.128 to 2.794 Å for the former and from 1.656 to 2.644 Å for the latter. The 

increased RMSDs for the gas and aqueous phase structures arise because these are free structures 

rather that protein-bound. The detailed RMSD curves are shown in Figure 5.4.  

 

Figure 5.4 shows the RMSD curves for 3c associated with its three key conformers. From this 

figure I observe that the RMSD range for 3c is 0.866 ~ 2.679 Å. The minimum RMSD 

conformation has a 0.866 Å RMSD value and the minimum gas phase structure is 1.985 Å, with 

the main geometric differences being found in the five-member ring. The aqueous phase 

structure has a 2.300 Å RMSD and differs mostly in the region connecting the five and six-

membered rings. The lower right corner of this figure gives an overlay of the four different 

structures. 

 



124 

 

Figure 5.3 Geometry comparisons for the 9 thrombin ligands. Multi-color – PDB structures; 

pink – minimum RMSD conformation; blue – lowest gas phase free energy conformation; 

orange – lowest aqueous phase free energy conformation. All conformations are aligned to their 

corresponding PDB structures. 

 

Table 5.1 MT Conformational Ensembles and the Associated RMSDs (in Å) for the Thrombin 

ligands of Figure 5.2. 

 Conformer 
Amount 

Mean 
RMSD 

Min. RMSD 1st Aq. Free 
E. RMSD 

1st Gas Free 
E. RMSD 

2c 2010 1.521 0.660 1.613 2.165 

2e 2132 1.604 0.746 1.128 2.248 

2l 6643 1.803 0.738 1.575 2.156 

3c 7201 1.723 0.866 2.300 1.985 

3e 18728 1.821 0.990 1.578 2.628 

3l 31747 2.094 0.945 2.794 2.644 

4c 1826 1.663 0.904 1.231 1.656 

4e 1950 1.660 0.940 1.804 1.767 

4l 6079 1.909 0.906 1.985 2.452 
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Figure 5.4 RMSD ranges for thrombin ligand 3c. The purple shadowed text identifies the three 

key conformations and their RMSD values. Here the multi-colored molecule is the PDB structure 

and the single colored molecules are MT generated conformations: purple – minimum RMSD 

conformation; blue – lowest gas phase free energy conformation; orange – lowest aqueous phase 

free energy conformation. All conformations are aligned to the PDB structure.  
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!
Figure 5.5 RMSDs (in Angstrom) for the 9 thrombin ligands (2c, 2e, 2l, 3c, 3e, 3l, and 4c, 4e, 4l), with alignment to their 

corresponding PDB structures. 
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!
Figure 5.6 Solvation free energies (in kcal/mol) for the 9 thrombin ligands (2c, 2e, 2l, 3c, 3e, 3l, and 4c, 4e, 4l). 

!
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!
Figure 5.7 Data points and fitting results for MT vs. MM-PBSA solvation free energy calculation of Klebe thrombin ligands, with–

NH2 (left) and –NH3
+ functional groups (right) for Series 2 and 4. 

!
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!
Figure 5.8 Free energy perturbations (FEPs) between the 9 thrombin ligands calculated by MT.  

Colored values are the free energy changes (in kcal/mol) in aqueous phase (blue) and gas phase 

(red) conditions. The values in black parentheses are the changes in solvation free energies. 
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!
Figure 5.9 Relative aqueous free energies (in kcal/mol) (colored curves) and relative gas phase free energies (in kcal/mol) (gray 

curves) for thrombin ligands. The conformer count is sequenced in order of aqueous free energies. 
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Figure 5.10 Relative free energies vs. conformation count for thrombin ligand 3c. Blue curve – 

aqueous phase free energy; grey curve – solvation free energy; cyan curve – gas phase free 

energy. The structures – (1) lowest aqueous phase free energy conformation; (2) lowest gas 

phase free energy conformation; (3) minimum RMSD conformation compared with the PDB 

structure. The small windows are enlarged versions of the free energy for every 50 conformers, 

where conformers (1)(2)(3) are included. The pink shadowed texts from left to right, represent 

the relative aqueous phase free energy ∆∆G(aq), relative gas phase free energy ∆∆G(gas), and 

relative solvation free energy ∆∆G(sol) for the three conformers (1) (2) (3) respectively. Note 

∆∆G(aq), ∆∆G(gas), and ∆∆G(sol) do not have direct relationship with each other. They are only 

relative to their lowest aqueous, gas, and solvation free energy conformations, respectively. 
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Table 5.2 Solvation Free Energies for the Thrombin Ligands, Including MT Solvation Ranges, the MT Averages and the MM-PBSA 

averages. 

Free E. (kcal/mol) MT Average MM-PBSA Average 

N3a N4b N3a N4b 

2c -10.74 -39.02 -21.72 -74.98 

2e -10.08 -35.58 -23.68 -73.94 

2l -11.45 -45.24 -25.01 -74.20 

3c -13.71 N/A -63.73 N/A 

3e -12.91 N/A -63.79 N/A 

3l -14.49 N/A -65.95 N/A 

4c -18.49 -86.25 -70.53 -168.33 

4e -17.71 -82.51 -67.73 -167.02 

4l -18.95 -91.21 -71.27 -163.88 
a “N3” indicates the –NH2 functional group for 2c, 2e, 2l, and 4c, 4e, 4l. “N3” is not applicable for 3c, 3e and 3l since this functional 

group is absent. 

 b “N4” indicates the–NH3
+ functional group for 2c, 2e, 2l, and 4c, 4e, 4l. “N4” is not applicable for 3c, 3e and 3l since this 

functional group is absent. 
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5.1.3 Free Energies  

We obtained the gas phase free energies initially for every single conformer when doing the 

conformation generation. Subsequently I obtained their relevant solvation free energies via post-

conformational search calculations on the corresponding geometries, as shown in Figure 5.6. I 

report calculations both on the protonated (R–NH3
+) and unprotonated (R–NH2) amine group and 

these results are shown in Table 5.2. It is not surprising that the resultant solvation free energies 

are more negative for the structures (2c, 2e, 2l & 4c, 4e, 4l) with the –NH3
+ functional group than 

those with the –NH2 functional group. Moreover, 4c, 4e and 4l are better solvated than 2c, 2e and 

2l because the former are singly charged (benzamidine groups) and the latter set are neutral (see 

Figure 5.2). The negative solvation free energies for 3c, 3e and 3l arise due to the positive charge 

on the benzamidine moiety.  

 

We also carried out MM-PBSA calculations to further analyze my solvation free energy results. 

The MM-PBSA results are also shown in Table 5.2. The MM-PBSA values are more negative 

than my average values, which was the trend I observed in a detailed analysis of the MT, MM-

PB/SA and MM-GB/SA solvation methods.51 In this paper I further compared my MT solvation 

free energy results with the MM-PBSA results with resultant Pearson’s correlation coefficients 

of 0.846 for the N3 sets and 0.956 for the N4 sets. The plot is shown in Figure 5.7.  Hence, I 

demonstrate that although I couldn’t directly compare my solvation free energies of the thrombin 

inhibitors with the MM-PBSA results because of the latter’s tendency to give more negative 

solvation free energies, then trends in solvation free energy match reasonably well.  
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To further analyze the nine ligands, I also computed the absolute free energies from the 

conformational ensembles couple with equation 4. Using the MT approach this is possible to do 

and, for example, on going from 2c -> 2e the gas-phase free energy change arises from 2c + 2 

methane C atoms -> 2e. Moreover, this allows us to get the free energy changes among the nine 

thrombin ligands, as shown in Figure 5.8, in both solution and in the gas phase. Here I find that 

the free energy differences are larger in solution than in gas phase due to changes in the solvation 

free energies. Again using 2c -> 2e as an example I gain free energy from C-C bond formation, 

but pay an entropic penalty when 2 free methane carbon atoms attach to 2c forming 2e. The 

solvation free energy is slightly unfavorable (0.66 kcal/mol) as well. Using the data of Figure 5.8 

similar thermodynamic analyses can be performed.  

 

We also plot the aqueous phase free energies as well as the gas phase free energies for the 9 

ligands in Figure 5.9. Herein I only discuss 3c as a representative example. Figure 5.10 shows 

the aqueous phase free energy curve (blue – lowest to highest free energy) with their 

corresponding gas phase free energies (cyan) and solvation free energies (grey). Note in Figure 

5.10, all free energies including the aqueous phase, gas phase, and solvation free energies, are all 

originally carried out with absolute values – independent gas phase G(gas) and solvation G(sol), 

adding up of aqueous phase G(aq) = G(gas) + G(sol) – but here I am only showing the relative 

values ΔΔG(aq), ΔΔG(gas)  and ΔΔG(sol) to their individual lowest free energy conformers 

respectively. There are no direct relationships between each other in the purple text boxes. In this 

relative aqueous phase free energy curve there is a range of 0.00 ~ 10.51 kcal/mol, interestingly 

the relative solvation free energy curve tracks the aqueous phase free energy curve, with the 

relative solvation free energy in a range of 0.00~10.74 kcal/mol and the relative gas phase free 
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energy is in a range of 0.00~2.44 kcal/mol, indicating that the aqueous phase conformer 

sequence is driven by the solvation free energy. For example, the 1st ranked structure in the 

aqueous phase is the top-ranked conformation in terms of its solvation free energy. Thus, in the 

case of 3c (in fact also for the remaining 8 thrombin ligands (see Figure 5.9)) the gas phase free 

energy only slightly modifies the relative stability of the conformations contained in the 

ensemble. This resultant plot has a S shape, where the first 50 conformers (Figure 5.10-1) have a 

sharp free energy increase (0.00 to 3.41 kcal/mol in the aqueous phase), while the middle two 

sets of 50 conformers (Figure 5.10-2 & 5.10-3) have a modest free energy increase (5.48 to 5.57 

kcal/mol & 7.82 to 7.84 kcal/mol, respectively). Potential structural similarities are excluded, 

where each of the middle two sets of 50 conformers have different aqueous and gas phase free 

energies, as shown in the figure. Overall, the top ranked aqueous phase conformation is favored 

both because of its favorable solvation free energy (0.0 kcal/mol) and gas phase free energy (2.0 

kcal/mol). The top ranked gas phase conformation has 5.5 kcal/mol aqueous phase free energy 

and a 0.0 kcal/mol gas phase free energy with a solvation free energy of 7.6 kcal/mol. Note that 

these energies are all relative, so adding the gas-phase free energy with the salvation free energy 

does not yield the aqueous free energy of the conformation. The minimum RMSD conformation 

has a less favorable solvation free energy (7.9 kcal/mol) but has a relatively unfavorable gas 

phase free energy (7.8 kcal/mol), leading to its position in the aqueous phase free energy plot.   
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!
Figure 5.11 Comparison of MT-CS and DFT calculated free energy values for the 8 gas phase (left) and 10 PCM model (right) DFT 

conformations. The dots on each figure represent the positions of these conformations, and the line represents a linear fit. The 

Pearson’s R values are given on the plots. The Root-Mean-Squared-Error (RMSE) is also included in the graph. 
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Figure 5.12 DFT low energy conformers of thrombin ligand 3c in PCM model and in gas phase 

sequenced by their MT free energies respectively. Multi-color – PDB crystal structure; silver – 

G09 optimized conformers; mauve – closest MT conformers to relevant DFT conformers. 
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!
Figure 5.13 Free Energy for DFT optimized 3c conformers vs. MT calculated conformers, in 

both gas phase (upper) and aqueous phase (lower). The curves represent the free energy values 

for MT-CS generated conformers, and the points on the curve represent the 8 gas phase (upper) 

and 10 PCM model (lower) DFT conformations position on the MT free energy curves. Note 

here the free energies are absolute values. Black circles represent MT calculated free energies 

positions of the DFT energy-minimized lowest 5 gas/aqueous MT conformers respectively. 
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!
Figure 5.14 Linear correlation comparisons of H vs. G (left) and TS vs. G (right). The Pearson’s R values are attached on the graphs. 
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Figure 5.15 Alignment of top 5 gas and aqueous phase lowest MT free energy conformers that 

optimized in DFT gas phase and PCM models respectively. 

 

 

Table 5.3 Geometric Comparisons of M06-2X/6-31G* (DFT) Generated Conformations and MT 

Generated Conformations (RMSD values in Å). 

PCM Phase Rank DFT vs. MT Gas Phase Rank DFT vs. MT 
1 1.613 1 1.977 

2 2.003 2 1.480 

3 1.713 3 1.535 

4 2.495 4 1.905 

5 1.639 5 1.351 

6 0.482 6 1.226 

7 1.292 7 1.211 

8 2.599 8 1.528 

9 1.487   

10 0.754   
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Table 5.4 RMSDs (in Angstrom), DFT free energies, and MT free energies for PCM Modeled 

DFT optimized structures. 

PCM Model RMSD (DFT to 

PDB) 

RMSD a (MT to 

DFT) 

DFT Free Energy 
b (kcal/mol) 

MT Aq. Free 

Energy c 

(kcal/mol) 

1 1.726 2.706 228.715 224.526 

2 1.768 1.308 228.368 224.733 

3 0.861 1.400 228.248 226.200 

4 1.962 1.230 228.986 226.369 

5 0.973 2.056 228.831 226.919 

6 1.614 1.504 229.292 227.767 

7 1.864 2.086 230.282 227.872 

8 1.077 2.150 228.341 228.053 

9 1.737 1.673 230.655 228.183 

10 0.948 1.292 229.973 228.609 
a “MT” here represents the conformers that has closest free energy MT conformer compared to 

the corresponding DFT conformers.  
b Here the DFT free energy represent the free energies carried out by DFT frequency calculation. 
c MT aq. free energies are absolute free energies for each conformer generated by MT program. 
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Table 5.5 RMSDs (in Angstrom), DFT free energies, and MT free energies for gas phase DFT 

optimized structures. 

Gas Phase RMSD (DFT to 

PDB) 

RMSD a (MT to 

DFT) 

DFT Free Energy 
b (kcal/mol) 

MT Gas Free 

Energy c 

(kcal/mol) 

1 1.765 1.332 228.952 240.225 

2 1.180 1.756 228.589 240.263 

3 1.815 2.338 228.903 240.945 

4 1.952 1.218 228.634 240.980 

5 1.707 1.837 229.189 241.010 

6 1.883 1.241 228.616 241.017 

7 1.834 2.286 229.111 241.078 

8 2.146 1.481 229.521 241.102 
a “MT” here represents the conformers that has closest free energy MT conformer compared to 

the corresponding G09 conformers.  
b Here the DFT free energy represent the free energies carried out by DFT frequency calculation 

in gas phase. 
c MT aq. free energies are absolute free energies for each conformer generated by the MT 

approach. 
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Table 5.6 Calculated Relative DFT Energies and Absolute MT Free Energies in kcal/mol for the 

Top 5 Lowest Free Energy Gas and Aqueous MT Conformations Further Optimized Using Gas 

and Aqueous Phase (PCM) DFT Calculations.a 

Gas Phase Aqueous Phase 

Ranking Relative 

DFT 

Electronic 

Energy 

(kcal/mol)) 

Absolute MT 

Gas Phase 

Free Energy 

(kcal/mol) 

Ranking Relative 

DFT 

Electronic 

Energy 

(kcal/mol)) 

Absolute 

MT 

Aqueous 

Free Energy 

(kcal/mol) 

1 0.000 239.262 1 0.000 225.393 

2 1.031 239.294 2 1.069 226.863 

3 3.421 240.240 3 3.084 227.533 

4 3.428 240.240 4 3.254 227.077 

5 3.446 240.203 5 3.374 226.511 

a) Note here that the DFT energies are relative to the lowest energy conformation. 

 

Table 5.7 M06-2X/6-31G* calculated enthalpy (H), entropy (S) and Gibbs free energy (G) in 

Gaussian 09. Note the temperature here is 298.15K. 

Gas Phase H (kcal/mol) S (cal/mol-K) TS (kcal/mol) G (kcal/mol) 

1 278.025 164.673 49.073 228.952 

2 277.952 165.648 49.363 228.589 

3 278.018 164.816 49.115 228.903 

4 278.140 166.126 49.506 228.634 

5 278.200 164.466 49.011 229.189 

6 278.192 166.364 49.576 228.616 

7 278.170 164.629 49.059 229.111 

8 277.402 160.673 47.881 229.521 
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5.3.2 DFT Validation 

We also compared the MT generated conformations with DFT optimized local minimum energy 

structures for 3c. First I used OMEGA19, 65 to independently generate 341 conformations for 3c 

and then geometry optimized these conformations at the M06-2X/6-31G* level of theory using 

Gaussian 09. From this I obtained 8 low energy structures in the gas phase and 10 using the PCM 

model. I then used a vibrational analysis (as implemented in G09) to obtain the absolute free 

energies for the DFT generated conformations for further comparison to MT. I then used my MT 

method to estimate the absolute free energy values for all of the MT generated conformations 

using equation 4 for a head-to-head absolute free energy comparison. Figure 5.11 shows the 

comparison of the MT vs. DFT derived free energies, in both the gas and aqueous phases. The 

resultant DFT free energies range from 228.589~229.521 kcal/mol for the gas phase, and 

228.248~230.655 kcal/mol for the PCM model, while the MT free energy for these 

conformations range from 240.226~241.102 kcal/mol for the gas phase, and 224.526~228.609 

kcal/mol for solution. Details are shown in Table 5.4 & 5.5. The values of Pearson’s correlation 

are shown in Figure 5.11. The aqueous phase gives the best match between the MT and G09 

absolute free energies with a correlation of 0.6342, indicating that the MT and DFT absolute free 

energies at the same structure are in qualitative agreement. The gas phase gives a poorer match 

with a correlation of 0.3908 between the MT and DFT results.  

 

The 18 DFT determined absolute free energy values were then compared to the MT absolute free 

energies and the comparison is shown in Figure 5.13. I find that the 8 gas phase and 10 PCM 

model structures have absolute free energy values that are on the same scale as my MT generated 

absolute free energy conformational curves. Table 5.3 shows the RMSD results for the 18 lowest 
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energy structures from the DFT calculations when compared to their closest partner in terms of 

free energy. In the table, I list RMSD values for the M06-2X/6-31G* conformation vs. the 

nearest (by free energy) MT conformation. I also visually compare the geometries in Figure 5.12. 

A geometric comparison of the DFT and MT conformations with the PDB structure is given in 

Table 5.4 & 5.5 as well. I find that the RMSDs between the DFT conformations and closest in 

free energy MT conformations range from 0.754~2.599 Å, while the lowest MT conformation 

vs. lowest DFT one had RMSDs of 1.509Å for the gas-phase and 1.656Å for the aqueous phase.  

 

To further study the relationship of energy-minimized conformations to their corresponding MT 

free energies, I took the five lowest gas and aqueous phase free energy conformations from my 

MT studies and then optimized them at the M06-2X/6-31G(d) level of theory. I then took these 

10 DFT energy-minimized MT (DFT-MT) conformations and calculated their new gas and 

aqueous phase MT derived free energies. The results are shown also in Figure 5.13 as black 

circles. I find that the 5 gas-phase conformations generated 3 novel conformations in the gas-

phase and the 5 aqueous ones produced 5 in the aqueous phase. The aligned conformations are 

shown in Figure 5.15.  

 

From Figure 5.13 I observe that in the gas-phase, 2/3 of my MT-DFT optimized conformations 

have lower free energies than the 8 OMEGA-DFT optimized conformations, while the remainder 

(1/3) has a free energy value close to the OMEGA-DFT lowest free energy conformation. In the 

aqueous phase, the MT-DFT lowest free energy conformation has a higher free energy value 

than the OMEGA-DFT one, while the remainder (4/5) were distributed among the remaining 10 

OMEGA-DFT conformations. Detailed values are shown in Table 5.6 with their related absolute 
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MT free energies. In this table the trends of the absolute MT free energy values are consistent 

with that of the DFT electronic energy values, in both the gas and aqueous phase. Note in the gas 

phase No.’s 3 to 5 are nearly geometrically identical, so that they have close MT free energies 

and DFT electronic energies.  

  

What is more, the gas-phase DFT energy-minimized conformations (8 total) did not yield low 

free energy conformations along the MT free energy curve (Figure 5.13 top panel), so in order to 

analyze this a bit further I examined the individual contributions of the entropy and enthalpy. In 

the DFT determination of the Gibbs free energy the Thermal Energy and Entropy at 298.15 K are 

each computed, allowing us to investigate the contributions of enthalpy and entropy.  Hence, I 

did another series of linear correlations comparing H vs. G and TS vs. G, which is shown in 

Figure 5.14. Detailed H, S and G values are shown in Table 5.7. From this I observe that the TS 

vs. G graph (right) has a high Pearson’s R value of 0.9155, while the H vs. G graph (left) has a 

lower Pearson’s R value of 0.5912, implying that that the TS term has a higher influence than 

that of the H term in determining the energy landscape of the 3c conformations. That means the 

3c molecule has an entropy driven free energy landscape.  

 

It is this latter observation that, in part, explains why the OMEGA/DFT derived conformations 

appear well above the minimum of the MT derived free energy landscape – the DFT 

conformations are obtained via energy minimization calculations, not an optimization on the free 

energy surface. From the latter analysis I find that the preferred low free energy confomations for 

3c arise due to entropy effects and MT conformation generation is done on the free energy 
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surface (both entropy and enthalpy (energy)), so it is not surprising that MT yields lower free 

energy conformations. 

 

5.3.3 CSD & PDB Structure Validation 

We also completed a CSD & PDB crystal structure validation with my MT conformational 

search program. Table 5.8 gives the general details including conformation counts and the 

observed RMSD ranges, as well as their median values. From this table I observe that the 

conformation counts, not surprisingly, vary significantly depending on the number of rotatable 

bonds found in the molecule being studied (from 2 to 228919 of CSD and from 2 to 32593 of 

PDB total conformations). However those with smaller conformation counts do not necessarily 

have a better match with the crystal structures since the diversity of conformations explored is 

simultaneously reduced.  

 

Figure 5.16 shows the RMSD ranges compared to the crystal structures for all of the 299 CSD 

molecules, and Figure 5.17 shows this information for the PDB molecules. For the CSD RMSDs, 

as indicated by the blue line in the figure, I find that the minimum RMSDs differ quite a bit from 

one another, ranging from 0.014 ~ 1.720 Å, with a median value of 0.388 Å, which overall 

indicates at least one MT conformation has a high structure similarity with the CSD structure. 

The lowest free energy conformations in the gas phase reasonably match the CSD structures with 

239 out of 299 structures having RMSDs < 2.0 Å. The median values are 1.270 Å. (Not listed 

here) Meanwhile, for the 104 PDB molecules, I obtained minimum RMSDs ranging from 0.009 

~ 1.663 Å, with a median value of 0.253 Å. The lowest free energy conformations in the gas 

phase qualitatively match the PDB structures for 82 out of the 104 structures with RMSDs < 2.0 
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Å. The median values are 1.342 Å. Using these metrics (RMSDs < 2.0 Å) I have ~78% match 

between the lowest free energy MT conformations for both CSD and PDB structures in 

comparison to their related crystal structures.  Detailed values are shown in Table 5.8.  

 

One difference between the CSD and the PDB structures is, although both are crystal structures, 

the CSD are for single molecules in a crystal, while the PDB is for protein-bound small 

molecules. One example, of some of the issues that can arise in structure validation, is illustrated 

by the molecule shown in Figure 5.18 (CSD ID BAJZOB10). The minimum free energy 

structure, in both the gas and aqueous phase, has a high preference to form two intramolecular 

hydrogen bonds, while in the CSD crystal structure this is not observed, but what is preferred are 

intermolecular hydrogen bonds forming in the crystalline lattice. Since I am not modeling a 

crystal, but a molecule in solution this observation is not surprising. Nevertheless, I still obtained 

a minimum RMSD of 0.806 Å and 1.002 Å for both the gas and aqueous phase low free energy 

conformation. The geometry comparisons are shown in Figure 5.18, where the complete free 

energy profile is also included. 
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Table 5.8 MT Conformer Counts and RMSD Values (in Å) for 299 CSD and 104 PDB 

Structures. 

  Conformer 
Count 

Average 
RMSD 

Min. RMSD 1st Gas 
 RMSD 

 
CSD 

General 
Range 

2~228919 0.102~3.068 0.014~1.720 0.014~3.872 

Median Value 84 1.295 0.388 1.270 

 
PDB 

General 
Range 

2~32593 0.166~3.512 0.009~1.663 0.069~4.107 

Median Value 142 1.376 0.253 1.314 
 

 

 

Figure 5.16 Minimum RMSD values and RMSD ranges for all CSD molecules. Blue curve – 

minimum RMSDs of the 299 CSD structures, red crosshatched regions – RMSD ranges of the 

299 CSD structures.  

 



150 

!

Figure 5.17 Minimum RMSD values and RMSD ranges for all PDB molecules. Green curve – 

minimum RMSDs of the 104 PDB structures, orange crosshatched regions – RMSD ranges of 

the 104 PDB structures. 
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Figure 5.18 Relative free energies vs. conformer count for CSD molecule BAJZOB10. Blue 

curve – aqueous phase free energy; grey curve – gas phase free energy. The single multi-colored 

structures are the minimum RMSD conformation vs. the CSD and lowest gas/aqueous phase 

conformation with the requisite information given in the text boxes. The overlapped structures at 

the bottom right represent the minimum RMSD conformer  (pink) and lowest gas/aqueous phase 

free energy conformer (ice blue) aligned to the CSD crystal structure (multi-colored). The 

sequence of the conformations is based on the order of the relative aqueous phase free energy. 
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5.4 CONCLUSION 

 

In this paper I introduce a novel conformational search program based on the “Movable Type” 

sampling method, which directly gives conformational free energies in the gas and aqueous 

phase. I explain my conformation generation strategies, and validated the MT approach via 

comparisons to the crystal structures of 9 thrombin inhibitors found in the PDB, 299 CSD 

molecules and 104 PDB molecules found in the OMEGA validation effort.19 The highlight of my 

approach is I use the MT method to focus my torsional space search to relevant regions, provide 

solvation free energies and gas and aqueous phase relative free energies for all conformations 

generated. I compared my results to experiment by examining RMSDs of my conformational 

ensembles and individual structures from the crystal structures. I also compared my solvation 

free energies to those computed using MM-PBSA. I also compared the best conformations 

obtained using DFT with the MT-CS generated conformations. Overall, the MT sampling 

approach rapidly and efficiently generates conformational ensembles of small molecules on the 

free energy surface opening up new avenues to understand the complex behavior of molecules in 

solution and when bound to receptors.  
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