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ABSTRACT

INVESTIGATION OF PLANAR TERAHERTZ PASSIVE DEVICES AND COUPLING
METHODS FOR ON-WAFER APPLICATIONS

By

Joshua Carl Myers

In recent years, developments have pushed the cut-off frequencies of transistors near 1

THz, enabling for the first time the design of large bandwidth transmit/receive modules.

While there has been a significant interest in the research community to implement these

devices, many challenges have slowed such progress. Primarily, these challenges stem from

the high dielectric and metal losses many materials display in the THz spectrum. However,

to implement wafer-level integrated circuits in the THz spectrum, efficient passive devices

that are integration compatible must be developed. For any integrated system, many of the

most important passive building blocks of the system are reduced to efficient waveguiding,

filtering, and coupling between any active components, necessary measurement systems,

and input sources. In this dissertation, efficient passive terahertz components, including

waveguides, filters, and input couplers, are developed.

First, a method of efficiently coupling THz radiation between commercial quasi-optical

THz systems and integration compatible THz components is introduced. The primary

method developed is the use of high-density polyethylene focusing probes which can be easily

fabricated so that they are compatible with commercial THz systems. The efficiency of the

probes are then investigated when used with a simple silicon-based dielectric waveguide.

Next, dielectric ridge waveguides made of silicon are investigated for low loss THz wave

propagation. A theoretical effective index method is applied to determine the modal prop-

agation properties of the waveguides as well as the attenuation of the structures. FEM

simulation is also carried out to verify these results. Various ridge waveguides made on

silicon wafers are investigated through measurement and determined to provide low-loss

waveguiding properties in the THz spectrum. The focus is then shifted to the design of



thin-film integration compatible THz filters. These filters are designed with multi-objective

evolutionary algorithms coupled with FEM modeling. Bandwidth, stopband characteristics,

multi-resonance, and other properties of the filters are developed and improved through op-

timization. The filters are measured using a commercial THz system, and shown to match

well with the optimized expectations.

Finally, another waveguiding structure is introduced which is built with thin-metal peri-

odic structures on thin-film substrates. These structures efficiently guide THz waves along

the surface of the textured metal structures. With these structures, other passive THz cir-

cuits, such as power splitters and sensors, are also developed. The waveguiding structures,

as well as power splitter, are measured in conjunction with the dielectric focusing probes

developed previously, and show to provide high transmission properties at specific design

frequencies.

Throughout this dissertation efficient waveguides, filters, and coupling methods are in-

troduced. These methods are compatible with current semiconductor fabrication techniques,

enabling device realization directly on-wafer. In addition, all of the passive devices that are

developed are simple to fabricate, as well as low-cost. Through the work presented in this

dissertation, the realization of passive building blocks for on-wafer active THz circuits are

developed, which in turn provides the possible realization of active on-wafer THz circuits.
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CHAPTER 1

Introduction and Background

1.1 Terahertz Overview and Background

The terahertz (THz) frequency spectrum has long been one of the least explored sections of

the electromagnetic spectrum. Typically defined from .1 to 30 THz, the THz spectrum lies

in the frequency gap between traditional microwave devices and optics, as shown in Figure

1.1. Although some researchers consider the low-THz spectrum (100-300 GHz) as mm-wave,

in this dissertation, 100 GHz and up will be considered the start of the THz spectrum.

While there are many reasons for a lack of scientific advancement in this area, the absence

of efficient, cost-effective THz technologies has been a major detractor for many years [1].

Recently, there has been a significant increase in the research community towards devel-

oping THz devices [2] - [4]. This has primarily been caused by the advances in commercially

available THz systems and sources over the last decade. While a few different types of

design topologies have been developed, these systems are primarily made possible through

the development of femtosecond laser devices. By exciting photoconductive semiconductor

switches which act as gate and pump lasers, mode-locked femtosecond lasers can be used to

generate THz signals [5] - [6].

To generate time-domain THz signals, the laser is first incident on a beam splitter which

1
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Figure 1.1 Microwave to visible optics frequency spectrum.

2



Femtosecond Laser

Beam Splitter

Time Delay

Emitter Receiver

THz Radiation

Mirror

MirrorMirror

Pump Laser

Gate Laser

Figure 1.2 Diagram of femtosecond laser-based THz system.
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splits the signal between a mirror (this acts as the pump laser) and a delay fixture, the output

of which acts as the gate laser. The pump laser is used to excite a switch at the emitter of the

system, which in-turn generates THz radiation when the pump laser is on. Conversely, the

gate laser is used to trigger the receiver switch so that the radiation can be detected. A variety

of optics and lensing can be used at the emitter and receiver to generate focused, collimated

beam. The block diagram of a typical time-domain THz system in transmission mode is

shown in Figure 1.2. Similarly, the same system can be used for reflection measurements

with a metal plane placed at the correct angle between the emitter and receiver. Typically,

most commercial THz systems can measure between 100 GHZ and 2.5 THz. Both frequency

and time-domain commercial THz systems are shown in Figure 1.3.

Thanks to these improvements in THz systems, the frequency spectrum has developed

many current and potential applications in a wide variety of areas. This spectrum is of-

ten rich with unique material spectral fingerprints, making it particularly advantageous for

spectroscopy [7] and sensing [8]. THz radiation is also non-ionizing, making it safer than

current X-ray imaging technologies for use in medical applications [9]. Additional areas of

interest include high bandwidth communications [10], nondestructive evaluation [11], and

hidden object detection for security applications [12].

Spectroscopy has historically been a prominent application of the THz regime [13]. THz

spectroscopy has been used for years in astronomy to discover the compositional makeup

of stars and other solar systems [14]. THz spectroscopy has also been used to investigate

proteins, DNA, and other bio-molecules by studying their frequency vibrational modes [15].

THz spectroscopy has been used heavily in the pharmaceutical industry. In particular, [16]

THz spectroscopy is used for polymorphic identification of drug tablets. In [17], the crys-

talline structure of pharmaceutical materials is also studied using a similar technique. The

temperature dependance of carbamazepine (a common anticonvulsant) is also investigated

with pulsed spectroscopy in [18].

THz sensing has also been used in many applications. Due to the small wavelength of
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THz signals, extremely small samples are able to be sensed accurately. In [19], metamaterials

operating in the THz frequency range are used to detect thin-film samples. Additionally,

THz sensing has again been used in many biomedical applications, such as detection of skin

hydration [20], sensing in corneal tissues [21], and marker-free DNA analysis [22].

In addition to the biomedical applications of THz sensing, THz imaging has been widely

adopted in tissue characterization and cancer detection. Due to the non-ionizing nature of

THz waves, these methods are safer in comparison to X-rays and can therefore be repeated

as necessary [23]. In particular, due to the low penetration depth of THz radiation, THz

imaging is easily applicable to the skin and teeth. In [24], THz pulsed imaging is used to

detect cancerous growth in breast tissue. Further, [25] uses THz pulse imaging reflections

to determine skin cancer growth in the upper layer of skin tissue. In addition, [26] uses

3D imaging on dental tissue to determine attributes of teeth, such as enamel thickness and

erosion.

Another huge area of interest in the THz research community is the use of THz devices

for hidden object detection and security applications. The most popular of these applications

in current production is the mm-wave imaging booths used by the TSA. mm-wave and THz

imaging is attractive for these applications due to the abundance of materials that are trans-

parent to THz radiation, such as paper, plastics, and many other dielectric composites [27] -

[29]. This allows THz radiation to essential ’see through’ concealing barriers. For example,

many explosives [30], firearms [31], and illegal drugs [32] have detectable characteristics when

exposed to THz radiation.

In addition to hidden object detection, THz imaging has been widely investigated in

the non-destructive evaluation (NDE) community. In [33], THz is used for NDE of metallic

surfaces to determine surface roughness. Similarly, [34] uses THz imaging for corrosion of

metals beneath paint surfaces.
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1.1.1 Realization of Integrated THz Circuits

In the previous section, the applications of THz radiation was introduced. While these

applications are numerous, there are serious difficulties successfully realizing efficient THz

circuits and systems. This is due to a number of issues, but in particular current electrical

technologies are not capable of carrying large frequency signals with low loss.

In addition, current THz systems, as shown in the previous section, are relatively bulky

and quasi-optical in nature. This makes the realization of compact and efficient THz circuits

difficult to realize. However, the ideal solution would be to create completely integrable THz

circuits on the wafer level that are efficient, compact, and cost affordable. In order for this

to be accomplished, a number of both active and passive devices must be realized.

Many active devices must be realized, such as efficient THz diodes, transistors, amplifiers,

modulators, and detectors, as shown in Figure 1.4. However, before the necessary active

devices are realized, efficient passive building blocks must also be developed. While a number

of passive devices are necessary to develop THz integrated circuits, waveguides and filtering

are of particular importance.

Waveguides in-particular are a difficult challenge in the THz spectrum, as metal has

particular high skin-depth losses in the THz spectrum. This makes traditional waveguides,

such as microstrips and striplines, very inefficient. Therefore, THz waveguides must be

based on dielectric or other non-metal structures which further complicates the design pro-

cess. Further, actually coupling THz radiation into the waveguides, especially with current

quasi-optical THz systems, is especially complex and inefficient. The next section of this

dissertation will review some of the current waveguiding and filtering techniques, as well as

current coupling methods proposed in the literature.
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1.2 Current Research Topics in THz Technologies

While the previous discussion covers some of the many applications of THz radiation that

have recently been explored, this section will delve into three more technical aspects of THz

research that have been presented in the literature. All three of these subsections are of

particular importance in the realization of modern THz circuits and systems. First, THz

waveguides in the current literature are explored. Next, current coupling methods that are

used to excite the waveguides using modern THz systems are also investigated. Finally, mod-

ern THz filters are explored as well as current design methodologies and implementations.

1.2.1 THz Waveguides

Traditional waveguiding structures, such as microstrip lines and, striplines, and metallic

waveguides have high attenuation constants at THz frequencies [35]. This leads to the

necessity for the design of THz waveguides and devices that are much different than their

RF and microwave counterparts. Due to the unavailability of efficient THz waveguides and

interconnects, THz circuits have been slow to develop.

However, in recent years, a number of alternative THz waveguides have been introduced.

These waveguide designs range from traditional metallic-type waveguides with unique aspects

that lower their attenuation constants, to much more novel concepts such as metamaterial

and plasmonic type structures. In this section, a general overview of many different types

of THz waveguides will be presented, as well as some of the problems associated with the

currently presented waveguide designs.

Initially, more traditional structures, such as thin wires were investigated. For example,

in [36] cylindrical wire waveguides are investigated as THz waveguides by exciting surface

waves on the wire. In this case, radially polarized THz radiation is incident on the wire,

with a scattering mechanism used for input coupling.

Another wire based method is shown in [37], where THz radiation is coupled through onto
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cylindrical wires which support low order radial mode propagation. These waveguides show

virtually no dispersion, relatively low attenuation, and are relatively simple. However, both

of these wire-based waveguides suffer from being difficult to implement, and not compatible

with integration.

Hollow cylindrical metallic waveguides with thin inner dielectric coatings have also been

studied for THz wave propagation, with the dielectric coating chosen to be much smaller

than a wavelength[38]-[39]. The waveguides are coated with dielectrics in order to avoid

some of the skin-depth losses that the traditional metal waveguides suffer from in the THz

region. The waveguide show the use of both single and multi-layer dielectric coatings and

are designed such that the low-loss transmission of the HE11 propagating mode is excited.

Again, while these waveguides are capable of efficiently transmitting THz radiation, they are

relatively bulky and difficult to implement.

Photonic bandgap (PBG) structures have also been studied in detail for THz wave propa-

gation. In [40], two dimensional PBG structures are implemented with TEM mode propaga-

tion within metal parallel plate waveguides. In [41], one-dimensional photonic metal parallel

plate waveguides are presented. The waveguides are designed to operate in a spectral region

of .5-3 THz. Through this range, the waveguide has a high throughput with up to 40 dB of

dynamic range.

Other metamaterial type structures, such as electronic bandgap materials made of di-

electric structures have also been investigated. In [44], concentric cylindrically periodic di-

electrics are used to realize low-loss propagation in the THz frequency spectrum. In this case,

most of the power is contained within the air core region of the cylinder, and a propagating

TE01 mode is excited. Another EBG waveguide is shown in [45], where an all-dielectric

waveguide is developed through rapid polymer-jet prototyping.

Another recently proposed solution is the dielectric ribbon waveguide. Dielectric ribbon

waveguides have been shown to be efficient carriers of THz waves by containing propagating

THz radiation primarily in the air above the dielectric [49]. However, ribbon waveguides
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suffer large losses at bends or curves due to the confinement of the fields in the surrounding

area, making them non-ideal circuits and systems which require sharp bends or complex

geometries. Recently, there have been promising results coating the dielectric core with high

permittivity dielectrics in order to better contain the field in the center of the waveguide

[50]. Figure 1.5 shows the geometry and Unfortunately, including the cladding regions tends

to increase the fabrication complexity of the waveguides.

Ribbon waveguides have also been investigated for THz wave propagation when made of

semiconductor materials. Typically, these ribbon waveguides do not require extra cladding

materials due to the high permittivity difference between the semiconductor and surrounding

air. As an example, in [51] - [52] highly resistive silicon is used on a glass substrate to create

low-loss ribbon waveguides up to 500 GHz.

Another promising approach for guiding THz waves is through surface plasmonics. Sur-

face Plasmons (SPs) are coherent, wave-like oscillations of free charges, which often reside at

the surface of metal-dielectric interfaces, as shown in Figure 1.6. SPs have been exploited at

optical wavelengths for numerous applications [47]-[48]. The SP phenomena is observed near

the plasma frequency of a material, which in the case of a metal, typically lies in the UV

spectral region. This makes SPs very weakly confined to metals in the THz frequency spec-

trum. However, the plasma frequency of metals can be altered by periodically texturing the

surface of the metal [60]. Textured metal surfaces have been studied in great detail for the

design of THz waveguides in [53]-[55]. These artificial metal-dielectric composite structures

support so-called spoof plasmons.

A common method of tailoring the plasma frequency of a metal involves drilling an array

of holes along the surface, provided that the periodicity between the holes is much less than

a wavelength. This type of plasmonic waveguide has been studied extensively in the THz

region [56]-[59]. The geometry of such a waveguide is shown in 1.7. The effective plasma

frequency of the textured structure can be designed based on the resonance of the individual

apertures [58]. In fact, the resonance of one cavity can be shown to be exactly
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Figure 1.6 Plasmon osculations occurring near a metal-dielectric interface.
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equal to the plasma frequency of the composite structure [60]. While the operating frequency

of these composite metal structures can be tailored to a desired frequency, their practical

application is limited. Commonly, these waveguides are built directly from metal substrates,

which does not make them easily integrated in THz circuits. Also, the associated fabrication

requirements to create these devices are expensive and not readily available.

While many of these proposed THz waveguides have been shown to transmit THz ra-

diation, most are either inefficient compared with traditional RF methods, or are difficult

to implement with integration level packaging in THz circuits. In the case of the metallic

wire type waveguides, it is relatively clear that simple wires cannot be implemented in mod-

ern THz systems. While the hollow cylindrical waveguides introduced also show good THz

propagation characteristics, they are relatively bulky, and would also be difficult to imple-

ment in integrated systems. Similarly, PBG and EBG type structures could be implemented

on-wafer, but the currently proposed structures are mostly based on metallic waveguides.

Other introduced waveguides, such as the dielectric ribbon waveguide, and the plasmonic

type waveguides, suffer from a variety of problems, such as complex fabrication requirement

and curvature losses. This leaves the THz research community in dire need of integration

compatible, low-loss waveguides and interconnects.
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1.2.2 THz Coupling Methods

While there have been many advances in THz waveguides, actually coupling radiation ef-

ficiently into waveguides has not been well explored. Typical THz measurement systems

are quasi-optical in nature, with high speed fiber optics and receiver/transmitted heads.

This makes the transition between the measurement system and desired waveguide difficult,

especially when the waveguide is planar or integrated.

Many of the currently proposed THz waveguides are difficult to implement, inconvenient,

or complex coupling methods [62]. In fact, many currently proposed waveguides have simply

non-existent coupling methods, and are investigated only theoretically or through simulation,

and then measured at much lower frequencies to be used for a proof of concept [63]-[64]. For

example, in [63], plasmonic THz waveguides are investigated at THz frequencies, and then

scaled to much lower frequencies of operation and measured with simple SMA connectors.

Other coupling methods have been suggested, but in general have been very complex and

mostly inefficient. In [56], a plasmonic semi-circle groove is used to to couple incoming THz

radiation onto a similarly constructed plasmonic waveguide. The signal is then measured

along the surface of the waveguide with a ZnTe crystal detector. This method only provides

a one way coupling method, as the signal is picked up with the detector. Also, this method

is difficult to implement and very inefficient. The overall setup of the coupling method is

illustrated in Figure 1.8.

Another method is shown in [51], where silicon dielectric waveguides are measured in

the low THz frequency range. The waveguides are measured using a combination of two

metallic rectangular waveguides acting as the launch points, with the dielectric waveguide

placed in the mouth of each waveguide. While this efficiently acts as a coupling mechanism

to the dielectric waveguide, it is relatively difficult to implement in a real-world system. The

overall setup of this coupling method is shown in Figure 1.9.
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1.2.3 THz Filters

An additional component of great interest in the THz research community are electromag-

netic filters. In this case, a variety of filters are necessary, including high-pass, low-pass,

and band-pass filters. However, typical THz filters are primarily based on optics designs.

This makes them relatively bulky, difficult to measure, and not integration compatible. In

this section, some common optical based filters and other currently proposed THz filters are

reviewed.

Many types of filters have been demonstrated to work well above the THz frequency

range in a variety of fashions. Typical optics-based filters rely on stacked layers of dielectric

to achieve a desired filtering response [65] For example, glass pieces staggered by a quarter

wavelength between layers can be used to create bandpass filters. The properties of the filter

re primarily influenced by the thickness of each glass layer, as well the dielectric constant of

the material. The implementation of this filter is shown in Figure 1.10.

Another popularly used optical structure is a 3D photonic crystal based with a complete

band gap at the micron scale was first designed in [66]. This structure is simply a series

of stacked logs in different directions, called a woodpile. The geometry of such a structure

is shown in Figure 1.11. Based on the thickness of the logs, the material they are created

from, and the amount of logs in the stack, the properties of the structure can be used to

create a filtering mechanism. This has been explored recently in the THz spectrum as well.

In [67], a 3D printed woodpile structure is created which acts as a strong bandstop filter.

The potential for the filter to also be used as a sensor by changing the dielectric constant

inside the woodpile is also discussed.

In [68], a THz filter based on a composite metal-dielectric-metal structure is introduced.

The filters are primarily used for their stop-band characteristics in the application of band-

pass filtering. Dual layer structures are also investigated to improve the filtering properties.

This filter is studied primarily through simple cascading analysis, and tuning of the filter
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bandwidth and center frequency is investigated by modulating the parameters of the struc-

ture.

The work presented in [69], a triple-channel THz filter is introduced which is capable of

multi-resonance in the THz spectrum. The filter is based on a silicon multi-cavity resonant

system that is experimentally investigated using a backward wave oscillator. The three

resonance peaks in the filter are analyzed and the first is determined to come from a Fabry-

Perot resonance caused by thick cavities in the structure, while the others are caused by

coupling into the two central cavities.

Other more exotic solutions for THz filtering have also been developed. Similar to the

waveguides shown earlier, plasmonic based structures have also been shown to act as effective

filters in the THz region [70] - [72]. For example, In [73], a plasmonic high pass filter is

designed by engineering the dielectric properties of a thin-wire lattice. In this case, the high-

pass point of the filter is designed to be the transition point between a positive and negative

dielectric constant, known as the plasma frequency. At this frequency, a sharp change of the

reflection and transmission coefficients make the structure a high-pass filter. This allows the

authors to achieve high-pass filter characteristics well above 0.7 THz, with a two dimensional

cubic lattice.

In [74], a multi-band THz filter is proposed by utilizing the positive and negative refractive

indices of a photonic crystal prism. In this case, a passband filter is implemented with a

prism formed from a 2D hexagonal arrangement of metallic rods. The filter is able to operate

over an approximate bandwidth of 250 GHz, starting at 1 THz.

Metal hole arrays have also been studied to provide very large bandwidth THz filters

when stacked in multiple layers. In [75], a THz wideband filter based on a double layer of

metal holes is developed. This is created by simply perforating a metal layer with circular

air holes. The transmission characteristics of the filter are determined by the accumulation

of scatting and plasmon polarations. Overall, the filter has a center frequency of .8 THz,

with a relatively wide bandwidth of 400 GHz.
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Tunable THz filters have also been investigated in the literature [79] - [80]. In [81],

an optically controlled THz filter is presented which exploits the electron-hole pairs in a

semiconductor quantum well to attenuate THz frequency content. This is accomplished in

a mixed GaAS/AIAs multiple quantum well sample. In this case, the transmission spectra

is able to be controlled over a wide frequency range for tunable filters.

Another solution is shown in [82], where a thermally tunable filter based on a simple pho-

tonic crystal structure is presented. The filter is based on a small transmission band, which

originates from a small defect mode that appears in one of the crystals. This filter allows

for tuneability of approximately 20 % over a wide range in the THz frequency spectrum.

However, a large temperature swing is required to tune the filter significantly.

While the above filters work well as standalone components, they require complex fabri-

cation steps and design procedures. Specifically, they are relatively bulky, and would not be

compatible with integration level processing at the wafer level. While there has been some

movement in the research community to create THz component designs that are compati-

ble with wafer-level integration [76]-[77], filters are specifically difficult to achieve. This is

primarily because thin-film THz filters in the current literature do not display as large of a

rejection/acceptance band, nor have they been shown to be as flexible in filter design [78].

1.3 Dissertation Overview and Objective

To realize any modern integrated electrical system, a number of passive components are

necessary. In particular, waveguides are needed to act as interconnects between many of

the active components within the system. In addition, a method of coupling an excitation

into the waveguides efficiently is necessary, weather it is a simple SMA connector at lower

RF frequencies coupling into a microstrip, or a laser coupling into a fiber optics cable in

the optical spectrum. Finally, a number of high-, low-, and band-pass filters are necessary

both for elimination of noise, but also to control unwanted harmonics and other EMC issues.
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As shown in the previous sections, many THz filters and waveguides have been developed.

However, they are not easily fabricated, measured, or are they integration compatible with

modern semiconductor wafer level fabrication.

In this Dissertation, THz filters, waveguides, and coupling methods are developed which

are compatible with modern semiconductor wafer level integration. This overall objective is

illustrated in Figure 1.12. Chapter 2 introduces methods of efficiently coupling THz radiation

between commercial quasi-optical THz systems and integration compatible THz components.

These methods include over-moded waveguide couplers, coupling between waveguiding struc-

tures, and dielectric focusing probes.

Chapter 3 investigates the use of dielectric ridge waveguides made of silicon. A theoretical

effective index method is applied to determine the modal propagation properties of the

waveguides as well the attenuation of the structures. FEM simulation is also carried out

to verify these results. Various ridge waveguides made on silicon wafers are investigated

through measurement and determined to provide low-loss waveguiding properties in the

THz spectrum. Chapter 4 then focuses on the design of thin-film integration compatible THz

filters. These filters are designed with multi-objective evolutionary algorithms coupled with

FEM modeling. Bandwidth, stopband characteristics, multi-resonance, and other properties

of the filters. The filters are measured using a commercial THz system, and shown to match

well with the optimized expectations.

Finally, chapter 5 introduces another waveguiding structure built with thin-metal periodic

structures on thin-film substrates. These structures efficiently guide THz waves along the

surface of the textured metal structures. With these structures, other passive THz circuits,

such as power splitters and sensors, are developed. The waveguiding structures, as well as

power splitter, are measured in conjunction with the dielectric focusing probes developed in

chapter 2, and show to provide high transmission properties at specific design frequencies.
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CHAPTER 2

Coupling Methods

In this chapter, methods of coupling between modern THz systems and the waveguides and

other devices presented within this thesis are established. A method of coupling between a

THz source and waveguide is implemented by the use of dielectric focusing probes placed

between the transmitter and receivers of the system and the waveguides. The probes are

theoretically investigated through simulation. In addition, the measured characteristics of

the probes are investigated, and the probes are shown to work efficiently in a THz waveguide

measurement. These probes are then used throughout the rest of this dissertation to couple

into other devices, particularly in chapter 3 and 5.

2.1 Dielectric Focusing Probes

2.1.1 Probe Design Simulation

The dielectric probes proposed in this work are made of High Density Polyethylene (HDPE).

HDPE possesses very low loss properties in the THz spectrum, with a typical dielectric

constant of εr = 2.4 and tan δ = 0.01 at 300 GHz [117]. The probe design builds upon

the demonstration of wide band dielectric probe in [?]. The probes are comprised of three

primary sections: a plano-convex lens, cylindrical focusing region, and tapered cone. The
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first section of the probe, the plano-convex lens, ensures proper wave polarization and focuses

the wave to a point in the subsequent cylindrical region. The cylindrical focusing region is

followed by the tapered cone. The tapering of the cone is primarily responsible for the

focusing effect of the probe at its tip. Based on the taper design, the focal point of the

probe can be adjusted. Since the probes are intended to be used as couplers between a THz

system and waveguide, the probes are designed so that the focal point is directly at the tip.

Figure 2.1 shows the geometry of a sample probe as well as the proposed setup when used

to probe a THz waveguide.

To ensure the field is well confined within the probe and that the focal point of the probe

is near the tip, a small section of the probe encompassing the region closest to the tip of the

probe is first simulated. In this case, the commercial FEM solver HFSS 15.0 is used. Only

a small section is simulated as the entire probe is many wavelengths long, and therefor too

large to be fully meshed. The field in both the lateral and vertical directions throughout the

probe and the surrounding area is shown in Figure 2.2. Clearly, the field is well confined to

the probe in both the vertical and horizontal planes, with the only field penetration near the

tip of the probe. Also, the field is highly localized near the tip of the probe, confirming that

the focal point is directly at the tip.
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Figure 2.1 Proposed coupler geometry and setup.
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(a)

(b)
Figure 2.2 The simulated electric field confinement in (a) horizontal and (b) vertical planes
in the dielectric probe.
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2.1.2 Probe Verification

A quasi-optical THz measurement setup is used to characterize the probes. The THz signal

is generated using an Emcore PB-7200 commercial frequency domain system. This system

is made up of receiver (Rx) and transmitter (Tx) heads that are interfaced with sources

through fiber-optics. The system is capable of measuring transmission between the Rx and

Tx heads from 0.1 to 2 THz, with a frequency resolution of 100 MHz. The Rx and Tx heads

are capable of being moved on a railing system separating each optical head. The probes

are fabricated by taking a long HDPE rod and machining the geometry of the rod to fit the

probe design. The probes are then further sharpened using sandpaper along the tapered

cone section. An adapter is also fabricated using 3-D printing so that the probe can be fit

directly into the THz system receiver/transmitter head. The fabricated probe inserted into

the coupler and interfaced with the receiver of the THz system is shown in Figure 2.3.

To ensure the probes behavior matches that predicted by simulation, the transmission

between each probe is first measured at various distances. The THz system measures signal

power in arbitrary units between the Tx and Rx optical heads. Therefore, the exact power

transmitted through the system is unknown, but comparisons between measurements can

be made. First, the probes are aligned tip-to-tip, such that all the power is directly coupled

through each probe. The probes are then slid along the railing and the transmission is

recorded with spacings of 1, 2, and 3 cm between the probe tips.Figure 2.4 shows a continuous

measurement of the probe-to-probe transmission of the system at each probe spacing from

100 to 300 GHz. Clearly, when the probes are placed directly tip-to-tip, the transmission

through the system is largest. However, when distance is introduced between the probe tips,

the signal is decreased. This confirms that the focal point of the probes is directly at the

tip, as expected, given that power falls off with increased displacement.
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2.1.3 Implementation with Commercial THz Systems

Now, to investigate the potential of the probes in waveguide coupling, the system is fitted

with a probe in both the Rx and Tx heads. The probes are then aligned with the waveguide

such that the tips are directly touching the waveguide edges. In this case, a simple dielectric

ribbon waveguide is used as the THz waveguide. This waveguide is made from silicon, with

a thickness of 250 µm and a width of 1 mm. More details on the design of similar ribbon

waveguides for the THz spectrum can be found in [92]. The overall measurement setup of

the waveguide probing system is shown in Figure 2.5.

In order to characterize the waveguide coupling method, the loss due to the couplers, as

well as the loss due to the coupling into the waveguide, are of particular interest. To find the

losses associated with these effects, a number of THz measurements must be taken. First,

a reference measurement with nothing between the Tx and Rx head is taken. The distance

between the heads as will be needed to contain both probes and the dielectric waveguide

was used, yielding the total system power Pt. Next, a measurement of both probes in the

tip-to-tip configuration is performed, which produces the total power of the system with both

probes in place, called Ppr. Finally, a measurement with both a long and short dielectric

waveguide is performed, which can be used to calculate the losses of the waveguide with

none of the coupling effects, refereed to as PWL and PWS , respectively. In this case, a

waveguide length of 1 and 2 cm is used. A summary of these four measurements is shown

in Figure 2.6.

Each of the above measurements is necessary in order to perform a series of calculations

to determine the loss of the system coupled with the probes and a waveguide. Assuming the

total loss of the system is only due to the loss in the probes, the loss in the waveguide, and

the coupling loss, the total loss of the system can be written as:

Lt = Lpr + LWWl + LCL (2.1)
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where Lt is the total loss, Lpr is the loss due to the two probes, LW is the waveguide

loss (in loss/distance), Wl is the waveguide length, and LCL is the loss due to coupling.

Since the measured power is in arbitrary units, the mentioned losses can only be found

as a percentage of the total power. From the measurement setups shown in Figure 2.6,

each loss can be determined from the relative power readings. The probe loss can be found

from dividing the power with the probes in place by the total power, which is shown in

equation 2.2.

Lpr = 1−
Ppr

Pt
(2.2)

This yields to two way probe loss, meaning that the loss due to each probe is actually half

of Lpr. The loss due to the waveguide can be found by dividing the transmission through

the 2 cm waveguide by the transmission through the 1 cm waveguide as follows.

LW = 1−
PWL
PWS

(2.3)

This leaves the waveguide loss in per centimeter, as the difference between the waveguide

lengths was 1 cm. The total loss in the system with both the waveguide and couplers in

place can now be simplified, as the shorter waveguide is exactly 1 cm long. The total loss of

the system is then PWS divided by the total system power.

Lt = 1−
PWS
Pt

(2.4)

The two-way coupling loss can then be found by substituting equations 2.2 - 2.4 back

into equation 2.1 and solving for LCL. Again, the corresponding one-way coupler loss

can be found by dividing this value by two. Table 2.1 shows the various arbitrary power

measurements and losses discussed above for 100, 200, and 300 GHz. Clearly, at the lower

frequencies the total loss is relatively low, with only a 14 % loss due to two way coupling, and

a low loss for both the probes and waveguide. However, as the frequency is increased, the
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Table 2.1 Calculated values for waveguide coupling and probe loss.

f (GHz) 100 200 300

Pt 1x107 7.21746x107 5.12385x107

Ppr 7.96358x107 5.57332x107 3.75581x107

PWL 4.42376x107 1.07248x107 1.21856x107

PWS 5.63175x107 1.712496x107 2.07195x107

LW 21.45 % 37.37 % 48.18 %
Lpr 20.36 % 22.78 % 26.70 %
Lcl 13.95 % 16.12 % 20.63 %

waveguide loss is greatly increased, but the coupling and probe loss are relatively stable. In

this work, we are primarily interested in the coupling and probe loss, and not the waveguide

loss, as only a simple dielectric ribbon waveguide was used in this work. It is also observed

that all other losses not included in the waveguide and probes are essentially built into the

coupling loss. These losses could include loss due to diffraction, misalignment, and many

other factors. Therefore, the reported coupling loss is actually higher than the actual loss

due to the waveguide coupling.
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Figure 2.3 One fabricated probe placed in a Emcore THz system optical head.
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Figure 2.4 Transmission between each probe with increased probe spacing.
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Figure 2.5 Waveguide measurement setup.
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Figure 2.6 Summary of the required measurements for probe and coupling loss calculations.
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2.2 Error Analysis and Discussion

For this method of coupling THz radiation between the commercial optical setup using di-

electric focusing probes, some error will occur during the measurement. While there has

been some discussion of THz measurement error [93], due to the complex setup of the mea-

surement system and probes, some error is expected to occur. Many factors can contribute

to this, beginning with the alignment of the focusing probes to the THz optics. For nearly

every measurement, some alignment error is expected. The alignment of the probe tips with

the measured device (in this case, the dielectric ribbon waveguide) is also difficult to quantify.

Additionally, the frequency domain test setup used in these experiments has some error

within the system. This primarily comes from the heating and cooling of the laser, which

controls what frequency the output THz radiation occurs. In this case, as the laser is heated,

the frequency is increased, and as it is cooled, it is decreased. The problem occurs when

multiple measurements are taken, the temperature of the laser will not be exactly the same

as it was in the previous measurement, making the frequency not identical and introducing

some error into the results. Overall, the expected error between measurements is likely to

be no greater than 10 %, which is within the expectations set in the current literature.

2.3 Conclusions and Discussion

In conclusion, this chapter explored the development of an experimental method of coupling

between commercial THz measurement systems and common THz waveguides using dielec-

tric focusing probes. The probe behavior is validated both through FEM simulation as well

as measurement. Overall, the method produces a one-way coupling loss into a dielectric

ribbon waveguide as low as 7.2 %, and a two way coupling loss of 21 %. These values show

relatively low loss coupling may be achieved even in the THz spectrum, with potential appli-

cations in nearly every passive THz system that requires waveguiding. This chapters work
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will be used throughout the rest of this thesis when making THz measurements, especially

for waveguiding applications.
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CHAPTER 3

Dielectric Ridge Waveguides

3.1 Introduction and Proposed Geometry

A waveguide which is planar as well as directly compatible in on-wafer integration would

be very desirable in the THz frequency spectrum. A possible method of guiding THz waves

on wafer would be to directly fabricate the waveguide on the wafer itself. This can be

accomplished with ridge or rib waveguides, which have been used extensively in the optical

frequency spectrum, containing a bulk dielectric with a thin top layer ridge [83] - [86], show

in in Figure 3.1. Typically made of glass or other dielectric materials, ridge waveguides do

not require any of the dielectric layers to be much thinner than a wavelength. However,

ridge waveguides have been little explored in the THz spectrum, outside of very specific

applications, such as quantum cascade lasers [87] - [89]. In this chapter, ridge waveguides are

evaluated through theoretical calculations, simulation, and measurement for their application

as THz waveguides.

3.2 Theoretical Analysis

Unfortunately, the boundary conditions cannot be satisfied analytically for the ridge wave-

guide, meaning an analytical treatment of this problem is not possible. However, approx-
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imate solutions for problems of this type have been well explore in the literature [90]-[91].

In this case, the effective index method (EIM) will be used to approximate the solutions

of the ridge waveguide. The EIM has been widely explored in the optical region, however,

there are certain assumptions that must be made before this method is applied. The bulk

of the assumptions contained within the EIM method is that a two-dimensional structure

must be approximated as a series of one-dimensional structures. In the optical spectrum,

most of the explored structures are much larger than a wavelength, making this assumption

valid. However, in the case of the ridge sizes that will be used in this analysis for the THz

spectrum, the ridge dimensions are closer to the order of a wavelength.

Therefore, the EIM solution is only used to obtain a general understanding of the prop-

agation characteristics of the waveguide. This includes the attenuation of the waveguide as

well as the ωβ propagation characteristics. Before the final conclusions are taken from the

EIM solutions, these characteristics are first confirmed and compared to 3-D FEM simu-

lation to ensure the assumptions contained within the EIM solution is still valid at these

frequencies.

3.2.1 EIM Solution

The effective index solution method can be used to solve many dielectric-based waveguide

problems. In this method, the proposed waveguide geometry is reduced to a number of

1-D dielectric slabs which can easily be analyzed using conventional methods. The effective

refractive index (or dielectric constant) can be deduced from each 1-D waveguide from the

propagation constant of the slab. Then, the effective parameters are used as parameters for

a final 1-D slab which constitutes the effective system. In the case of the dielectric ridge

waveguide, the geometry is broken down into 4 one-dimensional slabs. Two slabs correspond

to the areas on the edge of the ridge, and one corresponds to the ridge itself. The effective

indices of these three regions are then used to form a composite 1-D slab, which takes into

account the width of the ridge. The overall process and geometry is summarized in Figure
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3.2.

3.2.2 1-D Slab Analysis

In this section, the one-dimensional analysis of a slab waveguide is presented. The slab is

made of a core and cladding section, with permittivity of εC and εCL, respectively. The slab

has a thickness of h, with the origin placed at the center of the slab. Figure 3.3 shows the

geometry of the 1-D dielectric slab. Assuming the slab is infinite in the y- and z-directions,

with the wave propigation occurring in the z-direction, the dependance of the E and H fields

in the y-direction is negligible (d/dy = 0). The wave equation in this case is then

(∇2 + ω2µε) ~E = 0 (3.1)

for TE polarization, the electric field only has a y-component, leading to the following

expression for the electric field.

~E = Ey(x, y, z)ŷ = Eye
−jβzŷ (3.2)

The magnetic field is found through the Maxwell’s equation

∇X ~E = −jωµ ~H (3.3)

∇X ~H = jωε ~E (3.4)

which gives the following relation for the magnetic field.

~H =
1

µ0
(−jβEyx̂+

dEy

dx
ẑ)e−jβz (3.5)

By placing the origin at x = 0, the symmetry of the structure is exploited to find even

and odd mode solutions for the fields.
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Figure 3.1 Proposed geometry of the dielectric ridge waveguide.
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Figure 3.2 Effective index method.
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Figure 3.3 One-dimensional dielectric slab geometry.

45



3.2.2.1 TE Even Modes

The electric field for the TE even modes can be expressed as

Ey(x) =


C0e
−αy(x−h/2), x ≥ h/2

C1 cos (βyx), h/2 ≥ x ≥ −h/2

−C0e
αy(x+h/2), x ≤ −h/2

(3.6)

where C0 and C1 are unknown constants. substituting these solutions back into equation 1,

yields the following relation.

β2
y + β2 = ω2µ0ε0n

2
f =

ω2

c2
n2
f = k2

0n
2
f (3.7)

−α2
y + β2 = ω2µ0ε0n

2
cl =

ω2

c2
n2
cl = k2

0n
2
cl (3.8)

Applying the boundary conditions on the edge of the slab (continuity of the E and H

fields) yields

C0 = C1 cos (βyh/2) (3.9)

αy

µ0
C0 =

βy

µ0
C1 sin (βyh/2) (3.10)

setting these equations to zero yields a transcendental equation in terms of the propagation

constant as follows.

αy = βy tan (βyh/2) (3.11)
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3.2.2.2 TE Odd Modes

The electric field for the TE odd modes can be written as the following.

Ey(x) =


C0e
−αy(x−h/2), x ≥ h/2

C1 sin (βyx), h/2 ≥ x ≥ −h/2

−C0e
αy(x+h/2), x ≤ −h/2

(3.12)

Applying the boundary conditions and eliminating for C0 and C1 yields a similar tran-

scendental equation for the propagation constant as in the previous analysis, shown by the

following.

αy = βy cot (βyh/2) (3.13)

3.2.2.3 Numerical Analysis

The propagation constants can now be found numerically, but first, if equation 6 and 7 are

subtracted and multiplied by (h/2)2, the following relationship is found.

(βyh/2)2 + (αyh/2)2 = ω2µ0ε0(n2
f − n

2
cl)(h/2)2 = (k0h/2)2(nf − ncl)

2 (3.14)

This equation can be written in the form of a circle, with normalized coordinates X =

βyh/2, Y = αyh/2. Therefore,

(X)2 + (Y )2 == (k0h/2)2(nf − ncl)
2 = R2 (3.15)

where R = k0h/
√
n2
f
− n2

cl
. The intersection points between this circle and equations 12

and 10 will then give the propagation constants of the slab for TE odd and even modes,

respectively.
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Figure 3.4 One-dimensional numerical slab solutions.
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Figure 3.5 ω vs. β plot for varying modes in a one-dimensional slab
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Figure 3.6 Effect of slab height on the propagation characteristics.
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Figure 3.4 shows the graphical representation of the intersections between the above

circle and the characteristic equations for the TE odd and even modes. For this slab, a slab

thickness of h = 3mm, εc = 2.56 and εcl = 1 are used. Clearly, the intersection points vary

depending on the input frequency. However, the same can be said when the thickness of the

slab, or the permittivity of the slab or surrounding structure is changed. In addition, the

modes excited within the slab will vary depending on the same parameters. In this case, at

the highest frequency (40 GHz) only the m = 0 and m = 1 modes are excited.

With this graphical solution, the propagation and attenuation constants are solved for

in the y-direction. However, the propagation in the z-direction is desired. Using a simple

dispersion relation

β2
z = β2

C − β
2
y = ω2εCµC − β

2
z (3.16)

or in terms of the attenuation constant

β2
z = α2

y + β2
0 = α2

y + ω2µ0ε0 (3.17)

where βC is the propagation constant in the dielectric region. Using the data from the

graphical intersections and equation 15, the propagation constant in the z-direction for a

1-D slab can be found. Using these value, the propagation characteristics of the slab can

be deduced in the form of an ω vs β plot. Figure 3.5 shows such a plot for a slab with a

thickness of 4mm, εC = 2.56, and εCL = 1. The propagation within the slab is contained

within two light lines, one representing a wave propagating in free space, as well as another

representing a wave propagating in a uniform material of the same permittivity of the slab.

The propagation characteristics of each mode show that the wave is first confined closely to

free space propagation, but as the frequency is increased the propagation constants slowly

converge to that of the slab.

These characteristics intuitively make sense, as when the frequency is increased, the
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wavelength will decrease, causing less of the wave to propagate in the cladding regions.

Changing the thickness of the slab provides a change in the propagation characteristics of

the ω vs β plot. Figure 3.6 shows the ω vs β plot with varying slab thickness. In this

case, the slab is varied between 100µm and 2 mm. As the slab thickness is increased, the

propagation characteristics converge to that of the uniform slab of dielectric constant εC

more quickly.

3.2.3 Composite Ridge Analysis

3.2.3.1 Lossless Ridge Analysis

In this section, the above 1-D analysis is used to analyze a ridge waveguide made of 4

composite 1-D slabs using the EIM. In this case, each slab is made of a lossless material

with a relative permittivity of 11.9 (similar to silicon). Similar to the previous section, ω

vs β plots are derived for various parameters of the waveguide. In this case, there are three

primary geometrical parameters describing the rib (and each slab). Referring to Figure 3.2,

the height of the ridge, h1, the height of the edge h2, and the width of the ridge, W.

Figure 3.7 shows the propagation characteristics of a lossless ridge waveguide with varying

ridge width up to 300 GHz. In this case, the light lines now correspond to the propagation

characteristics of the slabs which represent the edge regions of the ridge, as well as the ridge

itself. Clearly, as the frequency is increased, the propagation characteristics converge to that

of the ridge portion of the waveguide. Figure 3.7 also shows the effects of changing the

width of the ridge. As one would expect, if the ridge width is increased, more of the wave

propagation is contained within the ridge, causing convergence to the light line of the ridge

to be at lower frequencies.

A similar effect is shown in Figure 3.8 for varying ridge heights. However, no light lines

are displayed as they would change with each different ridge height. Again, the propagation

constant increases more quickly with frequency as the ridge height is increased. While this
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analysis is useful for visualizing the propagating modes in the ridge waveguide, in real-world

materials there will be loss, and the propagation constant will no longer be purely real. In

this case, the imaginary portion of the propagation constant will be due to the attenuation

of the waveguide.

3.2.3.2 Lossy Ridge Analysis

In this section, the effects of using a complex permittivity to represent portions of the ridge

waveguide are investigated. When introducing a complex value into the above analysis, a

graphical method of solving for the propagation constant is no longer feasible.
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Figure 3.7 Effects of varying ridge width on the propagation characteristics of the ridge
waveguide.
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Figure 3.8 Effects of varying ridge height on the propagation characteristics of the ridge
waveguide.
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Therefore, a root solving algorithm which can solve for complex roots must be used. In

this case, a simple newtons method is used. Each slab is modeled with typical properties

of silicon, including εr = 11.9 + j.07. Each slab is first solved graphically for the lossless

case a the lowest frequency of interest, which is then used as an initial guess for the newtons

method.

Figure 3.9 shows the attenuation of a ridge waveguide with h1 = 300µm, h2 = 200µm,

and a width of 400µm. As would be expected, the attenuation of the ridge is increasing with

frequency. At 250 GHz, the waveguide has an attenuation of approximately .5 dB/mm.

The same analysis is performed, but with varying ridge height and width, at 250 GHz.

The attenuation due to these parameters is shown in Figures 3.10 and 3.11. Clearly, the

attenuation is increased when the ridge parameters (width and height) are also increased.

This intuitively makes sense, as if the area of the lossy material is increased, more of the

propagating wave will attenuate through it. Mathematically, equation 14 shows that the

radius of the intersecting circle is directly proportional to the height of the slab, as well as

the permittivity of the cladding and core layers. Therefore, if one of these permittivites is

complex, when the height of the slab is increased the imaginary portion will be increased,

leading to a higher attenuation. Figure 3.13 also shows the attenuation characteristics for

both increasing ridge width and height at 300 GHz.

To confirm these assumptions, a similar analysis is performed with just one of the ridge

regions modeled as lossless. In this case, the slab representing the ridge height is modeled as

a lossless material, while the other slabs are still lossy with the same parameters mentioned

above. Figure 3.12 shows the effect of changing the ridge height in the lossless region on the

overall attenuation of the ridge waveguide. Now, when the lossless region is increased, the

overall attenuation is decreased. This confirms the above assumptions, and validates that if

a lossy material is increased, the overall attenuation will also be increased.
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Figure 3.9 Theoretical attenuation of ridge waveguide versus frequency.
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Figure 3.10 Theoretical attenuation of ridge waveguide at 250 GHz with varying ridge height.

58



Figure 3.11 Theoretical attenuation of ridge waveguide at 250 GHz with varying ridge width.
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Figure 3.12 Effects of changing lossless ridge height on attenuation of the waveguide.
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Figure 3.13 Theoretical attenuation at 300 GHz of silicon ridge waveguide with various ridge
height and widths.
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3.3 FEM Modeling

Three-dimensional FEM modeling is also used to analyze the waveguides and confirm the

theoretical results. In this case, the commercial FEM modeler ANSYS HFSS 13.0 is used.

Again, silicon is used as the material for the base dielectric and the ridge, with the same

electrical properties as used in the theoretical analysis. First, the field profiles inside the

ridge waveguides are investigated. The fields inside the ridge are sampled on a vertical plane

placed inside the waveguide.

The fields inside the waveguide for three separate cases are shown in Figures 3.14 - 3.16.

Figure 3.14 shows the effect of changing the height of the ridge, while keeping the base and

ridge width constant. As the height of the ridge is increased, the field is more confined

within the ridge, and the field spread within the base dielectric region is also decreased, the

latter effect is observed especially near the edges of the ridge, as the height is increased.

Figure 3.15 shows the effect of increasing the ridge width on the field contained within the

waveguide. Similar to increasing the ridge height, increasing the width also increases the

field concentration in the ridge. However, in some cases, more of the field is spread to the

base dielectric layer. Finally, Figure 3.16 shows the effect of increasing the dielectric base

height. These results show it is important that the dielectric base height is not too thin,

as fields can easily leak out of the base. If the thickness is large enough the field is more

confined towards the center of the ridge/base region. Overall, there is a great effect on the

field confinement within the waveguide based on the dimensions chosen for the ridge.

As shown in the field profiles, some amount of power will leak out of the waveguide

as there are no metallic boundaries. The amount of power leaked from the ridge can be

calculated from the FEM simulations by calculating the average power in two regions. First,

the field is integrated over the region corresponding to the area of the ridge. Next, the field

in the area surrounding the ridge is integrated to find the total power in the ridge and the

surrounding area. Subtracting these two averaged powers leaves just the power in the
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(a) (b) (c)

Figure 3.14 Field profile in ridge waveguide with varying ridge height at 300 GHz.
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(a) (c)(b)

Figure 3.15 Field profile in ridge waveguide with varying ridge width at 300 GHz.
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Figure 3.16 Field profile in ridge waveguide with varying dielectric base height at 300 GHz.
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Figure 3.17 Percent of total power leaked from ridge as a function of the permittivity of the
ridge at 300 GHz.
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Figure 3.18 Simulated attenuation of ridge waveguide at 300 GHz for varying ridge height
and widths.
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surrounding area, this is summarized in the inset of Figure 3.17. The effect of changing the

dielectric constant of the waveguide on the power leaked from the waveguide is shown in

Figure 3.17. Clearly, when the dielectric constant of the waveguide is increased, the power

that is leaked outside of the waveguide is decreased. Therefore, a dielectric material with a

high dielectric constant, such as silicon, is ideal to construct these waveguides and reduce

the power radiated.

The attenuation of the waveguides can also be found through simulation. This is accom-

plished by calculating the transmission properties for waveguides of two different lengths

and subtracting the results. This leaves just the attenuation through the waveguide, as

any coupling losses are removed. Figure 3.18 shows the simulated attenuation with various

ridge heights and widths, with a constant base height. The simulated attenuation matches

relatively well with the theoretical results, with the attenuation increasing with increased

ridge height and widths. In the simulated case, due to the three-dimensional nature of the

simulations, the attenuation is slightly higher than in the theoretical investigation.

3.3.1 Curves and Passive Circuits

Overall, the ridge waveguides show relatively low-loss propagation over 300 GHz. However,

while the attenuation of the waveguide is comparable to other THz dielectric waveguides,

due to the extra ridge area, these waveguides display slightly higher losses. While the ridge

waveguides display larger attenuation, they have other advantages over typical dielectric

waveguides (such as the dielectric ribbon waveguide). Outside of the integration compatibil-

ity advantages, these waveguides also have many applications in complex curved structures

that would be difficult to realize using other dielectric waveguides.
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(a) (c)(b)

Figure 3.19 Field profile in ridge waveguide curves with varying ridge width at 300 GHz.
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(b)(a)

Figure 3.20 Field profiles of complex ridge waveguide geometries at 300 GHz.
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As mentioned in the previous section, the width and height of the ridges impact the

attenuation of the waveguide. If the ridge is too narrow near the bend of a curve the

power is radiated, as displayed in Figure 3.19, where the field on a curve made from a ridge

waveguide is shown with varying ridge widths. Clearly, as the ridge width is increased,

more of the power is accepted into the ridge, with less radiated at the bend. Therefore, for

curved wave guiding applications, there is a tradeoff between the increased attenuation of

the waveguide due to a wider ridge and the field being more confined within the ridge.

In addition to simple curves, other more complex structures can be implemented with

the ridge waveguides. Figure 3.20 shows field samples of two more complex structures, a

power splitter and a multi-curve structure. For the power splitter, the field is well contained

within the center portion, and the field is approximately split between the two branches as

would be expected. Additionally, the multi-curve structure shows that while some power is

lost in the first bend, the signal is still efficiently transmitted.

3.4 Fabrication and Measured Results

Several silicon-based ridge waveguides were fabricated, with different height and widths. In

this case, the silicon ridge waveguides were fabricated using n-type single side polished silicon

wafers with resistivity of approximately 100Ωcm, and a total wafer thickness of 500µm. The

waveguides were fabricated using a standard optical lithography and wet etching process.

The silicon wafer was first prepared by removing the native oxide using a buffered hy-

drofluoric acid (HF) solution. A titanium film of proximately 2µm was then deposited on

the front and back side of the silicon wafer using e-beam evaporation. Here, the titanium

film was used as the mask for deep anisotropic etching of the silicon wafer due to its excellent

adhesion properties. This is followed by patterning and etching of the top titanium layer

on the polished side of the wafer using HF: H2O2: H2O = 1:1:100, while protecting the

titanium film on back side with photoresist. Next, the etching of the silicon was performed
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Figure 3.21 Fabrication process for the silicon ridge waveguide.

72



using a 30% Potassium Hydroxide (KOH) solution at 75◦C for 1 hour for a ridge height

of approximately 50µm. Finally, the titanium film was removed using HF: H2O2 :H2O =

1:1:100 to reveal the ridge structures within the silicon. The overall fabrication process is

summarized in Figure 3.21. For a ridge waveguide with a larger height, SiO2 deposited

using plasma enhanced chemical vapor deposition (PECVD) was used as a hard mask, with

patterning achieved using a buffered oxide etchant (BOE 6:1). Figure 3.22 shows SEM

image of one of the silicon ridges under magnification. A ridge is clearly developed within

the silicon, although the ridge does not have a clean vertical wall due to the etching process.

Therefore, two separate widths are associated with the ridge.

The ridge waveguides are measured using a quasi-optical THz measurement setup. The

THz signal is generated using a Emcore PB-7200 commercial frequency domain test system.

This system is made up of receiver (Rx) and transmitter (Tx) heads that are interfaced with

sources through fiber-optics. The system is capable of measuring transmission between the

Rx and Tx heads from 100 GHz to 2 THz, with a frequency resolution of 100 MHz. The

ridge waveguide samples are interrogated with dielectric focusing probes made of HDPE

introduced in chapter two, that are designed to operate up to 500 GHz. A metallic window

is also placed on the back end of the Rx probe so that any excess probe-to-probe coupling

is reduced. Figure 5.22 shows the overall measurement setup.

To measure a sample with the above setup, a reference measurement is required. For the

ridge waveguide samples, a reference was taken by de-coupling the probes form the silicon

wafer by a small distance such that no signal is transmitted into the silicon. Water, a strong

absorber of THz, is also placed on the surface of the waveguide to further ensure that no

signal is transmitted during the reference measurement.
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Figure 3.22 SEM photography of a fabricated ridge waveguide.
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Figure 3.23 THz measurement setup for silicon ridge waveguides.
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Multiple ridge heights and widths were etched onto silicon wafers to be measured. For

this work, two different ridge widths are measured each having two separate heights. The

two ridge heights used in this case are approximately H1 = 40µm and H2 = 80µm. The two

sample ridge widths are W1 = 460µm, and W2 = 750µm. Figures 3.24 and 3.25 show the

transmission between four different ridge waveguides with different ridge height and width

combinations. The waveguides have a wide transmission spectra, from 100 to 500 GHz.

Additionally, as expected from the theoretical and simulation results, the waveguides with

the thinner ridges display the least amount of loss.

The measured attenuation of the waveguides is also calculated by using two separate

length waveguides with the same ridge width and height. The transmission of both waveg-

uides is then subtracted and converted to an attenuation in units of dB/mm. The measured

attenuation of the waveguide is shown in Figure 3.26. Here, the attenuation of four waveg-

uides corresponding to ridge heights of H1 and H2, as well as ridge widths of W1 and W2

is displayed. These results match relatively well with the predicted attenuation from the

theoretical and simulated results in the previous sections. Overall, the lowest measured

attenuation of a ridge waveguide with a ridge width of 460µm and a height of 40µm is

approximately 0.4 dB/mm at 100 GHz, or 0.5dB/mm at 300 GHz.

3.5 Error Analysis and Discussion

In this chapter, the measurement of silicon based dielectric ridge waveguides is presented.

Similar to the last chapter, errors in the probing and coupling are expected due to the nature

of the THz system. Again, the alignment of the probes with the sample is critical, but very

difficult to quantify. Another factor which occurs in the measurement of the ridge waveguides

directly on silicon wafers is that the wafers are not perfectly diced evenly between samples.

This leads to slightly different transmission and coupling characteristics between samples

due to the differences on the edge of the wafer. For more discussion on the errors involved
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with probe coupling, refer to the previous chapter.

3.6 Conclusions and Discussion

This chapter displays the potential for dielectric ridge waveguides for THz on-wafer appli-

cations. The waveguides show relatively low-loss even at high frequencies (> 300GHz).

This is confirmed through both theoretical approximations as well as FEM simulation. The

waveguides also have very wideband single-mode propagation at frequencies well into the

THz region. The simulated and theoretical attenuation for various ridge height and widths

are compared, with attenuation as low as 0.45 dB/mm at 300 GHz. Finally, a method of

fabricating and measuring the waveguides is presented. These methods allow for simple and
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Figure 3.24 Measured transmission for ridge waveguides with 80µm ridge height, with two
different ridge widths (normalized power).
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Figure 3.25 Measured transmission for ridge waveguides with 40µm ridge height, with two
different ridge widths (normalized power).

79



100 300150 200 250
0.3

0.4

0.5

0.6

0.7

0.8

0.9

Frequency (GHz)

A
tte

nu
at

io
n 

(d
B

/m
m

)

H = 80 µm

H = 40 µm

W = 360 µm 

W = 360 µm 

W = 760 µm 

W = 760 µm 

Figure 3.26 Measured attenuation of several ridge waveguides.
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efficient coupling between wafer-level waveguide and current quasi-optical THz systems. The

measured attenuation also shows relatively good agreement with the 0.4 dB/mm at 200 GHz.

Overall, the dielectric ridge waveguides present a very promising solution to the complex

problem of high frequency interconnects that are compatible with on-wafer applications.
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CHAPTER 4

Optimization of Thin-film Terahertz

Filters

In this chapter, the design of THz thin-film components using single and multi-objective evo-

lutionary algorithms is introduced. Each structure is optimized through a HFSS-MATLAB

interface with infinitely periodic boundary conditions and plane wave incidence. First, ter-

ahertz band-stop filters are investigated based on a dual-cross structure. The filters are

optimized for rejection, bandwidth, and multi-resonant properties. A bandwidth of approx-

imately 45 GHz with -25dB of rejection at 300 GHz is observed, as well as multi-resonant

filters at 250 and 300 GHz.

4.1 Optimization Techniques in Electromagnetics

A number of problems in electromagnetics become difficult to solve with conventional an-

alytic equations. Most of these problems can be solved using numerical means, however, a

number of problems exist that require very complex structures with many possible variables.

Optimization can be used to solve these types of problems, and is widely used in many area

of electromagnetics such as antenna design and material characterization, along with oth-

ers. There are three conventional categories of optimization and search methods used in the
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current literature. These three methods include calculus-based, exhaustive search, and ran-

dom search methods [94]-[95]. All of these methods, as well as non-traditional optimization

method based on natural selection, are subsequently introduced in this section.

4.1.1 Calculus-based Optimization Methods

Calculus-based methods are widely studied throughout a variety of research areas. These

methods involve seeking local maxima and minima by solving the gradient of the desired ob-

jective function set equal to zero. Given a smooth objective function, finding a corresponding

peak involves calculating derivatives in a local area and finding where they converge to zero.

While this method is local in scope, for a function similar to the one shown in Figure 4.1 the

peak location and value of the objective function can be easily found. However, this method

is extremely dependent on the location of the initial guess for the search. Depending on

the guess, there may be no way to tell if the maximum of the objective function is a local

maxima, or a global maxima. This means that the solution the method converges to may not

be the optimal, or even best, solution available. For example, if the domain of the function

shown in Figure 4.1 is extended as shown in Figure 4.2. The current maxima is revealed

to not be the global maxima in the area, meaning a better solution could be found with a

different initial guess. In addition, these methods depend upon the existence of well defined

derivatives which may not always be available.
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Figure 4.1 Local maximum of function f(x,y,z).
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Figure 4.2 Extended domain of function f(x,y,z) showing multiple maximas.
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4.1.2 Enumerative Optimization Schemes

The idea of an enumerative (also known as exhaustive) search is possibly the most straight

forward method. Within a finite search space, the algorithm will evaluate the desired ob-

jective function at all possible points within the space. The simplicity of this search is very

attractive, and for small solution spaces can be effective. However, for more complex prob-

lems, these methods lack the necessary efficiency. Searching a large sample space element

by element simply takes far to long.

4.1.3 Random Search Algorithms

Random search algorithms have been shown to be effective for many problems. These search

methods involve randomly selecting points along the desired solution space, as opposed to

an exhaustive search searching every point. These techniques also have some of the short

comings of the exhaustive searches. Once again, the efficiency of such a search can be far

too low for very complex problems. However, for many desired solution spaces, a random

search is able to find satisfactory results.

4.1.4 Genetic Algorithm Optimization

The genetic algorithm (GA) is an optimization and search technique based on the princi-

ples of natural selection. These algorithms are widely used in many different engineering

applications in a wide range of fields. A GA allows a population composed of many in-

dividuals to ”evolve” under specific rules in order to maximize a desired fitness, or cost,

function associated with the current problem. GA optimization has many advantages over

the optimization techniques described previously. For example, the GA can optimize with

continuous or discrete values, although in this work only the discrete binary GA is used. In

addition, this method does not require and derivative information. GAs can also simultane-

ously search a wide range of objective functions and deal with a large number of variables.
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In addition, finding a local minimum or maximum as opposed to a global one is not an issue

with a GA, meaning that extremely complex objective functions can be evaluated. Finally,

GAs also work very well with numerically or experimentally generated data as opposed to

analytic functions. These advantages provide an interesting optimization approach that can

solve many problems the previous search and optimization methods cannot. A thorough

explanation of the processes of the GA optimization technique is presented in the section,

with each component explained separately. In addition, some current applications of GA

optimization in electromagnetic problems are presented.

4.1.4.1 Fitness Functions and Chromosomes

A fitness function (sometimes called a cost function) represent the desired solution space

that the GA will attempt to minimize (sometimes maximize). This function generates an

output from a set of input variables. These input variables in the GA are referred to as a

chromosome. The GA begins by defining a chromosome array to be optimized. If the length

of the chromosome is Nbits, and each element of the chromosome are given by PNbits, then

a chromosome can be written in the following way.

chromosome = [P1, P2, ......, PNbits] (4.1)

4.1.4.2 Variable Selection

As the variables of the GA are represented as binary, the actual meaning of the variables

must be translated into binary bits. To illustrate this concept, a sheet discretized into square

pixels with equal sides of a length is shown in Figure 4.3. Each pixel can be in two possible

states, on or off. In this case, a 1 can be thought of as an on state, and a 0 can be thought of as

an off state. The grid has 10 rows and 10 columns, and the overall geometry is representative

of a chromosome of 100 bit length. For example, the the chromosome representing the
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Figure 4.3 Sample discretized pixel grid.
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geometry of the grid can be written as be represented as in equation 1.3.

chromosome = [1110101101....] (4.2)

With this discretization, the binary bits are able to be represented in the geometry we wish

to optimize.

4.1.4.3 Population

The collection of all the chromosomes within the GA is known as the population. The

population has Npop chromosomes and each chromosome has Nbits so the population will

be an matrix of Npop by Nbits in size. In order to begin the GA optimization process,

an initial population must be generated. The initial population is found by performing a

random search and filling the population with random ones and zeros. This initial population

is then passed into the fitness function to be evaluated.

4.1.4.4 Selection

From the evaluation of the initial population, the best chromosomes are selected by the

GA. This is done by first ranking the chromosomes from best to worse according to the

desired fitness function. From here, only the best chromosomes are kept and the others are

discarded. The number of chromosomes to be kept are selected based on the selection rate,

Xrate, which represented the fraction of the Npop chromosomes that are kept. The number

of chromosomes that are kept are given by

Nkeep = XrateNpop (4.3)

Selection occurs at each iteration (known as a generation) of the algorithm. Deciding how
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many chromosomes are kept depends on the application. However, keeping too few will limit

the availability of genes in the offspring. Keeping too many chromosomes could bring in too

many bad performers from the previous generation.

Two chromosomes are then selected from the remaining chromosomes Nkeep to produce

two new offspring until the discard chromosomes are replaced. While there are a number of

techniques used for the selection of the new chromosomes, a tournament selection method is

used throughout this thesis. Tournament selection involves randomly picking a small subset

of chromosomes from the remaining pool, and the chromosome within this selection with the

best fitness is chosen to become a parent. The tournament repeats until every parent needed

to regenerate the population of chromosomes are found. This method works especially well

for large populations because there is no extra sorting necessary.

4.1.4.5 Mating

Mating is the creation of offspring from the parents found in the selection process. The

most common form of mating involves two parents which create two offspring. A crossover

point between two parents is chosen randomly between the first and last bit of both parents

chromosomes. The first parent will pass its binary code to the left of the crossover point

to the first offspring. The second parent also passes its binary code to the second offspring

from the left of the same crossover point. The binary code to the right of the crossover point

of the first parent is then passed to the second offspring, while the binary bits to the right

of the crossover point for the second parent are passed to the first offspring. This leaves us

with two offspring with the genetic makeup of both parents, which are used to replace the

two parents selected for Nkeep. This process is summarized in Figure 4.4

4.1.4.6 Mutations

Random mutations are also used to alter the a percentage of the remaining population matrix.

Mutation introduces another element to the optimization process by introducing traits into
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the population that were not initially present in the selected parents and offspring. In the

binary GA, mutation can be as simple as changing a single bit in a chromosome from a 1

to a 0, or vice versa. Mutation is important for the GA process as it introduces traits not

found in the selected parents and offspring to fill the population. Without mutation, the GA

may converge too quickly to an answer that does not include other possible combinations.

The number of mutations are given by equation 1.5, where µrate is the desired number of

mutations for the entire population.

mutations = µrate(Npop − 1)Nbits (4.4)

4.1.4.7 Convergence and Future Generations

After the mutations takes place and the fitness functions associated with the offspring are

calculated, the results are compared with a stopping criteria. If the stopping criteria is not

met, the algorithm takes the current population and begins the selection process again in

a new generation. If the criteria is met, the algorithm will stop and the results will be

exported. The overall GA optimization process is shown in Figure 4.5.
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Figure 4.4 Mating process in the binary genetic algorithm.
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Figure 4.5 Summary of genetic algorithm optimization process.
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4.1.5 Multi-objective Optimization

the GA has been primarily studied as a single-objective algorithm, and in the past was

widely believed to be incompatible with multi-objective problems [97]. In recent years,

however, a number of promising multi-objective GAs have been established, including the

pareto evolutionary algorthm (SPEA) [98], the multi-objective genetic algorithm (MOGA)

[99], and the non-dominated sorting algorithm (NSGA) [100]. In particular, an elitist based

version of NSGA, called NSGA-II, has been extremely popular for many multi-objective

optimization applications [101].

4.1.5.1 NSGA-II

When dealing with multiple objectives, the raw fitness value of each objective does not de-

scribe necessarily the best solution. When two or more objectives are considered, a pareto

optimal front is formed between each solution representing the tradeoff between each ob-

jective. Therefore, the goal of such an optimization procedure is to first find solutions as

close as possible to the pareto efficient front (the best possible set of solutions), as well as

maximize the number of possible tradeoff points along the pareto front.

To handle the multi-objective nature of the problem, NSGA-II is used optimize multiple

characteristics of the filter. NSGA-II primarily differs from the single-objective GA shown

in Figure 4.5 by the evaluation of the fitness of each objective. In this case, the fitness of

each objective is first calculated for each member of the population. A new population is

then created, Rt. This population contains the fitnesss of each objective for the previous

generation (known as the parents), as well as the previous generation after selection, muta-

tion, and crossover (known as the children) such that Rt = [PtQt], where Pt is the parent

population, and Qt is the child population.

Rt is then divided into non-dominated fronts which are used to sort the trade-offs of

each objective. The best fronts are chosen and kept in the next generation of the algorithm,
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referred to as Pt+1, which is of the same size as the initial population. Therefore, the

members of low-ranking fronts will be discarded, only leaving the best trade-off solutions.

However, there will most likely be some overlap between a single front at the border of the

cutoff for the next generation. Members of this front are chosen for the next generation

based off of the distance between their location and the location of the nearest point on the

front. The points with the maximum distance from other points (known as the crowding

distance) are chosen for the next generation. In this case, the end points are always preferred

and assigned an infinite crowding distance. This allows for not only the best solutions to be

present in the next generation, but also ensures the most diverse solutions are also preserved.

The overall process of the NSGA-II algorithm is shown in Figure 4.6.

95



f1
f2

f3

f4 f5

F 1

F2

Non-Dominated Sorting

F 1

F2

∞

∞

Crowding Distance Sorting

Discarded

Parent Population

Child Population

Next Generation

Figure 4.6 NSGA-II optimization process.
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4.1.6 Applications of Genetic Algorithms in Electromagnetics

Genetic algorithms are used as an optimization tool in a wide variety of Electromagnetics

problems. In [102], genetic algorithms are used to synthesize light-weight, broadband mi-

crowave absorbers. The absorber is intended to be as light-weight as possible, while being

thin and multi-layered, backed with a PEC conductor. Each layer of the antenna is op-

timized with a frequency dependent material, while the permittivity and permeability are

varied. The reflectivity of the array is optimized while changing the materials in the array-

stack, while keeping the stack as thin as possible. A wide range of frequency absorbers are

designed, with reflection coefficients ranging from .2-8GHz.

These algorithms have also been used in the design of frequency selective surface (FSS)

structures [103]. In this work, the FSS structures are desired to be used as waveguide filters.

As the filter characteristics depend upon the shape and size of the individual elements, as

well as the number of element layers, both are optimized with the GA. Very strong bandpass

and bandstop filters are shown in this work, at frequencies as high as 25GHz.

GAs are also widely used in antenna array design. In [104], the sidelobe levels of an

antenna array are decreased by thinning or removing the elements that makeup an array.

This is done by representing the elements with a binary number, and turning them to either

a 1 or 0 based on if the element is on or off. Extremely low sidelobe levels, as low as -22dB,

are reported. Refrence [105] uses the genetic algorithm to optimize a linear antenna array

to shape the mainbeam of the radiation pattern. In this case, the goal is to select a set

of amplitude and phase coefficients for the antenna to achieve a narrow beam at a specific

location.

Optimization has also been done extensively on single antenna elements. In [106], a

patch antenna is optimized so that the bandwidth of the antenna is significantly wider than

a traditional patch. The GA is coupled with a method of moments so that a binary string

could represent the presence or absence of a subsection of metal in the patch. With this
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method, the bandwidth of one patch was able to be increased by approximately 20%. The

GA optimization method has also been recently used to miniaturize antennas.

In [108], a patch antenna is miniaturized by placing SRRs between the top layer of the

antenna and the ground plane. The geometry of the SRRs are optimized with a GA, while

the fitness function is designed to minimize the reflection coefficient of the antenna. A good

impedance match and radiation characteristics are maintained with the optimization, and

one state is shown to achieve a miniaturization of approximately 1/16th the size of the

original patch. [107] presents a loop antenna that is miniaturized using a binary GA. The

loop antenna is printed on a planar dielectric, with a pixelized sheet directly above it. Each

pixel is controlled with the binary GA and the fitness function is chosen to miniaturize the

reflection coefficient at a desired frequency.

Another miniaturization method is presented in [110]. In this work, a monopole antenna

is surrounded by a metallic pixelized grid controlled by a binary GA. The pixel grid is used

to miniaturize the antenna through control of the GA. The radiation characteristics of the

monopole are well maintained throughout the miniaturization, and an overall miniaturization

of λ0/26 is achieved. All three of these methods are implemented using a HFSS-matlab

interface, which will be discussed in detail in the following section.

4.2 HFSS-MATLAB Optimization Interface

In order to implement the GA optimization successfully with an electromagnetics problem, a

numerical solution method must usually be implemented. While some simple problems can

be solved through analytic equations, most require approximate solutions. There are many

numerical solution techniques that can be used, however, perhaps the most popular method

is in the use of commercial electromagnetics solvers. One such commercial solver is Ansys

High Frequency Structural Simulator (HFSS), which is based on a finite element method.

This solver has a CAD like interface which can be easily used and can implement a number
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of solution methods in both the frequency and time domain.

Implementing a GA to solve a problem iteratively is unfortunately not available in HFSS.

However, HFSS commands are able to be executed through simple macro scripts that can

be imported and run in real time. These macros can be executed through MATLAB, and

compiled into a script which can be imported to HFSS. This allows for the automated creation

of geometry, boundary conditions, and excitations in HFSS. This allows the geometry to be

altered after every iteration of a parameter, meaning a GA can be used to optimize structures

with an interface between HFSS and matlab.

An overall flow of the optimization process is as follows. First, matlab is launched and

the GA parameters are initialized. The geometry is then created for the first iteration of

the GA. The script is then assembled and HFSS is launched. The script is passed to HFSS,

and the geometry is drawn in real time. The structure is then simulated, and the relevant

results are exported back to matlab for post processing. If these results meet the desired

requirements, then the GA is stopped. However, if the results do not meet the requirements

desired, the overall process is restarted with a new geometry and the next iteration of the

GA is performed. The overall flowchart for this process is shown in Figure 4.7.
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Figure 4.7 Genetic algorithm Matlab-HFSS interface flowchart
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4.3 Filter Design and Implementation

The geometry of the suggested THz filter geometry is shown in Figure 4.8. The filter im-

plemented here is based on a dual cross unit cell structure. However, the crosses are broken

into small subsections, similar to the pixel grid example given in the previous sections. This

allows the filter topology to be optimized to produce certain desired results.

In this case, Ansys HFSS is used along with periodic boundary conditions with a funda-

mental floquet-mode incidence to find the desired properties of the filter. The setup of the

boundary conditions for the filter is shown in Figure 4.9. Further information pertaining to

the floquet mode analysis is presented in the chapter 5. The overall unit cell size is given by

Yp = Xp = 550µm, with a outer cross length of 425µm and inner cross length of 300µm. The

crosses are split into small square pixel subsections with a = 25µm sides. The filter is built

on a 250µm polyethylene terephthalate (PET) substrate, with εr = 3.4 and tanδ = .001,

found from the characterization in [117] at 300 GHz.
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Figure 4.9 HFSS floquet mode modeling setup.
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4.4 Implementation Test of NSGA-II Algorithm

First the NSGA-II algorithm is tested to ensure convergence and diversity among its solu-

tions, as well as to ensure the algorithm is performing correctly. Many multi-objective test

problems have been introduced throughout the years [111] - [114]. The Zitzler-Deb-Thiele

(ZDT) test functions have been particularly useful since being introduced in [115]. The

ZDT test problems consist (at least initially) of 6 functions which test the convergence and

complexity of a multi-objective optimized. Since the multi-objective algorithm used here is

a binary NSGA-II as opposed to a real coded version, the test problem ZDT5 is used as it

is particular useful in testing binary coded GAs. The representative equations for ZDT5 are

shown in equations 2-5.

f1(x) = 1 + u(x1) (4.5)

g(x) =
11∑
i=2

V (u(xi)) (4.6)

h(f1(x), g(x)) =
1

f1(x)
(4.7)

V (u(xi)) =

 2 + u(xi) u(xi) < 5

1 u(xi) = 5
(4.8)

The NSGA-II algorithm is run with a population of 500, 10 % mutation, and 1000

generations. The results for the NSGA-II algorithm are shown in Figures 4.10 - 4.11. Figure

4.10 shows the attainment surfaces found for 5 runs compared with the global pareto optimal

front. Figure 4.11 also shows the best run versus the global pareto optimal front. The NSGA-

II algorithm constructed in this work shows good agreement with ZDT5, especially after f1

is greater than three.
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Figure 4.10 Attainment surfaces found from NSGA-II algorithm.
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Figure 4.11 Convergence of NSGA-II to ZDT5 test problem.
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4.5 FEM Simulation and Optimization Results

4.5.1 Single Objective Optimization

First, a single-objective GA is used to optimize the band-stop characteristics of the filter at

300 GHz, described by minimizing the following fitness function

F = |S21|(300GHz) (4.9)

where S21 is the transmission coefficient of the filter at 300 GHz. The single-objective

GA used in this optimization process is interfaced through MATLAB with the EM solver

HFSS 13.0. A single-bit mutation rate of 10%, along with single-bit crossover, an initial

population of 240, and 115 total pixels are used as GA parameters. This arrangement leaves

the GA optimization process with approximately 2115 possible combinations to chose from.

In HFSS, the filter is modeled as an infinitely-periodic unit cell using master/slave boundary

conditions and an incident TE polarized plane wave normal to the surface of the structure.

The results of three separate single-objective GA runs over 50 generations with the objec-

tive to minimize Equation 1 are displayed in Figure 4.12. A minimum S21 of approximately

-24.68, -24.92, and -24.31 dB are found for each run, respectively. The low value of the

transmission coefficient suggests that the described filter geometry and optimization tech-

nique are suitable to create a stopband like response at a desired frequency. In addition, the

results of each run converge to approximately the same value, showing that the algorithm is

repeatable.
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Figure 4.12 Progression of |S21| through GA generations.
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4.5.2 Multi-Objective Optimization

While the single-objective results show promise in the rejection characteristics of the struc-

ture, other aspects of a filter are also desirable. However, a simple single-objective GA will

not work when more than one characteristic is desired to be optimized simultaneously.

4.5.2.1 Optimization of Bandwidth and Stop-band

The first multi-objective filter design is a min-max problem, described with the following

fitness functions described by P1.

P1 =

 Minimize F1 = 20 log10(S21(225 : 325GHz))

Maximize F2 = fH − fL
(4.10)

where fH is the high frequency -3dB point and fL is the low frequency -3dB point with

respect to the center frequency of the stopband. Therefore, F2 represents the bandwidth of

the stopband, and F1 represents the maximum rejection of the filter. The results of NSGA-

II are shown in Figure 4.13 for a frequency range from 225 to 325 GHz. A pareto front is

formed showing a tradeoff between solutions with a maximum rejection of approximately-25

dB and a maximum bandwidth of 44GHz. Keeping in mind that this is for a single layer

thin-filter structure, a bandwidth of 44GHz is relatively large (and could drastically increased

with multiple layers). In addition, the minimum S21 of approximately -25 dB matches well

with the single-objective case, showing convergence between the single and multi-objective

GAs. Figure 4.14 also shows the progression of the best fitness of each objective during the

NSGA-II process over 30 generations.
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4.5.2.2 Multi-resonant Optimization

Next, the min-min problem of the optimization of rejection at multiple frequency points is

considered with NSGA-II using the following objective functions.

P2 =

 Minimize F1 = 20 log10(S21(300GHz))

Minimize F2 = 20 log10(S21(250GHz))
(4.11)

In this case, P2 describes the rejection of the filter at the two frequencies 300 and 250

GHz. The tradeoff between these objectives is shown in Figure 4.15 after 80 generations of

NSGA-II.

Clearly, a tradeoff between the two objectives is formed, and 5 pareto front members are

found which describe a tradeoff between the resonances at each frequency. Figure 4.16 shows

the progression of each objective as the generations of the GA are increased. Again, it is

worth noting that F1 clearly converges to the single-objective case displayed at 300 GHz of

approximately -25 dB.

4.5.2.3 Filter Implementation

Four filters found in the above analysis representing the ideal tradeoffs among each objec-

tive are evaluated over their full frequency spectrums using HFSS. Figures 4.17 and 4.18

display the S21 for two filters from the multi-resonant optimization described by P2 and the

bandwidth optimization described by P1, respectively. The transmission through each filter

clearly matches well with the expected results from the GA optimization process. In the

case of the multi-resonant optimization, the filters show good out of band acceptance with

the expected rejection properties at the optimized frequencies. Figure 10 shows solutions

corresponding to the highest transmission, and the highest bandwidth. In this case, the high-

est bandwidth solution is at approximately 240 GHz, while the lowest transmission solution

is at 320 GHz. These values match well with the expected results from the optimization

procedure, with a bandwidth of approximately 45GHz and maximum rejection of -20dB for
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Figure 4.17 Two pareto front solutions from the P2 objective space.
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Figure 4.18 Two pareto front solutions from the P1 objective space corresponding to maxi-
mum transmission (D1) and maximum bandwidth (D2).
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the highest bandwidth solution, and a bandwidth of approximately 25GHz and rejection of

-25dB for the lowest transmission solution.

4.6 Measurement and Fabrication

Three filters from the above analysis are chosen for fabrication and measurement. These

filters correspond to D1, D2, and D3 shown in Figures 4.17 and 4.18. The filters are fabricated

on 250µm thick PET substrates, with 1µm of sputtered copper. Simple lithography and wet-

etching is used to pattern the metal, with a minimum feature size of approximately 25µm.

The fabricated filters are shown in Figure 4.19, with a U.S. dime included for scale.

In order to characterize the filters, a Emcore PB-7200 THz frequency domain test system

is used. The measurement system consists of two rigid receiver and transmitter heads, with

a frequency range from 100GHz to 2 THz, and a sampling resolution as low as 10 MHz. To

measure the sample, a reference measurement is required in order to isolate any noise from

the result. In this case, a blank PET layer with the same thickness as the filter is used as

a reference measurement. The PET layers are placed in a 2cm metallic window, designed

to block out all transmission between the receiver and transmitter other than through the

sample placed in the window. The overall test setup is shown in Figure 4.20.

Each filter is measured over a frequency range of 225 to 350 GHz, with a step resolution

of 250 MHz. The resulting transmission spectra of each filter compared with the reference

measurement is shown in Figure 4.21. The measured results match relatively well with

the expected simulated and optimized results. D2 shows multi-resonant behavior at the two

optimized frequencies of 250 and 300 GHz. D3 has the widest bandwidth among the samples

as expected, and is shifted in frequency by approximately 25 GHz. D1 still shows a strong

resonance, however, the frequency is shifted by approximately 50 GHz.

Overall, the measured results confirm that the band-stop characteristics of the filter can

be optimized through a GA to achieve a desired response in the THz frequency spectrum.
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Figure 4.19 Fabricated filter samples.
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Figure 4.21 Measured filter results.

120



However, some of the filter designs match better with their simulated counterparts than

others. This is most likely due to fabrication tolerances. To improve the fabrication, a

thinner top layer metal that is compatible with lift-off techniques could be utilized to achieve

precise patterning of the metal structure.

4.7 Error Analysis and Discussion

In this chapter, the errors obtained for the measurements of the filters are not as drastic

as the previous chapters, as there is no coupling method necessary between the system and

the measured filters. However, the same problems with the THz frequency domain system

heating and cooling are relevant here. In addition, the exact alignment between the Tx and

Rx heads and the sample is difficult to quantify. Another major contributing factor to the

error is the resolution of the patterning. Also, the thickness of the metal is approximately

µm and thus the losses are expected to be higher.

4.8 Conclusions and Discussion

In this chapter, multiple THz thin-film components are designed through the use of single and

multi-objective evolutionary algorithms. THz band-stop filters are investigated by optimizing

the bandwidth and transmission rejection, as well as the multi-resonant properties of the

filters. Three filters were fabricated and measured, showing good agreement between the

optimized results and measurements. Overall, the optimization process developed in this

work is shown to yield efficient integration-compatible THz components with a variety of

applications.
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CHAPTER 5

Plasmonic-Inspired Periodic

Waveguide Structures

5.1 Introduction and Proposed Structures

In this chapter, thin-film metal-backed periodic structures are investigated for the design of

integration compatible THz circuit elements. These structures can be designed to have either

absorbing properties, or support surface wave propagation, depending on the characteristics

of the top-layer metal. If a highly conductive metal is used, the structures are usable in

guided-wave applications, with potential to realize many passive THz elements.

5.2 Simulated Response of Several Periodic Structures

To begin, four 2D periodic metal-backed structures are examined in this section. Each

resonant structure is modeled with copper, and built on a 50 µm thick dielectric substrate

with εr = 3.5and a dielectric loss tangent of δ = 0.01. Each unti cell is also covered with a

solid copper backing. The four periodic structures are shown in Figure 5.1, along with their

dimensions in Table 5.1. The periodic structures introduced here can be sorted into two

primary groups. The first group consists of two circle structures shown in Figure 5.1 (a) and
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(b). This first structure is simply a circle of radius R, while the second is a combination of two

circles, one of the same radius as the first along with another of radius Rs. The resonance

spectrum for these structures is primarily characterized by multiple, narrow resonances.

By including the second circle, the frequency spectrum is expanded from the additional

resonances.

The second group consists of the resonant structures of Figure 5.1 (c) and (d), a cross

type resonant structure, as well as a Minkowski fractal, which is the geometric compliment

of the cross. The frequency spectrum of theses structures are very different from the first

group of resonators. As opposed to multiple narrow resonances, these structures provide a

single, but wideband frequency spectrum.

Each structure is simulated in a 3D FEM solver (Ansoft HFSS) as a 2D infinitely periodic

unit cell with floquet boundary conditions and plane wave incidence. The plane wave is z-

directed and TM polarized, and the structure is initially excited at normal incidence. The

reflection coefficients are displayed for both types of resonant groups in Figures 5.2 and 5.3.

Due to the metal backing on each unit cell, it would generally be expected that each

structure will have all of the incident power reflected. However, it is clear from the reflection

coefficients that each structure has a resonance corresponding to a lack of reflection centered

around a desired frequency.

Table 5.1 Unit Cell Dimensions

R (µm) L (µm) xp(µm) yp(µm)
(a) Circle 400 - 864 864

(b) Circle/Small 400/100 - 864 864
(c) Cross - 400 354 354

(d) Minkowski - 114 276 276
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Figure 5.1 Resonant unit cell structures: a) circle structure, b) dual circle structure, c) cross
structure, d) minkowski fractal.
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Figure 5.2 Reflection coefficients of circle-type resonant structures.
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Figure 5.3 Reflection coefficients of cross-type resonant structures.
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A number of factors could be assumed to contribute to this effect, such as dielectric loss,

absorption, surface wave propagation, or higher order coupling into evanescent modes. While

some of the power could be lost in dielectric or other types of losses, a linear loss which

increases with frequency would be expected. In this case, it is clear that patterning of the

top metal layer changes the characteristics of the reflection coefficient, ruling out traditional

loss. In the next section, the characteristics of the floquet mode interaction are studied to

determine if higher order evanescent modes are responsible for this phenomena.

5.3 Theoretical Floquet Mode Analysis

A theoretical floquet expansion can be applied to determine the overall characteristics of

the coupling into the periodic structures at the frequencies where the reflection coefficients

display a resonance. When a time harmonic plane wave is obliquely incident on a 2D periodic

structure with periodicity xp and yp, the scattered electric field can be written as:

~Es(x, y, z) = ~Es(x+ xp, y, z)ejk
i
xxp, x-direction (5.1)

~Es(x, y, z) = ~Es(x, y + yp, z)e
jkiyyp, y-direction (5.2)

where the wavenumbers of the incident wave in each direction are

kix = −k0 sin θi cosφi, k
i
y = −k0 sin θi sinφi (5.3)

Commonly, a transformed field variables is then introduced [116] which is periodic in both

x and y with periodicity xp and yp, respectively.

~Es(x, y, z) = ~Ps(x, y, z)e
−j(kixx+kiyy)

(5.4)

substituting this into (5.1) yields
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~Ps(x, y, z) = ~Ps(x+ xp, y, z), x-direction (5.5)

~Ps(x, y, z) = ~Ps(x, y + yp, z), x-direction (5.6)

The transformed field variable can then be expanded as a summation of plane waves as a

Fourier series.

~Ps(x, y, z) =
∞∑

m=−∞

∞∑
n=−∞

~Amn(w)e
−j[(2πm

xp )x+(2πn
yp )y]

(5.7)

where the modal expansion coefficients are given by equation 8.

~Amn(ω) =
1

xpyp

∫ xp

0

∫ yp

0
~Ps(x, y, z)e

−j[(2πm
xp )x+(2πn

yp )y]
dxdy (5.8)

The cutoff frequency, kzmn, for a given mode is defined as the frequency at which mode

began to propagate, where any frequency below the cutoff is evanescent. The cutoff frequency

can be found from the wavenumbers in the x- and y-directions:

kxm = (
2πm

xp
)− k0 sin θi cosφi (5.9)

kyn = (
2πn

yp
)− k0 sin θi sinφi (5.10)

the cutoff frequency is then given by the following relation.

kzmn =


√
k2
0 − k

2
xm − k2

yn, propagating waves√
k2
xm + k2

yn − k2
0, evanescent waves

(5.11)

However, for the case of normal incidence, it can easily be shown that
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Table 5.2 Cutoff Frequencies

kzmn 01 10 11 02 20 21 12
Circle (GHz) 346 346 490 693 693 775 775

Dual Circle (GHz) 346 346 490 693 693 775 775
Cross (THz) 1.08 1.08 1.53 2.17 2.17 2.42 2.42

Minkowski (THz) .846 .846 1.19 1.69 1.69 1.89 1.89

Table 5.3 Modal Coefficients (≤ 1% not shown)

Amn 00 01 10 11
Circle 104 GHz 96%

251 GHz 95%
297 GHz 73% 12% 6% 2%

Dual Circle 104 GHz 96%
251 GHz 95%
297 GHz 73% 12% 6% 2%
325 GHz 86% 5%

Cross 240 GHz 97%
Minkowski 225 GHz 82% 7%

~Ps(x, y, z) = ~Es(x, y, z) (5.12)

and

~Amn(ω) =
1

xpyp

∫ xp

0

∫ yp

0
~Es(x, y, z)e

−j[(2πm
xp )x+(2πn

yp )y]
dxdy (5.13)

where the wavenumbers also simplify to the following.

kxm = (
2πm

xp
), kyn = (

2πn

yp
) (5.14)

It is interesting to note that the cutoff frequencies produced by a normally incident plane

wave only depend on the periodicity of the unit cell, and none of the geometric properties

of the structure contained within. The modal coefficients, however, depend on the scattered

electric field, which is primarily produced by the geometry of the structure itself.
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The cutoff frequencies are first calculated using the unit cell dimensions and equation 11,

and are summarized in Table 5.2. The circle resonators have the same cutoff frequency for

the fundamental mode at approximately 346 GHz. The cross and Minkowski fractal have

much higher fundamental cutoff frequencies, at 1.08 and .846 THz, respectively. Any modes

contributing below these frequencies outside of the fundamental mode will be evanescent

modes.

The modal coefficients are found by sampling the scattered electric field on a plane

approximately one wavelength from each infinitely periodic structure using equation 13. As

they are frequency dependent, the modal coefficients are examined at each resonance in the

frequency spectra of each structure. These coefficients are shown in Table 5.3, in terms of

the percentage of total contribution to the plane wave coupling into the periodic structure.

The behavior of the coupling at the frequencies of interest for each structure are shown to

primarily be caused by fundamental floquet mode interactions. The frequencies of interest

in all of the structures are significantly lower than the cutoff frequencies of any of the higher

order modes, and the modal coefficients show little coupling into the higher order modes.

Therefore, it is concluded that very little of the energy is lost in higher order evanescent

floquet modes. This leaves the two primary explanations for this phenomena as absorption,

or a surface wave phenomena. In the following sections, it will be shown that based on the

conductive properties of the metal, these structures can be tailored to act as either absorbers,

or surface wave interconnects, each with multiple applications in THz integrated circuits.

5.4 Linear Waveguide Analysis

While the previous analysis concerned only infinitely periodic structures, the real world

waveguides and devices that will be constructed using the unit cells will of course be finite.

The overall design methodology for the plasmonic THz waveguides is shown in Figure 5.4.

First, as shown in the previous sections, a desired unit cell is chosen an analyzed with 2D
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periodic boundary conditions. Now that the resonances of the individual unit cells are known,

the unit cell is expanded into a finite array. A waveguide can then be made by reducing

the periodicity in one direction, allowing for propagation along the other. The analysis and

justification of a finite array and the transition to a variety of waveguides is presented in the

following sections.

5.4.1 Array

First, the circle unit cell is expanded in both directions as a 5x5 array. A TM polarized

plane wave is used to excite the array in HFSS with a transverse incident angle (along the

y-axis). The power flow in each direction is calculated using Equation 5.16 over a vertical

plane in the desired direction.

~P (ω) =

∫ 5xp

0

∫ 5yp

0
~Es(x, y, z)× ~Hs(x, y, z)dxdy (5.15)

Figure 5.5 shows the power flow in both the x- and y-directions. As expected,the fre-

quency spectrum of the power flow in each direction matches well with the resonances of the

individual unit cells. In addition, the power flow in both directions is very similar. However,

if the array is reduced in one direction, then the power flow can be increased in the other.

Figure 5.6 compares the power flow in the y-direction for the 5x5 array, and an array where

the x-direction is reduced to two unit cells. The frequency spectrum for both arrays matches

very well, while the power flow in the y-direction of the 5x2 array is approximately double
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Figure 5.5 Power flow in both the x- and y-directions along the array.
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that of the 5x5 array.

5.4.2 Terahertz Waveguides

While the previous analysis concerned only infinitely periodic structures, this section intro-

duces finite structures based on highly conductive metals. These structures exhibit a surface

wave phenomena that can be exploited for a number of THz applications. In this case, the

wave propagation is only desired in one direction of the infinite array. Therefore, in the

desired direction of wave propagation, the unit cells are expanded to a desired length, with

the other direction is minimized to two unit cells in length. Waveguiding structures are made

from the four unit cells introduced previously, including the circle, dual circle, minkowski

fractal, and cross.

The waveguiding structures are modeled with HFSS, and excited using a TM polarized

plane wave, traveling in the longitudinal direction. In this case, a plane wave is used as an

excitation to ensure comparable results with the floquet excitations used in the infinitely

periodic analysis. However, with plane wave excitation, traditional S-parameters are un-

available. Therefore, to determine the properties of the waveguiding structures, 2D cuts in

both the XY and ZY planes are used to sample the power intensity along the surface, as well

as the power flow through the waveguide. The power on these planes is calculated using the

relationship

~P (ω) =

∫ 2xp

0

∫ Nyp

0
~Es(x, y, z)× ~Hs(x, y, z)dxdy (5.16)

where xp and yp are the lengths of a single unit cell in each direction. Figure 5.7 shows the

geometry of a sample waveguide, along with the simulation setup. The normalized power

flow in the y-direction, as well as the power on the surface of each structures, is shown in

Figures 5.8 and 5.9 for all four unit cell types. In this case, each are calculated using equation

15 over each sampling plane.
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Figure 5.7 Simulation topology and design process of THz waveguides.
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Figure 5.8 Power flow along the surface of the cross and minkowski type waveguides.
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Figure 5.9 Power flow along the surface of the circle structure type waveguides.
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For the circle and dual circle structures, the frequency spectrum is similar to what would

be expected from the unit cell analysis, multiple narrow band resonant peaks of varying

intensity. The cross and Minkowski fractal both display a single, well defined resonance peak,

which also matches well with the periodic analysis. However, it is also important to note

where the power traveling through the waveguide is primarily concentrated. As mentioned in

the previous sections, the coupling of the incident wave into these periodic structures excites

a primary propagating mode, which contributes to a surface wave plasmonic like effect if the

conductivity of the metal is high enough to limit the absorption.

However, one of the primary characteristics of the plasmonic phenomenon is that the

effect occurs at the dielectric and metal interface, while the propagation occurs at the surface

of this interface. To investigate the propagation on the surface of these waveguides, the power

is sampled along the surface of the metal. The frequency spectrum on the surface of each

waveguide is very similar to the transmitted power spectrum through the XZ plane. This

shows that nearly all the power is contained at the surface of the metal, as the maximum

values of the power sampled are nearly the same.

While the frequency spectrums of the individual unit cells and the waveguides match

relatively well, there are some differences in the location and magnitude of the transmitted

waveguide resonances and the resonances reflected from the periodic structures. The differ-

ence between the infinitely periodic and finite periodic array changes the spectrum slightly,

but the change in incident angle is the primary contributor. Figure 5.10 shows the angle

dependance of the circle structure for a 2D infinitely periodic unit cell and a finite wave-

guide. The resonance in both the reflection and power transmission changes both in intensity

and location, explaining some of the discrepancies in the results. In addition, at the higher

incidence angles the transmission is maximized.

While these interconnects do not display typical waveguide characteristics, such as phase

velocity, group velocity, or cutoff frequencies, they do display high levels of power confine-

ment along their surface. Due to the high losses typically associated with metallic waveguides
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at THz frequencies, such a phenomena is very desirable in many applications, even though

the transmission spectra is relatively narrow band. While other types of THz waveguides

may prove to be lower-loss in simple waveguide applications, the proposed structures have

potential for many passive THz components that are not realizable with other THz waveg-

uides.

5.5 Applications In Passive Element Design

As a result of the high power confinement along the surface of the waveguides, structures

with sharper bends are easier to implement compared with other THz interconnects. Figure

5.11 compares a typical curved structure for a dielectric waveguide (a), traditional plasmonic

waveguide (b), and the proposed plasmonic waveguide (c). In the case of the dielectric wave-

guide, most of the power is lost in the curved portion of the waveguide. However, in the

plasmonic waveguide, high power confinement can be shown along the curve and maintained

throughout the straight section thereafter. The waveguide made of the periodic circle struc-

ture shows similar confinement along the curved portion compared with the traditional THz

plasmonic waveguide.

Another important passive THz structure aside from a waveguide is a power splitter.

A power splitter contains a waveguide structure with two branches which split the power

equally between each branch. The power splitter is made from the circle resonant structure,

with the same periodicity and dimensions as the waveguide. Figure 5.11 also shows the

electric field confinement for the power splitter at 245 GHz. High field confinement can be

seen along the length of the straight portion, as well as in the two branches of the power

splitter. Little loss is displayed in the curves that comprise the power splitter, which can

be a common problem in conventional THz waveguides [35]. In addition, Figure 5.12 shows

the normalized power flow through each section of the power splitter. The power density

spectrum is very similar for section (a) and (b), showing that the power is confined evenly

140



−10

−5

0

|S
11

| (
dB

)

 

 

100 150 200 250 300 350
0

0.5

1

Frequency (GHz)

P
ow

er
 F

lo
w

 (
a.

u.
)

 

 

0°
20°
45°

0°
20°
45°

(a)

(b)

Figure 5.10 Angle dependance in both the (a) reflection coefficient and (b) power flow of the
circle type structure.

141



(a) (b) (c)

Figure 5.11 Bending in (a) dielectric waveguide at 300 GHz, (b) traditional plasmonic wave-
guide at 300 GHz, and (c) thin metal based plasmonic waveguide at 297 GHz. Field con-
finement of a power splitter is also shown.
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Figure 5.12 Normalized power flow through each section of the power splitter.
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Figure 5.13 Proposed setup of thin-sample dielectric sensor.
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between both sections of the splitter.

Due to the high field confinement along the surface of these structures, they also can

be used to develop highly accurate sensors. Figure 5.13 shows the proposed setup of the

sensor. In this case, a thin sample that is much less than a wavelength is placed along the

length of a waveguiding structure. As the fields are confined very close to the surface, small

sample sizes can be easily detected. Figure 5.14 shows the simulated phase of the transmitted

signal through the waveguide, with a dielectric sample approximately λ0/30 is size placed

in the center of the structure. Clearly, when the dielectric constant of the sample is varied,

a noticeable change in the phase through the structure is observed.

5.6 Frequency Tailorable Structures

While the previous analysis has been primarily applied to simple FSS-based structures, more

complex geometries can also be exploited to enhance the properties of the waveguides. Figure

5.15 shows a simple circle based resonant structure that is modified by cutting out pieces

of the circle. The frequency response of each structure is shown in Figure 5.16. Clearly,

as the structure is further divided, the number of resonances in the frequency spectrum is

increased.

These results show that certain desired characteristics of the unit cells that can be used

to create the waveguides and other devices. This is particularly useful in the case of the

above designed waveguides, as their application is limited if the only operational band is

small in bandwidth. In addition, only the copper structure is needed to be modified, as the

unit cell size and materials are unchanged. A similar topology optimization approach that

was presented in the previous chapter can therefore be applied to these structures as well.

Figure 5.17 shows a proposed topology for the optimization process. In this case, 5

concentric circles of 50 thickness are separated into 20 slices. In this case, the structures are

made of the same PET material and fully backed with copper. The slices of each circle are
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controlled with a simple binary GA, with 100 on/off states, and 2100 total combinations.

The entire geometry of one unit cell is shown in Figure 5.18, with a sample topology found

through the GA shown as well.

For an initial test of concept, the GA is used to simply optimize the location of resonances

in the reflection coefficient of the structures. Two sample locations are selected, one at 120

GHz, and another at 275. Two separate GA optimization simulations are then performed to

find the optimally lowest reflection coefficient at the desired frequencies.

Figure 5.19 shows two possible topologies found with the GA for optimal resonance in

the reflection coefficient at 120 and 275 GHz. In this case, reflection coefficients of -17.9 dB

and -15.8 dB are found for 120 and 275 GHz from each structure, left to right. The frequency

response of the reflection coefficient for both structures is also shown in Figure 5.20.
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Figure 5.15 Geometry of (a) basic circle structure, (b) circle structure with holes (c) circle
structure with more holes.

148



Figure 5.16 Reflection coefficients of the structures introduced in 5.15.
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Figure 5.17 Proposed structure for optimization.
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(a) (b)

Figure 5.18 Simulated structure with (a) all pixels on and (b) a selected example of one
topology after optimization
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(a) (b)275 GHz120 GHz

Figure 5.19 Two optimized structures with resonances at (a) 120 GHz, and (b) 275 GHz.

152



Figure 5.20 Reflection coefficient of structures presented in 5.19.
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5.7 Fabrication and Measurement Results

5.7.1 Fabrication Method

Two circuits were fabricated, a straight guided-wave structure and a power splitter, both

from the circle type resonant structures. These samples were fabricated on a 50µm thick

piece of Rogers 3850 LCP film, both sides backed with copper. The substrate properties in

the desired frequency range are as follows: εr = 3.5, dielectric loss tangent δ = 0.01, and

Cu thickness of 17 µm [117]. The copper is retained on the backside, while the top side is

patterned using conventional micro-fabrication processes. A simple photo-lithography and

wet etching process is used to pattern the top-layer metal.

5.7.2 Measured Results

The fabricated structures are measured with two separate THz measurement systems to

ensure repeatable results. First, the waveguide and power splitter are measured using a

Picometrix T-Ray 2000 time-domain THz test setup. With this system, THz waves are gen-

erated using a photo conductive switch and a femtosecond laser. The system is coupled with

THz optics to produce a linearly polarized and collimated beam, and has both a transmitter

(Tx) and receiver (Rx) that can be easily adjusted. However, once the time-domain signal

is transformed into the frequency domain, the maximum step resolution is approximately 12

GHz, making it difficult to measure narrow band devices. The other measurement system

used is a Emcore PB-7200 frequency domain setup. The frequency domain system is capable

of measuring very narrow band structures, with a frequency resolution as low as 10 MHz.

This system also has both a transmitter (Tx) and receiver (Rx) coupled with fiber optics.

Dielectric focusing probes are used to couple the THz radiation from the Tx and Rx heads

to the structures, as proposed in chapter 2. The probes as well as the fabricated circuits are

shown in Figure 5.21. The measurement setup of the waveguide with the probes is shown in
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Figure 5.21 Fabricated waveguide, power splitter, and HDPE probes.
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Figure 5.22 Waveguide measurement setup.
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Figure 5.23 Measured transmission spectra for circle type waveguide with (a) frequency
domain system, (b) time domain system.
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Figure 5.24 Measured transmission spectra for circle type waveguide compared with dielectric
of same dimensions.
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Figure 5.25 Transmission versus change in probe placement for the circle type power splitter
at 100 GHz.
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Figure 5.22.

Figure 5.23 shows the measured transmittance through the waveguide for both the time

domain and frequency domain measurement. The transmission spectrum from the time do-

main measurement shows transmission peaks near 0.1, 0.22, and 0.38 THz. These resonance

peaks are near the peaks expected for the circle structure. However, due to the resolution

of the system and data averaging, some of the peaks are not present or shifted. In the case

of the frequency domain measurement, four transmission peaks occur at approximately .1,

.16, .26, and .35 THz. Only one half of the .1 THz peak is shown, as that is the minimum

measurable frequency for the system. While the resonances do not match exactly as the pre-

dicted resonances, this discrepancy is believed to be caused by a few factors. The primary

contributions are most likely due to misalignment between the probes and the waveguide, as

well as the probe angle not being exactly transverse to the waveguide, similar to the change

in resonance shown in Figure 5.10. Also, the initial resonances were simulated as infinitely

periodic in both dimensions, while in reality this periodicity is finite. However, nearly 60 % of

the power is transmitted through the waveguide at one of the possible resonance frequencies.

Figure 5.24 shows the measured transmitted power over two frequency ranges corresponding

to the strongest transmission peaks of the frequency domain measurement, compared with

a dielectric strip made of the same dimensions as the thin-film waveguide. Clearly, a much

larger transmission is detected over the frequency range where the resonant frequency of the

top layer metal occurs.

The transmission properties of the power splitter are measured by fixing the probe po-

sition at the input to the power splitter, while varying the position of the second probe

along both output branches. Here, the time domain system is used to measure the power

splitter. The field intensity is measured at approximately 100 GHz, near the highest point

of the transmission spectra. Figure 5.25 shows the measured field intensity as a function

of position. Here, the zero position represents the middle point between the two branches.

From the measured data, it is clearly shown that the wave propagates along the patterned
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metal and is not concentrated in the dielectric.

5.8 Error Analysis and Discussion

In this chapter, the errors associated with the waveguide measurements are similar to that

of chapter 3. Again, the most error occurs when the probes are not aligned well with the

waveguide, but is again difficult to quantify. In the case of these waveguides, the incident

angle also changes the frequency spectrum of the waveguides as shown in Figure 5.10, which

compounds the error even further.

In the case of the THz systems used to measure the waveguides, the frequency-domain

system suffers from the same issues discussed in Chapter 2. However, the time domain system

also has its own errors associated with it. Primarily, this is caused by the small frequency

resolution of approximately 12 GHz when the Fourier transform is used to convert the time-

domain results into the frequency-domain. However, in comparison with other waveguide

measurement techniques presented in the literature, the measured results presented here are

well within a tolerable error.

5.9 Conclusions and Discussion

In this chapter, another approach to develop THz waveguide like devices is investigated. The

design, fabricate, and measure THz planar plasmonic circuits based on thin metal resonant

structures is presented. The resonance frequency at which the plasmonic-like mode can

be launched can be predicted by simulating an infinite array of periodic structures. Each

structure was then confirmed to display plasmonic like waveguiding by simulating both

straight waveguides and a power splitter. These structures were created with simple clean

room fabrication processes on a low-cost LCP flex substrate. A new approach to coupling the

signal onto plasmonic structures with a dielectric focusing probe is also introduced. Measured

results show that long range waveguiding can be achieved using planar plasmonic structures
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at THz frequencies. Measurements of a straight waveguide and power splitter show strong

field confinement along the length of the waveguide and along each branch of the power

splitter, presenting the possibility for use in the design of novel THz planar circuits.
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CHAPTER 6

Conclusions and Discussion

In this dissertation, efficient, integration compatible THz passive devices are developed.

Three primary types of passive devices are considered: Thz waveguides, filters, and couplers.

The coupling of THz radiation between commercial THz systems and THz devices is

realized with HDPE dielectric focusing probes. These probes are designed such that they

can be excited via Tx and Rx heads available in commercial THz systems. The probes

are studied with FEM modeling to determine the focal point and field confinement along

a small section of the probe tip. The coupling characteristics of the probes when used in

conjunction with a simple dielectric waveguide is studied, and the loss of the probes and

coupling is presented.

Thin-film based filters are also introduced, which are integration compatible although

still measured in a quasi-optical manner. The filter characteristics are optimized using a

multi-objective genetic algorithm that is interfaced with the commercial FEM solver HFSS.

Primarily, band-stop filters are investigated, and the bandwidth, rejection, and multi-band

characteristics are optimized.

Two waveguide types are also introduced. First, a silicon based dielectric ridge wave-

guide which can be easily fabricated directly on-wafer is investigated. The transmission

characteristics of the waveguide are studied first through a approximate 2-D theoretical so-
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lution, and then through 3-D FEM modeling. The ridge waveguides show low attenuation

especially when the ridge width and height is small, but a tradeoff between curvature and

confinement properties with the height and width of the ridge is found. Secondly, a hybrid

waveguide with built in filtering properties is introduced. The waveguides are inspired by

traditional plasmonic waveguides, but created from thin-film type resonators. A theoretical

floquet analysis is performed to ensure no higher order evanescent modes are coupled into.

FEM analysis of the waveguide power confinement and field intensity is also performed to

ensure a desired frequency response.

Both waveguides are then measured using commercial time and frequency-domain THz

systems. In conjunction with the focusing probes introduced previously, the frequency re-

sponse of both waveguide types is attained. Complex power-splitter measurements are also

performed which show the potential for these waveguides to create other THz passive devices.

Overall, this dissertation introduces efficient, integration compatible THz passive devices.

The realization of not only passive devices such as waveguides and filters, but also the

introduction of a coupling method capable of bridging between the current quasi-optical

systems with wafer-level integrated circuits provides a complete simulation to measurement

correlation for the proposed THz devices. These results show promise for the future of

integrated THz systems, and the improvement of current quasi-optical test systems.
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