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ABSTRACT
THE DESIGN, DEVELOPMENT, AND FIELDTEST

OF AN EVALUATION FRAMEWORK
FOR SHORT-TERM TRAINING PROGRAMS

By
Kent Jeffrey Sheets

The study described in this dissertation originated from the need to
identify an evaluation framework capable of assessing the impact of
short-term training programs, specifically faculty development programs.
An extensive review of the literature indicated that no appropriate
evaluation approach existed. Although much of the literature on short-
term faculty development programs reported that faculty development
activities were successful and effective, results were based largely on
self-reported and satisfaction data. This evidence was considered
suspect by many authors. Therefore, a majority of the short-term
training programs in existence were not evaluated in terms of impact on
participants. This study was conducted to determine if an evaluation
framework suitable for evaluating the impact of short-term training
programs on participants could be developed and how well this framework
would function when applied to an existing short-term training program.

An optimal evaluation framework for short-term training programs was
designed eclectically by selecting elements and concepts from models and
methods identified in the literature. The framework was fieldtested by
evaluating a faculty development program involving 14 family physicians.
Numerous methods were used to collect reaction, cognitive, and behavioral

data from multiple information sources.



Kent Jeffrey Sheets

A metaevaluation was designed and conducted to assess the effective-

ness of the fieldtest evaluation. An evaluator self-report, interview of

the program directors, and analysis of evaluation procedures were used to

gather data about the practicality, utility, and adequacy of the field-

test procedures and outcomes.

The study's four conclusions are:

1.

4.

The Program had an impact on the participants and the framework
documented the impact.

The most effective and efficient evaluation procedures were the
End-of-Week Evaluations, final debriefing session, and videotape
rating scale.

Discrepancies in evaluation results should be expected when
qualitative and quantitative data are gathered from a variety of
information sources using different evaluation procedures.

The evaluation framework is not useful for the purpose of pro-
viding immediate formative evaluation information to decision

makers.

Recommendations for further research were presented and implications

of the study for educational practice were discussed. In conclusion, a

revised matrix of the evaluation framework was provided. The revised

matrix reflected the results of the study.
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CHAPTER ONE

STATEMENT OF THE PROBLEM

INTRODUCTION

This dissertation reports the procedures, results, and conclusions
of a study concerned with the identification of a validated evaluation
framework which can be applied to short-term training programs. The
study focuses on a potential solution to the growing problem related to
the need to evaluate the iwmpact of faculty development programs in
post-secondary education.

A short-term training program is a program of from one hour to
several weeks in length delivered to 50 participants or less. The
program is designed to teach certain skills, techniques or content or to
change specific attitudes or behavior. A short-term training program may
be an independent program or it may be a component of a larger or longer
program. Examples of short-term programs include workshops, seminars,

intensive courses, orientation sessions, and conferences.

THE PROBLEM

Short-term training programs are conducted regularly throughout the
United States and the rest of the world in a variety of institutions and
organizations, including schools, corporations, hospitals, businesses,

churches, and the military. Support for this statement is provided by
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the existence of the large number of advertisements and notices for work-
shops, seminars, symposia, and other short-term training programs found
in professional journals and periodicals.

In post-secondary education, short-term training programs are
frequently used in faculty development programs directed toward the
improvement of instruction and teaching. Gaff (1975) defined faculty
development as "enhancing the talents, expanding the interests, improving
the competence, and otherwise facilitating the professional and personal
growth of faculty members, particularly in their roles as instructors”
(p. 14). Other authors use the terms instructional improvement or teach-
ing improvement to describe activities that fit Gaff's definition of
faculty development.

Large amounts of time, effort, and resources have been and continue
to be expended on the design and implementation of short-term training
programs in a variety of settings and content areas. However, little is
known about the impact of these programs because rarely are these
programs systematically evaluated.

Forman (1980) attempted to explain why there is little or no history
of systematic evaluation of training in business or industry.

There appear to be three reasons which partly explain the

low status of evaluation in training. The first is that, un-

like education, a great deal of training occurs in the private,

as opposed to the public sector. Since government and public

foundations are not supporting these training programs, they

cannot mandate evaluation.... Second, there is a general feel-

ing (on the part of some people in business and industry) that

educational methods often are not well suited to the real,

everyday, outcome-oriented world of business. These people

tend to distrust educational methods and techniques borrowed

without adaption and revision; they want training evaluation to
develop a character of its own.
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The third reason for the low use of evaluation in training
is that the field of training is in a state of tremendous
growth and development. Training is now a several billion
dollar a year industry in the United States and growing at an
incredible rate. It is interesting to note that when education
was in a similar state of growth, evaluation was not very
significant either. (p. 48)

Pratt (1979) reported findings similar to those reported by Forman
and also commented on the lack of impact evaluations.

The ultimate test of the quality of training is the impact
the trained person has on some unknown future situation. This
fact has been almost universally ignored in the evaluation of
training.... Rather, evaluation of training has predominately
focused on variables which deal with the actual process of
training, including the instructor's style and technique,
effectiveness of resources, and the student-instructor inter-
action. Additionally, evaluation typically focuses on the
student's performance in relation to instructional objectives
which, it is presumed, relate to knowledge and skill which will
be useful at some future point in time. Often left unaddressed
is the impact of training on practice and ultimately on the
"gystem” in which the learner operates. (p. 350)

Forman and Pratt suggested that the status of training evaluation in
business and industry needs to be improved substantially. They also
noted that the focus of training evaluation efforts should shift from a
heavy reliance on the assessment of participant satisfaction with the
process of training to an assessment of trainee performance following
completion of the training.

Training is conducted to improve performance, and perfor-
mance should be measured on the job, not just after the
completion of a training program in the classroom setting. If
the classroom benefits of training are not retained and trans-
ferred to the job, then training has failed to reach its full
potential. Of all the range of evaluation activities, this
stage is most important for the documentation of the effects
and impact of training, and it is the stage which most clearly
distinguishes educational from training evaluation. (Forman,
1980, p. 51)

Forman suggested that the systematic evaluation of training that is

absent in business and industry is present in education. However,



according to a number of authors (Centra, 1976; Gaff, 1979; Hoyt &
Howard, 1977; Levinson-Rose & Menges, 1981; Littlefield, Hendricson,
Kleffner, & Burns, 1979; and Menges & Levinson-Rose, 1980) the literature
of post-secondary education suffers from a shortage of reports of
systematic evaluation of faculty development programs, including the
short-term training programs often conducted within these faculty
development programs. As Davis (1979) stated, “The major objective of
all successful faculty development programs is to change the overt
behavior of instructors in the classroom” (p. 125). However, the evi-
dence supporting the successful change of overt teaching behavior of
faculty development participants is for the most part based on satis-
faction measures.

One of the glaring problems in the evaluation of faculty
development research is the tendency of authors to try and
change teaching behavior but only evaluate the participants’
reports of satisfaction with the course or their views of its
relevance or usefulness. Almost invariably, courses are rated
highly.... This does not tell the reader anything about what
the participants have learned from the course. Even self
reports of what the faculty believe they may have gained may be
deceptive. (Stephens, 1981, p. 10)

Donnelly, Ware, Wolkon, and Naftulin (1972) suggested:

Although there is great value to the satisfaction-type
questionnaire, other kinds of data that permit the measurement
of cognitive gain, attitudinal change, and ultimately
behavioral change are crucial in evaluating any attempt at
education. (p. 184)

Caldwell similarly reported in 1981:

Not only is there a dearth of preservice training programs
for teachers of adults, but also most existing training pro-
grams lack an evaluation component. The absence of evaluation
procedures constitutes a serious deficiency in training program
models. Far too often evaluation of training programs merely
consists of questionnaires that elicit the responses of program
participants. These questionnaires, or happiness indicators,
measure the receptivity or responsiveness of the participants,



but fail to measure the mastery of subject matter acquired by
the participants or their attainment of program goals.
(pp. 9-10)

In light of these reports, serious attempts should be undertaken to
evaluate the impact of short-term training used within faculty develop-
ment programs. These efforts should be designed to provide more rigorous
data than the mere tabulation of participant opinions. Forman suggested
the following guidelines for future evaluations of training:

In training, evaluations will be more focused and less
extensive. Training evaluations will have to be clearly linked
to improving the program, documenting its effects, increasing
its usefulness, or having some other demonstrable impact.
Evaluation, in short, will have to be held more accountable for
itself.

Second, there will be changes in the data-gathering
techniques used for the evaluation of training. In training,
the emphasis must shift from survey techniques (questionnaires
and interviews) and written tests to those that measure job
performance, such as checklists, performance tests, observation
scales, and role-play activities. Data must be gathered on
what people can actually do, not just what they say they can
do. (p. 50)

Similar guidelines could be formulated regarding evaluation of
short-term training programs whether conducted in schools, churches,
business and industry, or elsewhere. The problem is that no appropriate
evaluation framework designed specifically for short-term training
programs appears to exist.

Baron and Baron (1980) suggested a possible solution to the problem
when they proposed that specific evaluation designs should be developed
for different types of programs.

We propose that evaluators abandon the aspiration to a
single all-purpose research design. Instead, we suggest the
development of several prototypes or ideal evaluation designs
which fit different types of evaluation settings to varying
degrees. As presently conceived, these prototypes could be
generated both according to different conceptual orienta-

tions... and to the availability of time, money, and other
resources. (p. 96)



Steele (1973) discussed the value of identifying an appropriate
evaluation model and following an eclectic approach to its operationali-
zation.

In most instances you will select certain parts of a
pattern for systematic evaluation. There's a growing push
toward selective evaluation. For example, R.E. Brack of the
University of Saskatchewan suggests that you take an eclectic
approach--first identify the questions about the program that
need to be answered and then select the parts of a particular
model that can help deliver these answers without trying to
systematically operationalize the complete model. In this
situation, however, an understanding of the total pattern helps
you keep the component that's receiving major attention within
a total perspective of programming relationships. (p. 54)

Patton (1980) presented another viewpoint on this issue when he
discussed comments made by a group of noted evaluators including Worthen,
Stake, Stufflebeam, and Popham.

The basic theme running through the comments of these
evaluators was that their work is seldom guided by and directly
built on specific evaluation models. Rather, each evaluation
problem is approached as a problem to be solved--and the
resulting design reflects their thinking about the problem as
opposed to an attempt to carefully follow a prescriptive model.

In effect, these experienced evaluators are describing how the

practice of evaluation research requires more flexibility than

is likely to be provided by any single model. (p. 58)

The differing viewpoints represented in the previous three quota-
tions are indicative of the controversial nature of the issues related to
the design and use of evaluation models. Cronbach, Ambron, Dornbusch,
Hess, Hornik, Phillips, Walker, and Weiner (1980) contributed to the
controversy and listed the following among their "Ninety-Five Theses":

55. Much that is written on evaluation recommends some

one “"scientifically rigorous” plan. Evaluations
should, however, take many forms, and less rigorous
approaches have value in many circumstances. (p. 7)

In view of the controversy noted above, the need to evaluate the

impact of short-term training programs, and the absence of any evaluation



models designed specifically for short-term training, it is suggested
that an evaluation framework for short-term training programs be
designed. This evaluation framework should provide a mechanism that
allows its users to conduct comprehensive evaluations of the outcomes of
short-term training. At the same time, the evaluation framework should
be flexible enough to be adapted to specific settings and allow its users

to be eclectic in their operationalization of the framework.

PURPOSE OF THE STUDY

The study reported in this dissertation was conducted to determine
whether an evaluation framework for short-term training programs could be
developed and successfully implemented. As indicated earlier, short-term
training 1is a popular training format. A great deal of time and re-
sources have been and continue to be expended on short-term training
programs with little or no assessment of their impact except for measures
of participant satisfaction. It is becoming increasingly clear that
individuals responsible for planning and implementing short-term training
programs must also provide evidence that their programs are producing the
desired impact on the ultimate target of the programs. It is assumed
that an evaluation framework for short-term training programs would be of

great interest to a number of these individuals.

LIMITATIONS OF THE STUDY

The evaluation framework resulting from this study was designed and
developed based on a review of the literature of evaluation models and
methodology. The framework was then applied to an existing short-term

training program, a faculty development program for family practice



physicians. The evaluation conducted on the faculty development program
served as the fieldtest of the evaluation framework. The evaluator
shared the results of the fieldtest with the two program directors of the
faculty development program by means of a written evaluation report.

There are several limitations to this study. The evaluation frame-
work was fieldtested with one particular short-term training program.
The purpose of the evaluation was to determine if this program had an
impact on its participants. The framework was fieldtested on only one
group of participants in one specific type of short-term training. There
was no control group against which this treatment group was compared.
Thus, the concepts of internal and external validity were of great impor-
tance when considering the limitations of this study.

Campbell and Stanley (1966) made a distinction between internal and
external validity by defining internal validity as "the basic minimum
without which any experiment is uninterpretable” (p. 5). In contrast,
external validity was concerned with the question, "To what populations,
settings, treatment variables, and measurement variables can this effect
be generalized?" (p. 5). The internal validity of the fieldtest of the
evaluation framework was addressed in this study by attempting to control
the classes of variables that Campbell and Stanley identified as poten-
tial threats to internal validity. All possible precautions were taken
throughout the process of developing and administering the evaluation
instruments and while scoring and analyzing the data to minimize the
effects of these variables. The external validity of the fieldtest
xesults, or the validity of the inferences that could be made beyond the
F£ieldtest, was partially established by the fact that the type of train-

i ng evaluated in the fieldtest was a commonly used approach to faculty



development for physicians. While the fieldtest results may have limited
generalizeability to other populations and programs, there was sufficient
external validity to make inferences related to other faculty development
programs for physicians.

The inferences concerning the effectiveness of the evaluation frame-
work as a mechanism for measuring the impact of short-term training
programs were more limited. The evaluation framework was not tested on
other types of short-term programs or with programs with different
content. Thus, inferences could be made only to the evaluation of
similar programs with similar populationmns.

Based on this study it is difficult to claim that the specific
short-term training program evaluated in the fieldtest would be similarly
effective with a sample composed of non-physicians. Likewise it is
difficult to propose that the evaluation framework would be similarly
effective with a program with different content, length, or teaching
strategies. However, stronger conclusions and recommendations can be
made concerning whether or not the short-term program had an impact in
this particular situation and whether or not the evaluation framework was

effective when applied to this particular short-term training program.

RESEARCH QUESTIONS

The following research questions were formulated to direct the
study:

1. What specific problems were encountered in the field-
test of the evaluation framework?

2. Was the evaluation framework practical in its use of
resources?

3. Was the evaluation framework useful in providing in-
formation to the decision makers?
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4., Were the methods and instruments used during the
fieldtest of the evaluation framework technically
adequate?

5. Were the methods and instruments used during the
fieldtest of the evaluation framework conducted in an
ethical manner?

A metaevaluation, an evaluation of an evaluation, was designed and
conducted by the evaluator to answer the research questions and assess
the quality of the evaluation conducted during the fieldtest. In this
manner the effectiveness of the evaluation framework was assessed as
well. The evaluator, with the assistance of the program directors and

established evaluation standards and criteria, evaluated the process,

procedures, and results of the fieldtest.

DEFINITION OF TERMS

Behavioral data:

information related to the performance of short-term
training program participants in a simulated or on-the-job
setting.

Cognitive data:

information related to the knowledge and skills of short-
term training program participants.

Evaluation:

the determination of the impact of a program upon the
program participants with the purpose of providing
information to decision makers for planning, implementing,
rejecting, and/or improving the program.

Evaluation framework:
a set of conceptual components and guidelines to be

utilized in the design, development, and implementation of
evaluations.
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Faculty development:

enhancing the talents, expanding the interests, improving
the competence, and otherwise facilitating the profession-
al and personal growth of faculty members, particularly in
their roles as instructors. (Gaff, 1975, p. 14)

Fieldtest:

a step in the systematic development of a process or
product in which the process or product is used in a
setting that approximates the ultimate setting in which
the process or product is to be used.

Impact:

the effect of program participation on a participant
and/or the participant's organization in terms of changes
in the participant's cognitive knowledge, behavior, per-
formance, and/or attitude.

Metaevaluation:

the process of delineating, obtaining, and using descrip-
tive and judgmental information about the practicality,
ethics, and technical adequacy of an evaluation in order
to guide the evaluation and publicly report its strengths
and weaknesses. (Stufflebeam, 1981, p. 151)

Reaction data:

information related to the satisfaction of short-term
training program participants with the content, instruc-
tors, and activities of the program.

Short-term training program:

a training program lasting from one to several weeks,
composed of 50 participants or less that is designed to
teach certain skills, techniques, or content or to change
specific attitudes or behavior; may be an independent
program or a component of a larger program.

Training:

activities conducted with the purpose of helping partici-
pants (trainees) learn specific skills, techniques,
methods, or attitudes to help improve their performance,
usually in a job-related setting.
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ORGANIZATION OF THE DISSERTATION

In Chapter One the problem was outlined and described. Research
questions were presented and key terms were defined.

The review of related research in Chapter Two examines the
literature on evaluation of faculty development programs in medical
education and higher education, evaluation models, evaluation methodo-
logy, and metaevaluation. The material presented in this chapter serves
as the source of information for the design phase of the study.

In Chapter Three the evaluation framework is presented with an
explanation and rationale for the methods used to conduct the fieldtest
of the framework. Procedures for evaluating the fieldtest, the
metaevaluation, are outlined.

The results of the fieldtest are presented in Chapter Four. The
metaevaluation results are also provided in this chapter.

In Chapter Five the dissertation is summarized and the results of
the fieldtest and metaevaluation are discussed and interpreted. Conclu-

sions are drawn and recommendations for further research are suggested.



CHAPTER TWO

REVIEW OF THE RELATED LITERATURE

INTRODUCTION

This review examines research literature on the evaluation of
faculty development activities in medical education and higher education,
evaluation models, evaluation methodology, and metaevaluation. Informa-
tion presented in this chapter was used to design the evaluation central
to the study. As a result, the chapter includes a discussion of the
strengths and weaknesses of existing evaluation models and methods and
metaevaluation models as they pertain to the usefulness of these models

and methods for the evaluation of short-term training programs.

EVALUATION OF FACULTY DEVELOPMENT PROGRAMS IN MEDICAL EDUCATION

Faculty development programs have been popular in medical education
for a number of years. Stephens (1981) conducted a review of the litera-
ture related to faculty development in medical education. Her review
encompassed more than 40 articles and books dedicated to research on
faculty development activities for medical teachers. An area of medical
education that has used faculty development workshops in recent years is
a new medical specialty area, family medicine or family practice.

The establishment of family medicine as the newest medical

specialty set the stage for the resurrection of the family
doctor. The years from 1969 to present have witnessed an

13
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explosion of interest in this distinctive form of medical prac-
tice. (Canfield, 1976, p. 911)

This "explosion of interest” translated into medical school graduates
selecting family medicine residency training and a resultant search for
family medicine faculty by medical school administrators.

Since no reservoir of experienced family physicians has
existed to meet the demand for faculty during the past ten
years, most faculty members in family practice training pro-
grams entered teaching after a period of 10 to 20 years in
either group or solo practice. (Ramsey & Hitchcock, 1980,

p. 421)

Faced with the problem of hiring faculty with little or no teaching
experience, departments of family medicine have been forced to rely on
faculty development programs to train teaching faculty. The workshop has
become a technique frequently used in these programs.

The search for an effective means to meet the faculty
development needs of family medicine faculty revealed that
workshops are a frequently used and effective method of pro-
moting faculty development in general. (Bland, 1980, p. 8)

While there was little doubt about the accuracy of Bland's statement
that workshops were a frequently used method of faculty development in
family medicine, her comment concerning the effectiveness of workshops
required further examination. Much of the research cited by Bland in
support of that statement was based on self-reported data and satisfac-
tion measures, rather than on objective outcome or impact measures.
There was little evidence of evaluation of actual changes in partici-
pants' behavior due to short-term training in the literature of faculty
development in medical education.

For example, an article by Bland, Reineke, Welch, and Shahady (1979)

presented results of a study of the effectiveness of the two-to-three day

workshop format for faculty development in family medicine.
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Clearly, the two-to-three day workshop format can result
in enduring perceived change in faculty members' teaching,
research, and administrative abilities. Also, participants
report they have changed and/or increased their faculty
activities at home as a result of the workshop. (p. 458)

Impact was not measured by observation of performance or by cognitive
tests, but by self-report data collected from program participants who
“perceived” and "reported” changes in ability and activities. As
Stephens (1981) pointed out:

Some type of systematic observation of teaching behavior
is probably more useful than self report when assessing the
impact of a workshop on teaching skills.

This is not to suggest that ratings of faculty satisfac-
tion with a workshop or course are not important. It is
certainly crucial to please the consumers of a service. But
this suggests measuring participants' satisfaction, using a
rating scale of pre-post gains in teaching behavior as well as
getting feedback on the structure of the workshop. (p. 10)

Evaluation efforts should go beyond the collection of satisfaction
and self-report data if the impact of programs on participants and the
participants' organizations is to be determined. Stephens addressed this
issue and commented on the scarcity of such efforts.

Generalization of change to outside the workshop is an
important concern in evaluation. It is also one that has been
widely neglected. A few authors (e.g. Bland, 1979) asked the
participants to report how their behavior has changed. This
method has all the problems that any self-report measure does.
Irby et al. (1976) used a self-report measure, but strengthened
it considerably by also observing the lectures of the partici-
pants at a later date. This is a practice that needs to be
encouraged to establish the usefulness of faculty development.

Once behaviors have generalized, they also need to be
maintained. A change that lasts only for a few weeks or is
exhibited only when a teacher is being observed is not a useful
accomplishment. Follow-up contacts in faculty development
research are as rare as attempts to assess generalization.

(p. 11)

Other research cited by Bland as proof of the effectiveness of

faculty development workshops was examined. Three studies cited by Bland
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(Adams, Ham, Mawardi, Scali, & Weisman, 1974; Koen, 1976; and Wergin,
Mason, & Munson, 1976) relied heavily or solely on self-report data or
were not concerned with workshops as an instructional format. Only one
reference, Donnelly et al. (1972), reported results based on the use of
tests to measure attitude change and cognitive learning. A subsequent
study by Bland and Froberg (1982) also reported positive results of
faculty development workshops, but these results were based primarily on
participant self-ratings.

The primary data gathering instruments were the partici-
pant questionnaires (PQs), which asked for participants' self
ratings of their abilities before and after the workshop or
seminar. Because of their advantages in cost and efficiency,
self-assessments are often seen by evaluators as the method of
choice. Generally, self-assessments show moderate correlations
with achievement or performance measures. It appears, however,
that people may rate their own abilities somewhat higher than
is warranted by their performance tests and also somewhat
higher than they are rated by others, such as peers, superiors,
or subordinates. (Bland & Froberg, 1982, p. 540)

Further examination of the 1literature of faculty development
activities in medical education yielded mixed results. Joorabchi and
Chawhan (1975) reported that by “"using experiential learning methods in
small groups with little or no didactic presentation, it was possible in
a short time to change long-held educational views of diverse groups of
medical educators” (p. 40). Pre- and post-tests of attitudes were used
in this study to arrive at those results.

A study by Warburton, Frenkel, and Snope (1979) used evaluation
approaches 1including 1interviews, videotapes, and self-assessment
measures. Some positive impact was shown in reducing anxiety and
increasing comfort among faculty participants in activities related to

teaching family medicine. A study by Walls (1979) used objective tests

to measure impact of a faculty development program on family medicine
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faculty. Positive results were reported, but no observation of behav-
ioral change or other impact measures were examined.

A study reported in 1980 by Lawson and Harvill used self-reports of
attitude change along with ratings of videotaped teaching performances to
evaluate the effectiveness of a faculty development program for
residents. "The results of the study described here indicate that short
training programs can produce significant, observable improvement in
physicians' teaching behavior” (p. 1003). No mention was made in the
report of any attempts to measure cognitive change in the participants.

A two-year-long faculty development program at the Michigan State
University College of Osteopathic Medicine was evaluated with data
gathered from program staff, faculty participants, and faculty non-
participants. Although positive results were reported, the evaluation
was based entirely on self-report data and there was no evidence pre-
sented that any observation of faculty using the content of the workshops
was conducted. No mention was made of the use of cognitive tests for
evaluation purposes (Bell, Hunt, Parkhurst, & Tinning, 1979).

Faculty development activities are well documented in the literature
of medical education. Workshops were frequently used in these faculty
development programs, especially those conducted with family medicine
physicians. However, there was little or no evidence found in the
literature that these faculty development activities were sufficiently
evaluated in order to assess whether or not participants in these
activities had actually changed their teaching behavior as a result of

their participation.
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EVALUATION OF FACULTY DEVELOPMENT PROGRAMS IN HIGHER EDUCATION

The next section of the review of the literature focuses on the
evaluation of faculty development programs in higher education, particu-
larly those that may be classified as short-term training programs.
Levinson and Menges (1979) reviewed the research literature on improving
college teaching and reported less than encouraging results. "The
literature on teaching improvement in higher education is larger than we
had expected when we began this review. It is also of lower quality than
we had hoped” (p. VIII-1). Levinson and Menges examined six major
categories of methods of fostering faculty development, but had some
pertinent comments to make about workshops and seminars.

Perhaps the most frequent but least carefully evaluated
instructional improvement activities are workshops and
seminars.... A number of courses to train graduate teaching
agssistants have been systematically evaluated. Activities for
experienced faculty, on the other hand, are typically evaluated
rather informally by questionnaires distributed at the close of
an event or soon thereafter. Participants are likely to be
asked how they felt about the activity and what they learned
from it. These comments, at least as described in reports and
published articles, are usually positive, but permit no conclu-
sions about impacts which persist beyond the event itself.

(po IV-'I)

In a subsequent work, Menges and Levinson-Rose (1980) stated again
that "there have been virtually no adequate studies of the impact of
workshops” (p. 2). In 1981, Levinson-Rose and Menges suggested the
following guidelines for assessing impact.

Because the most common data for evaluating workshops are
participant satisfaction ratings (sometimes termed the "happi-
ness index"), we note problems of such estimates. When studies
assess satisfaction and skill at preworkshop, end of workshop,
and delayed posttest, the happiness index is known to be
seriously misleading.... From such research we extrapolate
several guidelines for workshop assessment, guidelines seldom
followed in research we reviewed: 1) both immediate and delayed
tests should be made... and 2) if participants' self-assess-
ments are to be accurate, they should refer to specific
behaviors. (pp. 409-410)
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Littlefield et al. (1979) supported the findings of Levinson and
Menges and stated that “systematic evaluations of faculty development
programs are difficult to find"” (p. 4). Littlefield et al. also cited
the following quotation from Hoyt and Howard (1977) to support that
statement.

In summary, the literature 1is extremely sparse and the
studies reported are uncommonly simplistic. Apparently,
participants in faculty development programs have generally
expressed satisfaction with them, a finding of doubtful
meaning. There is some evidence that teaching methods may
change 1in directions considered desirable by teaching
authorities. No dependable evidence regarding impact on
students was reported. (Hoyt & Howard, 1977, p. 2)

Centra (1976) conducted a survey of colleges and universities in the
United States to determine the status of faculty development practices in
post-secondary education. A total of 756 institutions responded to
Centra's survey. Of those, only 142 reported that they had evaluated
their faculty development programs or activities, 332 had performed par-
tial evaluations, while half of the programs had not been evaluated.

A dozen or 8o respondents forwarded copies of their pro-
gram evaluations. Judging from these, questionnaires or
interviews with samples of faculty members were commonly used.
Although such methods can prove helpful in tapping faculty
reactions to particular services, or in ascertaining faculty
awareness of a program, more sophisticated designs are probably
needed to deal with such issues as accountability and the
actual effects of various activities. (p. 42)

Gaff (1979) pointed out the dearth of information on the impact of
faculty development programs. “While the literature of faculty develop-
ment is replete with descriptions and analyses of programmes, little
evidence has been gathered about the impact of these programmes on
participants or on their institutions” (p. 242). Gaff went on to state
that emphasis has been on the establishment of faculty development pro-

grams rather than on their evaluation. The evaluations that have been
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conducted have been rather simplistic; participant reactions, annual
reports, visits by outside evaluators, and case studies prepared by
insiders or outsiders. These evaluations told more about the operation
of the program that its outcome.

Gaff and Morstain (1978) suggested the possible problems that could
result from relying on such happiness measures rather than observing
faculty development participants in action following interventions. "It
is one thing for faculty to give a generally positive assessment of their
experiences, even indicating specific benefits of teaching improvement
activities, but it is quite another for them to actually do something
different in their teaching” (p. 78).

The 1literature provided little empirical evidence that faculty
development programs in higher education have made an impact on partici-
pants. Most evaluation efforts appeared to stop when the activity was
over and did not attempt to observe the participants' behavior in actual
or practice application situations following the faculty development

activities.

EVALUATION MODELS

An examination of the literature on evaluation and evaluation models
indicated there were numerous definitions and models of evaluation in
existence. Worthen and Sanders (1973) compared eight different models,
each with a different definition, purpose, and key emphasis. Steele
(1973) examined over 50 different evaluation models, approaches, and
frameworks. Other authors (Borich & Jemelka, 1981; Britan, 1978; House,
1978, 1980; and Taylor, 1976) categorized existing models according to

philosophy, purposes, assumptions, and other criteria. However, the
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authors each had their own terminology and category scheme and rarely did
they coincide or agree. Volumes have been written on the definition,
purposes, and methods of evaluation, but there has been little consensus
among the experts in the field concerning definitions or categories of
evaluations. However, far from working against the prospective
evaluator, this lack of consensus among the experts can be used to the
practitioner's advantage. As mentioned in Chapter One, experienced
evaluators reported they rarely followed a specific evaluation model.
They were more likely to modify a model or models to suit a particular
situation.

In many situations, rather than extensively adapting a
particular approach, you might be better off to construct your
own, borrowing the parts of other approaches that are most
useful and building patterns and processes that are appropriate
to your needs.

Don't search for the one way to do evaluation. Do search
for the range of approaches that will best address your varied
needs in program evaluation. (Steele, 1973, p. 55)

Patton (1980) went beyond Steele's suggestion of eclecticism to
propose that it is the difference between the actual practice of
evaluation and the ideal conceptualizations of evaluation that often
leads to more meaningful and useful models. Patton also discussed some
new options now available to evaluators.

In essence, the options open to evaluators have expanded
tremendously in recent years. There are more models to choose
from for those who like to follow models; there are legitimate
variations in, deviations from, and combinations of models; and
there is the somewhat model-free approach of problem-solving
evaluators who are active, reactive, and adaptive in the con-
text of specific evaluation situations and information needs.
Cutting across the evaluation model options are a full range of
methods possibilities, the choice in any particular evaluation

to be determined by the purpose of the evaluation, and the
nature of the evaluation process. (pp. 58-59)
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Based on the comments of Patton and Steele, it appeared the
evaluator was free to examine a variety of evaluation models and then
select the aspects of a model or models that best suited a particular
situation. Following such a procedure, several models were examined to
determine which had components suitable for the purpose of designing an
evaluation framework to be used with short-term training programs. A
number of evaluation frameworks, models, and approaches are briefly
described, with emphasis on their strengths and weaknesses appropos to
this study. The terms framework, model, and approach were used
interchangeably in much of the literature reviewed and are used in the
same manner throughout the dissertation.

. Scriven, Stake, Stufflebeam, Tyler, Alkin, and Grotelueschen are
authors of the models discussed in this chapter. Over 50 evaluation
models were identified and examined, and the models of these s8ix
individuals were selected because of their relevance to the study and
their prominence in the evaluation literature. Additionally, several
categories of models are described. A table that summarizes the
strengths and weaknesses of the models is provided later in this section.

Scriven (1967) wrote philosophically about evaluation and compared
concepts of evaluation such as, goals versus roles, formative versus
summative, and comparative versus non-comparative. Two concepts applica-
ble to the problem of assessing impact of short-term training were
intrinsic and pay-off evaluation. Intrinsic evaluation involved an
assessment of the instruments or materials used in the program, while
pay-off evaluation examined the effects of the materials or instruments
on program participants. Both kinds of evaluation were relevant to

determining program impact. Aside from these two concepts, Scriven's
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philosophical discussion of evaluation did not lend itself to the
evaluation of short-term training programs. According to Worthen and
Sanders, there were serious methodological problems in Scriven's approach
to evaluation. There was no methodology provided for assessing the
validity of evaluative judgments and the approach contained several over-
lapping concepts. Except for the concepts of intrinsic and pay-off
evaluation, this approach was not well suited to the purpose of this
study.

Stake (1967) presented a much more descriptive and prescriptive
model of evaluation than did Scriven. Stake's model was devoted to
describing and judging educational programs using a formal inquiry
process. One of the components of Stake's model provided for the assess-
ment of program outcomes using a systematic approach that allowed for the
use of relative and absolute judgments by the evaluator. However, Stake
also called for the use of explicit standards, which may not always exist
when determining changes in performance, attitudes, or behavior. Worthen
and Sanders suggested that Stake provided inadequate data collection
methods in his model and that some of the distinctions made between
different cells of the model matrix were not clear and sometimes over-
lapped.

Stufflebeam's model of evaluation (1968) was a comprehensive
approach to an evaluation of the context, input, process, and product of
educational programs. The components of the model related to process and
product evaluation were particularly applicable to an examination of pro-
gram impact since these components focused on program activities and
outcomes. Stufflebeam's view of evaluation included the concept that

evaluation provided information to decision makers. This concept was
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pertinent to the problem of how to determine the impact of short-term
training programs so that programs may be planned, implemented, rejected,
and/or improved. However, while the process and product components of
the model had some utility, the context and imput components were not of
similar value since they were more concerned with the planning of evalua-
tions, thus negating the use of the model in its entirety.

Tyler's approach to evaluation (1942, 1949) was clearly based on
behavioral objectives and the assessment of whether they were being
achieved by the learners. While this was a good measure of program
impact, additional information was required to indicate whether learners
used the content of the program, changed their behavior, or were satis-
fied with the program. Tyler's approach was central to the task of
evaluating the impact of short-term training programs, but his approach
was not comprehensive enough because it failed to consider other impor-
tant factors related to the impact of short-term training.

Alkin (1969, 1972, Alkin & Fitz-Gibbon, 1975) presented a holistic
approach to evaluation that was decision- and system-oriented. Alkin
suggested that the impact of the program on other systems be examined
using documentation and outcome evaluation. This concept was similar to
Stufflebeam's notions of process and product evaluations. The value of
Alkin's model lay in its attention to other systems that interact with
the program and its participants. However, Alkin did not clearly deline-
ate methods to be used within this model and the systems approach may be
very costly and complex to implement due to the time and resources it
requires.

Grotelueschen (1980) presented a comprehensive approach to program

evaluation. He described a classification scheme intended to specify
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evaluation questions and clarify relationships among those questions.
Grotelueschen's approach included consideration of three purposes of
evaluation (to justify, to improve, and to plan), four evaluation
elements (participants, instructors, topics, and contexts), and four pro-
gram perspectives (goals, designs, implementation, and outcomes). Of
particular value to the study were Grotelueschen's descriptions of the
three purposes of evaluation, the elements, and the outcome perspective.
Grotelueschen's whole model was more complex and comprehensive than
required for the specific purpose of assessing program impact. However,
the concepts of determining the purpose and elements of evaluation, the
formulation of sample questions, and the focus on outcomes appeared to be
of particular value to the study.

The remaining models were grouped under two categories of models
rather than attributing them to a particular author. The first category
reviewed was the transactional approach (Taylor, 1976) or the illumina-
tive (Parlett & Hamilton, 1976) or contextual approach (Britan, 1978),
depending upon which author was doing the categorizing or describing.
The models in this category were primarily characterized by an intensive
study of the whole program. Evaluation methods used with these models
included observation, interviews, analysis of program documents, and
other qualitative methods. The use of qualitative methods within the
models in this category was applicable to impact evaluation, but the
extensive use of observations and analysis of documents focused on imple-
mentation rather than impact and did not appear to be useful as a
complete approach.

The clinical approach to evaluation (Glaser & Backer, 1972) was

similar to the transactional category of evaluation. Glaser and Backer
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advocated a holistic systems approach which utilized subjective measure-
ment, consultation, and feedback among its program evaluation methods.
The subjective measurement methods were applicable to the study, but the
consultation and feedback methods were implementation-focused and there
was a notable absence of any mention of the use of objective measures
within this approach.

The strengths and weaknesses of the models described in this section
are summarized in Table 1. While this review did not cover all the
evaluation models identified during the search of the literature, it has
mentioned those that were considered to be most applicable to the evalua-
tion of short-term training programs. No single model was identified
that was suited to the task of evaluating the impact of short-term
training. However, concepts or elements that were relevant to this study
were identified for possible inclusion in the evaluation framework to be
designed.

Although they did not describe models of their own, several authors'
views of evaluation and evaluation models were of interest and value.
Steele (1973) suggested that evaluation should be conducted to judge and
form conclusions and should be used as a management tool. She also said
that program evaluation should be considered a generic term and that
evaluators should look beyond objectives and results during program
evaluations. This view was consistent with one of Scriven's concepts,
goal-free evaluation, which suggested programs be evaluated without the
evaluator's knowledge of stated program goals and objectives. Steele
also suggested that unintended outcomes and results be sought and

analyzed in evaluating a program.
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Patton (1978, 1980) called for qualitative, utilization-focused
evaluation based on an eclectic approach to the process of evaluation.
Patton also proposed the use of a holistic, naturalistic approach to
evaluation in order to provide information to decision makers. This was
similar to the purpose of the models developed by Alkin and Stufflebeam.

Among all the models examined, none focused exclusively on impact
evaluation, although several (Alkin, Grotelueschen, Stake, and Stuffle-
beam) considered outcomes as a major component of their models. Bryk
(1978) explained some of the problems inherent in an impact study:

First, for the program to be effective all subjects do not

have to move in a particular direction, on all dimensions, for

each unit of time. Second, even if we could measure short-term

changes with perfect validity, without an understanding from a

clinical perspective of the individual program that generated

the numbers, we may not know what values to place on them. As

a consequence, we may be unable to interpret the results of the

impact study.... Clearly, then the questions we ask and the

methods we employ must be carefully fitted to the nature of the

program under study. (pp. 51-52)

Corbett (1979) reported on the absence of literature on impact
evaluation. “"Numerous evaluations of training design, methods, and
techniques, as well as student 1learning in terms of educational
objective, have been reported, but very few on impact” (p. 347). In
calling for impact evaluations, Pratt (1979) stated that "in impact
evaluation, we are examining not just the impact of training but the
relative impact of competing and complementing forces that potentially
influence the agency, system, or practice under consideration”

(Pp. 351-352) °

Hunt (1978) suggested an approach to determining who and what to

evaluate when determining impact, but stopped short of suggesting methods

to use. Grenough and Dixon (1982) proposed a "systematic measurement

process designed to demonstrate to management whether or not those
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trained use their experience” (p. 40). They described this process of
assessing the impact of training in terms of evaluating the "utilization
of training.”

Grenough and Dixon suggested that utilization of training may be
measured either directly or retrospectively. In the retrospective mode,
surveys, telephone interviews, and on-site interviews were used with
existing descriptive and quantitative data. Although rather simplistic
in its methodology and not yet fully developed, this approach seemed to
have some potential value for this study.

For a variety of reasons, no single established evaluation model was
well suited to the task of assessing program impact. Some models were
too complex or costly to use. Others were too narrow in focus. However,
several of the models contained components or presented concepts useful
for impact evaluation. The concepts taken from models that were most
useful for this study included intrinsic and pay-off evaluation, a
decision-orientation, a systems-orientation, a holistic viewpoint, and a
focus on utilization.

Intrinsic evaluation was a useful concept since it suggested the
value of examining the materials used in a program as a means of
determining what the outcomes should be. Pay-off evaluation was relevant
because it was concerned with impact and outcomes of program materials
and activities. The concept of decision-oriented evaluation was
appropriate because the definition of evaluation for this study included
as its purpose the provision of information to decision makers. A
systems-orientation wa; essential because impact may often best be
assessed by gathering information from individuals in systems other than

the systems in which the trainee functioned. The importance of a
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holistic viewpoint was based on the notion that all systems and compo-
nents of a short-term training program should be considered as a whole in
order not to isolate or neglect certain variables or factors that might
have important significance when determining impact of the program.
Finally, the focus on utilization was relevant for it suggested the need
to gather documentation that the content of the program was being used in
the work setting.

A number of evaluation models and approaches were presented in this
section of the literature review. The relevance of these models and
approaches to the task of evaluating the impact of short-term training
programs was discussed and strengths and weaknesses of each were identi-
fied. Finally, those components and concepts most useful for this study
were identified and discussed. These components and concepts are
reflected in the design of the evaluation framework outlined in Chapter

Three.

EVALUATION METHODOLOGY

A prevalent theme found in literature on evaluation methodology was
that quantitative methods have dominated research and evaluation studies
in the past amd may need to be supplemented on some occasions by quali-
tative methods. Several authors (Cronbach et al., 1980; Filstead, 1979;
Glaser & Backer, 1972; Patton, 1980; and Reichardt & Cook, 1979)
suggested that studies be designed combining the two approaches rather
than relying solely on one approach or the other.

The obtrusive nature of quantitative research methods was a major
reason that some authors have suggested there are situations when quali-

tative methods may prove to be more effective in conducting program
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evaluations. Glaser and Backer stated that "program evaluations do not
always lend themselves to rigorously quantitative approaches” (p. 54).
Patton (1980) supported Glaser and Backer and added that “"on many
occasions--indeed for most evaluation problems--a variety of data collec-
tion techniques and design approaches will be used” (p. 18).
Cronbach et al. listed the following among their "Ninety-Five
Theses.”
54. It is better for an evaluative inquiry to launch a
small fleet of studies than to put all its resources
into a single approach.
56. Results of a program evaluation are so dependent on
the setting that replication is only a figure of
speech; the evaluator is essentially an historian.
59. The evaluator will be wise not to declare allegiance
to either a quantitative-scientific-summative metho-
dology or a qualitative-naturalistic-descriptive
methodology.
60. External validity--that is, the validity of
inferences that go beyond the data—is the crux;
increasing internal validity by elegant design often
reduces relevance. (p. 7)
95. Scientific quality is not the principal standard; an

evaluation should aim to be comprehensible, correct,
and complete, and credible to partisans on all sides.

(p. 11)

Reichardt and Cook discussed the potential benefits of wusing
qualitative and quantitative methods together. They stated that "two
method-types can build upon each other to offer insights that neither one
alone could provide” (p. 21). Filstead supported Reichardt and Cook and
stated, "Qualitative methods are appropriate in their own right as
evaluation-assessment procedures of a program's impact. Program evalua-

tion can be strengthened when both approaches are integrated into an

evaluation design” (p. 45).
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By no means were qualitative methods presented as the sole approach
to evaluation research. Rather, as with the selection of appropriate
components from various evaluation models, one was urged to consider
qualitative methods as yet another means of conducting evaluation
research.

Quantitative approaches clearly may be warranted in some
cases; however to maximize the utility of the data gathered to
those who authorize its collection, and avoid damage to an
on-going program, it may be useful to consider viable alterna-
tives or supplements to standard quantitative or experimental
methods. (Glaser & Backer, p. 54)

Filstead added, "Qualitative methods provide a basis for understanding
the substantive significance of the statistical associations that are
found” (p. 45).

Several other authors supported the use of multiple methods to
evaluate the impact of programs.

A carefully designed strategy using mixed, multiple measures

seems desirable. Although no single measure may be individu-

ally strong, several measures taken together can create a total

picture that reliably captures the efficiency of an individual

program. If a program is effective, then predictable patterns

of outcome information ought to occur across multiple measures.

(Bryk, 1978, p. 40)

Posavac and Carey (1980) "recommended that evaluators use multiple
variables from a single source because the evaluation of a single
variable to be the criterion of success will probably corrupt it"

(p. 54). Patton (1980) added that "multiple sources of information are
sought and multiple resources are used because no single source of
information can be trusted to provide a comprehensive perspective on the
program” (p. 157). Cronbach et al. added, "Multiple indicators of
outcomes reinforce one another logically as well as statistically. This

is true for measures of adequacy of program implementation as well as for

measures of changes in client behavior” (p. 8).
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An example of suggested multiple criteria to be used to evaluate
training programs was found in the literature on training and development
in business and industry. Kirkpatrick's four criteria for the evaluation
of the effectiveness of training programs were cited throughout the
literature (Brethower & Rummler, 1977; Goldstein, 1974; Kirkpatrick,
1967; Laird, 1978; Otto & Glaser, 1970; and Wexley & Latham, 1981).
Wexley and Latham described the four criteria this way:

1. Reaction criteria measure how well the participants
like the program including its content, the trainer,
the methods used, and the surroundings in which the

training took place.

2. Learning criteria assess the knowledge and skills that
were absorbed by the trainee.

3. Behavioral criteria are concerned with the performance
of the trainee in another environment, i.e., the on-
the-job setting.

4., Result criteria assess the extent to which cost-
related behavioral outcomes have been affected by the
training. (pp. 78-79)

Brethower and Rummler 1listed four potential 1levels of evaluation
which were clearly based on Kirkpatrick's criteria.
1. Do trainees like the training?
2. Do trainees learn from the training?

3. Do trainees use what they learn?

4. Does the organization benefit from the newly learned
performance?

In summary, the 1literature on evaluation methodology suggested
various options related to the selection of evaluation procedures. These
options included recommendations regarding types of methods to use, the
value of multiple measures and sources of information, and criteria that
could be used to evaluate various aspects of a short-term training

program.
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METAEVALUATION

The literature on metaevaluation was rather limited since it was a
relatively new concept. Scriven first introduced the term in 1969 and he
and Stufflebeam have been among its leading proponents.

Theoretically, meta-evaluation involves the methodological
assegssment of the role of evaluation; practically, it 1is con-
cerned with the evaluation of specific performances. (Scriven,
1969, p. 36)

Good evaluation requires that evaluation enterprises them-
selves be evaluated. Evaluations should be checked for
problems such as bias, technical error, administrative diffi-
culties, excessive costs and misuse. (Stufflebeam, 1981,

p. 147)

Metaevaluation was essentially defined as the evaluation of
evaluations, but the term has had different meanings for different
authors. "There are as many potential conceptions of metaevaluation as
there are of evaluation itself” (Stevenson, Longabaugh, & McNeill, 1979,
p. 38). Some authors limited the focus of the concept of metaevaluation.
Cook and Gruder (1978) used the term "to refer only to the evaluation of
empirical summative evaluations—-studies where the data are collected
directly from program participants within a systematic design framework”
(p. 6). Stufflebeam placed no such restrictions on the term in any of
his writings (1974, 1978, 1981). He suggested that just as there were
formative and summative evaluations, there should also be formative and
summative metaevaluations. Stufflebeam placed no limitations on the type
of evaluations that could be evaluated in a metaevaluation study.

A term often associated with and confused with metaevaluation was
meta-analysis. Scriven (1980) defined meta-analysis as "a particular

approach to synthesizing studies on a common topic, involving the

calculation of a special parameter for each” (p. 83). Numerous studies
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on a common topic were analyzed together to look for trends or signifi-
cance across studies. This kind of analysis was not a component of this
study. For the purposes of this study the concept of metaevaluation is
based on metaevaluation as perceived and defined by Stufflebeam (1981)
as:

The process of delineating, obtaining, and using descrip-
tive and judgmental information about the practicality, ethics,
and technical adequacy of an evaluation in order to guide the
evaluation and publicly to report its strengths and weaknesses.
(p. 151)

The metaevaluation procedures described in Chapter Three and the results
presented in Chapter Four are derived using Stufflebeam's definition for
guidance.

Since metaevaluation was a relatively new concept, literature on the
topic was scarce. In 1974, Stufflebeam reported that:

The state of the art of meta-evaluation is limited in
scope. Discussions of the logical structure of meta-evaluation
have been cryptic and have appeared in only a few fugitive
papers.... The writings on meta-evaluation have lacked detail
concerning the mechanics of meta-evaluation.... Finally, there
are virtually no published designs for conducting meta-
evaluation work. Overall, the state of the art of meta-evalua-
tion is primitive, and there is a need for both conceptual and
technical development of the area. (p. 4)

Seven years later Smith made a remarkably similar statement.

There has been relatively little work done to date in the
area of meta-evaluation...with most efforts having been focused
on the development of formal evaluation standards. The prac-
tice of meta-evaluation holds great potential, however, for
illuminating the nature of evaluation practice, highlighting
the difficulties of performing evaluations, and fostering a
concern for excellence in evaluation service. (Smith, 1981,

P. 263)

Smith also reported that:

Evaluators have consequently had 1little practice in
conducting meta-evaluations and the literature on the subject
i8 sparse.... The number of actual meta-evaluations is still
very small and I know of no comparative studies of meta-
evaluation procedures. (p. 266)



36

Stevenson et al. reported an "absence of empirical literature on
metaevaluation in the human services” (p. 45). These authors also
reported that "the literature on metaevaluation...has focused largely on
the methodological soundness of an evaluation as the criterion for its
worth” (p. 44). Stevenson et al. noted that in many cases evaluators
were interested in evaluating not only the means or methods of an
evaluation, but also in examining its ends or outcomes or impacts on the
organization or the rest of society. However, examples of these kinds of
metaevaluations were not found in the literature.

While little work has been done with metaevaluations, authors have
suggested guidelines and models for metaevaluations. These authors
included Stufflebeam, Cook and Gruder, and Millman (1981).

Cook and Gruder presented seven models of metaevaluation based on
time of the metaevaluation, status of the data, and the number of data
sets involved. These models were best suited for use with large-scale
evaluations such as city-wide, state-wide, or nation-wide evaluations of
curricula, instructional innovations, or other large-scale programs.

Millman presented alternative methods for metaevaluation such as
criticism techniques often used in the arts and music. Millman also
provided a checklist which could be used to evaluate evaluation programs
and/or products. This checklist was based on a similar checklist, the
Key Evaluation Checklist (KEC), which was outlined by Scriven in 1980.
Heading #18 on Scriven's KEC, Metaevaluation, suggested that the other 17
items on the checklist could be applied to the evaluation while planning,
implementing, and evaluating an evaluation. Millman's checklist asked

similar types of questions concerning preconditions, effects, and utility
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of the program or product and of the evaluation that was conducted of the
program or product.

Since 1974, Stufflebeam's concept of metaevaluation has become more
refined and further developed. As mentioned earlier, Stufflebeam
suggested there could be both formative metaevaluations to guide the
evaluation and summative metaevaluations to publicly report the strengths
and weaknesses of evaluations. Stufflebeam (1981) also stressed that
"metaevaluations must be a communication as well as a technical, data-
gathering process” (p. 151). He considered metaevaluation to be both a
process and a product.

Stufflebeam also outlined four categories of evaluation standards
that should be used to plan, conduct, and evaluate evaluations. These
categories were:

1) utility standards

2) feasibility standards

3) propriety standards

4) accuracy standards

The Joint Committee on Standards for Educational Evaluation built upon

Stufflebeam's four categories and published Standards for Evaluations of

Educational Programs, Projects, and Materials in 1981. This work

detailed 30 standards within the four categories and proposed that the
standards be used in planning, conducting, and evaluating evaluations.
Many of these standards were similar to items on the checklists devised
by Millman and Scriven. Included with each standard were an overview,
guidelines, pitfalls, caveats, an illustrative case, and an analysis of
the case.

Baron and Baron (1980) discussed the history of ethics, standards,

and guidelines for evaluations and expressed some strong opinions.
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Whereas we feel that basic ethical principles for
evaluation should be universal and absolute, we believe that
methodological standards should be particular and relative, for
when we get to issues of methodology, we are dealing with
decisions constrained both by situational realities about what
is possible and by the state of the art in regard to new
research design, theory and statistical approaches. (p. 89)

As reported earlier, there were few published accounts of
metaevaluation studies. Giesen (1979) reported in her master's thesis
the results of the evaluation of a particular evaluation model. -She
established six criteria based on Stufflebeam (19745 and evaluated an
evaluation model based on those criteria. Her results showed that with
some minor additions the model could be extremely useful and effective.

Kennedy (1982) applied the evaluation standards developed by the
Joint Committee to a three-year faculty development, curriculum revision
project. She reported how the standards were used in four phases of the
evaluation project, designing the evaluation, collecting the information,
analyzing the information, and reporting the evaluation. She identified
those standards which were extremely useful as well as those which seemed
to be of little or no value for the individual project phases.

In summary, the literature on metaevaluation was limited, both in
reports on how to conduct a metaevaluation study and in reports on out-
comes or results of such studies. Different authors have developed
checklists and standards which can be used to plan, conduct, and evaluate
evaluations. As these checklists and standards are used, more reports
should be generated and added to the literature. This study incorporated
a metaevaluation design based on some of the literature just described.

This metaevaluation is described in Chapter Three and the results are

presented in Chapter Four.
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SUMMARY AND IMPLICATIONS FOR THE STUDY

The literature on evaluation of faculty development activities in
medical education and higher education, evaluation models, evaluation
methodology, and metaevaluation has been reviewed and discussed. This
review revealed no single evaluation model properly suited to evaluate
the impact of short-term training programs, thereby partially explaining
the lack of such evaluation reports for faculty development activities in
both medical education and higher education. Based on the review of the
literature on evaluation models and methodology, some evaluation proce-
dures and methods suitable for the evaluation of the impact of short-term
training programs were identified. These methods and procedures were
utilized to design an evaluation framework that is presented in Chapter
Three. In addition to the evaluation framework, a plan for the meta-
evaluation of the fieldtest of the evaluation framework is also presented

in Chapter Three.



CHAPTER THREE

PROCEDURES AND METHODS

INTRODUCTION

In this chapter, the procedures used in the design, development, and
fieldtest of the evaluation framework for short-term training programs
are presented. Based on the literature review in Chapter Two, an evalu-
ation framework, which is referred to as an "optimal” framework, was
designed. The optimal evaluation framework is described with its compo-
nents and options as it is intended to be used. The program evaluated
during the fieldtest of the evaluation framework is described, including
a matrix of the evaluation framework as derived from the optimal frame-
work and applied in this particular situation. The matrix also includes
the evaluation questions asked during the fieldtest. The instruments and
analysis procedures used during the fieldtest are also presented in this
chapter.

The remainder of the chapter is devoted to a description of the
metaevaluation of the fieldtest. The research questions originally
stated in Chapter One are presented again and the procedures used to

answer the research questions are outlined.
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AN EVALUATION FRAMEWORK FOR SHORT-TERM TRAINING PROGRAMS

The evaluation framework described in this chapter was designed and
developed to provide a mechanism for evaluating the impact of short-term
training programs on program participants. As defined in Chapter Onme,
the evaluation framework is a set of conceptual components and guidelines
to be utilized in the design, development, and implementation of evalu-
ations. The major purpose of evaluations conducted using the evaluation
framework for short-term training programs is to provide the information
to decision makers for planning, implementing, rejecting, and/or
improving short-term training programs.

The evaluation framework was designed and developed based on infor-
mation gathered during the review of the literature. Factors considered
during the review and subsequent design included the importance of
assessing the program impact, the focus on providing information to
decision makers, and the need to provide users of the framework as much
flexibility as possible. One assumption considered during the review and
design was the probability that users of the evaluation framework would
not have access to participants in their short-term training programs
prior to the beginning of the program. Thus, data could be gathered only
during and/or after the program.

The five major components of the evaluation framework are presented
in Table 2. These components were taken from the literature reviewed in
Chapter Two and are discussed in greater detail in subsequent sections of

this chapter.
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TABLE 2

COMPONENTS OF THE EVALUATION FRAMEWORK

COMPONENT

1. Type of data
gathered

2. Who or what is

assessed

Source of data

Method of

gathering data

Evaluation
questions

SOURCE

Kirkpatrick (1967)

Brethower &
Rummler (1977)
Wexley & Latham
(1981)

Hunt (1978)

Patton (1980)
Cronbach et al.
(1980)

Bryk (1978)
Posavac & Carey
(1980)

Grotelueschen
(1980)

Type of data gathered

existing evaluation approaches, models, and frameworks.

RATIONALE

Different types of data are
required to conduct compre-
hensive evaluations.

The object of evaluation
efforts must be identified to
facilitate the process.

Multiple sources of data help
provide more comprehensive,
reliable evaluation informa-
tion.

Different methods of collecting
evaluation data should be used
depending on the situation.

Sample evaluation questions
facilitate the formulation of
questions for specific settings
& programs.

This component of the framework sets it apart from most of the

Based closely on

Kirkpatrick's four criteria for evaluation, the three types of data to be

collected when using the framework are:

two of the three types.
collected from participants.

change were also used for evaluation purposes,

1) Reaction (satisfaction) data

2) Cognitive (learning) data

3) Behavioral (performance) data
Most of the research previously cited addressed only one, or at most
Reaction data were the type most frequently
Self-reports of cognitive or behavioral

but there was 1little
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evidence of the use of objective measures of cognitive or behavioral
change.

It is important to recognize that favorable reaction to a
program does not assure learning. All of us have attended
meetings in which the conference leader or speaker used enthu-
siasm, showmanship, visual aids, and illustrations to make his
presentation well accepted by the group. A careful analysis of
the subject content would reveal that he said practically
nothing of value--but he did it very well. (Kirkpatrick, 1967,
p. 96)

Participant self-reports are the most common method of
measuring change in management training programs. Unfortu-
nately, most program evaluators and researchers believe the
self-report to be among the least accurate and least consistent
forms of measuring participant change. (Mezoff, 1981, p. 10)

2. Who or what is assessed

The purpose of the evaluation framework is to assess the impact of a
short-term training program on its participants. This component is
concerned with identifying who or what is assessed in order to determine
program impact.

The information gathered with the framework is ultimately concerned
with assessment of the content, activities, and resources of the program
for the purpose of making decisions and is only secondarily concerned
with aptitude and achievement of the participants. However, it is often
necessary to assess the participants in order to obtain accurate program
evaluation data. In the framework, the participants are the object of
cognitive and behavioral data collection and the program is the object of
specific reaction data collection.

3. Source of data

There are numerous potential sources of data which provide informa-
tion about the participants and the program. Ideally, all those
individuals in a position to comment on changes in participants resulting

from the short-term training program should be considered as data
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sources. Minimally, the participants, program faculty, and supervisors
of the participants should serve as sources of data about the partici-
pants and the program. Other possible sources of data include the
participants' subordinates, peers, students, clients, family members, or
others with whom the participants interact while applying the skills and
techniques learned during the program. If the program content includes
activities related to the creation of certain products or materials, it
would also be possible to use examples of products or materials developed
by the participants as sources of data. Cronbach et al. (1980) and
Patton (1980) were among the authors who suggested the use of multiple
sources of information when conducting evaluation studies.

4., Method of gathering data

The data-gathering methods used within the framework may be
quantitative, qualitative, or both. The methods need not be the same for
each type or source of data. Various methods may be used to collect data
to answer a single evaluation question or one method may be used to
answer more than one evaluation question. The work of several authors
(Baron & Baron, 1980; Bryk, 1978; Cronbach et al., 1980; Patton, 1980;
and Posavac & Carey, 1980) provided the impetus for including this
component in the framework.

Evaluation methods that may be used to evaluate short-term training
programs include, but are not limited to, the following:

1) Interviews
- telephone
- personal
- group
2) Questionnaires
- semantic differential questions

- open-ended questions
- checklists
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3) Tests
- multiple-choice, true-false questions
- essay, short answer questions
- oral
- simulations

4) Direct observation (live, videotapes, films,
audiotapes)
- checklists
- rating scales
- narrative accounts
diary

5) Participant and staff self-reports
- checklists
- rating scales
- narrative accounts
- diary

5. Evaluation questions

General evaluation questions are presented within this component to
help guide the use of the framework. The inclusion of this component was
prompted by Grotelueschen's (1980) use of similar questions in his
evaluation model. The questions presented in the matrix of the optimal
framework in Table 3 are examples of the types of questions that might be
of value to users of the framework. The specific questions used in the

fieldtest are presented later in this chapter.

MATRIX OF THE OPTIMAL EVALUATION FRAMEWORK

The five components of the evaluation framework have been arranged
in a matrix in an attempt to graphically represent the framework. Within
the structure of the matrix, different individuals, activities, and
elements were placed in appropriate cells. The following abbreviations

are used for elements identified in the matrix.
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P - Participant

F - Faculty (program)

S - Supervisor of participant

S-R - Self-report

STP - Short term training program

o - Others related to the participant (subordinates,
peers, clients, students, family members)

Q = Questionnaire

I - Interview

vT = Videotape

DO = Direct observation

The elements displayed in the matrix in Table 3 depict an optimal

configuration of the evaluation framework.

USE OF THE EVALUATION FRAMEWORK

Suggested guidelines for the use of the evaluation framework for
short-term training programs are outlined in this section. Options and
requirements to consider when operationalizing the framework are
discussed.

One of the requirements of the evaluation framework is that all
three types of data--reaction, cognitive, and behavioral--be collected.
To assess program impact on participants, it is important to assess
cognitive and behavioral change in addition to participant satisfaction.
Kirkpatrick (1967) is a major proponent of using multiple evaluation
criteria or levels to assess the outcomes of training.

Another requirement 1is that the program and participants are
assessed to gather reaction data while participants alone are the object
of cognitive and behavioral data-gathering activities. The ultimate
objective of the evaluation is to evalute a program's impact, but to
conduct that evaluation it is necessary to evaluate participants as well

as the program.
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Many options are available to the user of the evaluation framework
when selecting data sources, data-gathering methods, and evaluation
questions. It is within these three components that the user has the
most flexibility. Ideally, decisions related to operationalizing these
three components will be made together. The source of data and the
method of collecting the data depend upon the evaluation question being
asked. The type of data being collected and who or what is being
assessed also influences the selection of the source of data and method
of data collection. It is important for the user to view the components
of the evaluation framework as interacting systems when determining data
sources, methods, and evaluation questions.

The questions in the matrix of the optimal evaluation framework in
Table 3 were formulated to provide examples of the type of questions that
might be asked during an evaluation of a short-term training program.
Specific short-term training programs such as the program evaluated in
the fieldtest require the formulation of specific questions relevant to
the characteristics and conditions of the program being assessed. Pre-
vious decisions concerning who or what 1is assessed, who or what the
source of the data is, and what data-gathering methods have been chosen
must be considered when constructing these questions if the framework is

to be implemented according to its guidelines.

PROGRAM, SUBJECTS, AND SETTING

The program evaluated in the fieldtest of the evaluation framework
was a two-week session of the Family Medicine Faculty Development Program
(Program) conducted by the Office of Medical Education Research and

Development (OMERAD) at Michigan State University (MSU). The Program
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began operation in July 1978 with the support of a grant from the Bureau
of Health Manpower, Public Health Service. The Progam had two major
objectives. One was to identify and train new physician teaching faculty
for family medicine training programs. The second objective was to help
current family medicine faculty develop and/or refine their teaching
skills. One component of the Program was a three-month teaching fellow-
ship. The fellowship was offered to allopathic (M.D.) and osteopathic
(D.0.) physicians who had completed or were near completion of a family
medicine residency program and to family medicine physicians with one
year or less of academic teaching experience. The fellowship offering
evaluated began in September 1981 as a two-week session held on the
campus at MSU. The fellows returned to MSU in January, March, and May
for additional one-week sessions. The session conducted from Tuesday,
September 8, 1981 to Friday, September 18, 1981 was the object of the
fieldtest of the evaluation framework.

The subject matter presented in this session focused on principles
and techniques related to teaching and learning in medical schools and
residency training programs. The content was presented in a variety of
instructional formats including workshops, seminars, and simulations
designed and developed by expert medical educators from MSU and OMERAD.
The September 1981 session satisfied the characteristics of a short-term
training program outlined in Chapter One. The session lasted two weeks,
was completed by fewer than 50 participants, was designed to teach
specific techniques and content related to teaching and learning, and was
part of a larger program. A schedule of the session activities is
provided in Appendix A. The topics presented during the two weeks

included:
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elements of group development

principles of learning and motivation

clinical teaching technique

curriculum development in family medicine

issues in family medicine

producing audiovisual materials

teaching psychomotor skills

presentation skills

role of clinical supervision

perspectives in learning (learning theory and decision

analysis)
constructive feedback in clinical education
asking and answering student questions
Fifteen fellows started the program, but one dropped out during the

September session, reducing the size of the group to l4. These 14
fellows comprised the population and provided the data for the fieldtest.
This group was the largest to complete the program in the short history
of the Program. Of the 14 fellows, four were D.0O.'s, three of whom were
first year faculty members. The fourth was a second year resident.
Among the 10 M.D.'s, two were faculty members and the remaining eight
were second or third year residents. Eight fellows were from the state
of Michigan, two from New Jersey, and one each from Arkansas, North
Carolina, Ohio, and Oklahoma. One fellow was a female, the remaining 13

were males. Each fellow received a stipend to defray the costs of par-

ticipation in the program.

FIELDTEST OF THE EVALUATION FRAMEWORK

After examining the content and activities of the September 1981
session, the evaluator designed a plan for the evaluation of the session.
The matrix of that plan appears in Table 4 and represents the activities
that occurred during the fieldtest of the evaluation framework.

The instruments used during the fieldtest are described in the

following section of the chapter. The information collected with these
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instruments was summarized in a written evaluation report prepared by the
evaluator. The evaluation report was shared with the directors of the
Program following completion of the fellowship in May 1982.

It was left to the discretion of the program directors whether the
evaluation information was used for summative or formative purposes as
part of their decison making. Since the formal evaluation report was not
distributed to the program directors until after the completion of the
1981-82 offering of the fellowship, use of the data for formative
purposes was not possible until planning began for the 1982-83 fellowship

period.

INSTRUMENTS

Several different instruments were used during the fieldtest of the
evaluation framework. Some of these instruments were already being used
by the Progam staff. Other instruments were developed and used for the
first time during the study. The five different types of instruments used
in the fieldtest are briefly described. Samples of the instruments
appear in the appendices.

l. End-of-Week Evaluation Forms

These instruments (Appendix B) were designed and administered by the
program directors at the end of both the first and second weeks of the
September session. The focus of these instruments was on participant
satisfaction with logistics, instructors, facilities, curriculum, and
other programmatic elements. Participants were also asked to provide
self-assessments of their competence in relation to selected session

topics.
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2, Pretest, posttest, delayed posttest

A pretest (Appendix C), posttest, and delayed posttest were
administered to the fellows in order to assess entry level cognitive
knowledge, changes in cognitive knowledge over the course of the program,
and retention of cognitive knowledge six months later. These tests were
developed using test items submitted by session faculty. These items
were edited by the evaluator and the program directors to standardize
item format. The items were then arranged as a 40-item short answer,
essay question test. Only the session segments directly concerned with
skills, techniques, and theories related to teaching and learning were
tested. The same test was administered as the pretest, posttest, and
delayed posttest.

The pretest was administered during the first day of the September
session in a classroom setting. The posttest was administered as a
take-home examination to be completed by the final day of the session.
The posttest was administered following the completion of all the
segments of the sessions represented by items on the test. The delayed
posttest was also administered as a take-home examination, but it was
administered during the March session of the fellowship, six months
following the completion of the September session. All 14 fellows
completed the three tests.

All three sets of tests were scored independently by two raters who
were trained by the evaluator. The raters were both graduate assistants
in OMERAD who had previous experience as teachers and trainers. The
evaluator trained them to score the tests using model answers provided by
the faculty who submitted test items. The raters gained practice scoring

responses on a pretest completed by an individual who was not one of the
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14 fellows. The evaluator explained the rating scale, which is provided
in Appendix D, to the raters and provided guidelines for scoring each of
the 40 items on the tests. The fellows' responses were prepared so that
the raters did not know whether questions were from the pretest,
posttest, or delayed posttest. All responses were transcribed and typed
so handwriting would not interact with rating.

The raters' scores showed sufficient inter-rater reliability
(pre-test: .77; posttest: .83; and delayed posttest: .81) on all three
tests that the scores for both raters could be averaged together to
arrive at a single score for each participant on each test. This
averaging of scores permitted further data analysis such as computation
of mean scores and standard deviations. The Spearman-Brown split-half
formula (Hull & Nie, 1981, p. 256) was used to determine the reliability
of each rater's scores and also to determine inter-rater reliability.

Content validity, "the degree to which the sample of test items
represents the content that the test is designed to measure” (Borg &
Gall, 1979, p. 212), of the test was established by asking each of the
session faculty to submit test items for his/her segment. An item
analysis was conducted for each test item and discrimination and
difficulty indices were calculated for each item on each test. Test
results and further discussion of content validity and item analysis are
presented in Chapter Four.

3. Videotape rating scale

As part of the Program, the participants were required to give
several presentations to the program directors and their fellow
participants. This activity provided the participants an opportunity to

practice using some of the content of the September session. These
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presentations were videotaped as part of the program and allowed the
participants the opportunity to evaluate their own skills and techniques.
To determine how well the participants applied the content of the
September session, the evaluator developed a 16-item rating scale
(Appendix E) to rate two presentations given by each of the participants.
The first presentation took place in January and was completed by 13 of
the fellows. One fellow was unable to complete the presentation due to a
medical emergency. The second presentation was videotaped in May. All
14 fellows participated in this activity.

Two raters were trained by the evaluator in the use of the rating
scale. The raters were both doctoral candidates and graduate assistants
in OMERAD. The evaluator explained the l6-item rating scale to the
raters and gave them the opportunity to rate portions of two videotaped
presentations not included among the tapes to be evaluated as part of the
study. The raters discussed their ratings of these practice tapes with
each other and the evaluator in an attempt to standardize their ratings.
The raters viewed all the tapes and independently rated them according to
criteria established during the training session. Due to the unequal
length of the tapes, the raters were asked to rate only the first ten
minutes of each presentation.

The inter-rater reliability coefficients were not as high as those
coefficients obtained from the written tests (January presentation: .49;
May presentation: .59), but were still of sufficient reliability for this
type of behavioral measure to be of value. Again the scores were

averaged together to arrive at a single score for each fellow for each
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presentation. The Spearman-Brown split-half formula was again used to
determine reliability.

The content validity of the rating scale was established by using
session materials to help develop the 16 items. Objectives and prin-
ciples from the session workshops on presentation skills and principles
of learning and motivation were converted into rating items since these
two topics were directly related to the process of preparing and

delivering presentations.

4, Interview protocols

To gather additional information about satisfaction, 1learning,
application of session content, and other variables, a series of
interview protocols (Appendix F) was developed by the evaluator. The
participants were interviewed by telephone by the evaluator using a
protocol developed with the program directors. The interview protocol
was also piloted on a former Program fellow. The fellows answered
questions in a variety of formats, including rating their expertise,
indicating frequency of use of materials and content, and providing
open—-ended comments.

The supervisors of the fellowship participants were also telephone
interviewed by the evaluator. A similar interview protocol which was
developed with the program directors was used to interview the super-
visors. Again a variety of question formats was employed.

Finally, the evaluator interviewed the two program directors
simultaneously using another interview protocol. All questions in this

interview were open-ended.
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5. Final debriefing questionnaire

As part of the regular evaluation system of the entire program, a
final debriefing was conducted during the May session by the program
directors. In addition to the standard written questions included on the
questionnaire (Appendix G) administered during this debriefing session, a
question concerning the evaluation activities was inserted to ascertain
the fellows' reactions to the various evaluation procedures related to
the September session and its activities.

After the fellows completed the written final debriefing question-
naire, a discussion was conducted by the program directors. The
discussion focused on the participants' final reactions to the entire
fellowship program. During this discussion, the September session was

reviewed, thus providing additional reaction data.

ANALYSIS PROCEDURES

Since the evaluation methods were both quantitative and qualitative
in nature, the analysis procedures were also quantitative and quali-
tative. Quantitative data analysis was required for the test data,
rating of the presentations, and quantitative items on the interview
protocols and End-of-Week Evaluations. The rest of the data was
qualitative, notably the open-ended comments made during interviews,
End-of-Week Evaluations, and the final debriefing.

For those items which were quantitative, frequencies were determined
and where appropriate, descriptive statistics were calculated. For the
ratings of the two videotaped presentations, descriptive statistics were
computed for the individual items, each rater, and the average of the two

raters. Descriptive statistics were computed for the three tests and a



61

univariate analysis of variance (ANOVA) was conducted using the Statis-
tical Package for the Social Sciences (SPSS). The ANOVA compared the
results of the pretest with the results of the delayed posttest and also
compared the results of the posttest with the results of the delayed
posttest to determine if there was any significant difference among the
scores for the fellows on the three different tests.

Qualitative analysis of the open-ended comments was conducted by
reading and grouping similar comments for each question and instrument.
Those groups of comments which were made two or more times were reported

in the summary of results for that instrument.

METAEVALUATION OF THE FIELDTEST

A metaevaluation was designed and conducted to answer the research
questions originally stated in Chapter One.

1. What specific problems were encountered in the field-
test of the evaluation framework?

2. Was the evaluation framework practical in its use of
resources?

3. Was the evaluation framework useful in providing
information to the decision makers?

4, Vere the methods and instruments used during the
fieldtest technically adequate?

5. Were the methods and instruments used during the
fieldtest conducted in an ethical manner?

The metaevaluation, an evaluation of an evaluation, examined the quality
of the process and product of the evaluation conducted during the
fieldtest. The procedures used in the metaevaluation were based on the
review of the literature in Chapter Two. Three different metaevaluation

activities were conducted to assess the effectivenees of the evaluation
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framework as it was applied in the evaluation of the September 1981
session.

Following completion of the fieldtest and distribution of the
evaluation report to the program directors, the evaluator prepared a
self-report that addressed the problems encountered during the fieldtest.
The evaluator outlined difficulties related to the development, admini-
stration, scoring, and analysis of evaluation instruments. The self-
report provided an overview of the problems faced by the evaluator during
the fieldtest and answered the first research question.

The second stage of the metaevaluation was approached in two steps.
The procedures used during this stage collected information used to
answer the four remaining research questions. The first step was to
identify evaluation standards related to each of the research questions.

The source of the standards was the 1981 publication, Standards for

Evaluations of Educational Programs, Projects, and Materials. After one

or more standards were identified for each research question, specific
questions were formulated to address the concepts within each of the
standards. The specific questions were then arranged as an open-ended
questionnaire (Appendix H).

As the second step in this procedure, the evaluator interviewed the
two directors of the Program by telephone using the questionnaire. The
information gathered during this interview provided a substantial portion
of the data required to answer the final four research questions.
Additional questions not specifically related to the research questions,
yet concerned with the effectiveness of the fieldtest, were also asked

during the interview.
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The final stage of the metaevaluation consisted of an analysis of
the evaluation procedures used during the fieldtest. With the assistance
of the program directors and another educator experienced in conducting
and evaluating short-term training programs, the evaluator identified
five factors related to the effectiveness of evaluation procedures. The

five factors are outlined in Table 5.

TABLE 5

EVALUATION FACTORS

FACTOR DESCRIPTION
1., Direct utility of Ease of applying information to
information for decision making

decision making

2, Time efficiency Time required for developing,
administering, scoring, and analyzing
procedures and data

3. Resource efficiency Personnel, materials, and equipment
required for developing,
administering, scoring, and analyzing
procedures and data

4, Credibility Reliability and validity of
procedures and data

5. Data manageability Ease of data representation,
summarizing, and analysis
Each of the fieldtest procedures was rated in relation to each of
the five factors. A scale from one to three was used to rate each
procedure, with one meaning low, two meaning medium, and three meaning
high. First the evaluator rated each of the procedures in terms of the
five factors. Ratings were based on the results of the fieldtest. Then
the evaluator interviewed each program director independently by tele-
phone. The program directors rated each procedure one factor at a time.

The evaluator also asked the program directors to explain their rationale
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for each rating. The procedures were rated according to their actual
performance in the fieldtest, not on their potential value or optimal
performance capabilities.

This procedure helped the evaluator identify those procedures which
were most productive in the fieldtest, an important step in determining
the effectiveness of the evaluation conducted during the fieldtest.
Results of this and other metaevaluation procedures are provided in

Chapter Four.

SUMMARY

Based on an extensive review of the literature, an evaluation frame-
work for assessing the impact of short-term training programs on
participants was designed. An existing short-term training program was
used to fieldtest the evaluation framework and an evaluation was designed
for this particular program using the evaluation framework as a guide.
The evaluation was conducted using various methods and sources of data.
After the results of the evaluation were distributed to the directors of
the Program, a metaevaluation was conducted to assess the effectiveness
of the evaluation framework itself. The results of both the evaluation

and the metaevalution are presented in Chapter Four.



CHAPTER FOUR

RESULTS

INTRODUCTION

The results of the study are presented in this chapter. The results
of the fieldtest of the evaluation framework are provided initially as
the 18 evaluation questions asked during the fieldtest are paired with
the results related to each question. Results are grouped together
according to the three types of data gathered during the fieldtest,
reaction, cognitive, and behavioral data. Finally, the overall results
of the fieldtest are summarized.

The other information presented in this chapter is the result of the
metaevaluation of the fieldtest. The results for each of the three meta-
evaluation procedures are outlined in relation to the study's five
research questions and then the overall results of the metaevaluation are

summarized. In closing, a summary of the chapter is provided.

RESULTS OF THE FIELDTEST OF THE EVALUATION FRAMEWORK

The results of the fieldtest described in Chapter Three are pre-
sented in this section. Information presented in this section is based
on the evaluation report submitted to the directors of the Family
Medicine Faculty Development Program (Program). A copy of the intro-

duction to the evaluation report is provided in Appendix I. The 18
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evaluation questions originally presented in the matrix of the evaluation
framework in Table 4 in Chapter Three are restated in conjunction with
the data used to answer the questions. The questions and results are
arranged according to the three different types of data collected,
reaction, cognitive, and behavioral data.

Reaction Data - Questions and Results

1. How satisfied were the participants in the September session of the
Program with the content, instructors, and activities of that
session?

Three different procedures were used to answer this evaluation
question. The End-of-Week Evaluations, participant telephone interviews,
and final debriefing session provided the data summarized in the follow-
ing paragraphs. .

As a group, the participants indicated moderate to high satisfaction
with the content, instructors, and activities of the September 1981
session of the Program. Comments gathered via the three procedures were
consistent in substance and frequency. Sample comments, both negative
and positive in nature, are provided in addition to noteworthy quantita-
tive data.

The End-of-Week Evaluations consisted of three parts. The first
part addressed eight different program aspects such as amount of reading
and comfort of the room. The participants assessed each aspect in terms
of three responses:

1) Keep the same
2) Increase
3) Decrease

Specific suggestions were also solicited for each of the eight program

aspects.
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In Part II, the participants responded to a series of statements
related to the usefulness and quality of individual topics or activities.
A five-point scale was used to rate each statement.

SA - Strongly agree
A - Agree
U - Uncertain
D
D

- Disagree
- Strongly disagree

S

The items on the third part of the evaluation form were open-ended.
For example, participants were asked to identify presentations that were
most helpful, not relevant, and that gave the participants the most
difficulty.

Some notable information was gathered with the End-of-Week Evalu-
ation administered at the end of the first week of the September 1981
session. Ten out of eighteen respondents indicated a desire to increase
the comfort of the room. (The total number of respondents varies
according to item and part of the evaluation form. The total number is
often greater than 14 because individuals not enrolled in the fellowship
attended a number of the workshops offered during September's session.
These individuals also completed End-of-Week Evaluations.)

On Part II, 16 out of 18 respondents indicated uncertainty, dis-
agreement, or strong disagreement with the statement, "The session on
curriculum development in sports medicine was useful.” Nine out of
eighteen individuals indicated a similar range of reactions to the
statement, "I have a better understanding of the similarities and dif-
ferences between allopathic and osteopathic family medicine.”

On Part III, 14 of 17 respondents picked the presentation on
principles of learning and motivation as the most helpful presentation of

the week. "The presentation on principles of learning and motivation was
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the most useful. It had some concrete ideas I can carry with me.” The
presentation on curriculum development in sports medicine was considered
“not relevant” by 11 of 17 individuals. "The session on curriculum
development in sports medicine could have been more relevant. It did not
answer many of my questions on the subject.”

The second End-of-Week Evaluation was administered at the end of the
September 1981 session. The items in Part I were the same as for the
first week. The statements in Part II referred only to the topics and
activities of the second week. The questions in Part III included con-
sideration of the entire two weeks and the upcoming January session.

At the end of the second week, only one person indicated a desire to
increase the comfort of the room. The other 12 respondents suggested
room comfort be kept the same. In addition, 7 of 13 individuals sug-
gested the need to increase the amount of practice. Specific suggestions
related to the increase in practice included, "Increase time, but try not
to decrease information given out” and "Maybe more relevant practice
examples from our own experience."”

For nine of the ten statements in Part II, ten or more participants
agreed or strongly agreed with the statements. Seven individuals agreed,
three were uncertain, one disagreed, and two strongly disagreed with the
statement, "I am more aware of my own thinking as a physician as a result
of the discussion on perspectives in learning.”

The presentations on teaching psychomotor skills, 6 of 13, and
presentation skills, 5 of 13, received the most support as the most
helpful presentation. "Those presentations involving our role playing
and practice teaching were equally most helpful.” Six of thirteen

participants indicated the presentation on perspectives in learning was
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not relevant. "I'm still not sure what the purpose of the perspectives
in learning session was. It didn't seem particularly meaningful.”

When asked what was missing from the session, three fellows
suggested that changes be made in the content of the session segments
related to clinical teaching and supervision. Content related to
teaching residents and conducting hospital teaching rounds was requested.

When asked to provide their overall reactions to the two weeks, 13
of 13 fellows provided extremely positive comments. “Very positive. I
feel I have learned a lot of techniques that I will utilize.”

General impressions gleaned from the data indicated that the End-
of-Week Evaluations were successful in eliciting positive and negative
comments pertaining to content, positive comments on individual instruc-
tors, and constructive criticism related to session activities. Although
not specifically articulated in this review of the results, comments
related to these issues are distributed throughout the results provided
in Appendix J.

Several items on the telephone interview questionnaire addressed the
issue of fellow satisfaction with the September 1981 session of the
Program (Appendix K). All 14 fellows indicated they felt the session
helped them become better teachers. Seven individuals said the session
gave them a conceptual framework to use when teaching. Five others
responded that the session provided them information and skills they
lacked before, while three fellows were pleased because the session gave
them opportunities to practice presentation skills.

Each of the participants said they would recommend the session to a

friend or acquaintance interested in becoming a teacher or a better
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teacher. Three of the fellows had already recommended the session to
someone.

Several of the fellows made comments during the interviews that were
similar to comments made on the End-of-Week Evaluations. Three of the
fellows stated that they still did not understand where the presentation
on perspectives in learning fit into the session. "There wasn't anything
taught except some theoretical things that I didn't find applicable at
all to my situation.”

Two participants indicated that the concrete, practical aspects of
the session were most helpful to them. "I guess the things that were
most helpful were the things that were concrete, practical, problem-
oriented type things that could hang on the conceptual framework that was
presented.”

Dissatisfaction with the content related to clinical supervision and
teaching was voiced again. "I think that the program would be improved
if they could get a lot more reference points for how to teach residents
rather than how to teach medical students.”

The final procedure used to measure participant satisfaction was the
final debriefing session conducted in May. Written responses were col-
lected in the first stage of the debriefing before the program directors
led a discussion reviewing the entire fellowship. Numerous comments
related to the September session were made during both segments of the
final debriefing (Appendix L).

When asked to provide an overall evaluation of the program, each of
the participants expressed satisfaction with the program. "I feel that
the program was valuable for me as a future family medicine educator and

that I learned a great deal of relevant information that will be useful
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to me in the future.” A majority of the fellows said they would recom-
mend the program to other physicians. “Overall, the program was
excellent. I would recommend it to any family practice resident, regard-
less of whether or not the person was pursuing a faculty position in
family practice. Teaching skills are applicable to many environments."”

Two individuals reiterated the absence of important information
relevant to clinical teaching and supervision. "Much of my time is spent
on teaching rounds at the hospital. This was totally ignored in the
program and needs to be addressed.”

One of the questions on the written portion of the final debriefing
was concerned with the participants' reactions to the evaluation pro-
cedures. The general consensus was that the End-of-Week Evaluations and
telephone interviews were acceptable and valuable. The feedback on the
cognitive tests was much less favorable. One fellow's comment typified
the feelings of the group. “The pre/posttests were, in my opinion,
worthless. The telephone interviews probably gave a better idea about
what was being used.... The end of week evaluations were probably the
best of the three. A long-term (one-year? five-year?) follow-up should
be done."

Several comments pertaining to the September session were made
during the discussion segment of the final debriefing. Suggested changes
included dropping the presentations on issues in family medicine and
perspectives in learning. The fellows expressed displeasure with the
presenters of the curriculum development in sports medicine presentation,
but stressed the idea that the topic of curriculum development should be

kept in the curriculum. The other major suggestion was that more time be
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provided for practice using skills such as giving presentations and pro-
ducing audiovisual materials.

A tremendous amount of information was collected to answer this
evaluation question. Much of the information was redundant and served to
support comments collected using different procedures. The overall
indications were that the participants were satisfied with the content of
the session with the exception of three topics, perspectives in learning,
issues in family medicine, and curriculum development in sports medicine.
The fellows also suggested that new content be added to the sessions on
clinical teaching and supervision. The segments that received the most
positive comments were the presentations on principles of learning and
motivation, presentation skills, teaching psychomotor skills, and pro-
ducing audiovisual materials. Comments about instructors were favorable,
except for the suggestion that the instructors for the curriculum
development presentation be replaced. The activities of the session
received positive reactions, especially those that provided opportunities
for practice. The cognitive tests were not favorably received, but the
participants responded favorably to the End-of-Week Evaluations and tele-
phone interviews. It was noteworthy that comments provided six months
(interview data) and nine months (final debriefing data) following the
session were similar in substance and frequency to comments made at the
end of the first and second weeks of the two-week session.

2, How satisfied were the program directors with the content, partici-
pants, and activities of the September session?

One procedure was used to gather information to answer this ques-
tion. The evaluator interviewed the program directors simultaneously
using a 12-item open-ended questionnaire. The interview was conducted

following the completion of the May session of the Program. Comments
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pertaining to the program directors' satisfaction with the content,
fellows, and activities are provided among the interview summary pre-
sented in Appendix M.

The program directors agreed with the fellows' assessment of the
weak areas of the curriculum. "I knew that perspectives in learning was
a high risk going in."” The problems with the presentations on issues in
family medicine and curriculum development were also recognized by the
program directors. They were also interestéd in the fellows' assessment
of the content related to clinical teaching and supervision. “"We ex-
panded the clinical teaching component and one of my concerns was whether
or not those three sessions held together as a unit."” There was some
dissatisfaction expressed concerning the clinical faculty who partici-
pated in the session, especially since two of the problem presentations
were presented by clinical faculty.

The program directors were generally satisfied with the participants
as a group. They characterized the group as being extremely oriented
toward the practical aspects of the program, a change from previous
groups. The directors were disappointed in the performance of three
individuals who could not demonstrate the ability to apply the informa-
tion presented during the fellowship. Despite their disappointment with
the three individuals, the program directors were still pleased with the
group as a whole. "I think we had a higher quality fellow this year,
didn't take them as far, but the overall quality this year is higher than
last year."

Activities were conducted to the satisfaction of the program direc-

tors. “The major project presentations were the most well thought out
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statements they had made.... I think the presentations and major
projects were clearly better than last year or any other year.”

The program directors shared many of the same opinions as the
fellows. The directors were disappointed with the performance of several
individuals, but overall they were pleased with the content, fellows, and
outcome of the session.

3. How satisfied with the program were the supervisors of the partici-
pants?

The supervisors of the participants were interviewed by telephone by
the evaluator. Several of the questions asked during the interview per-
tained to the supervisors' satisfaction with the program. Composite
results are provided in Appendix N.

The supervisors reported that 13 of the 14 fellows benefited their
organizations in some way due to the fellows' participation in the
Program. These benefits included the supervisors' reports that 12 of the
fellows had shared information learned during the September 1981 session
with them or other members of their organization. "I think it really
benefited us because it exposed him to a lot of the concepts and ideas
that come to bear in discussions that we have around problems and issues
in the faculty meetings.”

Eleven of eleven supervisors (three of the supervisors had two
representatives of their organizations participating in the Program) said
they would send another resident or faculty member to the fellowship in
the future if the proper arrangements could be made. Two respondents
viewed the fellowship as an opportunity for young faculty to grow. Two
other supervisors were using the Program to try to accelerate the devel-
opment of a young academic program. "I would like to have had this kind

of experience myself at the time I left practice in 1974, because I
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didn't know what I was supposed to know. I1I'm not sure I still know what
I'm supposed to know, but I know I didn't know it then.”

A general comment expressed by two supervisors was that the logis-
tics of the program were very workable. However, two other individuals
indicated it would have been helpful if the supervisors knew more about
what they could do to facilitate the learning of the fellows.

In summary, the supervisors expressed their satisfaction with the
Program. Their organizations benefited from the fellows' participation
and the supervisors said they would encourage other individuals from
their organizations to participate in the Program in the future.

Reaction Data - Summary

The reaction data gathered from the participants and program direc-
tors identified similar areas of satisfaction and dissatisfaction. The
overall reactions of both the participants and the program directors were
positive with the exception of the areas previously discussed. The
supervisors were not as intimately involved with or aware of the finer
details of the Program, but their reactions were positive as well.

Cognitive Data - Questions and Results

4, What was the participants' level of cognitive knowledge of the con-
tent of the September session at the beginning of that session?

A cognitive test consisting of 40 items was administered to collect
data in response to this question. The results for the test and its
seven subscales are presented in Table 6 and Table 7. The seven sub-
scales represent the nine topics represented on the test. The items for
the three presentations concerned with clinical supervision and teaching,
clinical teaching technique, role of clinical supervision, and construc-
tive feedback, were considered as one subscale, referred to as clinical

teaching.
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tive knowledge of the content at the end of the session?

The same test administered as the pretest was used as a posttest to

gather data to answer this question.

Table 6 and Table 7.

6. Was there significant retention of the cognitive knowledge of the
content of the session by the participants six months following the
completion of the session?

The cognitive test was administered to the group of fellows six

months following the completion of the September session to answer this

COGNITIVE TEST RESULTS

question.
PRETEST
*
Mean 44,86
(37.88%)
Std. Dev. 8.34
Range 35.50

(23.50-59 000)

*
120 points possible

TABLE 6

POSTTEST1

68.32
(56.93%)

11.29

37.00
(46.50-83.50)

Posttest results are displayed in

The test results are provided in Table 6 and Table 7.

POSTTEST2

60.18
(50.142)

10.54

41.00
(34.00-75.00)
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TABLE 7

COGNITIVE TEST SUBSCALE RESULTS

SUBSCALE PRETEST POSTTEST1 POSTTEST2
Elements of group
development (12 pts.) 4.68 4.54 4.64
(38.982) (37.79%) (38.68%)
Principles of learning
& motivation (15 pts.) 5.50 7.50 6.93
(36.66%) (50.00%) (46.182)
Clinical teaching 10.93 14.71 13.96
(27 pts.) (40.472) (54.492) (51.71%)
Audiovisual (12 pts.) 3.71 7.86 6.86
(26.45%) (65.472) (57.14%)
Teaching psychomotor
skills (21 pts.) 6.67 13.64 10.89
(31.76%) (64.96%) (51.86%)
Presentation skills 8.36 11.43 10.29
(15 pts.) (55.71%) (76.18%2) (68.56%)
Perspectives in learning 4.50 7.96 5.96
(18 pts.) (25.00%) (44.247) (33.13%)

Analysis of Cognitive Test Results

Following the scoring of the responses on the three tests, a uni-
variate analysis of variance (ANOVA) was conducted comparing the results
of the pretest with those of the delayed posttest. This analysis was
done to determine if there was a significant difference between the
pretest and the posttest. Another ANOVA was conducted comparing the
posttest results to delayed posttest results to determine if the differ-
ence in the results of the two posttests was significant.

The ANOVA results are presented in Table 8 and Table 9. The alpha
level for both comparisons was set at .0l. The critical F value (1, 13
degrees of freedom) for the test was 9.07. Since the results of both

comparisons were statistically significant, the difference between the
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test results for the pretest and posttest was also statistically signi-

ficant.
TABLE 8
ANOVA: PRETEST VS. DELAYED POSTTEST
Source : daf MS F
Group 1 3286.44
Error 13 74.75 43.96
TABLE 9
ANOVA: POSTTEST VS. DELAYED POSTTEST
Source daf MS ¥
Group 1 928.29
Error 13 86.59 10.72

There are three assumptions that researchers try to satisfy when
using ANOVA procedures. In brief the assumptions of the ANOVA are:
1) Independence of observations between and within groups
2) Normal populations
3) Equality of variance of the observations
In an evaluation such as the fieldtest of the evaluation framework,
it 1is not always possible to meet all three assumptions. The small
sample size and high probability of dependence among variables offer
ample reason to criticize the robustness of these results. However, the
differences between the means for the three tests do appear to be mean-
ingful and of considerable value for the type of evaluation conducted
during the fieldtest.
The mean results for the subscales of the tests appeared to follow

the same trend as the overall test means, signifying an increase in
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knowledge and retention of a meaningful proportion of that knowledge six
months later. No statistical analysis was conducted with the subscale
results. The three top subscale scores were presentation skills, audio-
visual, and teaching psychomotor skills. The lowest two subscale results
were elements of group development and perspectives in learning. The
elements of group development subscale was the only subscale that did not
follow the same trend as the overall tests. The scores for this subscale
went down from pretest to posttest. Although the mean score increased
from the posttest to the delayed posttest, the mean score for the delayed
posttest was lower than the mean score for the pretest.

No criteria were established to determine levels of performance on
the tests. Individuals wrere ranked according to their scores on the
tests, but no judgments were made concerning the relative meaning of
scores of 50 out of 120 and 65 out of 120, other than that one was higher
than the other. The test data were presented to the program directors so
they could make their own inferences about the performance of the fellows
on the cognitive tests.

7. How much additional study of the content of the session was under-
taken by the participants between the end of the session and the
administration of the delayed posttest?

Two questions from the telephone interview with the participants
addressed this question. The participants were asked if they had pursued
additional study in any of the ten areas of the session related specifi-
cally to teaching and learning. One of the areas, asking and answering
student questions, was not included among the topics on the cognitive
test due to scheduling constraints that dictated its absence on the test.
The topics, issues in family medicine and curriculum development in

sports medicine, were not included on the test or the interview because
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these topics did not incorporate principles and techniques related to

teaching and learning.

The participants were also asked to identify which handouts or notes
they had referred to since the end of the session s8ix months earlier.
Those fellows who indicated they had used their handouts or notes were
also asked to estimate the frequency of use. Results are summarized in
Table 10.

The only notable evidence of additional study was indicated by the
information that 6 of 14 fellows did additional study in clinical
teaching technique and the role of clinical supervision and 4 fellows did
some additional study in presentation skills. The use of handouts was
more evident. At least half the group reported using the handouts for
five of the topics. The frequency of use for these five topics was also
highest for all topics. The topic that received the least attention
since the end of the September session was perspectives in learning. A
discussion of these results as they relate to other results is presented
in the summary of the cognitive data.

8. How did the participants perceive their own expertise in each of the
content areas of the September session both before and after the
session?

During the telephone interviews in March, each of the participants
was asked to rate his or her own level of expertise in ten topics of the
sessions. They were asked to first rate their expertise prior to the
September session. Then they were asked to rate their expertise in the
topic at the time of the interview. A scale from one to five was used,
with one representing low expertise and five representing high expertise.

The results are summarized in Table 11.
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TABLE 11

*
MEAN SELF-RATINGS OF EXPERTISE

TOPIC SEPTEMBER MARCH
Elements of group

development 1.88 3.28
Clinical teaching

technique 2.67 3.82
Role of clinical

supervision 2.30 3.82
Constructive feedback in

clinical education 2.70 3.64
Principles of learning

and motivation 2.50 3.21
Teaching psychomotor skills 2.44 3.71
Producing audiovisual

materials 1.83 3.18
Presentation skills 2.25 3.79
Asking and answering

student questions 2.45 3.39
Perspectives in learning 1.63 2.11

*
5 points possible

The highest rated topics prior to September were clinical teaching
technique, principles of learning and motivation, and constructive
feedback. The lowest rated topics prior to September were perspectives
in learning, producing audiovisual materials, and elements of group
development.

When they were interviewed in March the participants were asked to
indicate their current expertise in the topics. The top rated topics

were presentation skills, clinical teaching technique, clinical
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supervision, teaching psychomotor skills, and constructive feedback. The
lowest rated area in March was perspectives in learning.

Statistical analysis was not conducted on these results, but the
results are meaningful when compared to other results presented in this
chapter. A discussion of these results is presented in the following
summary of the cognitive data collected during the fieldtest.

Cognitive Data - Summary

An analysis of the cognitive data gathered during the fieldtest
revealed some notable findings. Although not statistically measured,
there was an aﬁparent relationship between the test subscales, self-
reports of expertise, and self-reports of handout use. There was also an
apparent relationship between thes<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>