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ABSTRACT

ANALYTICAL PALEONTOLOGY:
PATTERNS OF TAXONOMIC EXTINCTION

By

Jean Lower Younker

A simulation model was designed to investigate the re-
lationship between taxonomic duration and extinction probability.
In this model, a group of mutually interacting species are mon-
itored through space and time. The space is a fitness space in
which there exists an optimum fitness position. Position of a
species relative to the fitness optimum controls its reproductive
success and thereby determines its potential for survival under
the forces of selection. Change in the position of the fitness
optimum alters the relative fitness of a particular species
location, and a species occupying a low fitness position for an
extended time undergoes extinction. Speciation occurs when area
becomes available through extinction at the same time a prob-
abilistic isolation event occurs.

Output from the model was expressed in life-table format,
and taxonomic survivorship curves were drawn. Different boundary
conditions, representing different biological constraints, were
used so that factors producing systematic alteration in taxonomic

survivorship data could be identified. Specific factors considered
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were: 1) availability of living area; 2) intensity of
selection; 3) resource instability; and 4) methodological
treatment of living and extinct taxa.

The principle conclusions of this analysis are: 1) A
simple Darwinian-Mendelian evolutionary model can produce
linear taxonomic survivorship curves under conditions of
dynamic evolutionary change; stable non-dynamic conditions
tend to produce concave or convex survivorship curves.

2) External time-related factors can modify taxonomic duration
patterns; analysis of age-related patterns requires removal

of temporal effects. 3) Inclusion of living taxa in the life-
table compilation for extinct taxa can substantially alter the
survivorship curves. 4) Inclusion of deterministic as well

as stochastic components in the model, and removal of taxonomic
restraints on lineage shape and size produced cladograms which
are not the result of preconceived notions of phylogenesis.

S) Without taxonomic restraints, the general cladogram shape
produced by the simulation appears reasonable when compared

to clades for living and fossil organisms.
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INTRODUCTION

The spectrum of paleontological research encompasses both
the systematic analysis of fossil organisms, and an attempt to
extract from this systematic analysis, the fundamental principles
of phylogenesis and evolution. Identification of meaningful
macroevolutionary parameters requires careful analysis of data
sources and their potential biases. Characterizations of
macroevolution have been based on measurements of faunal diversity,
both temporal and spatial (Raup, 1972; Schopf, 1974; Stehli, 1969;
and Valentine, 1971, 1973b), and extinction rates(Boucot, 1975;
Simpson, 1953; and Van Valen, 1973). The controversies which
surround these areas of information have generated much recent
literature(reviews by Valentine, 1973; Van Valen, 1973). Analysis
of the fossil record has not produced unequivocal solutions to
all of these problems.

As an alternative to direct analysis of date from the
fossil record, it is possible to design computer simulation models
to assist in the investigation of evolutionary processes. This
approach can be uniquely effective in paleontology because
evolutionary processes operate on a time scale which often makes
experimental or analytical problem-solving techniques impractical.
Complex genetic and evolutionary systems can be simulated in

mathematical terms, conforming to the accepted models of



evolutionary processes and operating at a chosen level of com-
plexity. Assumptions used to construct a simulation model
determine the degree of correspondence between the model and
the simulated system. Because boundary conditions are known,
comparison of results produced by the model under different
biological constraints provides an effective method for
quantitative evaluation of complex systems.

Although the fossil record provides the only source for
documentation of large-scale organic evolution, it has contri-
buted little to our understanding of evolutionary mechanisms
(Raup and Stanley, 1971). A recent trend toward a nomothetic
paleontology (Raup and Gould, 1974) is based on the conviction
that it is possible to extract evolutionary principles from the
fossil record. Within this framework, the direct analysis of
empirical fossil data is the first step, preceded of course, by
sound taxonomic studies. The next step involves testing general
evolutionary models by comparing predictions of the models with
observations from the fossil record. This link is often difficult
to make, and simplification by means of simulation techniques
can be extremely helpful for establishing the connection between
general evolutionary models and the empirical fossil record.

In this study, a group of mutually interacting species
are monitored through space and time. Each species is
symbolically represented by a variable number of genotype-

phenotype classes, and each class contains a variable number



of individuals. The space occupied by the species can be considered
to be a fitness space in which there exists an optimm fitness
position. The position of a species, relative to the fitness
optimum controls its reproductive success, and thereby determines
its potential for survival under the forces of selection. Species
are considered to be in competition with each other, because change
in the position of the fitness optimum alters the relative fitness
of a species location in space. Species occupying a low fitness
position for an extended time period are reduced below a critical
number of individuals by selection, and undergo extinction.
Probability of speciation is controlled by the density of species
in fitness space and the genetic variability within the species.
The inherent genetic variability is assumed to provide the raw
material for evolutionary change(Bonner, 1974). This variability
may or may not be reflected in phenotypic variability.

This model was designed to examine several specific
paleontological problems, related to patterns and rates of
taxonomic extinction. Extinction of taxa (and replacement)
is responsible for temporal change in diversity. Of the
various possible methods that characterize extinction rates
and allow analysis of the factors influencing them, an effective
approach is that of Van Valen(1973). His method involved the
use of survivorship curves, plots showing the proportion of taxa
surviving for various time durations. A logarithmic ordinate

was used so that when the taxonomic extinction rate is constant,



a straight line results. After analysis of 25,000 taxa of plants
and animals from the fossil record, Van Valen concluded that the
survivorship curves were essentially linear, with varying slopes
reflecting differences in extinction rates. A linear taxonomic
survivorship curve indicates extinction probability is constant
throughout the duration of the taxon under investigation. Several
authors have recently commented on this question and suggested
possible explanations for the linearity or departure from
linearity of taxonomic survivorship curves for extinct taxa.
Raup(1975) reviewed the problem and isolated biases inherent in
data treatment. He also suggested linearity tests which could
be used to make the data statistically reliable. Sepkoski(1975)
presented stratigraphic biases, potentially affecting the shape
of survivorship curves. He pointed out that because time
intervals representing taxonomic durations are estimates,
systematic biases could cause non-linear survivorship curves

to appear linear. Incomplete sampling was also shown to con-
tribute to this systematic error.

Data produced by the simulation model developed for this
study was plotted as survivorship curves. Different boundary
conditions, representing different assumed biological constraints,
were considered so that factors responsible for changes in the
survivorship curves could be identified. The specific factors
under consideration as potential modifiers of extinction rates,

and therefore responsible for irregularities in taxonomic



survivorship curves were: 1) availability of living area;

2) intensity of selection; 3) temporal changes in genetic
variability; 4) resource instability; and 5) a procedural factor
involving the effect of including data for living taxa in the

data pool for extinct taxa.

In this paper, previous studies utilizing simulation
models for investigation of biological-paleontological problems
are reviewed. The basic characteristics of the simulation
model used in this study are discussed and specific output from
the model is compared to data for living and extinct organisms.
The degree of correspondence between output from the model and
data from living and extinct organisms is dependent upon the
range of boundary conditions imposed. When the boundary con-
straints are biologically reasonable, operation of the model
produces results not unlike those produced by nature. This
aspect of simulation modeling is very useful, allowing extreme
conditions in nature to be studied. In this particular case,
conditions of very high interspecific competition or resource
instability as well as very low competition and constant
resource conditions can be simulated.

The principal conclusions of this analysis are: 1)

A simple Mendelian-Darwinian evolutionary model can produce
linear taxonomic survivorship curves; 2) Taxonomic survivorship
curves systematically depart from linearity as co-petitioﬁ

between taxa is reduced; and 3) Inclusion of living taxa in



the analysis of extinct groups alters the survivorship curves

in a predictable manner. Resource instability has not, within

the context of this model, produced significant alteration

of éxtinction rates. In addition, the effects of temporal

changes in genetic variability are not resolvable under the

current mode of operation of the model. This is an artifact

of model design, and will be a topic for additional investigation.
A model such as this one can provide insight into the

operation of evolutionary processes and establish the reason-

ableness of alternative hypotheses. If an accepted evolutionary

hypothesis is not supported by the model, the alternatives are:

1) The model does not adequately simulate the system; 2) Geologic

time factors are affecting the results; 3) The original data

was incorrectly collected or interpreted; or 4) The evolutionary

hypothesis should be reevaluated.



PREVIOUS STUDIES

The fossil record has contributed little to our under-
standing of basic evolutionary mechanisms(Raup, 1971). It does,
however, provide the only source for documentation of large-
scale organic evolution. Retrieval of information from the
fossil record requires accurate taxonomic studies, transforming
the raw data to a form which is useable in quantitative studies
of diversitf, and in analysis of evolution and extinction rates.
Simulation of evolutionary patterns by computer provides an
alternative approach to the direct analysis of empirical data
from the fossil record.

Computer models can be used to simulate evolutionary
mechanisms at the genotypic level or to investigate the operation
of large-scale evolutionary processes. Fraser(1959) developed
a model simulating the variability in a polygenic system in
which the phenotype was controlled by several genes and different
assortments of genes produced similar phenotypes. A situation
then occurs where genetic variability is high, but phenotypic
variability is low. Fraser concluded that selection could
favor low phenotypic variability without modification of genetic
variability. Another early study by Crosby(1963) involved genetic
anomalies in the primrose population in England. Differences

in the movement of pollinating insects in the area, influenced



by the spatial distribution of insect habitats, were thought

to produce differences in interbreeding. By making assumptions
about the behavior of pollinating insects, a simulation model
was developed which produced genetic distributions very similar
to those identified in the wild primrose population.

A comprehensive evolutionary model was developed by
Papentin(1973). His main goal was to identify the specific
model which would produce maximum rates of adaptation. A system
containing three arrays was considered: genotype, phenotype,
and environment; and four operators: selection, mutation,
recombination, and alteration. Evolutionary processes were
represented by actions of the operators on the arrays. Population
fitness increased with the number of generations, and evolutionary
rates increased with variance of fitness and selection pressure.
Rates of evolution increased with the number of genotypes con-
sidered, but decreased with the number of loci. Free recombi-
nation was shown to be optimal, and for a given system, there
was an optimal mutation rate. Epistatic gene effects tended
to decrease evolutionary rates. Maximum rates of adaptation
were obtained by large, haploid sexual populations under strong
selection pressure, and exhibiting a low degree of epistatic
gene interactions. Papentin concluded that the exact design
of an evolutionary model must be a function of the type of
problem under investigation, and the level of generality must

also be chosen to fit the specific problem.



Raup and Gould(1974) and Raup, et. al.(1973) used com-
puter models to investigate aspects of macroevolutionary processes.
Their major concern has been with the causes of morphological
order in evolutionary trees. They point out that much evolutionary
interpretation has been based on an assumption of directional
causes in macroevolution, a direct outgrowth of the observation
of "order" in the fossil record. Using random decisions to
determine whether a lineage undergoes diversification, extinction,
or is allowed to persist unchanged, their simulation studies have
shown that directional selection forces may not be required to
produce morphologic trends, character correlations, convergence,
and related changes. Totally stochastic systems were shown to
replicate many of the evolutionary patterns observed in the
fossil record.

Other quantitative studies have addressed the question
of rates of extinction and speciation. Using publications such
as The Fossil Record(1969) and the Treatise on Invertebrate
Paleontology, Van Valen(1973) compiled life tables (taxonomic
durations) for 25,000 taxa and indicated that his data support
a constant extinction rate within a given subgroup of a
homogeneous higher taxon. He pointed out in a reply to criticism
by Hallam(1976) that he did not argue that extinction probability
was independent of age, but that the mean probability of ex-
tinction was constant over a long period of time. Van Valen

offered a possible explanation for constancy of extinction
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rates in which he suggested that a successful adaptation by

one species has a net negative effect on all other species, and
causes the overall species environment to deteriorate at a
stochastically constant rate. If the positive and negative effects
are on the average, equal, then the average intensity of selection
and rate of adaptive evolution would be constant through time.
Both Sepkoski(1975) and Raup(1975) investigated aspects of this
model via simulation studies. Sepkoski concluded that less than
25% of the survivorship curves presented by Van Valen support

the conclusion of constant extinction rates. Raup questioned

the survivorship analysis techniques, and proposed methodological
changes and statistical tests for linearity. Some deviation

from linearity, according to Raup, may be due to monographic
effects (i.e. artifacts of the literature) related to the

taxonomy of supraspecific taxa.

The Fraser model (1959) was an attempt to deal with
selection at the phenotype level which does not necessarily
produce modifications in the genotype. Papentin(1973) modeled
genetic changes during adaptation and investigated factors
controlling rates of adaptation. The Raup-Gould model (1974)
operated at the morphological level, generating phylogenetic
trees that were then compared to evolutionary trees for a
variety of organisms, derived from the fossil record. The
model developed for this study simulates the basic components

of evolution: reproduction, natural selection, extinction,
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and speciation. Patterns of diversification are displayed by
generating cladograms for simulation data. Data is also ex-
tracted in the form of taxonomic durations and plotted as
taxonomic survivorship curves. Characteristic survivorship
trends are identified and related to specific boundary conditions.
By analogy, similar factors affecting survivorship of fossil

and living taxa can be recognized. This model is specifically
designed to identify trends which could be produced by directed
(non-random) aspects of evolutionary processes. These directed
causes, together with the non-directed(random) processes isolated
by Raup and Gould, should provide a more complete understanding

of macro-evolutionary processes and products.



DEVELOPMENT OF THE EVOLUTIONARY MODEL

General Description of the Model

Darwinian evolution is a process which acts at the
phenotypic level(Lewontin, 1974) and is capable of producing
changes in the phenotype distribution of a population. The
change in phenotype is not directly related to genotype change.
Because of dominance effects, recombination, extranuclear
inheritance, pleiotropy, and canalization, modification at the
genotype level may be out-of-phase with phenotype change in
response to selection. For investigation of patterns of
diversification and morphologic change during macroevolution,
the genetic system should be modeled at a level of complexity
analogous to the information content of the fossil record.
Simpson's work on evolutionary patterns(1953) is based on the
assumption that large-scale phenotypic change observed in the
fossil record is a true reflection of evolutionary change.

This assumption is reasonable, based on the quality of
resolution of the fossil record.

Choice of an approach for modeling evolutionary processes
was based on several considerations. According to Crosby(1973),
there are two methods for modeling genetic systems: 1) algebraic-
utilizing mathematical techniques from population genetics;

and 2) creation of model organisms- inducing them to behave

12
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in a way analogous to the behavior of real organisms. Arrays
of these organisms represent the model population. The second
alternative was chosen for this study because the complexity
of theoretical genetics would be difficult to reduce to the
level of generality appropriate for this study.

The simulation developed for this study is based on a
simple Darwinian-Mendelian evolutionary model. The initial
species population is generated and placed in three-dimensional
fitness space. Each species occupies a fixed volume of fitness
space, and coordinates of species positions can be specified.

A position of maximum adaptive fitness is also specified. The
Euclidean distance from a species to this maximum fitness
position is used to determine the fitness of a species during
a given generation, and ultimately to establish its survival
potential as it competes for resources with other species.
This general model of resource competition resembles the Red
Queen Hypothesis, proposed by Van Valen(1971; 1973). He
visualized species occupying an adaptive landscape in resource
space. Total resources are fixed, and a depression in the
landscape in one location necessitates a compensatory increase
in elevation in another area. This suggests that a successful
adaptive response by one species produces a net negative effect
on all other species. Species occupying the landscape attempt
to maximize their share of the resources, and the fitness of

a species is proportional to the amount of resources it
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controls. This resource control is the feature which is
optimized by natural selection, according to the basic Red
Queen Hypothesis.

Resource space-fitness space in the model is not a
static feature but undergoes change each generation, not in
total quantity of resources but in distribution of resources.
Change in resource distribution was used to represent
environmental variability, which causes the relative fitness
of species to change. This dynamic feature of the resource
space was designed to allow either minor or major shifts, so
that concomitant effects on species populations can be
monitored. A species which continues to successfully control
its resources gains individuals; 1likewise, a species which
loses control of resources decreases in total number of
individuals. If the loss of fitness (resources) is severe
enough, the species becomes extinct as the total number of
individuals falls to zero.

The total number of species occupying resource space
varies about an equilibrium value, determined within the
simulation. The application of biological-ecological
equilibrium models in paleontology is part of the nomothetic
trend, lauded by Raup et. al.(1973). This strategy allows the
complexity of events in the real world to be adequately
simulated by models using relatively few generating factors,

according to Raup et. al. The probability of speciation during
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a given generation is determined by the overall density of
species in fitness space, and the internal variability of the
individual species. Mayr(1963) suggested that speciation
occurs when internal genetic variability becomes available
to a species at a time of increasing (or umexploited) resources.
Several mechanisms for releasing this variability are proposed,
but for purposes of this model, the species with high genetic
variability in a generation where resources are available
has the highest probability of speciation. When a new species
is formed, it is given a fixed quantity of resources (a number
of individuals + a position in fitness space), and then must
compete to maintain or gain more resources during the ensuing
generations.

Each species undergoes reproduction once per generation.
New individuals are produced from the parent population by
randomly choosing two parents and combining their characteristics
into one offspring individual. This part of the model is designed
so that four times as many offspring are produced as survive
under conditions of average species fitness. This allows
selection to reduce the population size each generation,
based on the relative fitness of all species and the survival
value for individuals within the species. Offspring replace
the parents in the population, a method which accelerates the
generation-to-generation change in the simulated population.

This general reproduction model is similar to one suggested
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by Fraser and Burnell(1970). It produces a change in the character
and number of individuals in a species based on its competitive
success in the previous generation. The total number of
individuals in resource space is governed by an equilibrium
value which controls the survival value of the fittest species.
This survival value fluctuates so that it reaches a maximm
when the total population size is increasing, and a minimm
when the population size is decreasing.

A highly generalized flow chart for the computer model
is shown in Figure 1, and a more detailed flow chart is
included as Appendix A. The remainder of this section discusses
each component of the simulation in detail, developing the

conceptual and mathematical framework for the computer model.
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Input: Dimensions and characteristics of

fitness space and species populations;
selection intensity; variability in
distribution of resources

¥

Locate species in fitness space
K|

Reproduction: parents replaced

NO

by offspring
i

Change distribution of resources in
fitness space

|

Establish survival value of
species positions

1 YES
Test for extinction +-| Store ages of

extinct taxa

NO

Test for speciation

NO

YES

Locate new species

|

T-Generations completed

Figure 1.

YES

Cumulation of durations
for simulated taxa

3

Output cumulative frequencies
of durations for extinct and
extant taxa

General organization of simulation model.
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Components of the Model

Establishing Species Centers

The original species are placed in a three-dimensional
fitness space. Coordinates defining the species centers are
determined by the use of random numbers, generated by an internal
library function. These numbers are then adjusted so they fall
between zero and the dimensions of the fitness space into which
the species are placed. This adjustment does not destroy the
randomness of initial species position because it is accomplished
by making the same modification in all location coordinates.
The procedure is as follows:

R1 = RANF(-1)

IRl = R1 * (DSPACE - 3) + 2

X(I) = IR1 * XUNIT ...........Y(I) & Z(I)
where RANF is an internal library function
which generates a random number

falling between O and 1

DSPACE is the dimension(X, Y, and Z directions)
of fitness space

XUNIT is the unit of distance in the
X direction (equal to YUNIT § ZUNIT)

A three-dimensional coordinate space was used to represent
resource-fitness space, mainly for ease of data treatment and
visualization. After the second species center is located, the
Euclidean distance between each species pair is calculated and

compared to a minimum distance. This comparison is necessary
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to solve computational problems occurring if species centers
fall too close to each other. If the centers are too close, the
program returns and randomly chooses new X, Y, and Z coordinates
for the species center.

Rather than locate all individuals constituting a species
population in the same position in fitness space, each species
center is surrounded by 26 genotype-phenotype locations which
are termed classes. After the coordinates of a species center
are calculated, the coordinates of the class positions are fixed
as shown in Figure 2. Each class has a X-Y-Z coordinate as well
as a ''genotype' which specifies the position of the class relative
to the species center and to the other classes. Table 1 displays
the class numbering scheme with the class designations expressed
in 3 x 3 x 3 coordinate space and the corresponding binary
(diploid) genotype for the position of the class relative to
an arbitrarily defined origin (Class 1 = 00 00 00). Each
species can be considered a cluster of individuals in fixed
positions relative to the species center, and occupying a region
of fitness space.

Of the 27 class positions, seven are assigned individuals
for the first iteration of the model. The seven classes initially
occupied were chosen for reasons explained later in the paper.
Eight additional classes are ''open' and can be assigned offspring
during reproduction. The remaining twelve classes are ''closed"

classes, simulating the ''closed genetic system' as visualized
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Figure 2. Class positions relative to species center
(Class 14).
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Table 1. Class numbering scheme and corresponding binary designations

CLASS X-Y-Z BINARY WORD
COORDINATES (GENOTYPE)
1 111 00 00 00
2 112 00 00 10
3 113 00 00 11
4 121 00 10 00
S 122 00 10 10
6 133 00 10 11
7 131 00 11 00
8 132 00 11 10
9 133 00 11 11
10 211 10 00 00
11 212 10 00 10
12 213 10 00 11
13 221 10 10 00
14 222 10 10 10
15 223 10 10 11
16 231 10 11 00
17 232 10 11 10
18 233 10 11 11
19 311 11 00 00
20 312 11 00 10
21 313 11 00 11
22 321 11 10 00
23 322 11 10 10
24 323 11 10 11
25 331 11 11 00
26 332 11 11 10
27 333 11 11 11
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by Carson(1975). These classes may become viable following major
reorganization of the internal species makeup(Carson's flush-
crash cycle), or when there are major changes in the environment.
After species and class coordinates are calculated and stored,
the original species population enters the main program and

proceeds through the first reproductive generation.

Reproduction

This section is designed to simulate a form of sexual
reproduction where the offspring replace the parents in the
population. This could be considered sampling without replace-
ment, because classes of the species available for reproduction
in the following generation do not include the parents from
the previous generation. The potential parent classes for the
first generation are those initially assigned individuals.

After one generation, additional parent classes become available
whenever the offspring fall into the "open' classes.

Two parents are chosen at random from the occupied
classes. Each class (1 - 27) has a genotype designation (Table 1).
Genotypes of the parents are used to assign the offspring to
one of the 27 classes as shown in the following example:

Parent 1 is randomly selected and belongs to class

7. The binary designation for class 7 is 00 11 00.

By analogy with simple Mendelian genetics, this

parent can be considered a triple homozygote with

each pair of digits corresponding to a gene locus.

No further analysis is necessary for this parent
because the haploid genotype is fixed; it must
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contain one allele from each loci, and therefore
will have a designation of 0 1 0.

Parent 2 is randomly selected and belongs to class
14. This is the completely heterozygous class
with genotype 10 10 10. In this case, the allele
provided by each locus is not fixed, but can be
either 1 or 0. The resulting haploid genotype can
be any one of the following combinations.

| )=
e L
|olo|=
I=|=jo
|olojo
|ol=jo
Iojo
|ofr
L Lo

Random numbers are again utilized for purposes of
selecting the haploid genotype to be contributed by
parent 2. For each of the allelic pairs, one of the
two positions is chosen at random, and the three
positions chosen are the genotype for the '‘gamete"
provided by parent 2. If, for example, 1 0 0 were
the genotype produced by parent 2, combination with
the 0 1 0 genotype of parent 1 produces an off-
spring with genotype

10 10 00

Referring to Table 1, this offspring can be assigned

to class 13, which has an internal position of 2 2 1

in the species array (also refer to Figure 2).

The order of the alleles at each of the three positions
in the genotype is not considered. Because of this factor,
the probabilities of offspring falling into classes are umequal.
As mentioned in the first section, not all classes are viable at
any one time, nor are the viable classes necessarily occupied.
The choice of viable and nonviable classes was based on the
unequal probabilities. Table 2 demonstrates the reason for
the higher probability of the "occupied'" and 'open' classes.
As shown by Figure 2 and Table 2, the classes which were initially

assigned individuals are the classes allowing the greatest



24

Table 2, Allele permutations for classes 1 - 27

CLASS BINARY PERMUTATIONS CLASS BINARY PERMUTATIONS
1 00 00 00 14 01 10 01
01 01 10
2 00 00 01 10 01 01
00 00 10 01 01 01
3 00 00 11 15 10 10 11
10 01 11
4 00 10 00 01 10 11
00 01 00 01 01 11
5 00 10 10 16 10 11 00
00 01 01 01 11 00
00 01 10
00 10 01 17 10 11 10
01 11 10
6 00 10 11 01 11 01
00 01 11 10 11 01
7 00 11 00 18 10 11 11
- 01 11 11
8 00 11 10
00 11 01 19 11 00 00
9 00 11 11 20 11 00 10
11 00 01
10 10 00 00
01 00 00 21 11 00 11
11 10 00 10 22 11 10 11
01 00 01 11 01 00
01 00 10
10 00 01 23 11 10 10
11 01 10
12 10 00 11 11 01 01
01 00 11 11 10 01
13 10 10 00 24 11 10 11
01 10 00 11 01 11
10 01 00 -
01 01 00 25 11 11 00
14 10 10 10 26 11 11 10
01 10 10 11 11 01
10 01 10

10 10 01 27 11 11 11
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number of permutations in the alleles (5, 11, 13, 14, 15, 17,

23). They are also the classes in the center of each face of

the three-dimensional cube, and class 14, the body-centered
position. The open classes represent the next level of permutation
(4, 6, 7, 10, 12, 16, 18, 22, 24), each having two allelic arrange-
ments for a specific position. The closed classes are the re-
maining classes (1, 2, 3, 7, 8, 9, 20, 21, 25, 26, 27), and

are located on the edges of the species block. Eight of these
classes can be obtained by only one allelic combination, and

thus are very low probability occurrences. Since order of the
alleles within each pair is not considered, the number of
different ways a genotype can be produced determines the prob-

ability of occurence of that offspring during reproduction.

Genetic Variability of Species

Several aspects of genetic variability and its origin
were considered when this section of the model was designed.
Three distinct problems were addressed: 1) What is the relation-
ship between phenotype and genotype? 2) How does the 'closed"
system of genetic variability(Carson, 1968; Mayr, 1963) partic-
ipate in evolutionary change? and 3) How does environmental
stability affect genetic variability(Ayala, et. al, 1975;
Bretsky and Lorenz, 1969; Schopf, 1976)?

In the present mode of operation of the model, the

phenotype and genotype were assumed to be directly related.
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Modification in the genotype (except for order of alleles-

i.e.- 10 and 0 1 are the same genotype) produces a corre-
sponding change in phenotype. This is not unreasonable be-
cause many authors (Anstey and Pachut, in press; Hawkins, 1964;
and Raup and Michelson, 1965) have shown that large-scale mor-
phological characters may be under the control of simple genetic
systems. In addition, as suggested earlier in this section,

the clarity of genetic data preserved in the fossil record
limits the degree of complexity which a simulation model should
contain.

Without the assumption of a direct link between genotype
and phenotype, simulation models become more complex and the
results are therefore, more difficult to interpret. Two distinct
components must be added to a model for simulation of the more
complex system: 1) a method for more than one genotype to
produce the same phenotype; and 2) a method allowing one genotype
to produce more than one phenotype. These specific components
are not included in the present model. They can be incorporated
for a second phase of operation which requires the foundation

established by the basic model.

Movement of Fitness Optimum
The fitness optimum is a position in X-Y-Z coordinate
space which can be moved relative to the species locations.

This section of the program was written to accomodate either
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random or directional movement of the fitness optimum position.
If movement is random, changes in the coordinates of the optimum
position are determined by selection of new values from a Gaussian
distribution (refer to Subroutine NORMAL in Appendix B). The
old fitness optimum coordinates are used as means of the Gaussian
distributions of possible values, assuring the most probable
change in position is a small one. Larger coordinate changes

are possible but have lower statistical probabilities. The
standard deviation of the distribution is set independently for
each coordinate direction and can be varied through time. Move-
ment of the optimum fitness position is analogous to environ-
mental instability, because each species becomes either more

or less suited at his given location as a result of the change

in position of optimum fitness. New distances are calculated
each generation after the optimum has shifted, and relative
survival rates are calculated. The following Fortran statement
calculates the distance from the Ith species to the fitness

optimum - (ENVX, ENVY, ENVZ):

DIST(I) = SQRT((X(I) - ENVX)**2 + (Y(I) - ENVY)**2 +
(Z(I) - ENVZ**2))/DVAR

Distances were standardized by dividing the true Euclidean distance
by DVAR, a number reflecting the internal species variability.
This modification is based on the assumption that species with

higher genetic variability should be given an advantage in their
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struggle for control of fitness space(Mayr, 1963). This pro-
cedure was designed so that units used to measure distances in
fitness space are not constant, but depend upon the species
internal genetic makeup.

Directed movement of the fitness optimum can also be
simulated. Coordinates of the fitness optimum position can be
incremented by a chosen distanc? in fitness space. Following

are the statements designed for this purpose:

ENVX = ENVX + XSEL
ENVY = ENVY + YSEL
ENVZ = ENVZ + ZSEL
Where ENVX, ENVY, ENVZ are the X-Y-Z
coordinates of the fitness optimum position
XSEL, YSEL, ZSEL are the directed changes
for the X-Y-Z, coordinate directions
By including options such as the one discussed above, the
simulation model is made more general, and can be run with a

greater variety of boundary conditionms.

Selection

Selection is the primary cause of changes in gene fre-
quencies (Mayr, 1963) and presumably one of the major factors
in macroevolution. This section of the program was designed
to accomodate either random or directed selection. The nature

of the selection process is a function of the movement of the
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optimum fitness position. The movement is not necessarily equal
in all three coordinate directions under deterministic change,
and movement direction and magnitude are totally stochastic

in the random movement option, as discussed above.

Coordinates of the species centers are ordered by a sub-
routine called SORT, which places them in a decreasing sequential
list. This list, containing the species centers in order of
increasing distance from the fitness optimum, is used to establish
a fitness value for each species position. This is accomplished
by assigning a maximum value to the species located nearest the
fitness optimum position. The fitness space can be envisioned
as a three-dimensional adaptive landscape in resource space.

The species fitness is directly proportional to the amount of
resource space it controls, and resource space is an adaptive
factor which is a function of distance from the fitness optimum.
The assumption is made that as a species becomes better adapted
(occupies a position closer to the fitness optimum), it is able
to control a greater amount of resource space.

Fitness of the species nearest the position of the optimum
is arbitrarily set at the maximum allowable value. Each species
position is then given a fitness determined by its distance
relative to the position of the fittest species. Although
Euclidean distances are calculated, the internal variability
of the species is considered in the calculation so that a species

with higher variability is given a competitive advantage in
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terms of survival and reproduction in the next generation. The
following set of statements demonstrate the procedure for deter-

mining the relative survival value of a species position:
FITSP = AVSUR + (CSPEC - 1)*DSURV
where FITSP is survival value of species located

nearest the fitness optimum

AVSUR is survival value for the mean
species position

CSPEC is *(NSPEC) where NSPEC = #
species present

DSURV is the survival increment; this #
controls intensity of species competition
Determination of AVSUR

AVSRR is used to maintain an equilibrium
# of individuals

NHIGH = 1.25*NTOTAL
NLOW = ,75*NTOTAL
SUMN = SUMN + NIND(I)
IF(SUMN.LT.NLOW)GO TO 1 IF (SUMN.GT.NHIGH)GO TO 2
1 AVSUR = AVSIR + ,01 2 AVSUIR = AVSIR - .01
where NHIGH and NLOW represent the upper and lower
limits on # individuals
SUMN is the number of individuals
AVSUR is the survival value for the average

species; it is used to determine the
relative survival of all other species
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NTOTAL is the total number of individuals
allowed; it is dependent on AREA, a variable
reflecting fitness space available and
species density

The survival value for each species position relative

to FITSP is determined as follows:
SURV(I) = FITSP - (K*DSURV)
where K is the position of a particular species

relative to FITSP

DSURV is the survival increment

The number of individuals in a species is determined from the
survival value. These individuals are not randomly distributed
across the classes but are allocated according to the survival
value of each class, determined in a way analogous to the pro-
cedure described above. Distances from each class within a
species to the fitness optimum position are calculated. The
classes are then placed in order of increasing distance by sub-
routine SORT. After selection has acted, the total number of
individuals belonging in a species is known, but their class
distribution must be calculated. The following procedure was

used to determine the number in each class after selection:

X*a+ (X-.01)b + (X-.02)c .....= NIND(I)

NIND(I) is known after selection and represents
the number of individuals in the species
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Solving the above equation for X gives

NIND(I) + (.01b + .02c + .03d . . .)

(@a+be+c+d+ .. .)

The value of X can be used to determine the number in
each class of species I. The .01 value is the class survival
increment, analogous to DSURV at the species level. The number
of individuals in the Jth class of species I is determined as

follows:
SPECIES(I,J) = 4*OCCUP(J)*(X-POSIT(J)-1)*.01)
where SPECIES(I,J) refers to the Jth class of the
Ith species
4*0CCUP (J) refers to an assumption that four
times as many individuals are produced as
survive, giving the average species a .25
survival rate
POSIT is the position of the Jth class in
the ordered sequence containing all
occupied classes of species I
.01 is the increment used to determine class
position
The selection section is designed so that survival values
of individual species are dependent upon position relative to
other species, and not absolute distance from the fitness optimum.
This is based on the assumption that relative fitness and com-

petition, rather than absolute fitness controls the probability

of survival of a species. Within a species, classes in positions



33

closest to the fitness optimum gain individuals at the expense

of classes located further away.

Extinction

Foin et. al.(1975) established three distinct evolutionary
problems related to extinction: 1) How does the probability of
extinction vary through time? 2) How does the probability of
extinction change with taxonomic age? 3) How does the probability
of extinction vary within one taxonomic group? In this study,
the number of individuals in a species varies through time as
the fitness of the species changes due to movement of the optimum
fitness position. There is no specific set of operations for
simulation of extinction. As an alternative to modeling ex-
tinction as a probabilistic event, the model was designed so
that extinction occurs when the number of individuals in a
species falls below a critical number. The total number of
species present is then reduced, and the species density
correspondingly decreases. Because this increases the probabil-
ity of speciation, a balance exists between speciation and
extinction. A very low probability event could move the fitness
optimum a considerable distance, causing species located near
the old position to lose many individuals in the ensuing gener-
ations. This might appear as a '"mass extinction'" in the output.
The probability distributions for all three types of extinction

can be calculated for the species in the simulation. Type (2)
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is the extinction probability which Van Valen(1973) has dealt with.
The statements controlling extinction are as follow:

IF (NIND(I) .LE.MINNO)GO TO 100
100 NIND(I) = 0

where NIND is the variable containing the number
of individuals in species I

MINNO sets the minimum # of individuals
necessary for species persistence

statement 100 assigns "0" individuals
to species I
Speciation
Populations are given the opportunity to speciate during
each generation. Speciation probability is a function of species
density in fitness space and the internal variability of the
species, arranged in a two-step hierarchial probabilistic sequence.
The following set of statements summarize the speciation procedure:
NICSAT = NSPECP/AREA

R3 = RANF(-1)
IF(NICSAT - R3)

[EE] 0 or tf

NO SPECIATION

Iy
PISOL = AVEVAR(I) MAXVAR

R4 + RANF(-1)
IF(R4 - PISOL)

- 1
- or +

NO SPECIATION

SPECIATION
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NICSAT is a variable which changes as extinction removes
species and speciation adds species. It represents a density
function which depends on an operator selected value for AREA,
the variable specifying the saturation number of species, and
the value of NSPECP, the number of species currently inhabiting
fitness space. R3 and R4 are random numbers, generated by the
internal library function RANF. R3 is compared to NICSAT, and
as shown in the statements above, a negative value for this
comparison signifies the first step in speciation has been com-
pleted. This step can be considered analgous to the opening
of an ecological niche through extinction, migration, or environ-
mental change. Calculation of the PISOL(probability of isolation)
value is analogous to asking the question whether the genetic
variability necessar& for reproductive isolation to develop is
available. Mayr(1963) suggested that most of the divergence
necessary for reproductive isolation occurs as the result of
the utilization of genetic variants already present as polymorphs
in the population. Speciation is not dependent upon the appearance
of novel new mutations, but rather on exposure of inherent genetic
variability, according to Mayr's thesis. For this reason, the
PISOL value was determined by taking the ratio of internal
variability of Species I (AVEVAR) to the maximum genetic varia-
bility found in any species in the population (MAXVAR). Then
the PISOL value is compared to a second random number (R4), and

a negative result in this probabilistic event produces successful
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isolation. These two events, occurring in concert are sufficient
to produce speciation. The new species center is assigned co-
ordinates in fitness space within a fixed distance of the parent
species. New species are given a number of individuals equal

to 40% of the number in the parent species. Class coordinates
are assigned and the species is available to undergo reproduction

and selection in the next iteration of the model.



APPLICATION AND DISCUSSION

When simulation models are developed, certain aspects
of the system under investigation must be deemphasized while
other aspects are considered. Loss of information in this manner
is a '"cost" of model building(Levins, 1966). Levins suggests
there are three general types of costs: 1) degree of ggnerality;
2) degree of realism; and 3) degree of precision. These factors
should be considered in the model design, with acceptable operating
levels chosen for the specific problem.

The general procedure followed when using a simulation
model is to run the computer program with a range of known values
or known distributions for the parameters under operator control.
Boundary conditions can then be established for which the model
produces results not unlike the real world. After these boundary
conditions are identified, analogous factors responsible for
natural variation can be extracted and analyzed. Because many
systems do not permit experimental analysis for reasons of slow
rates of change, system complexity, or unknown boundary conditions,
the simulation approach may be the only procedure for obtaining
information on the nature of the system.

The "costs'" of model building should be explicitly defined

during development of the model. The following discussion
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analyzes some of the costs required for construction of the

model used in this study.

I. Degree of Generality:

It is particularly important to choose the appropriate
level of generality ihen designing a model. This requires care-
ful analysis of the purpose of the model, prior to model develop-
ment. A primary concern must be that the system is not mis-
represented due to loss of information. At the same time, if
the design is too complex, the advantages of simulation are
lost because the model will be as difficult to understand as
the natural system.

The complexity of a model of evolutionary processes can
vary from duplication of molecular evolution at the chromosome
level (Papentin, 1973) to studies of evolution;ry patterns in
the fossil record(Raup et. al., 1973). The level of generality
of the model does not determine its validity or accuracy. The
validity is directly related to the validity of the underlying
assumptions. The accuracy is a measure of the model's ability
to replicate the ''real world" at the chosen level of generality.

This model was designed to monitor evolution at the
population level. Although the model could be used for asexually
reproducing organisms, the current mode of operation is based
on sexual reproduction. The reproduction section describes the

nature of this part of the model. The offspring genotypes are
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a function of the parent genotypes, chosen randomly from occupied
genotype classes, and a second random decision when alleles are
chosen from heterozygous loci. This is a reasonable model for
sexual reproduction, but does not incorporate chromosomal muta-
tions, nor spontaneous allelic mutations. Since the purpose of
the model was not specifically aimed at monitoring change in
genetic composition at the chromosome level, these omissions are
considered acceptable ''costs' of the modeling process. An un-
known '"'cost' must also be included: the validity of the under-
lying Darwinian Evolutionary process.

As previously outlined, the conceptual model for selection
involves species competition for control of resources. The
species are located in a three-dimensional space which also
contains a position, specified as the fitness optimum. Species
located nearest the optimum position are given a reproductive
advantage, relative to more distant species. This reproductive
advantage is realized in the total number of offspring produced,
and in the specific classes occupied by those offspring. Within
each species, the individual classes vary in fitness, and selec-
tion assures the classes in the best fitness position are favored
during reproduction.

When an offspring falls into a class which is nonviable,
it is rejected and new parents are chosen. In a natural system,
selection is generally not this harsh, except in the case of

lethal variants. The analogy between control of resource space
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and position of the species relative to the fitness optimum
position reflects a model design which, although generalized,
includes the principal components of Darwinian natural selection.

Speciation and extinction are two other components of the
model which require attention. Speciation may occur in response
to several different conditions in the natural system. Allopatric
speciation is thought to occur when peripheral populations are
geographically isolated and undergo adaptive change in an environ-
ment different from the parent species(Eldredge and Gould, 1972).
With phyletic speciation, the population undergoes a change in
gene frequencies due to unidirectional change in the environment.
A third type of speciation may occur when a population passes
through severe changes in size due to varying selection inten-
sities. According to Carson(1975), this speciation mode explains
the formation of new species which are not adaptively different
from the parent species.

It is probable that all three models describe a speciation
mode that occurs in nature, either independently or in combination
with the others. In this model, the probability of speciation
for a species is determined at the end of each generation. This
probability takes into account the number of extinctions occurring
(an index of resource availability), a probabilistic isolation
event based on a random decision, and the inherent genetic
variability. A species with high genetic variability in a

generation (iteration) where unutilized or unexploited resources
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are available has the highest probability of undergoing speciation.
Because the ''geographic' position of the species determines both
its variability (developed over a number of generations), and the
portion of fitness space controlled by the species (resources),
this corresponds most closely to the allopatric speciation model.
However, it could be argued that at this level of generality,
phyletic speciation is also a reasonable model.

No special consideration was given to changes in genetic
variability during the speciation event. If Mayr(1963) is correct
in believing that major genetic reorganization occurs during
speciation, this model does not correctly simulate the speciation
event.

Extinction takes place when the number of individuals in
a species falls below a preset minimum number. This occurs when
a species loses control of its resources by remaining in an un-
favored position in fitness space for a number of generations.
Extinction is modeled as another part of the evolutionary process
of a species population, rather than an event requiring exotic

explanations and mechanisms.

II. Degree of Realism

It is difficult to evaluate this model on a scale of
absolute realism because the natural processes simulated by
the various sections are complex and in some cases, not well

understood. The simulation was designed to consider conflicting
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models or interpretations where possible. The '"degree of realism"
is a measure of how well the model utilizes the current under-
standing of natural evolutionary processes, because only if the
model produces results, comparable to the ''real world" can its
value be determined. Although the degree of realism of a model

is not directly related to the level of generality, it often
becomes more difficult to be realistic in all aspects as the

model is made more general.

The reproduction section is the most realistic for its
level of generality. It effectively produces a population of
offspring, genetically distinct from the parent population.
However, because it relies totally on recombination for inducing
genetic change in the population, it is unrealistic in its
omission of spontaneous gene mutations as the ultimate source
of new genetic material.

The allopatric model of speciation was followed because
it is the most widely accepted in the literature. Allopatric
speciation, according to Eldridge and Gould(1972), occurs in
isolated peripheral populations where selection pressures are
more intense or different from those pressures acting on the
main body of the species. In these "fringe'" conditions, pheno-
types which are less successful in the central range of the
species may thrive and become highly successful. Eventually
they may become competitively equal or better fit than the parent

population and replace them. This type of speciation does not
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require the occurrence of a new and favorable mutant at a time
when selection allows the new gene to become established in the
population. Rather, as suggested by Mayr(1963), it relies on
the genetic variability inherent in the population, and perhaps
brought to expression by differences in the regulatory processes

that control morphogenesis.

ITII. Degree of Precision

A simulation model can be designed to operate with high
precision but precision does not imply accuracy. Accuracy can
only be evaluated by determining the reasonableness of predic-
tions based on the model, or by comparison of data generated
by the model to similar results produced by natural systems.
If the simulation does not produce reasonable results, several
explanations are possible: 1) the system was incorrectly modeled;
2) boundary conditions were inaccurate; 3) original information

was incorrect.



OPERATION OF THE MODEL

In the evolutionary model designed for this study, certain
parameters are assigned values at the beginning of the program;
some vary about fixed or variable mean values; and others are
assigned values within the body of the program, contingent upon
a specific event or series of events. The following section
discusses the parameters which are directly or indirectly under
operator control, and therefore the parameters which are used
to establish realistic boundary conditions for operation of the

model.

Operator Controlled Parameters
1) Intensity of Species Competition

A parameter called DSURV allows the increment of survival
to be set by the operator. With small survival increments, the
difference in species survival as a function of position is re-
duced. This represents a situation where species competition
for resources is low (abundant resource supply - low population
density) giving all species approximately the same survival
potential.
2) Variability of Fitness Optimum Position

The fitness optimum position can be controlled directly

or indirectly by the operator. Direct control is possible through
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the parameter DIRECT. This parameter can be used to produce
unidirectional change in the coordinates of the fitness position,
simulating long-term changes in environmental conditions or
resource availability.

Indirect control is provided by the NORMAL subroutine,
attached to the main computer program. By choosing to use this
option rather than the DIRECT procedure described above, the fit-
ness position is allowed to vary in a random fashion about the
coordinates of the optimum fitness location in the previous
generation. Different standard deviation values for the Gaussian
distribution can be specified, causing the degree of fluctuation
in the fitness position to vary. Because the actual coordinates
are chosen from the Gaussian distribution about the previous
mean, the most probable change in position of the fitness optimm
is a small one, with large changes occurring less frequently.

3) Area Available for Occupation

The variable, DAREA is used to choose one of three possible
area effects: a) area constant; b) area increasing; and c)
area decreasing. The increment of area increase or decrease can
be specified allowing simulation of loss or influx of resources.
With increasing area, the total space available for occupation
increases. This allows an increase in the equilibrium number
of species by decreasing the DSURV value, the number determining
the intensity of competition. When DSURV decreases, more species

are able to successfully remain above the extinction level,
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bringing about a higher species density and a lower probability
of speciation. When the available area is occupied, the DSURV
value increases. This increases competition between species
and tends to drive more of them to extinction.
4) Number of Generations

The number of iterations is under operator control and

is limited by financial restrictions rather than specific

biological constraints. If the program was not run long enough
for trends or variations about trends to become apparent, the
number of generations could have a strong effect on the results.
Sepkoski (1975) addressed a similar problem with regard to the
information content of the fossil record. He concluded that
systematic biases are produced when stratigraphic resolution is
not good enough to reveal anomalous patterns of taxonomic duration.
Simulation studies suggested that taxonomic durations must be

long relative to the stratigraphic interval used to measure
durations if non-linear survivorship curves are to be recognized.
Similar problems must be considered when computer models are

used to simulate long periods of time. It must be recognized

that exact origin and extinction times are known in the simulation,
whereas for fossil taxa of short duration, loss of information

may produce systematic changes in the observed survivorship.
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Additional Parameters Initially set by Operator

The remainder of the variables to be discussed are less
important in their overall effect on the operation of the model.
For this reason they are presented in list format with a brief
statement. The complete computer listing can be found in Appendix

II.

LIST OF VARIABLES

AVSUR - AVSUR sets the initial mean survival at a specified
number which later varies with the number of species
present.

CLDIST - This is the value used to keep a minimum separation
between species centers.

DSPACE - DSPACE establishes the dimensions of fitness space.

ICLAS(I,J,K) - This subscripted variable identifies the po-
sition of each of the 27 classes in the 3 x 3 matrix
occupied by members of a species.

IRANF - This value defines the starting point for the random
number generator in the random number table.

IX, JX, 1Y, JY, 1Z, JZ - These values contain the genotypes
for each of the 27 classes (either 1 or O in each
position).

MINNO - The value provided for this number sets the minimum
number of individuals allowed for species persistence.

NAREA and DAREA - These variables are used to call for con-
stant or changing AREA, and to establish the increment
of area increase or decrease.

NINDPS - This value sets the number of individuals per species
for the initial reproduction run.

NSPEC - This value sets the initial number of species.
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SPECIE(I,J) - This subscripted variable contains the class
designations for the J classes of species I - con-
sisting of occupied classes, open classes, and lethal
(closed) classes.

VX1 and VX2 - These values are used to vary the effect that
genetic variability has on probability of speciation.

XUNIT, YUNIT, and ZUNIT - The values for these parameters
specify the units in the X, Y, & Z coordinate directions.
For identification of other variables calculated within the

program, refer to the documented program listing in Appendix B.



METHODS OF SURVIVORSHIP

ANALYSIS

A complete picture of the mortality of a population can

be obtained by construction of a life table. Several types of

life tables have been used for a systematic approach to survivor-
ship analysis(Odum, 1971). In general laboratory usage, the
number of individuals surviving at specific time intervals

(day, month, year) are monitored for a generation. A life table
is then prepared consisting of several columns: 1_ - the number

x
of individuals surviving after a specific time interval; d, -

X
the number of individuals dying during successive time intervals;
qy - death or mortality rate during successive intervals; and
e, - the life expectancy at the end of each interval. Curves
plotted from life-table data can be used to determine the
statistical properties of a population.

Survivorship curves have also been applied to the study
of fossil lineages(Van Valen, 1973). When survivorship curves
are used for analysis of taxonomic durations and extinction
rates, stratigraphic ranges constitute the raw data. If the
data is for extinct taxa, the information required is the time
interval between origination and extinction. In living taxa,

the time span between origin of the taxon and the Recent is used.

Time-dependent biases in range data must be considered, as outlined
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by Raup(1975). He also pointed out that systematic changes in
the total number of coexisting taxa lowers the reliability of
the survivorship trends. An equilibrium number of taxa is main-
tained in the model so that only minor random fluctuations occur.
For paleontological data, assuming the world ecosystem has been
saturated since middle Paleozoic(Raup, 1972), this source of
error is not likely to substantially bias the large-scale trends
observed in survivorship for fossil taxa.

To construct a survivorship curve, data from column lx
(number of survivors) is plotted on the vertical coordinate axis
and duration of the taxa is plotted on the horizontal coordinate
axis. The 1, value can be converted to a logarithm as suggested
by Van Valen(1973), so that a straight line on the survivorship
plot indicates a constant extinction rate for the group under
consideration.

Three general types of survivorship curves are possible
(Figure 3): I. Highly convex - characteristic of a group in
which extinction rate was low until near the end of its
stratigraphic range; II. Highly concave - resulting from a
survival pattern where extinctions were prominent in an early
or immature stage of the group; and III. Intermediate patterms,
representing conditions where age-specific survival is nearly
constant. If age-specific extinction rates are constant through-
out the history of the group, the result will be a straight line

on the semi-logarithmic plot. A stair-step or sigmoidal
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Figure 3. Three general types of survivorship curves:
I. Convex II. Concave III. Linear
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survivorship curve indicates the extinction rate differs at
successive stages in the phylogenetic history of the group.

All of the factors affecting speciation and extinction
combine to produce the phylogeny of a taxonomic group. When
survivorship analysis is applied to fossil populations, the
fossil record must be interpreted as a record of normal mortality
(raw data will be placed in the dy column in the life table),
or a census-type record representing mass mortality of a stable
population (raw data will be placed in 1, columm). The strati-
graphic ranges fbr extinct taxa are d, values, as are the
durations of extinct taxa in this study. To obtain the 1,
values, the d, values must be cumulated as shown in the example
in Table 3.

Figure 4 is the survivorship curve for the data in Table 3.
To calculate the rate of extinction for an approximately linear
curve, the formula for determining the decay constant of an
exponential decay series can be used. It is expressed in sur-

vivorship terms (see Raup, 1975) as follows:
S¢ =Sy e -t

where S_ = the number of survivors at beginning
of time period
S; = number of survivors after t time units

A = rate of extinctions per unit time
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Table 3, Life-table for survivorship data plotted on Figure 4

DURATION dy 1y
1 30 179
2 19 149
3 14 130
4 14 116
5 19 102
6 12 83
7 17 71
8 9 54
9 6 45

10 9 39
11 5 30
12 3 25
13 5 22
14 2 17
15 1 15
16 6 14
19 3 8
20 2 5
21 1 3
23 1 2
32 1 1
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The extinction rate can also be computed from the sur-

vivorship curve as follows:

Na ISy _ InS,

t
or

Na 10808 - 105,

t lo
€0 ®

For the example above, assuming approximate linearity:

A= In179 - 1no = 3
40

Tests for Linearity

Van Valen(1973) did not use statistical procedures to
test the linearity of his survivorship curves. He pointed out
that because of the nature of the data, statistical significance
or non-significance of the curves was not the important factor.
He admitted that real sources of irregularity exist including
sampling errors, but claimed that sample size and magnitude of
the irregularities determined the significance of departures
from linearity. In several examples, departure from linearity
was shown to be the result of insufficient time since origin
of the group.

Raup (1975), while critically reviewing Van Valen's work,
agreed that uncertainties in the data and small sample size

rendered statistical testing of debatable value but also pointed
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out that visual inspection of survivorship curves was not accept-
able when important evolutionary questions were being considered.
Because survivorship curves are cumulative frequency plots,
points determining the nature of the distribution are not in-
dependent of each other. Unless a cumulative curve is highly
concave or convex, it will tend to appear linear, and a statis-
tical test sensitive to subtle departures from linearity would
be very useful.

One of the most effective methods for statistical testing

of exponential curves is the Total Lives Method of Epstein(1960a, b).
This method makes use of the basic properties of Poisson processes,
and was originally designed for use in determining changes in
probability of failure of industrial equipment with age.
If metal fatigue causes increasing probability of failure with
age, a convex survivorship curve results. If fatigue does not
produce an increasing likelihood of failure, the survivorship
curves will appear linear.

The null hypothesis in the Total Lives Test is that the
underlying distribution is exponential with constant mean 1life,.
Too many early failures (extinctions); too few failures in the
early part of the distribution; or a change in failure rate
during the test can be detected. The vocabulary and general
procedure for performing the test is given in Raup(1975) and

can be summarized as follows:
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"total life'" = sum of durations of all taxa in the
group before the taxon under con-
sideration became extinct

Consider 100 taxa - 5 of the taxa lived 20 gener-
ations, and 5 more became extinct after 30 gener-
ations. Total Life calculation at the first
extinction would be -

(100 taxa) x 20 generations = 2000

For the second extinction event -

2000 +(95 taxa x 10 generations) =
2950 ....... etc.

In general: If there are r taxa in all, with
durations d; , dy .....d,, total

lives are calculated by
Tlsrdl

TZ ’dl + (r - l)dz

Tr = d1 + dz L P +d

The sum of the first (r = 1) total lives is normally distributed
if the survivorship is linear(Epstein, 1960 b). The mean of the
normal distribution is given by (r - 1)T, / 2 and standard
deviation by ((r - 1)/ 12)5 x Tp. The test for linearity of
survivorship is performed by comparing the theoretical range
of values in the mean total life acceptable at a chosen level
of significance to the calculated sum of the total lives. If

Z T; falls within the allowable range, the hypothesis of
linear survivorship is accepted. Table 4 shows an example of

this calculation, using the data from the example in the previous
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Table 4. Sample calculation of total lives test

SUM OF
DURATION TOTAL LIVES  TOTAL LIVES
V(Ty - T30) 1 179 + 1(0) 179 30(179)
V(T3o ~Tag) 2 179 + 149(1) 328 19(328)
V(tsp -Te3) 3 328 + 130(1) 458 14 (458)
V(Teq -T77) 4 458 + 116(1) 574 14(574)
V(T8 ~Tgg) 5 774 + 102(1) 676 19(676)
V(Tg7 ~Tiog) 6 676 + 83(1) 759 12(759)
V(T109 ~T125 7 759 + 71(1) 830 17(830)
V(T 06 ~T13s) 8 830 + 54(1) 884 9(884)
V(T2 o3 Y 9 884 + 45(1) 929 6(929)
V(7138 -1%23) 10 929 + 39(1) 968 9(968)
V(Tis0 ~Tsy) 1 968 + 30(1) 998 5(998)
virD, -4 12 998 + 25(1) 1023 3(1023)
verlss _ 57y 13 1023 « 22(1) 1045 5(1045)
vrls® 282y 14 1085« 17(1) 1062 2(1062)
V(x163) 15 1062 + 15(1) 1077 1(1077)
verléS e )y 16 1077 + 14(1) 1091 6(1091)
vcrlgg 171y 19 1091 + 8(3) 1115 3(1115)
v(ril? -Ti7¢) 20 1115 + 5(1) 1120 2(1120)
21 1120 + 3(1) 1123 1(1123)
v(Ti;;) 23 1123 + 2(2) 1127 1(1127)
V(T)79) 32 1127 + 1(9) 1136 1(1136)
Z= 116358

Under assumption of exponentiality, the 178 total lives
VT, i=1, 2 ..... 178 should be uniformly distributed
in (0, V(Tl78).

Theoretical mean for Z. 0 V(r;) = 178/2 (Vr,) = 178/2(1136) =101104
Standard Deviation = 178/2(V11) = 3,85 * 1136 = 4374

The 95% acceptance interval for hypothesis of underlying exponential
distribution is given by:

101104 * 1.96(4374) = 101104 * 8575
Acceptance interval = 92529 to 109679
Observed sum is 116358; This number is outside the acceptance

interval. Therefore, null hypothesis must be rejected at the
.05 o< level.
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section.

Because of the nature of the Total Lives Test, a variety
of curves can fall within the 95% confidence limit. Calculation
of the sum of durations allows a large deviation in one time
unit to be cancelled by a small contribution from another time
frame, so that the sum of total lives is not affected. Epstein
also included tests for determining the type of deviation respon-
sible for a nonlinear result. There is a test for abnormally
early failure; a test for long first failure; a test for mean
life fluctuation; and a test for abnormally long periods with
no failure. These tests will prove useful in analysis of specific
fossil lineages which show systematic deviation from linearity.
Similiarly, taxonomic patterns produced by the simulation model

can effectively be analyzed using these procedures.






ANALYSIS OF SIMULATION RESULTS

The following sections summarize the principal categories
of output produced by the simulation model. A detailed listing
of the computer program is included in Appendix B. Units on
parameters in different runs of the program are arbitrary,
and actual values for the parameters are significant only when
compared to values for other runs. Starting points for the
random number generator were varied in repeated runs under the
same boundary conditions so that effects of this change could
be monitored. For all of the data used to illustrate systematic
results of parameter changes, a minimm of five (5) separate
runs were made to verify the results were repeatable. Precision
remained high in the duplicate runs, except as noted, and no

problems were apparent from this source.

Effect of Competition Intensity

Operator induced changes in intensity of competition
produce systematic changes in the survivorship curves. Three
survivorship curves produced by runs with DSURV equal to .001
for I, .005 for II, and .008 for III are shown in Figure S.
All other parameters were held constant for these runs. DSURV

is the variable which designates the survival value for an

60
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increment of fitness space. When DSURV is set at .001, the
difference in survival potential for two consecutive species
positions is small, compared to a DSURV value of .008. A larger
value for DSURV produces a situation where species position,
relative to the fitness optimm is more important, analogous to
conditions of increased competition. Because position relative

to the fitness optimum ultimately controls the fate of a group,

the DSURV variable is one of the most important parameters in
the program.

Change in the shape of the survivorship curve from convex(I)
to curves II and III, with increased slopes and more nearly
constant age-specific extinction rates results from several
factors. In curve I (DSURV = ,001), intensity of competition
was low and individuals surviving five generations had a high
probability of surviving 20 generations. Extinction and speciation
events were rare, resulting in a relatively stable population.
After a taxon persisted for 25 generations, the extinction rate -
probability of extinction increased rapidly as shown by the very
steep slope for durations of 25 through 40 generations. This
increase in slope occurred because under relatively stable fit-
ness conditions, the total population grew old as a unit. In
this particular case, age and time are almost coincident, and
the age axis can be thought of as a time axis. After approximately
20 generations had passed, competition had finally reduced the

number of individuals in the less favored groups to the
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point where extinctions began to occur. Whenever species density
is reduced by extinction, speciation probability increases.
As new species appeared, some of their locations in fitness
space placed them in more favorable survival positions. This
tended to increase competition and cause the extinction of some
of the longer-lived groups.

The other survivorship curves in Figure S illustrate
conditions of higher extinction rates throughout the entire
run. DSURV values of .005 and .008 produce more intense com-
petition between species, and speciation and extinction are
common events. The tendency toward constant survivorship ob-
served in curves II and III occurs because there is no waiting
period for competition to reduce the number of individuals in
the less favored species to the extinction level. Competition
is high enough to reduce numbers rapidly, and many groups are
near extinction levels after surviving only a few generationms.
As soon as extinction occurs, probability of speciation increases
and a static equilibrium is established. The trend toward in-
creasing concavity with increasing competition suggests that
species with durations greater than some minimum duration (where
the curve becomes sub-parallel to the duration axis) have an
increased probability of avoiding extinction, whereas those with
shorter taxonomic durations have a higher probability of ex-
tinction.

Because studies of taxonomic survivorship remove the
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temporal effects and concentrate on age-related evolutionary
processes, it is important to note that indirectly, temporal
processes still influence survivorship patterns in specific
cases. We would normally look to intrinsic age-related factors
for explanation of survivorship trends, but this additional
source of information must be considered, together with biases
inherent in sampling the fossil record.

If the patterns shown in Figure S have general application
to fossil and living taxa, it is possible that unstable taxonomic
groups undergoing changes in survival potential tend to produce
taxonomic survivorship curves with higher slopes and more nearly
constant mean rates of extinction. Stable groups tend to exhibit
non-linear survivorship curves because new taxa have a higher
probability of successfully claiming their share of the resources.
This is shown by the flat-topped upper portion of the survivor-
ship curve observed under stable conditions. If the time axis
were used instead of duration, the flat portion of the curve
would represent a period of static conditions during which ex-
tinctions were low-frequency events, followed by a time of more
frequent extinctions as competition effects reached levels
necessary to produce dynamic population conditions. It is
apparent that a simple change in one input variable produces
widely different results. Because these changes are reasonable,
an indirect check on the operation of the simulation model is

provided.
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Survivorship curves show changing survivorship with
taxonomic age but do not give a temporal picture, except in the
situation where time and taxonomic age happen to correspond.

To better represent changes through time, Figure 6 is a plot of
the per-cent of total extinctions occurring in eight consecutive
five-generation time periods. The approximate constancy of the
extinction rate through time for the high competition situation
can be contrasted with the extreme variability in the extinction/
time for the low competition boundary conditions. Cladograms

can also be plotted to show the temporal development of taxonomic
groups. Figure 7 is a series of cladograms, with numbers 1 - 5
produced under conditions of low competition(.001), and numbers

6 - 10 produced under high competition(.008). Several general
observations can be made. The low-competition conditions produce
no activity for over half of the run, and then only very con-
servative diversification occurs. In the high-competition
situation, diversification and extinction occured after only

a few generations. Then one very successful group became
dominant for the remainder of the run. The high-competition
conditions allowed one well-positioned group to gain control

of the resources (fitness space) early in the run, and all further

diversification and extinction occured within this monophyletic

group.
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Effect of Resource Instability

Stability of nutrient supplies is an important factor
determining the spatial diversity patterns in modern environ-
ments (Valentine, 1971; Valentine and Moores, 1974). In the
simulation, resource instability was modeled by changing the
degree of variability in the fitness position. Inherent in the

model design were factors which did not allow diversity to re-

spond to conditions of resource stability as predicted by anal-
ysis of natural systems. No systematic results for this series
of runs were obtained. In general, by the time resource in-
stability had reached the point where it should be expected to
produce systematic changes in taxonomic survivorship, well-
adapted taxa had control of resource space and resource instabil-
ity did not disrupt their diversification. This result is con-
sidered to be an artifact of the model design, rather than a
significant result which should be applied to diversity inter-

pretation.

Effects of Changes in Area

The effects of changes in the availability of resources
were discussed in the methods section. The saturation number
of species increases as area increases, simulating an increase
in resources and a concomitant increase in diversity. A direct
analogy could be drawn to opening of previously uncolonized

zones in the natural environment. New resources become available
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and the diversity and abundance of life adjusts to the new
resource situation.

Survivorship curves for conditions of increasing area (I)
and decreasing area (II) are shown in Figure 8. DSURV was set
at .002 in both runs so that competition effects would not over-
ride the effects of systematic changes in area. Curve I shows
a constant age-specific survivorship in a situation where area
is systematically increasing by 1% per generation for 40 gener-
ations. Curve II displays a lower extinction rate for durations
of less than 16 generations. For taxonomic durations of greater
than 16 generations, the extinction rate increased to values
near those of Curve I. The lower slope for durations less than
16 generations is the result of the same general situation
discussed in the competition section. For approximately 16
generations, although area was decreasing by 1% per generation,
speciation and extinction events did not produce much turnover
in the population. After the original group of taxa had survived
16 generations, decreasing area and differential reproduction
rates caused an increase in the rate of extinction. In Curve I,
the higher and relatively constant slope is attributable to the
adjustment of extinction and speciation rates to dynamic con-
ditions of resource increase. The high extinction rate for taxa
of short durations reflects the conditions of rapid turnover.
Because decreasing area is limiting speciation, extinction occurs

only when competition reduces the older well-established species
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to extinction level under Curve II conditions. Temporal extinction
patterns for the two runs are shown in Figure 9. In addition,
representative cladograms from each of the runs are displayed

in Figure 10. The cladograms are very different for the two

sets of boundary conditions: Clades 1 - S show various patterns
of increasing diversity, with clade 1 becoming extinct just before
the end of the run; Clades 6 - 10 for conditions of decreasing
area are not well developed but clade 8 shows an increase in
diversity at the end of the run when all other clades have be-

come extinct.

In the Raup et. al. simulation(1973), restrictions on
clade size and shape limited the potential variety of clades.
The logic used in this model had no such taxonomic constraints
and therefore produced clades different from their model. For
example, the very successful clades (Fig. 7, # 10; Fig. 10, # 3)
could not occur in the stochastic simulation, and the average
clade shape (symmetrical diamond) produced by the stochastic
simulation is not observed in the cladograms produced by the
present model,

An informal test for correspondence between simulation
output and actual diversity data can be made by utilizing the
reptile cladograms, prepared by Raup and Gould(1974). These
cladograms are shown in Figure 11. In an admittedly subjective

fashion, the following observations have been made:
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Cretaceous - Tertiary
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Figure 11. Diversity variation in 17 reptilian clades
(from Raup, et. al. )-

Cotylosauria

Chelonia

latipinnate ichthyosaurs

longipinnate icthyosaurs

Sauropterygia (plesiosaurs)

Placodontia

"primitive" lepidosaurs

Sauria (lizards)

Amphisbaenia (blind snakes)

10. Serpentes (true snakes)

11. Thecodontia

12. Crocodilia

13. Saurischia

14. Ornithischia

15. Pterosauria (flying reptiles)

16. Pelycosauria

17. Therapsida
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Figure 7: 1)
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3)

4)

Figure 10: 1)

2)

3)
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Clades 1 and 3 are not unlike the clado-
gram for latipinnate icthyosaurs.

Clade S5 shows the same general pattern
as the ornithischians.

Clade 8 displays a pattern similar to
the cotylosaurs.

Clade 9 is similar to the cladogram for
pelycosaurs,

Clade 1 is more symmetrical than any of
the reptile cladograms.

Clades 2, 4, and S are similar to the
clades for the Serpentes (true snakes)
or the ornithischians.

Clades 6 - 10 do not diversify to any
extent, except for clade 8 which exhibits
a pattern similar to the cladogram for
Sauria (lizards).

Survivorship Curves for Living and Extinct Taxa

In initial presentations of taxonomic survivorship curves

by Van Valen(1973), living and extinct taxa were plotted separately.

Raup (1975) suggested the 1, column in life tables for extinct and

living samples could be summed, a procedure which eliminates biases

toward short-lived taxa in the extinct samples, and increases

total sample size.

The effect of pooling extinct and living taxa should be

carefully evaluated because it can mask important information.

Only in certain situations will the pooled survivorship curves

retain the same slope and general shape as survivorship curves

for extinct taxa. A set of survivorship curves produced by
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the simulation model are shown in Figure 12. Curve I is the
pooled curve; Curve II is the survivorship curve for living
taxa; and Curve III is the survivorship curve for extinct taxa.
In this example, the difference in the age-specific extinction
rates for living and extinct taxa with durations of greater than
20 generations can be observed. An example of a situation where
pooling of taxa does not change the survivorship curve can be
seen in Figure 4.

Analysis of Figures 4 and 12 leads to the conclusion that
when total number of living taxa is small relative to the number
of extinct taxa, addition of living taxa will not alter the sur-
vivorship curve, except for a slight bias toward an excess of
short durations (because the living taxa have not yet reached
their full durations). Because the living taxa are observed at
one specific time (end of simulation), this data is a census-
type record of the age-structure at one specific time in the
simulation. The curve for extinct taxa is based on a record
of mortality through time, similar to the fossil record. As
has been shown by analysis of the boundary conditions in this
model, time-related factors affect the taxonomic survivorship
curves for extinct taxa, and those factors will not be recognized

in census-type data for a particular "slice' through time.
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Results of Linearity Tests

Visual inspection of cumulative frequency curves is not
a reliable means for establishing the constancy of the underlying
process., Earlier discussions established the Epstein Total Lives
Test as a reasonable means for statistically detecting departures
from linearity. This procedure was used to test the survivorship
curves produced by the simulation model. Curves shown in Figure
S are all non-linear, according to the Total Lives Test. Curves
I1 and III appear linear but the Epstein test specifically
designed to detect too many early failures indicates the under-
lying distribution is not exponential because of an excess of
short-lived taxa.

The survivorship curves for increasing and decreasing
area (Figure 8) were tested for linearity. Under conditions
of increasing area, the extinction rate is constant at the .05
confidence level. For the survivorship curve reflecting de-
creasing area, the test detected a nonlinear extinction rate
at the .05 confidence level. Under the same boundary conditions
with constant area, a general run was nonlinear.

Comparisons between simulated survivorship curves and
Van Valen's taxonomic data is difficult because of the nature
of his survivorship curves. However, several observations

were made which could provide the basis for further investigation:



1)

2)
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The genus level survivorship curve for extinct Pelecypoda
(Van Valen, 1973, p. 3) is closely approximated by
Curves II and III on Figure 5 in this paper. These

are the survivorship curves for intermediate and high
competition (DSURV = .005 and .008), and reflect dynamic
extinction-speciation conditions throughout the rums.
The similarity could be due, in part, to the instability
of the environment normally occupied by clams and
oysters. Because they generally live in shallow water
or infratidal zones, instability in the areal extent

and chemical conditions in these environments could

be responsible for their high taxonomic extinction

rate.

The extinction patterns produced by low competition
(Figure 5, Curve I) are closest in character to the
survivorship curves for extinct Foraminifera families
(Van Valen, 1973, p. 2), or the curve for extinct
species of Cenozoic planktonic Foraminifera(same
reference). The general habitat of foraminifera tends
to be more stable, and foraminifera are more mobile

than pelecypods. Both of these factors cooperate

to produce survivorship curves which reflect lower

competition and a less dynamic taxonomic history.
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3) For conditions of decreasing area(Figure 9, Curve II),
the survivorship curve most closely resembling the
simulated curve is the curve for extinct families of
non-teleost Actinopterygii(Van Valen, 1973, p. 5).
Several other vertebrate groups (extinct families of
Osteichthyes; extinct genera of Edentata) show the
same deviations in extinction rate during their tax-
onomic history. This may be a coincidence, but it
could also be the result of the occasional appearance
of new competitive groups during the life history of
the taxa, or periods of diminishing resources during
climatic change.

The curve for increasing area(Figure 9) follows the

same general pattern as the curve for decreasing area,
except for a flattened portion at the upper end.

The curve, given by Van Valen for extinct Zoantharia
families(p. 8) appears to follow the same general
pattern, as does the Family level Pelecypod survivorship
curve. Both of these groups exhibit changes in ex-
tinction rates from low when the group was taxonomically
young, to a higher rate at the end of their taxonomic
ranges. The increase in extinction rates could re-
flect increased competition, perhaps the result of a
period of relaxed selection pressure (increasing re-

sources) which allowed many varied phenotypes to survive.
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Although the previous discussion is not highly technical
or quantitative, it provides an insight into the interpretation
of survivorship curves for extinct taxa. Patterns of taxonomic
survivorship are the result of the interaction of the forces of
selection with the evolutionary potential of the group. Mass
extinction due to catastrophic events, and other time-dependent
processes contribute to the patterns observed. For these reasons,
interpretation of taxonomic survivorship curves requires the
accumulation of detailed information regarding the fossil record
of the group in question. The additional problems of monographic
biases must also be considered when analysis of fossil and living

taxa is attempted.



AREAS FOR FURTHER STUDY

Simulations are designed to allow flexibility in the
nature of the underlying assumptions and the degree of operator
control. For this reason, it will be possible to adapt the model
for investigation of other aspects of evolutionary processes.
During the course of this study many potential directions of
investigation were considered. Some of the more promising areas

for future research are listed below:

1) How do rates of evolution in asexual and sexual
populations compare?

2) The question of the relationship between genetic
variability and environmental stability was
briefly addressed in this paper. Recent work
by Ayala, et. al.(1975) suggests stable
environmental-resource conditions may foster high
genetic variability in resident organisms. The
importance of phenotypic plasticity should be
investigated in detail.

3) The nature of speciation is another area deserving
study, specifically that change is concentrated
within the speciation event(Stanley, 1975).

The different modes of speciation could be
modeled, and patterns of survivorship and evolution
under the various models could be analyzed.

4) Mayr(1963) suggested that when a species becomes
highly canalized, it is less likely to survive
a period of climate-resource instability. Genetic
variability provides long-term protection against
the agents of extinction(Stanley, 1975). Are
these age-dependent effects which influence the
probability of extinction of a taxonomic group?
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SUMMARY

The results of this study indicate that a relatively simple
model, with minimal biological constraints, can provide insight
into the operation of temporal and spatial evolutionary processes.
As has been succinctly stated by Kitts(1974), a model is based
upon a set of general and particular preconceptions which not
only influence model design, but also the manner in which '"'real
world data" is interpreted. This raises a methodological problem,
resulting from the use of '"'real world data" for testing simulation
results. Method of treatment of empirical data may impart patterns
and regularity which, in fact, do not exist. However, by analyzing
simulation output within the same basic framework, it is possible
analgous order will be imposed upon simulation output during
interpretation.

With the previous disclaimer clearly stated, the following
set of summary statements are presented:

1) Relatively constant taxonomic extinction rates were

observed under conditions of dynamic evolutionary
change in simulated lineages.

2) Stable, non-dynamic conditions tend to produce con-

cavity or convexity in the survivorship curves, due

to long time spans with reduced or increased extinction
rates.

83
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3) Both (1) and (2) represent external temporal factors
which modify taxonomic duration patterns; this suggests
analysis of age-related survivorship patterns requires
removal of temporal effects.

4) Pooling of living and extinct taxa can cause substantial
alteration in the survivorship curves. Living taxa
are biased toward short durations, and may not contain
the temporal-induced effects apparent in durations
of extinct taxa.

5) Removal of the taxonomic restraints on lineage shape
and size contained in the Raup, et. al. model(1973),
and the inclusion of deterministic as well as stochastic
components, produced cladograms which are not the re-
sult of preconceived notions of phylogenesis. The
general cladogram shape, however, appears reasonable
within the framework of the fossil record, and with
the exception of the "equilibrium clade', similar to
those produced by the Raup simulation.

6) The general model of constancy of taxonomic extinction
rates cannot be accepted or rejected. A general con-
clusion that temporal ecological variability affects
rates of taxonomic extinction within simulation-
produced lineages is justified. In addition, it is
probable that all three survivorship curve shape
families can be found in the fossil record, dependant
upon the taxonomic level which is studied. Some of
the factors considered in this study are unlikely to
cause modifications at the higher taxonomic levels
(phylum, class, order) but would be apparent in lower-
level taxonomic groups.
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APPENDIX A

PLOW CHART FOR EVOLUTIONARY MODEL

Z/READ INPUT DAtAJ;7
I

INITIALIZE I i
I
I=sJe+1l
e .
CALCULATE
X(I) Y(I) zZ(I)
t
CALCULATE DIS S—%
+
I - NSPEC
0+
INITIALIZE I,J
. A
Y
I=14+1
—
J=J+ 1
1

CALCULATE COORDINATES FOR
SPECIES(I) CLASS(J)

|
|
85




B NEW GENERATION
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I - NSPEC =

+

INITIALIZE
TIJ

-

i

T=T+1
I
¥

I=Je+1]

4

J=Je+ 1

i

ISOLATE POTENTIAL PARENT
CLASSES (J) FOR SPECIES(I)

J - 27 >—

9

INITIALIZE N
T—

M
N=N+1

1

CHOOSE PARENTS (N)

INITIALIZE N
|

e

N=N=«+1

l
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|

IDENTIFY BINARY CODE
OF PARENTS
X\ X, Y\Y, Z,Z,
ol
HOMOZYGOUS o<<:gzi§:32:>;+ HETEROZYCOUS
GENEX = X, RANDOMLY SELECT X, or X
T |
= GENEX = X, or X,
3

REPEAT PROCEDURE FOR SELECTION
OF GENEY AND GENEZ

!

GENEX(N) = GENEX
GENEY(N) = GENEY
GENEZ(N) = GENEZ

TOD
RETURN FOR 2nd PARENT

SUM BINARY GENOTYPES
III + JJJ + KKK
(GENEX (1) + GENEX(2) = III)

Y

IDENTIFY CLASS OF OFFSPRING

CHECK VIABILI
OF OFFSPRING

- ¢ SPECIES
DECREASING VARIABILITY




|

OFFSPRING
REASSIGNED
j
I - NSPEC ~~" 10 C
L 3
FITNESS
OPTIMUM
MOVEMENT
RANDOM DIRECTED
] v
CALL NORMAL ENVX = ENVX + XSEL
ENVX, STDX, X1 ENVY = ENVY + YSEL
" ENVZ = ENVZ + ZSEL
.
L
X1 = ENVX
Y1 = ENVY
Z1 = ENVZ
INITIALIZE I
— E
=
I=1+1
!

CALCULATE SPECIES VARIABILITY

(AVEVAR)

CALCULATE DISTANCE TO FITNESS
OPTIMUM POSITION (DIST(I))

TO E
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|

CALL SORT
DIST(I) NSPEC

4

INITIALIZE I

ll =1+ q

IDENTIFY SPECIES IN SORT ARRAY !
POSIT(I) i

POSIT(I) -

[mcamewﬁ CANON (1) |

E

VEN 0oDD

F SPECIES

AVERAGE

SPECIES =

NSPEC/2 + 1

AVERAGE SPECIES =
NSPEC/2 + 1

P

i

CALCULATE SURVIVAL VALUE OF
FITTEST SPECIES (FITSP)

INITIALIZE KOUNT |

r

|kouNT = KoUNT + 1

CALCULATE SURVIVAL VALUE FOR 1
EACH SPECIES IN SORT SEQUENCE
(SURV (KOUNT))

l
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OUNT - NSPEC

9

[ INITIALIZE K, NBIG]

K=kx+1]

— Y
CALCULATE NUMBER OF
INDIVIDUALS IN SPECIES(K)

[ PFIND LARGEST SPECIES (NBIG)]

- NSPE

0
+

[{g;TIAerE 1, J, K

J - 27

o+

ASSIGN OCCUPIED

CLASSES TO OCCUP (K)

N
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|

INITIALIZE II

II = JT + 1 |

y
CALCULATE CLASS DISTANCE TO
PFITNESS POSITION

II - K

0
+

CALL SORT
DISWS (I1,K)

4

INITIALIZE II

[ II = I1+1 |

IDENTIFY CLASS IN SORT ARRAY
POST(11I)

y

CALCULATE PROPORTION OF
INDIVIDUALS IN CLASS(K)
OF SPECIES(I)

TOG

INITIALIZE I

Al

I=1+1
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TEST FOR

WRITE AGE(I)

| SPECIES(I) = 0]

0+

Y

| INITIALIZE I, KOUNT]|

I - NSPEC

TO

CALCULATE
PROBABILITY
OF ISOLATION

2

[KOUNT SUMS NEW SPECIES]

LOCATE NENW SPECIES

'\J-\NSPEC

*

INITIALIZE I, COUNT

}
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I=]+1

IDENTIFY

+ EXTINCT
SPECIES

0

SUM EXTINCT SPECIES
COUNT = COUNT + 1

L

DETERMINE NUMBER OF SPECIES
PRESENT: NSPEC - COUNT

+0

TOB

< T - NGEN
0

+

TO DATA PROCESSING OUTPUT CUMULATIVE
AND CUMULATION "| FREQUENCIES OF
| TAXONOMIC DURATIONS

END b’_\
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Cl.l.
CQ'.'
Crovy
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APPENDIX B

PROGRAM REPRQ (INPUT,QUTPUT,TAPEGRS|NPYT,TAPESLBQUTPYT)

PROGRAM REPRO (INPUT,OUTPUT,TAPEG6Ds [NPUT,TAPE6130UTPUT)
DIMENSIOY X(222), Y(200), CORX(200,27)s» CORY(200,27), CORZ(200,27)
NDIMENSION aVEVAR(2p@), CLASS(33), CAMON(2p0), 2(200)
OJMENSION POST(27), OSPEC(2p@), DIST(209), DISTS(290), AGE(Z206p)
DImENSIQn POSIT(270), SPEC(28@), SURV(20@)r gCCUP(208), DISWS(I27)
DIMENSION NIMD(272), OLDSPC(228.27), SPECIE(2808,27), PAR(20¥)
DIMENSION NIMDS(22¢Q)
DIYENSION PARENT(2), GENX(2), GENY(2), GENZ(2), ICLAS(I,3,¥)
DIvEnSIoy 1X(27), UxXt27), 1Y(27), JY(27), J2(27), J2(27), DISTHS(2
17)
DIMELSIOY CTN(12@)
INTEGER OFFSPG,BIGAGE
REAL NICSAT,MAXVAR,NEWDIS

NSPEC ]S THE TCTAL NUMBER NF SPECIES. NGEN 1S THE NUMBER OF
GENERATINNS THE PROGRAM wILL RuN, SPECIE(L,J) IS THE

CLASS UESIGNATION FOR THE 27 CLASSES =~ CONSISTING OF EITHER CLOSED
CLASSES, orEM CLASSES, 0R (ETHALS. THE OpEN C ASSES INITIALLY
HAVE 873 INOIVICUALS DISTRIBUTED EQUALLY ACROSS THEM,

ICLAS IS THE VARIARLE WHICH CONTAINS THE CLASS DESIGNATIONS FOR
ACH OF THF CLASSES, THIS INFORYATICN [S USgp TO LOCATE TKE
PCSITION IN THE 3 X 3 X 3 SPACE. THE VALUE 1S EJTHER 3 OR @
ACCORDING TO THE LARELING SCHEME USED, ANO THE RELATIVE POSITION
10 SPACC, OSPACE 1S THE DIMENSIINS OF THE SPACE IN WHICH THE
SPECIES CENTERS ARE LOCATED, XuulT, YUN[T, aAND ZUNIT ARE Tnt
INCREMENTS OF BSPACE. CLDIST 1S THE MINIMUM SEPARATION

ALLOWED IN SPAGING OF SPECIES RENTERS,

C X(1),Y(1),2(1) ARE THE COORDINATES OF THE SPgCIES CENTER FCH

SPECIES 1, STOX, EnVX, ETC, ARE THE COOROINATES AND STANDAKU
FEVIATIO FOR THE POSITINN OF Twk FITNESS OPTiMUM., THEY ARG

USFD TO GE'ERATE THE NORMAL CURVE WHICH ]S USED TO RANDOMLY
LR3DUCE Ew FITNESS OPTINUM POSITIONS,

XS, YSEL, 7SCL 4RE THE VALUES !'1SED FOR DIRECTED MOVEMENT Qb THE
FITNESS ONTIHUM POSITION, SINULATING OIRECTIONAL MOVEMENT OF

THE ENVIROMMENT(FITNESS OPTIMUM),

ARF A, DAREA, AND MAREA ARE USED TO CONTROL THE SPECIES DENSITY,

READ 01, IRANF,MINNO,DSURV,AREA,DAREA/NAREA
RE 4D 122, C1RECT,STOX,ENVX,STDY,CNVY,STDZ,ENVZ
REST 433, NSPEC,USPACE,XUNIT,YUNIT,ZUNIT,CLOIST
RTAQ M4, XSEL,YSEL,ZSEL
READ 4105, NGLH,VX1,VX2
READ 906, (SPECIE(g,J),V51,27)
“JSU“'.ZS
N~ 0PS323Y)
20 1 1e2,NSPEC
20 4 Jsi,27
SPECIE(],J)=SPECIELL, V)
D0 2 le1,NSPEC
CONT INUE

94

b B B B B B B B b B B P b b B 2 I B 2 B S S R R 2 R B B B B D I P b B P B B B b P J

Wl ol ol ol o o
CEBNOVUV S

N
[

VBN P ALR -

0.9 00 o
N ®

LR
[Z0 NN

CCARNRRNRNRKKNN
VO N0 VS



— e —— T — —



9s

PROGRAM REPRQ (INPUT.OUTPUT,TAPES@SINPUT, TAPESLSQUTPYT)

READ 187, (IX(D)oJdxt1)oly(1)ody (1) 18C1)Jd2C1),108,27)
RE‘D 108, ((‘lCLAs(l-J.K)oKl1.3).JI103’ol!lo;)

g.... RANDOM NYNBER GENERATOR FOLLONS,

CALL RANSET (FLOAT(IRANF)) %6
DO 3 MMs4,NSPEC 37
NIND(MM) =g s
CANON(MM)875 99
NSPECPs4p o

3 CONTINUE

Coeey CIORNINATES FOR SPECIES CENTERS, AND DISTANCE BETWEEN EACH
Cosey PAIR OF SPECIES ARE CALCULATED IN THE FOLLOWING STATEMENTS,
Coeeqg COORDINATES OF SPECIES ARE LOCATED BETWEEN g AND OSPACE.,
Cosey OIS IS THE DISTANCC BETWEEN EACH SPECIES PAlR,

c

O 6 =1,NSPEC 1
LGE(I)=Y, o9
4 CONTINYE e
PleqAyF(ey) "
R23RANF (=1) i2
R3=RANF (~1) 3
131sR18(NSPACE=3)¢2 74
[R28R2e (NSPACE~3)+2

IR33R3e (DSPACE-3)e2
XC1)slitgeXUNIT
Y(1)a]R2eYUN]T
Z(])BIRJeZUNIT

1IF "(1,EQ.1) GO To 6
JMAXS] =g

DO 5 Jz1,J MAX

R 2 B B B 2 B 5 B B 3 B B b B 3 28 I8 3 I B B B B B 2 B B B 3 B B B 2 2 2 b 2 B B Jb B 3 3 B B B 2 I J
.
v

DISs((X(I)aX(J))0®@2e(Y(][)nY(J))o®2e(Z(])B(J))002)00 S [ R

c (1]
Coven B1S LESS THAN CLDIST ~- SPECIES 1S NOT ALLOWED IN THMIS &
Covey POSITION, RELOCATE THIS SPECIES. gg
c ("]
IF (D1S,GT,CLDIST) GO TO 5 88

G) 10 4 'T)

) CONTINUE 90

6 CONTINUE v

DO 12 l=1,NSPEC v2

Jso 93

00 9 I1s1,3 ve

0N 8 JyJs1,3 9

D0 7 KK=1,3 v6

Jeyel 9

¢ . . »0
Cover FOLLOWING STATEMENTS CALCULATE COORDINATES FOR 27 CLASSES;, 9
Cooes THESE CLASS POSITIONS ARE FIXED AFTER SPECIES CENTER 198



96

PROGRAM REPRQ (INPUT,O0UTPUT,TAPESQeINP,T,TAPE6L=OUTPUT)

Couey HAS BEEN LOCATED, A 191
c A 182
CORX(IyJ)®(X(1)=XUNIT)o(1]=1)®XUN]T A 189
CORY(I,J)m(Y(1)=YUNIT)e(JUJ~q)OYUNLT A 104
CORZ(],J)a(2(1)e2UNIT) J(KK-1)®2UNTT A 10%

7 CONTINUE " A 106

[ CONTINVE A 187

9 CONTINUE A 100

48  CONTINUE A 109

G A 118
Couey 1M Logp 1S THE GENERATIQN LooP A 111
c A 122
D0 86 [Ma1,NGEN A 113

PRINT 129, IM A 114

c A 119
Cooss JM LOOP TAKES SPECIES THROUGH REPRODUCTION AND CANALIZATION A 116
c A /
N0 37 JMs1,NSPEC A 1%0

IF (NIMD(JUM)) 37,37,11 A 119

11 CONTINUE A 12p
CouNTs®, A 121

Keg A 122

00 13 Jue=i,27 A 123
OLDSPC(JM,J)aSPECIE(UN, ) A 124

IF (SPECJE(UM,J)) 13,13,12 A 125

12 KEKeq A 126
PAR(X)ESPECIE(JMN, ) A 127

CLASS(K)sy A 128
SPECIE(JIM,J) =) A 129

13 CONTINUE A 193¢

c A 131
Conoy THE FOLLOWING STATEUMENTS ARE THE CANALIZATION PORTION OF THE A 132
Censy PROGRAM, USED NNLY [N THE SECOND MOpDE OF OPERATION (MODE [I), A 133
Conng WHTH A SPECIES IS WITHIN A FIXED DISTANCE OF THE FITNESS A 134
Covvn OPTyum FOR A pRESET NUMBER oF JTERAT[ONS, THE NUMBER OF CLASS A 195
Conen AVAILAULE FOR QCCUPATION IS nccsiasco. THIS IS AN ATTEMPT T0 A 136
Convy SIMULATE THE DEVELOPMENT OF SPECIALIZED FORMS(PHENO AND GENO)- A 197
Civon AND SUGGESTS THAT STaABLE RESOURCE CONDIT1ONS MAY PRODUCE A A 138
Covey NECKEASE In GELNETIC VARIABILITY AS PRQOPOSED BY BRETSKY A 199
Cevot AND LOQE'\TE(1970)0 A 1’0
Conoy THE QUESTION AS TO THE NATURE OF THE LINK BETWEEN PHENO!YPE A 182
Coune AuD GENOTYPE MUST BE ANDRESSFD, {F THE | |NK IS ASSUMED 10 BE A 142
Coren DIRECT, THEN CNANGES AT THE PHENOTYPE LEVEL IN RESPONSE 10 A 149
Covney SELECTION PRESSURE WILL HAVE IMMEDIATE EFFECTS AT THE GENOTYPE A 144
Covvy LEVEL, JT IS POSSIBLE, HOWEVER, THAT THf MORE COMMON A 18>
Covey SITUATION |S THAT ALTHOUGH PHENOTYPIC VARIABILITY A 148
(oJ DECHEASESs THE GENETIC VARIARILITY 1S - MAINTAINED DUE TO THE A 147
Covry DEVELOPMENT OF CANAL1ZFO TRAITS AND CHARACTER COMPLEXES. A 188
Cevos A THIRD ALTERNATIVE 1S SUGGESTED BY VALENTINE AND AYALAC197%), A 149
Covny THEY PROPOSE THAT A SPECIES IN STABLE RESOURCE CONDITIONS |S A 13
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PROGRAM REPRO (INPUT,OUTPUT,TAPEG6@SINPUT,TAPEEL1=QUTPUT)

Covey MORE LIKELY TO gXHIBIT HIGH VARIABILITY pUE TO MANY NWAYS TO 151
g.... MAKE A SUCCESSFuL IvInG. ToTAL DATA IS 15CONCLUSIVE. 1%2
’ 198

IF (CANON(YM)LT.7%) GO TO0 20
IF (CANONC(YM) ,EQ.76) GO TO 14
IF (CarON(YM) ,E£Q,77) GO TO 15
IF (CANON(UM) «EQs78) GO TO 16
IF (CANON(JH).KQ.79) Go 10 17

IF (CANON(YM).EQ,88) GO TO 318 159
IF (CAMOMN(JM),FQ,81) GO TO 19 16¢
Gg Yo 20 161
14 OLDSPC(JMs3) =1 102
OLNSPC(JM,27)3ay 183
DLDSPC(JM 7)) =1 104
0LUSPC(JMI21) 3-8 165
GO TO 20 186
19 OLDSPC(UM,19)3=g 107

OLDSPCIJM,9) u-1
OLOSPC(JHe25) 8=
OLOSPC(JH,3ym=1

GO0 TN 29 /1
16 0LOSPC(JIHI2) -1 1/2
OLDSPC(JMI26) 21 1/8
oLNSKPCIJM.B)a~g 1/4
OLDSPC(JM,20) 3l
6o Tn 20 1/6
17 OLOSPC(JMr4)m~1 177
OLDSPC(JM,22) 3a] 1/8
OLDSPC(JIM,6)s=1 1/9
0LOSPC(JIMI24) 30y 1ve
60 T0 29 161
18 OLDSPC(JFr10) 2y 182

OLUSPC(JM,18) 2.1
NLOSPC(JMIL2) ey

1938

OLDSPC(JMs16)3a 185

GO TN 29 146

19 CLDSHC(JIMIL3) By 187
OLDSPC(Jte15)8ag 188

29 CONTINUE 189

21 CONTINUE 19¢

c 191
Couve POTENTIAL PARENT CLASSES ARE ISOLATED, IF GENOTYPE AND 1v2
Coevo PHENOTYPE WERE NOT DIRECTLY RELATED, ALL CLASSES COULD ACT AS 194
Cives PAREiIITS, THIS wWOULD ALLOW HIGHLY CANALI2ED SPECIES TO 194
Covne UTILIZF THEIR INHERENT VARIARILITY AS MAYR(1963) SUGGESTS 19%
Covep THEY ARE ABLE 710 DO, : ly6
Coove TWO PARENTS ARE CHOSEN FOR REPRODUCTION 1?;
c 1y
DO 24 Ns1,2 199

b 2 B B B B B B 2 2 2 B B B 3 B B B B B B B B B B B B B B B B B B B B B 5 2 B b B b B B 5 2 2 3 B 3 3
[
-
(']

R4SRANF (=1) 208
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Couvy
coooi
c

c..o'

23
24

Coo'l
CQ'OII
c

Coaen

clo'.
Cccc‘
cno'.
c

Crany
C..l'
Cioeg
Co.o.
c..l"
C..-'
C..-.
Coroey
c
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PROGRAM REPRQ (INPUT,QUTPUT,TAPEGOSINPUT,TAPES6LSOUTPUT)

JRANDsR4a (NIND(JUM) ~1) «g
SuMse,

K=()

KsKey

SUMsSPAR(K)+SUM

WHEN IRAND IS LESS THAN SUM, PREVIOUS CLASS CONTAINS
THE INDIVIDUAL PAR(K),

IF (1RAND-SUM) 23,23,22
FOLLOWING STATEMENT IDENTIFIES PARENT oS BEING FROM CLASS K,

PARENT(N)=CLASS(K)
CONTINVE

111s0

JJJsi

KKKs

THE .67 LOOP COMBINES PARENT GENOTYPES RANpDOMLY TO PRODUCE
THE OFFSPRING GENOTYPE,

00 34 Nel,2
PARENT(N) IS THE CLASS TO WHICH PARENY N BELONGS,
1NTePARENT(N)

MT RUNS FROM 1-27
X,1J, ETC, ARE READ IN AND ARE THE CLASS NOTATIONS FOR
CLASSES 1 =~ 27,

X1aIX(INT)
X23JX(INT)
Yiz]Y(INT)
Y23 Y(INT)
2ics]Z2 (INT)
728J2(INT)

IF X ANC JX ARE THE SAME VALUE., GENE x 1S GIVEN TH]S
VALUE, SIMULATING THE HOMOZYGOUS STATE, IF IX AND JX ARE
UNEQUAL» A RANDOM NUMBER 1S CHOSEN, IF THE RANDOM NUMHER
IS LFSS THAN .5, THE X3 VALUE IS ASSIGNED

TO GENE X,

IF THE RANDOM NUMBER IS GREATER THAN ,s, THE X2 VALUC IS
ASSIGNED YO GENE X,

LIKEW]SE FOR GENES Y AND 2.

1f (X1.,EQ0,X2) GO To 26
RXsRANF (1)

P I B B B B B B B B B B B B B B B 2 B B B B B I B B B B B B B B B B 3 B B b b B 3 I B B B B 8 S

201
2ye
203
204
21>
206
2o
208
<p9
2ie
211
2i2
213
214
219
216
ey
218
219
eee
2el
2¢2
2es
224
2ed
226
22/
¢dg
229
298
231
232
233
234
235
296
237
238
239
<40
241
242
249
244
24y
246
PLY
248
2489
2



23

26
27

20

29
32

31

32
33

Cll"

Ccl'l
c....
Ccool

34

CQ.0|‘
Ve
c'.o|
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PROGRAM REPRO (INPUT,OUTPUT,TAPES@aINPUT,TAPES120UTPUI)

1f (RX,GT,,5) GO In 25
GE:EXsX}

GO To 27

GENEXsX2

GO To 27

GENEXEX]

CONTINUVE

If (v1.EQ,Y2) GO To 29
RXzRANF (1)

IF (pPX+GT,.5) GO To 28
GENEYsYL

GO To 30

GENEYsY2

GO TO 30

GE!IEYsYY

CONTINUE

IF (21.,£0,22) GO TOo 32
RX3RANF (1)

IF (RX+GT..%3) Go To 34
GENEZs2]

GO 70 33

GENERsZ22

GO TO 33

GEE?sZY

CONTINUVE

VALUES FOR GENE X, GENE Y, AND GENE 2 HAVE BEEN OBTAINED,

GE.IX(N)IGENEX
GENY(N)=GENEY
GEHZ(N)SGENE?

PREVIOUS THREE STATEMENTS STORE GENOTYPES OF PARENT(N).
FOLLOWING STATEMENTS SUM GENOTYPE VALUES FOR EACH COORDJNATE
SO TWHAT CLASS IDENTIFICATION IS POSSIBLE,

111311 +GENX(N)
JJIJBJJJ*GENY (N)
KKKsKKKeGENZ (N)
CoTINUE

Il1s]]1e1

NNNENNNLY

KKKsXKKel

OFFSPGaICLAS(I1],JJJ,KKK)

IF OFFSPRING IS NON-vIABLE, MEANING 1T BELONGS TO A CLASY
ASSIGNED A =1, PROGRAM RETURNS TO STATEMENT 49 AND
GENERATES TWO NEW PARENTS .

IF (OLDOSPC(JUM,OFFSPG)) 21,35,3%

b R B B B B B B B B B B B B B B B B B 3 B B B B 3 B B B B B B B B B B _B B B _B B 3 B B I _B B B 5 B 33

251
292
293
254
255

257

2064
28%

27
2/1
272
23
PIL)
2/5
276
zh
2/8
219
2ue
281

283
204

2y
2ve
291
2y2
293
294
295
296
297
298
299
308



39
C....
poo'l

36
3?7

C..-.
c'.l'

tec
c'...

c'l!‘
C..u
c

38

39

Coveg
C....

492

100

PRNAGRAM REPRO (INPUT,QUTPUT,TAPE6@s[NPYT,TAPE61SOUTPUT)

CONTINUE
COUNTECQUNTeq
SPECIE(JM,OFFSPG)SSPECIE(JIM,0FFSPG) ey

PREV]IOUS STATEMENT SUMS NUMBER [N OFFSPRING CLASS
IF (COUNT,LT,NIND(JM)) GO TO 21
RETURN TO BEGINNING OF REPRODUCTION FOR SPECIES 2.

D0 36 us1,27
IF (OLOSPC(JM,J) ,EQ.~1) SPECIE(JM,J)®=q
CO4TINVE
CouTiyue
IF (DIRECT,.LT,2) GO TO 38

THE NORMAL SUBROUTINE 1S USEn TO MOVE THE F]TNESS OPTIMUM,

THE COORDINATES OF THE PREVIOUS FITNESS POSITION ARE USED AS
MEAN VALUES, AND STANDARD DEVIATIONS ARE Rgap IN, THE MOVEMENT
OF THE FITNESS PCSITION WILL BF PROBABILISTIC, WITH THE MOST
PROBARLE MOVE A SMALL ONE FROM THE PREV]IOUS POSITION,

CALL NIRMAL (ENVX,STOX,EX1)
CALL NORMAL (ENVY,STNY,EY1)
CALL NNRmAL (ENVZ,STD2,EZ21)
60 TO 39

FOLLOWING STATEMENTS ALLOW DIRECTIONAL MOVEMENT OF
FITNRESS OPTIMUM POSITION,

ENVXSESVXeXSEL
ENVY=E IVYeYSEL
ENVYsENVPZSEL
EXq3ENVX
FY1sENVY
EZq1zEnve
CONTINVUE

PRINT 110, EX4,EY1,E21
ENVXEEX]Y
ENVYEEYY
ENVZsEZY

K=@

FOLLOWING LOOP CALCULATES AVERAGE AND MAXIMUM VARIANCE
FOR SPECIES FOR USE IN CALCULATING SPECJATION PROBABILITY,

MAXVAR3Q

00 45 1s4,NSPEC
IF (NIND(])) 49,4%,40
KsKel

b I 2 2 B b 3 B B B b 3 B B B 3 B b B b 25 5 10 2 B I B I B B B B S 8. it R R R R

KL 3t
302
304
$pi
30%
3pe
K1)
s08
309
310
s11
312
313
314
815
316
S
$18
319
Y1
321
322
329
324
3¢5
326
S22/
328
3¢9
3¢
391
392
334
s34
$3%
396
33/
KRY |
399
s4¢€
se1
342
343
344
KX t)
366
sS4/
348
349
3%



41

42

43

44
c
cn-'!.
C....
col'l
c

43
c
c-c!l
CQQOI
c
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PROGRAM REPRO (INPUT,OUTPUT,TAPEGQ@sINPUT,TAPEGL1sOVUTPUY)

SPEC(K)=]

Jsh

SX=3

SY=d

S2s0

SUMX 280

Symy2se

SuM22sn

00 42 U=1,27
IF (SPECIE(],J )) 42,41,41
SX2SPECIE(],J)*CORX(1,J)4SX
SYSSFECIE(1+J)®CORY(1,J)eSY
S22SPECIE (1,J)eCORZ(1,J)eS2
CONTINUE

XBARsSX/NINOD(I])

YRARSSY/MIND(T)

2BARESP/NINDC])

D0 44 Usi,27
IF (SPLCJE(L,J)) 44,43,43
XNEVeCORX (], )=XBAR
YDEVECCRY(1sJ)~YBAR
ZOEVECORZ (1, J)~20AR
SU:X28XDEVEXDEVSSPECIE(],J) *SUMX2
SUY22YDEVeYDEVOSPECIE(],J) +SUMYR
SU-122=2DEVe2DEVeSPECIE(],J) *SUNE2
CONTINUE . '

VARX3aSUMX2/7 (NIND(I)=q)

VARY=SUMY2/(NIND(])})

VARZESUMZ2/(NIND(])=1)

SDX3SQRT(VARX)

SDYsS5QRT(VARY)

SPI3GQRT(VARZ)

AVEVAR(])3(SDXeSOYeSNZ)/3

CVAR3lqeVXie@AVEVAR(])®aVX2)

FoLLoWING STATEMENT CALCULATES DISTANCE BETWEEN SPECIES CENTER
AND FITNESS OPTIMUM, DISTANCE IS STANUARDIZED FOR INTERNAL
SPECIES VARIABILITY BY DIVIOING BY THE AVERAGE VARIANCE,

DIST(K)aSQRT((X(1)=ENVX)@@2¢(Y(])~ENVY)®a24(2(])=ENVZ)@®2)/DVA
R

DISTS(K)ZDIST(K)

IF (AVEVAR(I).GT,MAXVAR) MAXVARSAVEVAR(I)

CONTINUE

SORT 1S A SUBROUTINE WHICH ORDERS THE OIST(Kk) FOR SPECIES
PRESENT FROM CLOSEST TO FURTWEST FROM THE FITNESS OPTIMUM,

CALL SORT (NSPECP,DIST)
DO 49 K=y ,NSPECP

b I B B B B B B _B_5 I B B 20 B 5 1 Jb B 5 Jb I 5 28 B 20 B 3 B JB B B B B B I _B I 2 5 1 B I 2 5 I 25 3 B 1
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PROGRAM REPRO (INPyT,0yTPyYT, TAPEGBSINP ¢, TAPE6L20YTPYY?
D0 46 KK=1,NSPgCP

IF THE FOLLOWING STATEMENT IS TRUE, THE KK VALUE
IDENTIFIES THNE POSITION OF THE KTH SPECIES IN THE SEQUENCE,

IF (DISTS(K),EQ,DIST(KK)) GO TO 47
CO'ITINVE

POSIT(K)3KK

L1sSPEC(K)

POSIT(k) IS THE POSITION OF SPECIES RELATIVE To THE FITNESS
OPTIMUM, IF THIS VALUE IS LESS THAN ¥, CANON VALUE I8
INCREMENTED,

IF (POSIT(K)~10) 48,48,49
CANO'I(L1)3CANON(LY) *1

PRINT 111, SPEC(K),CANON(L1)
Gn Tn 49

CINTINUE

FOLLOWING STATEMENTS KEEP EQUILIBRIUM NUMBER OF INDJVIDUALS
BY SETTING UPPER AND LOWER LIMITS ON THE NUNMBER ALLOWED.
THE CUTBACK OR INCREASE 1S NOT IMMEDIATE SINCE THE CONTROL
1S SET S0 THAT WMEN THE NUMBER FALLS TOO LoW, THE SURVIVAL
PERCENTAGE OF THE AVERAGE FITNESS POSITION IS INCREASED.
THIS KEEPS THE Nunacn OF INDIVIOUALS WITHIN A RANGE OF THE
CHOSEN NUMBER,

DO 5@ «e4,NSPECP
L13SPEC(K)
NINDS(L1) sNIND(LY)
CONT NIIE

NTOTALSAREA®N]4DPS

NHIGH=1,259NTOTAL

NLOWs,75eNTOTAL

ATs?

TINTSNSPECP/2

INTSNSPECP/2

1F (T €Q,TINT) GO TO 51

GO TO 52

CSPECaNSPECP/2

GO 710 S3

CSPECSNSPECP/ 24}

FOLLON NG STATEMENTS DETERMINE F [TMESS OF SPECES ASSUMING
AVERAGE FITNESS [S 29 PERCENT,

F1TSPsAVSUR* (CSPEC=1) aDSURY
NTaNTel
PRINT 112, [M,AVSUR

t A R 2 B B 3 B B 2 B B I B B F B B B B B B B B B B B S B B B B B B B B B B B B B 5 I B B B B 5 B B J

ai1
412

417
418

age
LP3
422
LP2
4z
425
426
427
428
429
43¢
431
432
433
434
435
436
437
438
439
q4g
adl
442
T
444
4>
446
447
430
449
a>8
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PROGRAM REPRQ (INPUT,QUTPUT,TAPES@ES INPUT, TAPE61s0VUTPYT)

00 54 KQUNTS1,NSPECP
KsKOUNTel

HEXT STATEMENT ESTABLISHES SURVIVAL VALUg OoF EACH SPECIES
POSITION RELATIVE 70 FITSP, THE BEST AOAPTED SPECIES,

KKsSPEC (KOUNT)
SURV(KOUNT) «f [ TSP~ (K®DSURY)
CONTINUE

SUNN=3,p

NB1G=2

THIS LOOP CALCULATES THE NUMBER OF INDIVIDUALS IN EACH
SPECIES RASEC ON PERCENT SURVIVAL FOR THEIR POSITION,

00 55 ksq,NSPECP
L1sSPEC(K)
L2=PNS]TIK)
HIMD(LL)SSURVI(L2)e4onINDS(LY)
SUMNaSUMNSNIND(LY)
IF ¢4IND(LL) ,GT,NBIG) NBIGaNIND(LY)
CONTINUE :

FOLLOWING STATEMENTS INCREMENT PERCENT SURVIVAL BASED ON
NUMBER OF INDIVIDUALS PRESENT,

{F (NT,EN,2) GO YO 98
1F (SUMN,LT,ALOW) GO TO 56
1F (SU1J.GT«NH]GWH) GO TO 97
GO TO 58
AVSURsAVSRRe,p1
GO 70 53
AVSURSAVSUR=,P1
G0 TO 53
CONTINUE
PRINT 113, NSPECP
PRIMNT 114, SUMNM
no 59 #=1,hSPECP
L13SPEC(K)
L2=P)SIT(K)
PRINT 115, L1sNIND(L1),SURV(2)
CONTINUE

CLASS LEVEL SELECTION FOLLOWS ===
CLASSES WITHIN SPECIES ARE NOW ASSIGNED MEMBERS BASED ON
RELATIVE DISTANCE FROM FITNESS OPTIMUM,

00 69 1s1,NSPEC
IF (NIND(I)) 69,69,68
Ks@

. B B B B B B B B 3 B B B B B I _B B B 3 B B B B B B B I B B B B B B 5 B I B B B B B B B I 3 B B 3
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a5
455
456
457

an
a2

475
476
a7
4/8
479
aye
481
482
a8
av4
a4y
4u0
AY)
498
49y
49
491
ay2
493
494
499
Aa906
v/
498
499
98
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PROGRAM REPRQ (INPUT,QOUTPUT,TAPEG@aINPYT, TAPE6L1sQUTPUT)

DO 62 J=1,27
IF (SPECIE(1,J0)) 62,61,61
KeKey .

OCCUP(K) RECORDS NUMBER OF INDIVIDUALS [N CLASS K.
CLASS(K) CONTAINS THE CLASSES WHICH ARE OCCUPIED,

CLASS(K) sy
OCCUP (K)sSPECIE(1,J)
SPECIE(I,J)=n
CONTINUE

0o 63 1181,k
K1sCLASS(II)

CALCULATE DISTANCE FROM EACH CLASS TO ENVIRONMENTAL
OPTIrUM POSITION,

DISWS(11)8SQRI ((CORX(1,K1)~-ENVX)®024(CORY(1+,K1)=ENVY)®224(CO
R2Z(],K1)=-ENVZ)e8))

DISTeS(I])sDISWS(]T)

CoMTINUE

CLASSES ORDERED FROM CLOSEST TO -FURTHEST FROM FITNESS OF1IMUM
BY SORTY,

‘CALL SORT (K,DISWS)

00 66 1]=1,K
00 64 Jll=1,k
IF (DISTWS(11),EQ.DISHS(I11)) GO YO 45
CONTINUE
POST(I1)=]]1
COMTINUE
Sums*)
SyM2sg,

FOLLOWING STATEMENTS CALCULATE NUMBER IN EACH CLASS
AFTER SELECTION,

DO 67 11%1,K
SU'taSUM+OCCUP (1) 04
SU125SUM24(POST(]]1)-1)e ,31e0CCUP(]]) "4
Co'TINUE

CONST 1S THE VALUE WHICH ASSIGNS CORRECT NUMBER OF
INDIVINUALS TO EACH CLASS,

CONSTa(NIND(])eSUM2) /SUM
SUHIU.

SUH2sd,

D0 60 11=1,K

591
02
L' R
504
505
©86
S¢?
v0e8
599
510
511
vie
13
514
24>
536
517
5i®
519
5280
%21
vee
23
524
2%
526
527
528
b2y
596
©31
532
533
594
535
536
c37
38
939
v4e
541
542
543
544
4%
v46
947
548
549
%98
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73
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PROGRAM REPRg (INPUT,QUTPUT.TAPECDOSINPUT, TAPEGL3QUTPUI?

J1sCLASS(I])
SPECIE(I|J1)l4'°CCUP(ll)O(CONST-(POS‘(ll)-1)7.01)

SUM CONTAINS THE NUNBER oF INDIVIDUALS 1y SPECIECI, ),

SUNSSPECIE(],J1)eSUM
SUM2s (SPECIE(],Jg)=0LDSPC(1,J4))®02e5UN2
CONTINUE
NINDC(T)SSUM
DSPEC(1)®SUM2
CONTINUE
MEXTC=a
00 71 1s3gq,NSPECP
Li=SPEC(])

'oLgu“lnG STATEMENT COMPARES THE NUMBER gF INODIVIDUALS
IM SPECIES TO Ao PRESET MINIMUM, [IF THE NUMBER OF

14OIVINUALS IS SMALLER, EXTINCYION OCCURS, EXTINCTION IS

NOT PROBABILISTIC IN THE FINAL STEP, BUT THE SPECIES HAS
VARIED PROBABILISTICALLY, AND THIS CONTROLS THE NUMBER
OF INDIVIDUALS,

IF (HIND(LY)=MINND) 70,708,781
PRINT 116, L1,AGE(LY)
HEXTCEpEXTCeL
HIND(L1)®D
CNOMY INUE

PRINT 117, IM,NEXTC

FOLLOWING IS THE SPECIATION PART OF THE MODEL.
NAREA 'HEGATIVE INDICATFS NEW AREA IS AVAILABLE FOR SPECIES
COLANJ2AT[ON, OR THAT RESOURCES ARE INCREASING,

IF (NAREA) 72,73,73
AREASAREASUAREA

NICSAT RFFLECTS THE SPECIES DENSITY,

NICSATaNSPECP/AREA

KQUNT=Y

D0 82 1s3,NSPEC
IF (nikptl).LE,28) GO TO 82
R3I=zRANF (=)
IF (M]CSAT=R3) 74,82,82

PISOL 1S THE FINAL THRESHOLDO FOR SPECIATION - SPECIES W!TH

HIGHER RELATIVE VARIABILITY ARE GIVEN MHIGHER
PROBABILITIES FOR SPECIATION,

PISOLSAVEVAR(])/MAXVAR

P B I 2B B 20 2B B B B B b I B 20 B I b 2 B S a2 2 2 2 2 B B B B B B B B B 2 b 2 B 3 I B b b B I 2 J
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PROGRAM REPRO (INPUT,OUTPUT,TAPES@eINPyT,TAPESL=QUTPUT)

R4sRANF(~-1)

IF (R4.PISOL) 75,82,82
KOQUNTIKQUNT+Y
MasNSPECeKOUNT
RSsRANF(=1)
R6sRANF(=1)
R7=RANF(=1)

NEW SPECIES CENTER IS LOCATED.

X(M)asX(])*RS5e(2sCLOIST)
Y(M)sY(])eR6@(2aCLDIST)
Z(M)sZ(])*R7e(2eCLOIST)
AGE(M)=D,

CANQN(M)=7%,

PRINT 118, I,M

NEW SPECIES ARE GIVEM a NUMBER OF INDIVIDUALS EQUAL TO
43 PERCENT OF THE NUMBER IN PARENT SPECIgS,

NIND(M)s,4BeNIND(])
Jsd

COORDINATES OF CLASSES IN NEW SPECIES ARE ASSIGNED.

00 7% 11%4,3
00 77 JJ=4,3
D0 76 KKs1,3
JeJ+l
CORX(MyJ)m(X(M)=XUNIT)s(11=1)aXUNIT
CORY(M,J)a(Y(M)=YUNIT)e(JJ~1)eYUNIT
CORZ(M,J)g(Z(M)PUNIT) o (KK=1)@ZUN]T
CONTINUE
CONTINVE
CONTINUE
SUMez)

ASSIGNMENT OF OPEN A*ID CLOSEN CLASSES FOR NEW SPECIES FOLLOWS,

READ 119, (SPECIE(M,J),J21,27)
PACKSPACE 6g
BACKSPACE 60
Js=@
NIDsIIMD (M)
00 81 Ns1,N]D
JsJey
IF (J,67,27) Jai
IF (SPECIE(M,J)) 79,808,890
CoutTinuE

PP PP PP EPRPPEPPIPIPEPIPEPRERPRPRIIIIPRRPIPRPRPIPEPRRPPPRPIPIRERPIRRPRED D

661

687
68
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015

oée
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622
023
644
625
626
627
(Y1}
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LX)
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692
633
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647
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PROGRAM REPRQ (INPUT,QUTPUT,TAPEG@s I[NPUT, TAPESLSQUTPUI)

CONTINUE
PRINT 128, IM,KOUNT

LSPEC 1S INCREMENTED AS NEW SPECIES ARE ADDED.

IF (KOUNT,GT,@) NSPECSM

COUNTs3

0o 85 1s3,nSPEC
IF (4!!0(!)) 84,84,83
CONTINUE
AGE(I)=AGE(])*q
GO0 10 85
ColINTSCQUNT*1
CONTINUE

NUMBER QF EXTINCT SPECIES ARE TABULATED ANp SUBTRACTED FROM
MSPEC TO GIVE NSPECP =~ THE NUMBER OF SPECIES PRESENT,

».SPECPaNSPEC~COUNT
CONTINYE

THE FOLLOWING STATEMENTS TABULATE THE NUMBER OF EXTINCT AND
EXTALT SPECIES, AND THEIR DURATIONS SO THAT SURVIVORSHIP
CURVES CA' BE DRAWN,

PRINT 121 .

D0 39 1s81,MSPEC
1F (HNINDQ(])) 87,R7,88
PRINT 116, 1,AGE(])
Go To 99
PRINT 122, 1,AGE(I)
LONTINUE

PRINT 123

NGENBNGE ey

DO 93 J=1,NGEN
CIN(J)=A,3

EXTSPEC=n,p

RIGAGESDY,D

D0 92 I=1,NSFEC
IF (h190¢1) 4 EQ.Q) GO TO 91
GO TO 92
FXTSPECEFXTSPEC*]
1F (AGE(1)+GT,8IGAGE) BIGAGEsAGE(])
JRAGE(])
CTN(J)=CTN(J) el
CONTINUE

CU'IFRQ=d,?

DO 93 J=1,BIGAGE
CUMFRQsCL4YFRGCTN(J)
SPECRaEXTSPEC-CUMFRQ

)’-)’>>I-)’-’I-)I-"-)IDDI>>'>>)-D)")'D)-D)')’-))-)IDDIDD-’l;bihbib))-’I-)

651
652
053
694
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608
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692
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6yé
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94

95

96

97

98

99

102

121
1¢¢
169
124
125
126
1e7?
129
109
11y
111
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PROGRAN REPRQO (INPUT,QUTPUT,TAPES@sINPYT,TAPEL6180UTPUI)

PRINY 124, J,SPECR,J,CTNCJ)
CONTINUE

PRINT 125
CTN(J)3g,0

BIGAGEs=p. 9

00 95 l=21,nSPEC
IF (AGE(1):GT,BICAGE) NIGAGEsAGE (])
JEAGE(D)
CTMN(J)aCTN(J) el
Cn::tInnE

CUMFRQ=D,0A

N0 98 Jxq1,RIGAGE
CUNFRQ=CUMFRQeCTN(Y)
SPECRa!ISPEC~CUMFRO
PRINT 124, J)SPECR:J,CTIN(D)
CONTINUE

PRINT 126

D0 97 J=1,NGEN
KALKIEIEL N

BIGAGE=D.9

Do 99 le1,NSPEC
IF (NIND(1)+GT,0) GO TO 98
GO TO 99
IF (AGE(1),GT,BIGAGE) BIGAGEsAGE(])
JSAGE(])
CTrn(J)SCTN(J) o2
CONTINUE

CUMFRQ30Q,R

D0 173 J=1,BIGAGE
CUMFRQsCUMFRQ+CTN(JY)
SPECR='ISPECP=CUMFRQ
PRINT 124, JiSPECRIJ,CTN(Y)
CONTINUE

FORMAY
FORMAT
FOOMAT
FOPMAT
FOSMAT
FORMAT
FORMAT
FORMATY
FORMAT
FORMAT
FORHAT

(15,15,3F8.3,19)

(7F6,1)

(7X-l705f7.2)

(3F7,2)

(13,2F6,1)

(16F5,3711F5,p)

(4712/4C12/74012/4012/212)

(2613/13)

(1H=,3I5HTHIS IS THE BEGINMING OF GENERATION,IS)
(1Hp ,4HEX12,F7,2,4HEYLs,F7.2,6H €E21s,fF7,2)
(1H=-, 7HSPECIES,F7,2,45H 1s IN FAYORED poSITIQN AND HAS CANO

AN VALUE =,F7,2)
112 FORMAT (qHe,120 GENERATION,14,45H  AVERAGE SURVIVAL RATE FOR ALL
113 FQRMAT (1HO,10X,31HTHE NUMBER oF SPECJES PRESENT @, 4)

1
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10¢
703
/04
70%
7p6
07
708
709
12Y4
/711
71¢
713
714
715
/716
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/718
719
/¢e
/¢l
/1¢2
23
724
725
126
7¢?
/28
729
736
731
/32
1383
734
185
736
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PROGRAM REPRp (INPUT,QUTPUT,TAPESO® INPYT, TAPEGL1RQUTPUY?
114 FOAMAT (1HP,10x,42WTHE NyMRER OF INDIVIDUALS IN SPECIE SPACE®,F7.8

1)
115 FORMAT (1H-,36NTHE NUMBER OF INDIVIDUALS IN SPECIES,14,39H AFTER
1 SELECTION AND REPRQDUCTIQN=,15,20H SURVIVA, PERCENT if7.2)
116 FORMAT (14R,10X,7HSPECIES,14,3H 1S,F7,2,25H UNITS OLD AND IS EXTIN
inen

117 FORMAT (14p,10X,49uTOTAL NUMBER OF EXTINCT SPECIES DURING GENERAT]
1oMs14,3H =,14)

118 FU®MAT (1HB,10X,16WPARENT SPECIES #,14,20H pDAUGHTER SPECIES =,14)

119 FOAMAT (16F5,0/11F5.P)

120 FORMAT (140 ,10X,394THE NUMBER OF NEW SPECIES IN GENERATION,14,iNs,
115)

121 FORMAY (1H3,32WRAW DATA FOR SURVIVORSHIP CURVES)

122 FORMAT (1H®,10X,7HSPECIES,14,3H 1S,F7,2,24H UNITS OLD AND IS EXTAN
i '

123 FORMAT (1H1,10X,52HTHE Foi oWING ANALYSIS INC_UDES ONLY EXTINCT SP
1ECIES

124 FORMA; (1i4A,10X, 9HODURATION=,14,20H SPECIES REMAINING=,F5.0,27H N
1UMAER OF SPECIES LASTING,14,134 GENERATIONSs,F7,9)

129 FQRMAT (1H-,43HTHE Fp Lgulnc AnA_YSIS lnctunts ‘ht SPECIES)

126 FORMAT (1M1,51HTHE FOLLOWING ANALYSIS INCLUDES ONLY LIVING SPECIES
1)
END

b B B B B 2 B I 3 b 5 b B J2b B B B 2> 2 3 B 3 2 3
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SURPROGRAM NORMAL IS USED TO Cw0OSE PARAMETERS FRON A
NORMAL DISTRIBUTION WHICH HAS SPECIFIED MEAN AND
STANDARD DEVIAT]ON,

SUBROUTINE NORMAL (EX,STDX,X)
SUvs3,
No { 1s1,12

RO=RANF (~1)

SUMESUMeRY

CONTINUE
XsSTOX®(SUM=6,8) ¢EX
RETURN
END

SUBROUTINE SORT (N,X)
DIMENSIOY X(zgg)
{NTEGER BOTOM. ch“oon
REAL X,T

FORTRAN SURPROGRAM FOR ORDERING SPECIES AND CLASSES FROM
FITNESS OPTIMUN,

BOTOMNaN=1

SWiCHsY

00 3 1=1,B80TOM
IF (X(1)=X(]e1)) 3,3,2
Tax(1)
X(])IX({cl)
X(lel)s
SW]{CHs]
CONTINUE

{F (SWICH=1) 4,5,4

9QTUMSWICH=

6o Tn 1

RETURN

END

OO0 aO0O0O0O00O00 O
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