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The principal aim of the research is to develop a methodology for

investigating how individuals' decisions about their time-space

behavior interrelate. What determines where, when, for how long, and in

what sequence activities are performed? In attempting to understand

more clearly the structuring of everyday behavior, the research adopts

a methodology based on the time-space mechanics of constraints.

The major research hypothesis is that the critical determinant of

the structure of a person's day is the extent to which one feels con-

strained relative to certain activities, times, and locations. The term

structure is interpreted to mean not only the types and sequences of

activities, but also their location and duration.

In order to test the hypothesis it was necessary to isolate a sample

population and to develop a survey instrument for obtaining the needed

data. The sample was drawn from the faculty, staff, and student popu-

lations of Michigan State University, located in East Lansing, Michigan.

In order to study the time-space constraints operating on the formation

of activity sequences, attention must be focused on the paths, or

behavior, of the individual through time-space. The instrument chosen

for collecting this type of information, the time-space budget, incor-}

porates the sequence, linkage, timing, duration, and frequency of acti-

vities, as well as the spatial and temporal coordinates of one's



behavior. The time-space budget focuses on two related aspects:

. people's overt behavior and the perceptions of their social and physical

environment. This method of activity accounting is unique in that, as

far as their activities for the sampled time span are concerned, indi-

viduals are treated as totalities; their entire, unbroken sequences of

activities in time-space are made available.

A methodology was formulated which was built around the notion that

subjective constraints are the critical determinants of one's behavior

in time and space. The vehicle used to examine this hypothesis is that

of simulation. Thus, an attempt was made to simulate the unknown

variables--the timing, sequencing, and location of activities—-in terms

of the parameters or known variables, the subjective constraints.

As a first step toward the goal of developing a simulation model,

an attempt was made to isolate that behavior which demonstrates recur-

rent patterns in time-space. Hence, an initial hypothesis regarding the

principle of consistency in human behavior was tested using the sample

of time-space budgets. The claim was made that the concept of pattern

could be applied to the set, or a subset, of time-space budgets and that

this pattern is partly defined by the sequence in which activities are

performed. Behavior patterns are also partly defined by activity dura-

tions. The amount of time a person devotes to an activity follows a

pattern over groups of individuals just as much as does the position it

occupies in that person's sequence. Such simple patterns of activity

are necessary conditions for the develOpment of a simulation model.

In order to test this hypothesis, the time-space budget data for

all_respondents in the university sample had to be compressed in a sys-

tematic manner. Therefore, an algorithm was devised which groups indi-

viduals on the basis of the amount of time which they spend on different



activities and the order in which they are performed. Based upon the

sequential behavior patterns of individuals, the algorithm decomposed

the sample population into several groups each of which maximized within-

group similarities and between—group differentials. As a result of the

preliminary analysis of time-space budget data, it was concluded that

patterned variations do exist between subgroups of the university popu-

lation, where the concept of pattern is construed in terms of sequence

and duration of daily activities.

Can activities, their timing and location be associated with the

pattern of time-space constraints throughout the day? This is the

question that the simulation model addresses. In conjunction with this

problem, it was hypothesized that time-space constraints and levels of

activity commitment are the critical determinants of activity sequences

in time-space.

The first step in the computer simulation is to develop six cumula-

tive probability distributions which are approximations of the activity

structure for a given pattern group. A Monte Carlo procedure is then

invoked to select activities and their spatial and temporal locations.

The distributions are treated as discrete cumulative probability vectors,

and uniform random numbers bounded by zero and one are drawn to deter-

mine the activities, durations and locations. Thus, the time-space

path of each individual's day is built up by assigning random numbers

in accordance with the calculated probabilities, and by comparing num-

bers drawn for every time period with these distributions.

The structure of the model is necessarily tied to the conceptual

framework of behavior and time-space constraints. Therefore, the simu-

1ation first establishes the major constraints in each person's day, and

then, how one relates his behavior to these constraints.



The findings of the modelling experiments demonstrate that the sub-

jective constraints acting on the choice, timing, and location of acti-

vities are modestly important in understanding the formation of activity

sequences and the paths people follow through time-space. The statistical

results of the model's output suggest that they are not as significant

as they were hypothesized to be. Hence, it was concluded that for the

sample population that subjective constraints alone are not the critical

determinants which structure time-space paths at a daily scale.
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CHAPTER 1

INTRODUCTION

The industrialization of man's activities involved a most

dramatic retiming of his whole way of life. One important change in

the advancement of society from a simple to a complex state has been

the growing need by man for accurate timepieces. Increasing

specialization, more than anything else, demands this. Many years

ago, Mullford observed that:

The clock not the steam engine, is the key machine

of the modern industrial age. For even phase of

its development the clock is both the outstanding

fact and the typical symbol of the machine ... the

effect is pervasive and strict. It presides over

the day from the hour of rising to the hour of

rest ... when one thinks of time not as a sequence

of experiences, but as a collection of hours,

minutes, and seconds, the habits of adding time

and saving time come into existence: it could be

divided, it could be filled up, it could be

expanded by the invention of labor-saving instru-

mmts . .. the new medium of existence is abstract

tin ... organic functions themselves were regu-

lated by it, we ate not upon feeling hungry, but

when the clock sanctioned it.

As our societies have grown more complex, so have our cities and

as the range of activities expands, the economic base of the city

becomes more complicated and time disintegrates into smaller and

smaller units.2 Some primitive societies have no word for time, for

 

llais Mumford, Technics and Civilization (New York: Harcourt,

Brace and Co., 1934), p. 14.

2Kevin Lynch, What Time is This' Place? (Caflaridge, Mass.: The

M.I.T. Press, 1973), p. 64.
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others the time it takes a pot of rice to boil is the basic unit of

social time. The shortest unit of social time in the city, on the

other hand, has been described as the period between a traffic light

turning green and the sound of the car horn from behind.3 There can

be little doubt that time is symbolic of the urban way of life,‘ and

will become increasingly so. Cities are, above all, finely timed

life spaces .

TIME AND SOCIETY

The individual in contemporary society is very aware of time.

Time, as a pervasively awkward scarcity, is perhaps the main rival

to mney in our society; in many situations, time is money. Time is

not simply a quantity to be spent, saved, or squandered; we also have

to "keep time," meet deadlines, and order our activities in particular

sequences, simultaneously taking into account the amounts of time

required to move from place to place. The property of time which

distinguishes it from other commodities is that it comes in a unique,

irreversible sequence as well as having an amount or duration.

With the aid of clocks and calendars, the modern citizen

organizes his daily life in accordance with deadlines over which he

often has little or no control. Today formal time constraints are

greater than ever before, and the resulting clock-watching obsession

shows little sign of abating, despite continuing advances in time-

and labor-saving technology. Indeed, these advances demand more

 

3W.E. Moore, Man, Time, and Society (New York: John Wiley 8

Sons, Inc., 1963), p.37.

, 4Louis Wirth, "Urbanism as a Way of Life," American

Sociological Review, 44 (1938), pp. 1-34.
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accurate time-keeping. In a production-oriented society, the quest

for scale economies, and the increased specialization and inter-

dependencies have led to a greater spatial separation of some of the

interdependent elements--in particular those which directly affect

the ordinary citizen. 5

Social Time and Space and the Individual

A.belief that has pervaded our thinking from the beginning of

the industrial revolution through present post-industrial society is

that ideas of "specialization" and "division of labor" ought to be

applied without reservation to almost all spheres of human activity.

As a result, a continually growing bureaucracy, a vast number of

technical specialists, and powerful interest organizations attempt

to regulate more and more narrowly defined sets of events, whether

they be economic, social, or cultural activities. Consequently,

individuals conducting their specialized roles have come to be

treated in an increasingly piecemeal fashion. The growing division of

labor and specialization, or increasing societal scale, have intensified

the segregation of man's activities in time and space. This logic has

resulted in bigger and bigger firms, buildings, institutions, and

cities to contain them.6

 

5James Anderson, "Living in Urban Space Time," Architectural

Basie, 41 (January, 1971), p. 41. .

6Melvin MS‘Webber, "The Urban Place and the Nonplace Urban

Realm," Explorations into Urban Structure, eds. Melvin M. Webber, et

a1. (Philadelphia: University of Pennsylvania Press, 1964), pp. 85-

86.



As large metropolitan areas continue to grow even larger, they

are simultaneously becoming the places at which the widest variety of

. specialists offer the greatest variety of specialized services, thus

further increasing their attractiveness to other specialists. This

tremendous accumulation of specialized competence is on its way to

creating an aggregate outcome which is much less than satisfactory.

It is difficult to continue dividing up tasks systematically and still

respect the facts that the human being is indivisible and that there

are needs and wants of individuals which can never be satisfied with

money transactions or professional mediation of one kind or another.

It also tends to go unnoticed that things and processes in the real

world do not only operate in the ways the experts think to be important.

These events also interact in a variety of unexpected and unwanted

configurations because of their coexistence in time and space.

The limitations of time and space to accomdate things and

events were intuitively clear in a less complicated, preindustrial

society. In preindustrial society, inhabitants knew how their settle-

ment functioned in terms of social relationships, working procedures,

and land use. This was primarily because work and the conduct of

everyday life was organized vertically.7 However, with the advent

of industrialization and concomitant urbanization, society has under-

gone a radical transformation which has been described as a transition

 

7Torsten Higerstrand and Sture Oberg, "Befolknings-fordel—

ningen och dess f'érandringar," Urbaniseringen i SveriL: h:

geografisk samhallsanalys. Bilagadel I till Balanserad regignal

Ev‘ecklin , Statens offentligfiredningar, 1970: 14, bil. 1

(Stockholm: Esselte tryck, 1970), p. 2.

 



from a vertically organized way of life to one with horizontal

linkages.8 Industrialization outmoded the practice of self-sufficiency

and brought an increased division of labor. With growing urbanization,

work was subdivided into an increasing number of units which could only

produce goods and services through collaboration. The complex

interdependence of activities grew rapidly. The result was a society

built on the principle of horizontal linkages which demand the constant

mvement of material, people, and information among increasingly

specialized work functions. The growing interdependencies show few

signs of abating and are likely to be accentuated in the future.

As things have been divided into smaller and smaller pieces of

knowledge, responsibility, and action, the connections among events

have become more and more invisible to today's policy makers and

planners. Since so much is now unobservable, we have lost touch with

the kind of direct information which is needed for intuitive under-

standing and rational planning.

Freedom and Constraints

For some time now, the benefits of urbanization have been

extended to an ever-growing preportion of the pOpulation. From among

these benefits, the improvements in transportation and comunications

media have enabled individuals to be relatively free of spatial

constraints in establishing and maintaining their ties of association

with others. However, this situation may have led us to believe that

 

8Ibid.; the ~aut'hvzrr's use of the term vertical linkages denotes

independence or self-sufficiency while horizonal linkages signify

interdependence.



the loosening of local ties have given us an altogether free personal

choice of events in which to engage. It is true that the assortment

of possible continations, resulting in part from a shift of "place"

cmmnunities to diverse commmities of "interest,"9 is greater than

it ever was, but certain fundamental limitations still exist. Just

as we can achieve only limited rationality in our day-to-day

existence, so is only a limited freedom available when it comes to

action. A vast nunber of situations in which the individual becomes

involved are of a kind that he cannot escape or counter. Circumstances

like availability of employment, housing, education, health care,

recreation, and transportation are among environmental resources out-

side inediate control by the average citizen.

As Harvey10 has recently pointed out,» the manner in which urban .

areas are structured and the ways in which urban activities are

organized have important consequences for the distribution of real

income among the urban population. Real income is construed not only

as money income in a narrow sense, but also as access to environmental

resources and Opportunities of all kinds.

Given this point of view, one can conclude that an urban

population, given its particular location and configuration, sends it

inhabitants into sequences of events which, by their distributions

 

9Melvin M. Webber, , "Order in Diversity: Comunity Without

PrOpinquity," Cities and Space: The Future Use of Urban Land, ed.

Lowdon Wingo, Jr. (Baltimore: The Johns Hopkins University Press,

1963), p. 29.

10David W. Harvey, Social Justice and "the City (Baltimore: The

Johns HOpkins University Press, 19737, pp. 53-54. For a similar view,

see: R.E. Pahl, Whose City? And Other Essays on Sociolggy and

Planning (London: Longman Group Ltd., 1970), pp. 215-225.
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and characteristics, describe the performance of the system as a whole.

An innovative effort to estimate performance in a comprehensive way

has been suggested by Parka.” His emphasis is on measures Of urban

time relevant to planning considerations. Through timing of cities he

suggests that we will be able to develop "an urban time-use

classification which will serve a more flexible and sensitive purpose

than land use classification schemes, if only because the utility

derived from spending time has much to do with our satisfaction rating

"12 The transactions included in hisfor the quality of urban life.

aggregate time-allocation accounts do not exactly measure what is under

discussion here. From a cross-sectional perspective, they cannot show

how roles become divided in the process and how events come to affect

individuals in a longitudinal perspective.

For the moment no effort seems tobe more inportant than to

find a just distribution of benefits and sacrifices between all

individuals. If so, we should give greater attention to individual

behavior as an unbroken sequence of actions. A step in this direction

is taken more clearly in the surveys collecting so-called "social

indicators" of the quality of life.13 The growing interest in

 

11Donald Parkes, "Timing the City: A Theme for Urban Environ-

mental Planning," Royal Australian Planning_Institute Journal, 11

(October, 1973), pp. 130-135.

13Richard L. Meier, "Human Time Allocation: A Basis for Social

Accounts," igurnal of the American Institute of Planners, 25 (January,

1959). PP. 27-33.
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time-budgets as a research tool is an indication of a further move

toward a less aggregated and abstract form of observation.“

These trends in research are clear achievements. Empirical

approaches of this kind, however, entail those disadvantages which

follow measuransnt without theory. It is true that by observing

the behavior of peeple, one learns something about their living

conditions. But this information does not clearly distinguish what

are wants and needs from what are various degrees of necessity. In

the field of human geography, in particular, the problem with

advances in this area is perhaps not so much that we have failed to

understand man's needs and wants as that our geography is too

incomplete to be able to catch the conditions which circumscribe man's

actions. Behavior, in and of itself, does not fully reveal the

underlying pattern of constraints which shapes the situations in which

action occurs. And this also means that no good clues areprovided

for how to reshape the living conditions, if that is the goal. I I

Instead, we must look to latent structure and latent processes to find

the clues. Purposeful changes in the distribution of risks and

opportunities among individuals requires an understanding of how

constraints interact and how choice potential is affected by changes

to one or more of those which can be influenced at all. If it is

 

1"See, for exnple: Richard L. Meier, A Commnications Theog

Of‘Urban‘GrWth (Calflaridge, Mass.: The M.I.T. Press, 1962), pp. 45-

59; and, William Michelson, "Time Budgets in Environmental Research:

Some Introductory Considerations," Environmental Designjesearch:

Volume No, Smosia and Workshops-~Fourth International EDRA Confer-

e ed. Wolfgang F.E. Preiser (Stroudsburg, Pa.: Dowden, Hutchin-enc ,

son 8 Ross, Inc., 1973), pp. 262-267.
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assumed that people survive in "niches" of possible actions, then the

shapes and volumes of these niches are more fundamental objects of

researdh than actual behavior at a particular point in time.15 Actual

behavior at a given moment is only a subset from the universe of

permitted events. The pattern of niches as formed by constraints in

Operation describes something different--a map of potmtial events.

The notion of potentials contains a.more general measure of perfor-

mance.16 The question of how to go about finding the map remains.

TOWARD A.TIME-SPACE FRAME OF REFERENCE

In order to get at this issue, consider first geography's

dominant instrument of recording, the map. We require that observa-

tions be rendered graphically on maps. This habit is perhaps more

risky today than it once was, because we have started to take the

map much more seriously. Earlier the map was used primarily as a

means of general orientation and as an aid to discussion. Our

private field experience has helped us to extract much more synthetic

information intuitively than was directly displayed symbol by symbol.

wa the symbols are the direct basis for serious and precise measure-

ment. To a considerable extent the recent quantitative analysis in

geography represents an in-depth study of the patterns of points,

 

15Torsten Hagerstrand, "The Impact of Social Organization and

Environment upon the Time-use of Individuals and Households," Plan:

Tidskrift fUr planering av landsbygd och tutorter, 26 (1972), p. 27.

16T'orsten Hugerstrand, "What About People in Regional Science?"

ngers of the Regional Science Association, 24 (1970), p. 11.
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lines, areas, and surfaces depicted on maps of some sort or defined

by co-ordinates in a two- or three-dimensional space.

The real significance of this development has been the

strengthing of our feelings regarding the value of the geometrical

outlook. The danger lies in its influence on how'we come to view

the relation between map symbols and realdworld phenomena.17 Quite

possibly, the map's limitations have forced us to consider only

certain classes of spatial phenomena for investigation while neglecting

others. This is to suggest that perhaps, we have been so

interested in the distributional arrangements of things that we have

tended to overlook the space-consuming properties of phenomena and

the consequences for their ordering which these properties imply.

The map is a poor instrument for depicting packing problems,18 except

in the simpler cases (e.g., land use). The map has to be supplemented

with some more abstract spatial notation before we can deveIOp an '

understanding of these processes.

 

17Robert D. Sack, "The Spatial Separatist Theme in Geography,"

Economic Geogggpgz, 50 (January, 1974), p. l.

18The term packing refers not only to the space-consuming pro-

perties of objects, but also to the process whereby Objects compete for

space. In discussing the issue of packing, Hagerstrand states that

"as soon as one object has found a location, the space it occupies

is not available for a host of other 'weaker' objects and the probabi-

lity field of their location has changed. Of course, objects are some-

times more or less closed and elastic relative to each other, and

this makes the packing process very complex. Whatever the complexities

are, however, packing adds a meaning to interaction which is different

from what we usually have in mind. Many objects interact just because

they have come to be located adjacent to each other and for no other

reason. This very kind of interaction can have great significance both

for the structure of an area and for the sequence of events occurring

there." See: Torsten Hagerstrand, "The Domain of Human Geography,"

Directions in Geogggpgz, ed. R.J. Charley (London: Methuen & Co.,

1973). p. 71.
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This observation leads to another feature of the traditional

geographical format, namely, a noticeable emphasis is laid upon the

thin spatial cross-sectional view of the flow of terrestrial events.

Indeed, the widespread dissatisfaction with existing geographic

theories may be due to a preoccupation with spatial patterns and a

neglect of small-scale generating processes over time.19 Of course,

various efforts have been made to include a time-perspective of some

sort, and historical geography in its most ambitious form tries to

reconstruct the geography of selected dates in the past. Change,

then, is visualized as a strip of film where the sequence of frames

provides some idea of long term trends. Those concerned with process

approaches to the analysis of spatial behavior often proceed in the

same fashion, only the number of time intervals is considerably

reduced.20 That is, researchers commonly map some index of change,

calculated between two points in time. Mbdels for making spatial

extrapolation into future time have been developed21 but, on the whole,

researchers have not yet succeeded in handling events as located and

 

19Gunnar Olsson, "Inference Problems in Locational Analysis,"

Behavioral Problems in Geography: A Symposium, Studies in Geography

No. 17, eds. Kevin R. Cox and Reginald G. Golledge (EvanSton, 111.:

Department of Geography, Northwestern University, 1969), p. 21.

20For a more detailed review of process approaches to the study

of spatial behavior, see: Reginald G. Golledge, Process Approaches

to the Study of Human Spgtial Behavior, Department of Geography,

Discussion Paper No. 16 (Columbus, Ohio: The Ohio State University

Press, 1970).

21Michael Chisholm, Allan E. Frey, and Peter Haggett, eds.,

Rggional Forecasting, Proceedings of the Twenty-second Symposium

of the Colston Research Society (London: Butterworth 8 Co. Ltd.,

1971).
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and connected within a compact time-space block. Again, to overcome

this problem.requires a new type of notation.

Interdependence of Time and Space

To obtain a proper perspective on the quality of life in modern

cities, it helps to consider time as well as space; better still,

consider them simultaneously, thinking of peoples' activities and

their environments in terms of locations in time-space. Time and

space are.among man's most fundamental resources, and they are also

among the most difficult to study due to their scarcity characteristics.

Not the least of the problems is their unique pattern of interdependence

and interaction. Time and space combine to form a four-dimensional

"volume" which continuously surrounds us, and these dimensions also

provide a co-ordinate reference system which we use to organize our

own activities, and which can be used to describe the environments and

the activities of others.22 Time and space are interrelated dimen-

sions of human behavior because individuals cannot consume one without

the other.23 In a sense, movement in either case must be continuous,

since one must experience every point in time sequentially, and one

must pass through a series of points in space in order of their conti-

guity. Alternatively, the continuous function of time is more

 

ZZHngrstrand, "The Domain of Human Geography,‘ op. cit., p. 77.

2.3In a sense space and time are independent of eadh other because

while we continually consume both, the allocatable time is fixed for

everyone, but the space available varies. Time, therefore, as

distinguished from.space, comes in a unique, irreversible sequence

having an amount or duration. Movement in time can only be in one

direction, whereas movement in space may proceed in any of an infinite

number of directions.
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demanding of the individual than the more discrete function of space.

Although an individual is required to experience every point on the

time-scale, he need only be at some point in the physical and social

environment that provides him.with the minimum requisites for survival.

Given either interpretation, it is hardly reasonable to assume that

locations in space can effectively be separated from the flow of time.

Paths and Traces within the Time-space Frame

A promising way to overcome the problems discussed above has been

suggested by Hagerstrand.24 He recommends translating all necessary

concepts, old or new, into a strictly "physical" language. In this

procedure, it is essential that the unity of time and space be fully

respected. The use of a single spatial-temporal system to identify

the particulars of human discourse is fundamental. With regard to

this matter, Sack comments:

The single physical time-space system makes it possible

to identify and individuate events that are separate from

any single observer and to communicate, discuss, or make

public, observations that are not immediately apparent to

the senses by everyone. Clearly, these functions cannot

be provided by a plurality of physical spaces, for that

would lead to confusion of identification and perhaps

ultimately to solipsism. Only one system of physical space

and time can provide the function of identification and

individuation of events.25

 

2('Hligerstrand, "The Domain of Human Geography,’ op. cit.,

pp 0 77-790

25Robert D. Sack, "A Concept of Physical Space in Geography,"

Geographical Analysis, 5 (January, 1972), pp. 25-26. The use of a

system of physical space and time is also treated by Sack in: Sack,

"The Spatial Separatist Theme in Geography," op. cit., p. 17.
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A physical time-space system is illustrated in Figure 1. For

purposes of illustration, three-dimensional space has been collapsed

into a two-dimensional map, leaving the third dimension to represent

time. This procedure makes it possible to incorporate time and

space into one unified geometrical time-space picture with full

continuity in the time direction. This also means that form and

process would not seem to be so essentially different as they appear

today. Process takes shape as four-dimensional form. To man, time

and space are not only dimensions for viewing and analyzing the

location of events, they are also, in a very real sense, scarCe

resources. This makes the time-space outlook fundamental. It is in

this context that the "packing problem" reaches its full weight and

it is here that the importance of not omitting any portion of man's

time and surrounding space becomes critiCal. In reality one must

always keep both dimensions in mind, for to a certain extent they are

interchangeable. FUrthermore, in the conduct of human affairs, time

often makes itself felt as a more demanding dimension than do spatial

donstraints.

The acting individual, therefore, describes an unbroken path

in time-space (Figure 1). It is easy to imagine how the total popula-

tion of interacting individuals within the block form a network of

unbroken time-space paths, but with the fundamental prOperty that

identity is retained. Similarly, the time-space traces of elements

of known human importance in the environment, such as other organisms,

tools, buildings, materials, can be depicted. The scenario makes it

imediately clear that compatability among individuals, buildings,
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FIGURE 1

THE PATHS OF A GROUP OF INDIVIDUALS IN

I A TIME-SPACE SYSTEM*

 

*The numbers 1, 2, 3, and 4 indicate different kinds of activity

bundles which are locations in time-space where people come together in

order to exchange information, transact business, or perform a common

activity. 1 is connected with some fixed installation; 2 and 3 are meet-

ings with different durations. All three types of bundles require move-

ments, before and after, in order to be formed. 4 represents a telephone

call which does not require movement but, nevertheless, ties two individuals

together into one activity. (After Hagerstrand, "A Socio-environmental Web

Model," Op. cit., p. 24).



16

tools, materials, and signals requires both (temporal) synchronization

and (spatial) synchorization. Seen as a whole, the system exhibits a

skeleton of meeting times and meeting places, much of which is

frequently built up in advance, in order to fit activities to the

timetables of other people, facilities, and institutions.

This is a complex situation even in a space-free timetable sense.

Even if members of a population do nothing more than exchange

messages by telecomnication media (so that transportation is practi-

cally instantaneous), the indivisibility of the human being is a

severe constraint on what can occur. As soon as a comunicating group

has come into being, the duration of its activity inevitably creates

waiting-times among those who want to come into contact with one or

more members of the group. The conflicts that arise will become a more

obvious difficulty as we move toward a society in which the processing

of information develops into the main activity.26

NATURE OF THE RESEARCH PROBLEM

When trying to disentangle the seeming chaos of paths and traces

inside the time-space block, several modes of investigation come to

mind.27 In attempting to understand more clearly the structuring of

 

2

6Webber, "Order in Diversity," op. cit., pp. 42-44.

27For various approaches, see: James Anderson, "Space-time

Budgets and Activity Studies in Urban Geography and Flaming,"

Environment and Planning, 3 (1971), pp. 353-368; Ian G. Cullen, "Space,

Time, and the Disruption of Behavior in Cities," Environment and

Planning, 4 (1972), pp. 459-470; and, Alan G. Wilson, "Some Recent

Deve10pments in Micro-economic Approaches to lbdelling Household

Behavior, with Special Reference to Spatio-temporal Organization,"

Papers in Urban and Regignal Analysis, Alan G. Wilson (London:

Pion Ltd., 1972), pp. 216-236. These and other alternative approaches

will be covered in more detail in the following chapter.
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everyday behavior, this research adOpts a methodology that can be

described as the time-space mechanics of constraints.2

Conceptually, the behavior, or activities, of an individual

can be viewed as a series of discrete episodes occurring in a

sequence through some specified period of time. These episodes

have meaning at different temporal scales. Mbst relate to a day's

activities, such as work, housekeeping, or eating, but some have

meaning in the weekly time scale, such as visiting with relatives,

in the yearly time scale, such as taking a holiday, or in a genera-

tional time scale, such as migration.29 The activity sequence is

seen to be a continuous stream of events where days flow into weeks,

weeks into months, seasons into years, and years into a lifetime.

FUrther, the events in this sequence are seen to possess an essential

order in the sense that certain types of events occur in fairly

predictable cycles or routines and take place in a space of fairly

predictable locus. Activities, therefore, occur in a time-space

continuum: there are temporal regularities inherent in Spatial

regularities, and temporal rhythms obviously vary over space.

 

28Hngrstrand, "What About People in Regional Science?" Op.

cit., p. 11; see also: Torsten Hngrstrand. "A Socio-environmental

Web Mbdel," Studier i planeringsmetodik, ed. GOsta A. Eriksson,

IMemorandum.fr3n ekonomisk-geografiska institutionen, nr. 9 (Abo

[Turku], Finland: Handelshbgskolan vid Abo akademi [Abo Swedish

university School of Economics], 1969), pp. 19-28.

29Torsten Hngrstrand, "On the Definition of Migration,"

VHestUntutkimuksen vuosikirja (Yearbook of POpulation Research in

‘Finland, 11 (1969), p. 65.
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This research addresses itself to the general question: How

do an individual's decisions about his time-space behavior inter-

relate? In striving to answer such a question, practical as well

as theoretical censiderations must be taken into account. At a

very basic level, the strategy of this research is based upon a

simple belief: if one is to improve the lot of the individual living

and working in the city, than one essential element is a study of the

behavior of that individual, seen as an unbroken sequence of actions.

The study of this behavior, through time and space, in its normal

metrOpolitan context cannot be avoided if one's intention is to shed

some light upon potentially dysfunctional relationships between the

two. No alternative approach will reveal the ways in which the

context structures, constrains, or even frustrates the behavior which

it is intended to facilitate.

The_Approach

Two general approaches to the study of time-space behavior can

be identified. One orientation, clearly the more common, focuses on

choices of activity that are manifest in behavior. The second approach,

and the one adapted here, focuses on the constraints which circumscribe

man's actions. Since choices can only be realized within the context

of constraints, the latter approach is more general and more likely to

lead to a discovery of how the decisions regarding one's time-space

behavior interrelate.

Two broad groups of constraints are prOposed. Objective

constraints constitute the first group and are those which are imposed

by the environment. It is this group that tends to shape the "niches"
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of possible action Open to an individual. The pattern of niches

formed by objective constraints describes a map of potential events.

These potential events can be more narrowly defined by a second

group, the subjective constraints, which are more or less self-

imposed. Such constraints occur as a result of the individual's

physical and social environment. In most contexts, a given environ-

mental situation is subjectively perceived by different people as

constraining choice to varying degrees. Although the peculiarities

of the environmental context are important, an individual's reaction

to that situation is crucial. Any situation to which an individual

reacts has at least three dimensions: a temporal position, a location

in space, and a potential activities set. These dimensions interact

to produce a feeling of constraint upon the individual.

The basic proposition of this research is that the critical

determinant of the structure of a person's day, given environmental

forces, is the extent one feels constrained relative to certain

activities, times, and locations. These points at which one feels

most constrained and around which one's day tends to be organized will

be used as the basis for modelling experiments.

The principal aim of the present inquiry is to develop a methodo-

logy for investigating just how an individual's decisions about his

time-space behavior interrelate. The approach adopted is based on the

time-space mechanics of constraints. The adequacy of the methodology

‘wiJJ.be judged against its ability to replicate observed behavior. For

the purposes of this research, it is assumed that one goal of geography,

and social science in general, is to construct mechanisms sufficient

to produce the observed results. These mechanisms take the form of
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constraints which determine the structuring of paths of behavior in

time-space. As noted earlier, an alternative approach is based on

choice-mechanisms which manifest themselves in actual behavior. But,

by observing the actual behavior of members of avapulation in a

given period of time, this approach risks becoming lost in a descrip-

tion of how aggregate behavior deveIOps as a sum total of individual

behavior, without revealing the really critical determinants of

behavior in time-space. What we "see" may be only a very small

portion of the phenomena and, thus, behavior does not fully unveil

the underlying pattern of constraints which shapes the situations in

which action takes place. We must go well beyond a description of

overt behavior to answer the question posed above. We must look for

latent structure and latent processes in human behavior, or the hidden

mechanics of constraints, to find the clues. Therefore, it seems more

promising to try to define, using simulation procedures,30 the time-

space mechanics of constraints which determine how paths are built-up,

coordinated, or constrained.

The Organization

The primary objective of this inquiry is to report on a research

and modelling strategy that attempts to reveal the processes or rules

‘which govern the integration of the individual's time-space behavior.

The remainder of this inquiry is devoted to five main tOpics:

(a) Timeebudgets of Human Behavior: A Synthesis and Critique

of Selected Approaches.

 

3oHagerstrand, "What About PeOple in Regional Science?" op. cit.
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In this section the development of the time-budget approach to

the study of behavior is reviewed. The purpose is, on the one hand,

to comment on the applicability of time-budgets other than the one

which is developed and used here and, on the other hand, to reformulate

the conceptual foundation within which this research tool can be

considered.

(b) Time-space Paths of Human Behavior: Conceptualization and

Implementation of the Research Strategy.

Building on the synthesis and critique of time-budget use in

urban and regional analysis, this section formulates a conceptualiza-

tion and research prOpositions designed to investigate the structuring

of daily behavior through the time-space mechanics of constraints. In

order to substantiate or illuminate the research prOpositions, a research

strategy is established and involves the design and implementation of

a survey.

(c) Empirical Analysis for Model Deve10pment.

. The third section involves the application of several analytical

techniques to the survey data. Many modes of analysis apprOpriate for

time-space budget data exist and.are briefly reviewed. However, only

those methods which are intimately related to the ultimate goal of

developing a simulation model will be treated here. Employing data on

the daily activities of members of Michigan State University, East

Lansing, Michigan, these analytical procedures will be employed in the

evaluation of specific hypotheses about time—space behavior.

(d) Simulation Model of Time-Space Paths and the Mechanics of

Socio-environmental Constraints.
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Given the results of the preceding section, a simulation model

is formulated for determining the time-space paths of individuals in

an urban environment. Through the use of simulation procedures, it

is recognized that the full complexity of individual paths in time-

space cannot be reproduced. Rather, it is intended as a deductive

device for partial verification and as a mechanism for controlled

observation of constraints interacting in the context of daily

behavior. The findings of the simulation modelling experiments will

-then be evaluated in relation to the major research propositions.

(e) Summary and Conclusions: Retrospect and Prospect.

This section is divided into two parts: (1) a summary of the

methodology and the main conclusions about the validity of the model-

ling strategy that attempts to reveal the processes which govern the

integration of the individual's time-space behavior and (2) a dis-

cussion of possible lines of further inquiry. i

In this introductory chapter, the intention has been to explicate

the motivation and purpose of the following study. Detailed arguments

for the rationale of the viewpoint have been omitted. To have in-

cluded these would have involved some reasonably abstruse arguments

from the philosophy of science--for instance, the relationshipof

description, explanation, and prediction,31 the implications of

 

3¥May Brodbeck, "Explanation, Prediction, and Imperfect Know-

ledge," Readings in the PhilosOphy of the Social Sciences, ed. May

Brodbeck (Toronto: The Macmillan Co., 1968), pp. 363-397; Abraham

IKaplan, The Conduct of Inquiry (Scranton, Pa.: Chandler Publishing

60’, 1964), pp. 327-3690
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determinism and probability,32 and the individual in scientific

inquiry and the reductionist viewpoint.33 As this study is not the

proper place for these comments, the reader is referred to the more

detailed treatments in the bibliography. The purpose of the present

inquiry is simply to develOp a conceptual framework for the study

of the integration of an individual's time-space behavior; the

philosOphic issues serve only as a background against which to view

these efforts.

 

32Gustav Bergmann, "Imperfect Knowledge," Readings in the

Philosophy of the Social Sciences, ed. May Brodbeck (Toronto: The

Macmillan Co., 1968), pp. 413-436.

33M1.B. Turner, Philosophy and_the Science of Behavior (New

York: Appleton-Century-Crofts, 1967), pp. 301-374; May Brodbeck,

"MethodolOgical Individualisms: Definition and Reduction,"

Readings in the Philosophy of the Social Sciences, ed. May Brodbeck

(Toronto: The Macmillan Co., 1968), pp. 280-303.



CHAPTER 2

TIME-BUDGETS OF HUMAN BEHAVIOR: SYNTHESIS AND

CRITIQUE OF SELECTED APPROACHES

Many interesting patterns of social life are associated with

the temporal distribution of human activities, with regularities in

their timing, duration, frequency, and sequential order. Certain

techniques of data collection based on direct observation, inter-

viewing, and the examination of records permit the establishment of.

itemized and measured accounts of how people spend their time within

the bounds of a working day, week-end, a seven-day week, or any other

time period. Investigations of this particular aspectJof social life

based on the quantitative analysis of such accounts, have produced a

lineage of research commonly referred to as "time-budget studies."

The purpose of this chapter is to briefly review the deve10p-

ment of the time-budget approach to the study of human behavior. The

objective is, on the one hand, to comment on the applicability of time-

budgets other than the one which is developed and used in this inquiry

and on the other hand, to review selected uses of this research todl

in urban and regional analysis.

THE TIME-BUDGET PERSPECTIVE

The term "time-budget" signifies an accounting scheme describing

the allocation of time to activities during a given period--how many

hours and minutes people spend daily on chores and past-times such as

doing work, shopping, eating meals, socializing, leisure-time pursuits,

24
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and sleeping. The time-budget investigation is somewhat similar to the

procedure by which the allocation of funds for different purposes in

financial budgets is analyzed. As far as personal or household budgets

are concerned, the similarity will even extend to many specific types

of expenditure, because a great number of everyday activities involve

not only the expenditure of time but also money.1 At this point,

however, the resemblance comes to an end. Time can only be spent, not

"earned" therefore, time-budgets have no income side. Due to the fixed

limits of time, everybody disposes equally of the 24 hours of the day.

The fund of time which is being allocated to various activities (24

hours in daily time-budgets) serves simply as a frame of reference for

setting out the temporal proportions of peOple's engagement in the

whole gamut of their daily activities. Thus, it is not time itself,

either as a physical or as a subjectively perceived entity, but rather

the use people make of their time which is the real subject of time-

budget studies.

Development of Time-Budget Research

The time-budget approach was first developed in social surveys

reporting on the living conditions of the working class. The long

working hours characteristic of early industrial development and the

struggle which organized labor led from its very beginning for the

shortening of the working day, make it fully understandable that the

 

1Historically, the time-budget concept is apparently derived

from the practice of maintaining a set of household income and expendi-

ture accounts which dates to the nineteenth century. It was a simple

step to move from money accounting to time accounting with the movement

to the hourly wage as the predominant kind of income workers received.
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preportions of work and leisure in the daily life of laborers became a

matter of considerable public concern in all countries where

industrialization was in progress.2 The famous "3 x 8" password of

labor movements around the turn of the century, claiming eight hours

of sleep, eight hours of work, and eight hours of recreation as a

rightful daily schedule of all laborers, expressed a social demand in

the form of a concise time-budget. Just about then, chronometric time-

and-motion analyses were introduced into industrial practice by the

pioneers of "scientific management".3 This also meant time-budgeting

of a sort, by setting up precise accounts of the amounts of paid time

spend by workers on all kinds of "necessary" or "wasteful" activities

during their work in the factory.

The bulk of time-budget studies published before world War II

originated in Great Britain, the Soviet Union, and the United States

(see Figure 2).4 In general, these earlier studies focused on the

following topics:

1. the share that such broad categories of activity like paid

work, housework, personal care, family tasks, sleep and recreation have

in the daily, weekly, or yearly time-budget of the pOpulation;

2. characteristic time expenditures of certain social groups or

strata (e.g., industrial workers, farm homemakers, college students,

unemployed men) on more or less specified types of everyday activities;

 

2Alexander Szalai, "Trends in Comparative Time-Budget Research,"

The American Behavioral Scientist, 9 (May, 1966), p. 3.

albido’ pp. 3".

4Ibid., pp. 5-7.
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3. the use made of "free time", especially leisure.

Data were collected mostly by means of simple forms on which the

respondents were requested to report the time and the general character

of their various activities during the day. Quite often only the

remembered (or guessed) average duration or frequency of specified

activities in the daily life of respondents was asked. Some moderate

use was also made of "yesterday interviews" intended to reconstruct the

course of events in the life of respondents on the preceding day.

Finally, for some global accounting purposes, certain estimates were

secured by analysis of available data on traffic densities, cinema

attendance, newspaper circulation, and participation in social organi-

zations or gatherings.

. As experience accumulated it was a logical step to extend time-

budget studies to entire cities, recording the allocation of time to

different activities in the form of time accounts for the whole

population. But, as will become clear from the organization and

conduct of the present study, this would not have been feasible if

modern-day sampling techniques had not been perfected, nor would it

have been achieved without the development of computer technology.

Systematic empirical work in the analysis of individual and

family use of time first appeared in the 1920's, and it was a

researcher in the Soviet Union who produced the first time—budget

study which was concerned with the quantitative measurement of an

entire day's activities. The Soviet economist, S.G. Strumilin,

conducted this investigation in Moscow in 1924 in which quite advanced
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social statistical concepts were introduced in time-budget surveys.

These surveys were designed to identify areas of activity that are

used inefficiently, and thus might be subject to policy and planned

state manipulation. With the massive effort in the Soviet Union to

increase production and worker productivity since then, there followed

a widespread application of this work to other Soviet cities. For

example, Strumilin's study was repeated some 35 years later with a

similar sample of the working pOpulation by his former pupil,

,Prudensky.6 This represents the first longitudinal time-budget analysis

for the purposes of historical comparison. This comparison made by

Prudensky clearly demonstrates the changes that industrialization has

brought to the time and activity patterns in the Soviet Union. A

number of Soviet investigations followed these initial undertakings and

concentrated on particular groups, such as radio listeners, television

viewers, or farm workers, and on particular activities, such as leisure

and work.7

As a result of the earlier use of time-budgets in the Soviet

Union, a substantial tradition developed in Eastern EurOpean social

research. For example, in 1963, time-budgets formed part of an

official census in Hungary.8 The purpose of the time-budget analysis

 

SIbid. , p. 4.

6Ibid., p. 4.

71b1ds, pp. 5’70

8In Hungary, where periodic micro-censuses (nationwide sample

surveys of demographic changes in the pOpulation) have been introduced

to bridge the long gaps between the regular census years, a subsample

of the micro-census of 1963 served also for obtaining time budgets of

the pOpulation throughout the country. The results have been published

and.amw’be found in: Hungarian Central Statistical Office, The Twenty-

four Hours of the Day: Analysis of 12,000 Time-Budgets, English Version
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was to supply information on a special aspect of the manner of living

of different social groups, i.e., how their time is spent. This was

the first time that overall information was given on the time schedule,

the rhythm of life, the diversity or monotony of the way of life of

different groups of the population (whether earners or dependents, men

or women, intellectuals or manual laborers), and the smaller or greater

burdens to be borne by different social strata.

The Soviet Union, however, has produced the most extensive set of

time-budget accounts.9 The Soviet work has been used primarily within

an economic planning context and there have been numerous efforts to

improve policy and planning for the labor force, industry, and transpor-

tation systems through the use of time-budget research.10 Between 1959

and 1965 alone, time-budget surveys involving well over 100,000 man-days

of recorded human activities were carried out by the Institute of

Economics of the Soviet Academy of Sciences in Novosibirsk and related

research organizations--partly for general scholarly purposes, and

partly for supplying much needed data to authorities concerned with the

planning of manpower resources, educational facilities, communal

services, etc.

 

(Budapest: Hungarian Central Statistical Office, 1965). This is

probably the first instance where time-budget data were collected in

connection with a micro—census-

9Alexander Szalai, ed., The Use of Time: Daily Activities of

Urban and Suburban Populations in Twelve Countries (The Hague: Mouton

& Co., 1972), pp. 861-864.

10Gerald A. Gutenschwager, "The Time-Budget—-Activity Systems

Perspective in Urban Research and Planning," Journal of the American

Institute of Planners, 39 (November, 1973), p. 382.
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The use of time-budgets in Western EurOpe and the United States

has been directed almost exclusively to a study of discretionary or

leisure time activities. Moreover, from the earliest studies carried

out in the 1930's the interest has been primarily academic rather than

administrative.11 The first serious studies in the United States

appeared in the 1930's in the works of Lundberg-Komarovsky-Melnerny,

McCormick, and Sorokin-Berger.12

The study of leisure by Lundberg and others,13 is meticulous and

monumental in its data collection. Lundberg and his co-workers

collected nearly 5,000 diary records of individual days as part of their

study of leisure in Westchester County, New York. But the investigation

is particularly important in its attempt to describe different time/

activity patterns for groups in the suburban area. Also, the research

develops useful questionnaire investigations of activities related to

place, companionship and activity satisfaction, as well as techniques

that allow respondents to express preference for activities within

constraints of money, time, and accessibility.

Sorokin and Berger's study of Time-Budgets of Human Behaviorla

has prdbably done most to pOpularize the time-budget method of research.

 

111bid., p. 382.

12George A. Lundberg, Murra Komarovsky, and‘Mary A. McInerny,

Leitnre: A Suburban §tudy (New York: Columbia University Press, 1934);

Thomas C. McCormick, "Quantitative Analysis and Comparison of Living

Cultures," American Sociological Review, 4 (August, 1939); Pitirim A.

Sorokin and Clarence Q. Berger, Time-Budgets of Human Behavior (Camp

bridge, Mass.: Harvard University Press, 1939).

13Lundberg, et al., 0p. cit.

1['Sorokin and Berger, op. cit.
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Sorokin and Berger undertook a rather interesting timeébudget study

during the 1930's in and around the city of Boston. This research is

best recognized for its saphisticatedconceptual approaches for the

analysis of detailed personal diaries covering relatively extended

periods of individual daily activity. In their book, the authors

demonstrate some surprising insights into the conceptual problems of

time-budget analysis such as activity classification, social inter-

action, psychological motivations for activities, and the potential for

activity prediction of one's own behavior. Despite the acknowledged

deficiencies in their survey research methodology; their insights

regarding conceptual problems of time-budget analysis remain valuable.

About the same time, McCormick prOposed the use of time-budgets for

behavioral comparisons across cultures-a suggestion that would not be

acted upon for nearly thirty years.15 I

The leisure time focus of these early studies did ultimately

evolve into, and was often related to, mass media studies where the

interest became more practical, namely, how to measure audience

potential. In fact, the largest surveys have been geared to market

research for the mass media (e.g., in radio and television programe

mzing).16 The focus of these surveys have most frequently been on

,general leisure, an emphasis continued in the recent UNESCO sponsored

cross-cultural time-budget research project involving twelve nations.17

 

15McCormick, 0p. cit.

16Gutenschwager, loc. cit.

17The International Time-Budget Research Project directed by

Szalai represents the most extensive series of studies of this kind

ever undertaken. See Alexander Szalai, "The Multi—national Comparative

Time-Budget Research Proj ect," The American Behavioral Scientist, 10

(December, 1966), pp. 1-4.
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Other efforts followed in other countries. The more recent

studies in the analysis of the use of time take a variety of forms--

national studies of time allocation,18 studies of family adaptation

to urban conditions,19 the analysis of commuting behavior,20 investi-

21
gations on the use of leisure time, and the broad synoptic type of

study focusing on the comparative aspects of urban living patterns.

The Multinational Time-Budggt Project

A.huge amount and very great variety of time-budget data have

been accumulated over the years by many researchers in several

countries. To some extent time-budget work has become so preoccupied

with "picture-taking" as a technique, i.e., obtaining one cross-

sectional survey in time, that it has not moved out from this kind of

 

lsIbid.

19Szalai, "Trends in Comparative Time-Budget Research," 0p.

cit., pp. 6-7, cited Jean Stoetzel, "Une étude de budget-temps de

la femme dans les aggolomerations urbaines," Population, 1 (1948);

Paul Chombart de Lauwe, La vie quotidienne ouvierés: Recherches

sur les comportements sociaux de consommation (Paris: Centre National

de Recherche Scientifique, 1956); and, Paul Chombart de Lauwe, "La

vie familiale et 1es budgets," Traité de Sociologie du Travail, Vol.

2, eds. G. Friedman et a1. (Paris: A. Colin, 1962).

20The classic study of this kind is: Kate Liepmann, Th3

Journey to Work (London: The Oxford University Press, 1944). Since

Wbrld war II, the American studies of trip behavior using the Bureau

of Public Roads standard design for "origin and destination studies"

have become widespread.

21Examples include Eric Larrabee and Rolf Meyersohn, Mass

Leisure (New York: The Free Press, 1958); and Sebastian de Grazia,

Of Time, Work, and Leisure (New York: The Twentieth Century Fund,

1962).

22Szalai, The Use of Time, op. cit.; Szalai, "The Multi-

national Comparative Time-Budget Research Project," op. cit.
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emphasis into a more fundamental concern with examining human activity

at the microvlevel, its organization into systems, and the functioning

of these systems within the larger societal framework. Furthermore,

little effort has been made to develOp some more generally applicable

methodological standards of time-budget research so as to enhance the

possibilities for a comparative evaluation of such data. This tOpic

came up for discussion at the International Conference of the Use of

Quantitative Political, Social and Cultural Data in Cross-National

Comparison, held in 1963 at Yale University.23 Some new approaches to

the differential evaluation of time-budgets for comparative purposes

were proposed. However, the widely divergent methods of data

collection, registration, coding, and classification used by researchers

belonging to different countries of different schools of thought posed.

serious restrictions for comparative research. In view of these

difficulties, practically nOt comparative method could be made workable

until at least some agreement and cooperation were achieved among a

number of researchers in various parts of the world who have an active

interest in this field. The idea was promoted that by carrying out a

series of well-standardized timeébudget surveys in different countries,

such agreement and cOOperation could well be promoted. Furthermore, a

stock of standard multinational time-budget data would be created which

might provide the basis for the further refinement of time-budget

research methods for comparative purposes.

 

23Alexander Szalai, "Differential Evaluation of Time-Budgets for

Comparative Purposes," ngparing Nations: The Use of Qgggtitative Data

in CrossANational Research, eds. R.L. Merritt and S. Rokkan (New Haven,

Conn.: Yale University Press, 1966), pp. 101-102.
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This was one of the major considerations which led to the most

comprehensive efforts at time-use study. During the mid-1960's, the

Multinational Comparative Time-Budget Research Project was begun by

the Vienna Coordination Centre for Research and Documentation in the

Social Sciences, with Alexander Szalai heading a team composed of

representatives from nearly a dozen countries. Representatives from

the various countries met to agree on the uniform selections of survey

sites, sampling procedures (two-stage random), survey forms and data-

collecting techniques ("yesterday interviews" plus one-day diaries),

classification and coding procedures (using a 99-code activity

classification scheme--Appendix C), and methods for card punching and

data analysis. There were three basic kinds of study areas which

could be used by participating nations: (1) a town of 30,000 to

280,000 population, (2) a series of towns satisfying the above pOpula-

tion requirement with a specified minimum number of respondents from.)

each of the towns, and (3) a national survey. A grand total of 24,932

individuals successfully completed the interviews and survey forms in

the ten countries. The survey universe was comprised of members of

households between 18 and 65 years of age, where at least one member

was employed in a non-agricultural occupation. The respondents were

asked to record their activities for the next day on schedules provided

for the 24 hour period beginning at 12:01 a.m. Two days later when

the respondents were revisited, the schedule was picked up, and any

additions the interviewer thought necessary were made to fill out the

schedule.
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The data coded from the time-budgets in the multi—national

study included the beginning time, primary activity undertaken, a

secondary activity code if listed, other persons present, and the

location of the activity episode. Such a set of characteristics used

to describe a particular activity is termed an "activity module."

Within the multi—national project a three-digit primary and secondary

activity code was allowed within each activity module. Actually, a

two-digit coding system was adopted for common use by all countries,

with the development of the third digit of code left to individual

countries. A standard set of demographic information was required from

all participants, and an Optional set was left Open for individual

interests, as in the activity codes.

Preliminary results from this large-scale national and

comparative study were reported at the Congresses of the International

‘Sociological Association at Envian, France, in 1966, and Varna,

Bulgaria, in 1970, as well as in the American Behavioral Scientist.24

The main volume was published in 1972.25 While unquestionably the work

from the multinational study will yield important benchmarks for research

on time allocation, this effort seems to be but a prelude to a much

more extended interest in time studies.

 

2('International Sociological Association, Transactions, Sixth

World CMess‘of Socilogy, Evian, Vol. 5 (Milan: International

Sociological Association, 1966); International Sociological Associa-

tion, Transactions, Seventh World Copggess of Sociolo , Verna, Vol.

5 (Milan: International Sociological Association, 1970); Szalai, "The

lbiltinational Comparative Time-Budget Research Project." 0p. cit.

25Szalai, The Use of Time, op. cit.
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The Analysis of Time-Budget Data

The late 1950's and 1960's saw the mushrooming of time-budget

research and data collection. Yet the analyses of these data,

especially prior to the multinational project, have been subject to many.

of the pitfalls that accompany measurement without theory. Nevertheless,

a variety of approaches have been developed for the analysis of the

voluminous data collected in time-budget surveys.

Beginning with the classification of activities, Foote and

Meyersohn first proposed that respond‘ent's activity descriptions

could be analyzed grammatically.26 This idea has been developed by

Kranz, who devised computer techniques for analyzing and classifying

activity responses.27 His approach is a computerized form of content

analysis in which activities are defined from the semantic context of

respondent time-budget diaries. This method attempts to circumvent

the necessity for assigning recorded events on the basis of some

arbitrary scheme establist a priori.28

26In trying to code the activities recorded in the diaries, they

hit: upon an interesting scheme of considering each entry as a sentence.

Aetivities were seen to have a grammatical structure, with an implied

Bubject, a verb, and an object. See: Nelson N. Foote and Rolf

Meyersohn, "Allocations of Time Among Family Activities" (paper read

at the Fourth World Congress of Sociology, 1959, Stress, Italy);

Nelson N. Foote, "Methods for Studying Meaning in Use of Time," Aging

md Leisure, ed. R.W. Kleemeier (New York: Oxford University Press,

27Peter Kranz, "What Do PeOple Do All Day?" Behavioral Science,

15 (May, 1970), pp. 286—291.

9 28Perhaps the most widely recognized scheme of this kind is the

S9~code system developed by the Multinational Time-Budget Project.

ee «’- Szalai, "The Multinational Comparative Time-Budget Research

I"'-'<>;)ect," op. cit. [Appendix]

 





38

A common proposal has been the longitudinal analysis of data

on time use as a means of gauging social change.” Szalai compares

the time-budgets of workers in Moscow in 1924 and 1959.30 Robinson

attempts to ascertain changes in the use of time in the United States,

using the Lundberg data on Westchester County and the Sorokin-Berger

data on Boston, both collected in the 1930's, a Ward-Mutual Broad-

casting Company national survey from 1954, and the Jackson, Michigan

and national sample data obtained in 1965-66 as part of the Multi-

national Project. All of the conclusions are only suggestive, however,

as there are serious problems with the populations surveyed, the

sampling procedures, and the non-comparability of the various activity-

classification schemes . 31

Szalai has developed a measure of the relative "compressibility"

of different activities when the amount of available time is reduced.

The concept is analogous to elasticity in economics. For example,

workers with less free time because of a longer journey-to-work will

devote considerably less time to some leisure pursuit, but virtually

the same amount of time sleeping as other workers. Thus, the

g

29Richard L. Meier, "Human Time Allocation: A Basis for

SOC-131 Accounts," Journal of the American Institute of Planners, 25

January, 1959), p. 27.

30Szalai, "Trends in Comparative Time-Budget Research,"

op. Cite, p. 40

J 31John P. Robinson, '..social Change as Measured by Time-Budgets,"

—°u\rnal of Leisure Research, 1 (Winter, 1969), pp. 75-77,
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leisure-time activity is more compressible than- sleeping.32 The

Hungarian microcensus includes this type of analysis.33

Converse employs a slightly more sophisticated approach in

comparing the use of time among nations. A Euclidean measure of

"distance" between time-budget profiles, developed by Szalai, gives

measures of intergroup differences. Guttman-Lingo smallest—space

analysis is then used to determine the primary dimensions of

difference among nations. The results are fascinating, since, in the

two dimensions, the nations cluster geographically. Unfortunately,

Converse does not suggest the value of this approach.“

Soviet researchers are focusing attention not on individual

time-budgets but on the aggregate time balance of a region. For

economic planning, they argue the primary consideration is the total

amount of time spent by everyone on a given activity. Plans can then

be devised for the most efficient use of time.35 The Bulgarians take

this approach for the forecasting of time use in the future.36

_

32 A
Alexander Szalai, "Differential Work and Leisure Time-Budgets

88 a Basis for Inter-Cultural Comparisons," New Hungarian Quarterly,

5 (Winter, 1964), pp. 105-119.

33Hungarian Central Statistical Office, op. cit.

U 3"Phillip E. Converse, "Country Differences in Time Use," The

Wee. of Time: Daily Activities of Urban and Suburban POpulations in

‘1elve Countries, ed. Alexander Szalai (The Hague: Mouton & Co.,

972 3, pp. 145-177.

£0 35V.D. Patrushev, "Aggregate Time-balances and Their Meaning

Ur: Socio-economic Planning," The Use of Time: Daily Activities of

\8an and Suburban Pogulations in Nelve Countries, ed. Alexander

zalai (The Hagu : Mouton & Co., 1972), pp. 429-440.

36
Zahari Staikov, "Time Budgets and Technological Progress,"

fie Use of Time: Dail Activities of Urban and Suburban Po ulations

197:"elve Countries, ed. Alexander Szalai The Hague: Mouton & Co.,

), ppe 461.482e
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Virtually all of the analyses of time-budget data consider

either the freguency in which peOple engage in different activities,‘

or the duration of those activities. No one has. successfully solved

the very difficult methodological problems involved in looking at other

aspects of time use such as the sequencing of activities. Another

problem which underlies much of the analytical work is the seeming lack

Of direction in much of the research. Time seems important, so time-

budget surveys are conducted and attempts are made to analyze the

data. Since so many of the researchers have little notion of exactly

what they want to find out, the analyses often appear diffuse and

Purposeless .

CURRENT THRUSTS IN URBAN AND REGIONAL ANALYSIS

The preceding review of the time-budget concept serves as an

introduction. Out of these roots there has arisen an interest on. the

Part of urban and regional researchers in the use of time-budget

analysis in both theoretical and planning applications.37

33‘1“ and Space

The primary difference between the time-budget studies discussed

to this point and the work to be discussed in geographic and planning

researchcenters on the fact that a spatial dimension is explicitly

\
 

37For reviews of time-budget analysis in both theoretical and

planning applications, see: Gutenschwager, 0p. cit., pp. 381-386;

hevor MacMurray, "Aspects of Time and the Study of Activity Patterns,"

Wing‘geview, 45 (April, 1971), pp. 195-209; and, F. Stuart

chapin, Jr., The Use of Time-Budgets in the Study of Urban Living

tattems," Research Previgws (The University of North Carolina), 13

Ii<>vember, 1966), pp. 1-7.
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included in planning and spatial analyses while, heretofore, the

spatial concerns have been submerged. Hence, the planning researcher

sees the activity choice occurring within the dimensions of time and

space, and carries his time-budget survey beyond a concern for the

when, what, and with whom to also include the "where" of activity

choice.

During the period immediately following the. Multinational

Survey, there occurred a noticeable increase in the use of time-budgets

and their logical extension, the "time-space budget."38 The period can

be characterized by an ever-increasing saphistication in conceptual

aPproa’ches to time-budget analysis. A preoccupation with accounts of

human time allocation as ends in themselves has passed, to be replaced

by a search for theory of human behavior in time and space.

Human behavior, though highly variable, does display some marked

temporal regularities because of physiological, physical, and social

cC'anstraints. Activities occur in a time-space contimimg: there are

temporal regularities inherent in spatial regularities, and temporal

rhythms obviously vary over space. Although this premise has been

advanced by a number of researchers over the past decade, their

c<>xzceptua1 apparatus used to investigate human time-space behavior

<1-‘-"~~‘Efers considerably. The ensuing discussion attempts to highlight the

various conceptual approaches evolving over the past decade in North

An‘erica and Western Europe (Figure 3).

\

 

1] 38James Anderson, "Space-Time Budgets and Activity Studies in

I'flJan Geography and Planning," EnVironment and Plannigg, 3 (1971) ,

DP - 353-354. .
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Activity Conceptual System

Apart from some of the Russian examples,39 the longest tradition

in the use of the time-budget approach in urban planning is found in

the work of Chapin, his students and research associates at the

University of North Carolina."0 Drawing primarily on ideas from within

planning, Chapin first proposed that the city be viewed in terms of

systems of activities. For more than a decade, Chapin has been '

intimately concerned with the planning and policy implications of the

relationships between urban space, time, and activity. Until then,

Planners and geographers alike had not sought to record the activity

dynamic of how the environment is used, and the activity component "of

human time allocation... is missing from the available urban

accounting system. "Planners have jumped directly into land use

Studies, essentially studying the effects of activity systems rather

than seeking to define and understand activities themselves as producers

42

Of land-use patterns." The behavioral antecedents of land use are not

adequately represented by the usual constants and proxies of mapping

techniques .

\

39$zalai, The Use of Time, op. cit., pp. 838, 861-867.

40For some of the earliest statements by Chapin, see: F. Stuart

CI'lapin, Jr., ed., Urban Land Use Plannipg, 2d ed. (Urbana, 111.:

iversity of Illinois, 1965), pp. 221-253; and, F. Stuart Chapin, Jr.

and Henry C. Hightower, "Household Activity Patterns and Land Use,"

J\°urnal of the American Institute of Planners, 31 (August, 1965),

pp. 222-231.

“Richard L. Meier, A Communications Theory of Urban Growth

(Cambridge, Mass." The M.I.T. Press, 1962), p. 303.

42Chapin, 0p. cit., p. 221.
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Origins of the Approach. Mitchell and Rapkin were among the

first researchers to suggest the relationship between activities and

the spatial structure of the city."3 Their work undoubtedly has had

considerable impact upon urban transportation planning. Although

their concept of activities is narrowly restricted to travel behavior,

their statement of the role of activities in the city anticipates the

formulation offered by Chapin nearly ten years later.“

Another crucial influence in the development of the activity

aImproach was Meier's prOposal to use time allocation as a measure of

Well-being of urban residents. The amount and variety of free-time

aCtivities available to peeple in the city could provide a form of

8(beial accounting. Meier was also among the first to suggest the

t1Otion of a time-space budget, realizing that the allocation of time

is closely linked to the use of space."6

Urban Activity Systems. Chapin synthesizes these two approaches

into a theoretical framework of urban activity systems. An urban

mOdifier is used to indicate the metrOpolitan community as a convenient

study locale. In a systems framework, the metrOpolitan community is

\

43Robert B. Mitchell and Chester Rapkin, Urban Traffic: A

@tion of Land Use (New York: Columbia University Press, 1954).

"AChapin, op. cit., pp. 221-253.

“Meier, "Human Time Allocation," op. cit., pp. 27-30; Meier's

inlpact on the purpose and directions of Chapin's research can be found

(it: 3 F. Stuart Chapin, Jr., "Activity Analysis or the Human Use of '

33:15am Space," Town and Country Plannipg, 38 (July/August, 1970), pp.

45-348.

“Meier, A Communications Theory of Urban Growth, Op. cit. ,

PP- 48-59.
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conceived as a series of interrelated activity systems fashioned

around the pursuits of various entities—persons, firms, voluntary

organizations, churches, governments, and other institutions. These

entity categories are seen, in turn, to consist of subcategories within

which individuals act in certain similar, purposive ways and, at the

same time, respond to certain more or less common constraints. Thus,

the person category is seen to consist of some set of subcategories

(e.g., various socioeconomic classes, stages in the life-cycle, etc.),

each consisting of persons which as a class are seen to follow similar

lifeways .47

In the activity system rationale, time allocation is seen as a

IIleana of studying how human activity affects and is affected by the

environment and how they jointly influence the structure and functioning

Of the metropolitan community. It conceives of time as a resource

allocated by individuals in the pursuit of their everyday affairs.

'Through measures of time allocation and the use of a systems framework,

Possibilities are foreseen of analyzing interrelationships between

activities and population and those of metropolitan area assemblages of

firms, governments, various organizations, and ether institutional agen-

Andclies. In contemporary society, daily life is organized around time.

the time schedules of various institutions (e.g., work places, shOps,

8el'vice establishments, and public agencies) affect the time schedules

\

 

A 47'" Stuart Chem-n: Jrn "Activity Systems and Urban Structure:

Working Schema," Journal of the American Institute of Planners, 34

(January, 1968), p. 12.
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of individuals and of one another. Moreover, the environment man has

develOped for himself, especially the facilities developed to

accommodate his personal and his institutions' daily needs, also affect

time schedules. For example, time spent in co-uting or traveling to

activity centers is a familiar measure for establishing how land use

Because ofas an environmental variable affects activity patterns.

the complexity of dealing with time allocations of all entities in all

Of these pursuits, a general systems approach is thought to be useful

in the study of interrelations involved and the dynamics of these

8It'stems.

Since "general systems theory seeks to classify systems by the

way their components are organized (interrelated) and to derive 'laws'

of typical patterns of behavior for the different classes of systems

8ingled out by the taxonomy,"48 it offers a useful framework in which

to conceive of the organization within activity systems and the dynamic

relationships between activity systems. Under this rationale, the

behavior of a person, firm, or other entity is broken down into discrete

.'episodes" which have meaning to individuals as they go about their

particular affairs. When episodes are found to serve similar purposes,

they can be grouped at a more generic level into particular classes of

a"citivities as defined by some pre-established activity classification

83’8 tem. Thus, in the case of person entities, a variety of episodes

car‘- be grouped into classes such as work-related activities, social-

izing activities, homemaking activities, or activities involving

\

 

B "BAnatol Rapaport's Forward to Modern Systems Research for the

ce\‘1£urioral Scientist, ed. Walter Buckley (Chicago: Aldine Publishing

° 7 1968), xvii.
,
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recreation and relaxation. It follows, then, that an activity system

consists of a sequence of activities of some classified content and

some specified order. More particularly, when an individual within

an entity category--a person, a firm, a voluntary organization or some

other entityuexhibits regularities in the content and ordering of its

activities in time and space, this sequence is referred to as an

activity system, a firm's activity system, and so on."9

The preceding, then, is a brief overview of the conceptual frame-

work. Chapin's conceptualization differs from previous theoretical

Orientations in that it sees the city as composed of activities occur-

ring not only over space, but also through time. This time-space

frame of reference eventually led urban researchers to ask questions

never before posed.

Urban activity systems encompass a wide range of possibilities.

The work at the University of North Carolina focuses on "activities"

as measurable components of living patterns in the urban scene, while

t:llne allocation serves as one of several dimensions, that include the

type, number, and variety of activity choices, their sequence, and

their spatial locus. Special attention is given to activity routines

of urban residents functioning as individuals. But, since many person-

activities are merged with institutional activities, the total system

18 of concern as well. Increasingly more detailed research has been

\

.

“Phillip G. Hammer, Jr., and F. Stuart Chapin, Jr., Human Time

££catiom A Case Study of Washington, D.C. (Chapel Hill, N.C.:

etiter for Urban and Regional Studies, University of North Carolina,

1972) 5 PP- 13-14.



48

conducted in an attempt to understand specific aspects of the whole

problem. The ultimate goal, however, is to reverse the process and

combine these results into a single theory of urban activity systems.

The lineage of activity systems research is represented in Figure 4.

The first step taken to narrow the research from a global

activity systems formulation was to restrict attention to one segment

Of the urban pOpulation-namely, heads of households and spouses of

heads. This was done because of their important decision-making role

in the household. The first small-scale surveys undertaken in Durham,

North Carolina,had respondents complete a time-budget listing all

activities performed on the preceding day, including the timing, location

and duration of activities. The temporal (duration and frequency) and

Spatial dimensions of respondent's activities were analyzed.

Respondents were also asked to "play" a trading-stamp game which was

designed to elicit leisure time activity preferences.50 Drawing on

the trading-stamp ritual of modern-day retailing, the game is a device A

to simulate the way in which an individual might budget the use of

his time for leisure. The results of the game were then compared with

actual activity choices.51 Patterns of activities at various temporal

scales were discussed theoretically, with special consideration given

to the effects of changes in daily and weekly activities on the important

\

50F. Stuart Chapin, Jr. and Henry C. Hightower, "Household

getiVity Patterns and Land Use," Journal of the American Institute of

lamers, 31 (August, 1965), p. 225.

11 51Ibid.; and, F. Stuart Chapin, Jr. and Henry C. Hightower,

flaehold Activity Systems: A Pilot Investigation (Chapel Hill, N.C.:

elitter for Urban and Regional Studies, University of North Carolina,

1966L
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life-cycle activity of moving behavior.52 The important step, however,

was the use of choice theory to explain the patterns of activities of

urban residents.

Following his early surveys, Chapin outlined a working schema

for the development of a conceptual framework for urban spatial

structure using activity analysis and activity systems. Essentially,

Chapin sees activity decisions as arising out of an evolutionary

process involving motivation-choice-activity.53 He suggests that

motivation is derived from two sets of needs, fundamental and

supplemental. Fimdamental needs are involved with shelter, clothing,

food, and so on, i.e., choices to minimize feelings of discomfort or

deprivation. Supplemental needs for reason of achievement and status

are requisite to a "full sense of well being" and require choices to

maximize satisfaction. He suggests that each of these needs is

satisfied by, or is sought for, in different roles and arenas, some-

times simultaneously and sometimes separately.

52Chapin, "Activity Systems and Urban Structure," 0p. cit.,

PP- 16—17. Relating to the topic of life-cycle mobility, a current

Proj ect by Michelson applies and tests many of the ideas and techniques

of activity study, in analyzing the activity constraints that prompt

residential relocation and the time-budget changes that occur, over

. as a result. See: William Michelson, "Discretionary and Non-

Activity and Social Contact in Residentialgiscretionary Aspects of

eleetion," The Form of Cities in Central Canada: Selected Papers,

838- I..S. BOurne, R.D. MacKinnon, and J.W. Simona (Toronto: Univer-

Lity of Toronto Press, 1973), .pp. 180-198; and, Brian P. Holly, "Urban

fe Styles and Environment: The Effects of Location and Residence

t1 Behavior in a Time-Space Framewor " (unpublished doctor's disserta-

one Michigan State University, 1974).

53Chapin, "Activity System and Urban Structure," op. cit.,
P.
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In a discussion of the choice component, Chapin specifies the

activity as output, with motivation and the values it represents

forming the inputs to a final decision. "The context is the social

system consisting of the environment and all other human activity

relevant to the situation in hand." He suggests that in making

choices of activities and in budgeting his time, the individual

attempts to find an optimal combination based on his needs for

"security, achievement, status, and other needs essential to his

sense of well-being."55 The final output is, of course, his set of

activities in various time scales: daily, weekly, annually, and

56
throughout his entire life cycle.

In examining the activity patterns that result for the

motivation-choice-activity sequence, it is apparent that all three

elements of the sequence must be influenced by the alternatives

available, which quite obviously are numerous. One clear distinction

My be dram between those activities that occur in and out of the

home. Chapin, through the use of time-budgets, conducted an

\_

541bid., p. 15.

551bid., p. 15.

56Activit ies are clearly cyclical. Some are daily-~the trip

Others may be weekly--to work, eating, some sort of recreation.

Still others may be monthly,grocery shapping, trips to the bank.

anfinal, or at even longer periods (e.g., the decision to save). A

, general discussion of cyclical activity is given by Chapin, Urban

%Use Planning, op. cit., pp. 221-253.
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investigation on this division of the various activities which compose

each subset.57 In brief, the patterns observed resulting from the

motivation-choice-activity sequence of urban residents are fundamntal

factors in many decisions that affect the physical structure of the

urban area. At the sane time, the components of the physical

structure--the spaces adapted to various activities--exert an

influence on the choices made. The situation is strongly analogous

to the economic concepts of supply and danand and their interaction

with price and production.

Next came the national surveys of activities in 1966 and 1969.

In using these survey data, their interest focused on household time

allocation, but largely ignored the spatial dimension. Thus, the

research was quite similar to the time-budget studies reviewed

earlier in this chapter. Efforts during this research phase were

directed toward identifying factors significantly associated with the

occurrence of various classes of activity in a weekday's itinerary.

An additional result of this research was the construction of a

typology of life styles based‘upon the activity patterns of groups

distinguished by various social and economic variables.58

Further research was conducted in Washington, D.C., including

8:1 activities survey of the entire metropolitan area, as well as a

\

57Chapin and Hightower, Household Activity Systems, 0p. cit.

58?. Stuart (hapin and Richard K. Brail, "Human Activity

SYBtam in the MetrOpolitan United States," Environment and Behavior,

(December, 1969), pp. 107-130; and, F. Stuart Chapin, Jr. and

now H. Logan, "Patterns of Time and Space Use," The Quality of

£1:me Environment, ed. Harvey S. Perloff (Baltimore: The Johns

Pkins University Press, 1969), pp. 305-332.
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somewhat more intense survey in a low-income black neighborhood.S9

During this stage of the research, the focus narrowed to activities

of a discretionary nature. Time-allocation to discretionary, or

"free—time" activities was considered a most important indicator of

differences between groups. Attempts were made to account for

discretionary activity choice in terms of both opportunity and

propensity to engage in the activity. The latter included both

preconditioning factors (i.e., background social variables that

constrain choice such as sex, income, and occupational status) and

predisposing variables (i.e., variables that stimulate choice, such

as felt needs for security, social status, etc.). This represents

the first detailed application of choice theory to activity selec-

tion. 61

Further research is underway on the spatial patterning of

activities which involves a combination of temporal and spatial

allocation of activities into a more comwehensive theory of human

aetivity systems. This phase is seen to be particularly important,

for until now, it is unlikely that the technique can be adapted for

Practical use by urban planners and policy makers. The conception

\

 

59Hammer and Chapin, 0p. cit.; and, F. Stuart Chapin, Jr.,

Edgar W. Butler, and Fred C. Patten, Blackways in the Inner City

(Urbana, 111.: The University of Illinois Press, 1973).

60F. Stuart Chapin, Jr., "Free Time Activities and the

guality of Urban Life," Journal of the American Institute of

laliners, 37 (November, 1971), p. 411.

(2 61See: Ibid., pp. 411-417; Hammer and Chap“, °P- 91";
haPin, et al., Blaclnvays in the Inner City; and, Richard K. Brail

F. Stuart Chapin, Jr., "Activity Patterns of Urban Residents,"
and

%ment and Behavior, 5 (June, 1973), pp. 163-190.
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of the city as a system of activities is still quite new. The utility

of the approach for understanding urban phenomena, despite its

popularity, remains ‘to be proven. Still, an orientation encompassing

both the tanporal and spatial dimensions of human behavior is appeal-

ing and is well worth pursuing. .

In summary, the activity systems research of Chapin and others

:18 composed of two phases. The first, descriptive phase has been

briefly sketched out above and summarized in Figure 4. In the

descriptive phase, the concern has been with activity analysis which

involves identifying the kinds of activity a population of individuals

in the metropolitan comunity engages in over some defined period

of time, classifying them, and then ordering the persons into groups

on the basis of similarities in the occurrence or sequences of

activities. The aim of this ordering process is to minimize within-

group variation and to show variation between groups at significance

levels sufficient to enable the investigator to draw inferences

COncerning the activity patterns of these groups in the population.

The activities found to cluster under these arch types are treated as

Person systems and generalized to the appropriate subtotals in the

Population. 62

The second and more recent phase has focused on the explan-

ation and simulation of human activity systems. ‘ Just as Chapin has

provided the impetus in the descriptive phase of urban activity

\ .

62F. Stuart (hapin, Jr., "Activity Systems as a Source of

InPuts for Land Use Models," Urban Development Models, Special Report

“0° 97, ed. George C. Hmens (Washington, D.C.: Highway Research

Board, 1968, pp. 81-83.
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analysis, so too has the work by Henmens been the seminal force with

regard to the modeling of human activity systems. In the develop-

ment of a capability for simulating the behavior of one or more

urban activity system, the concern shifts to acquiring an understand-

ing of not only what patterns this arch type person's activities take,

but why these patterns evolve. The concern is with the interdepen-

dencies of the temporal and spatial aspects of the flow of events—why

activity patterns deve10p, what structures them, and how sequences in

one system relate to those in another system. In short, in the

simulation phase, the aim is to reproduce the regularities in the

ordering of activities observed in the descriptive phase in such a way

as to approach the sequencing, timing, and spatial distribution that

occurs in reality.“

In conclusion, the studies by the North Carolina group have

made considerable progress in quantifying the amounts of time which

different groups spend on various sorts of activity and many interest-

his ideas have been generated—notably the trading stamp concept of

a<=I:II.vity choice. But despite the group's use of time-budget diary

techniques to collect information, there has been very little in the

way of developing either ideas or data relating explicitly to the

\

63George C. H.ens, The Structure of Urban Activity Linkages ‘

Center for Urban and Regional Studies, University(Chape1 Hill, N.C.:

North Carolina, 1966); and, George C. Hemmens, "Analysis and
0f

Sinhalation of Urban Activity Patterns," Socio-Economic Planning

Sciences, 4 (1970), pp. 53-66.

6['Brail provides a comprehensive discussion of modeling

Richard K.appl’oaches to the simulation of activity systems; see:

Strategy for Model Design"fire-11, "Activity Systems Investigations:

nuPublished doctor's dissertation, University of North Carolina,

1969) .
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question of interdependence between activity choice decisions over

time. The task of pattern recognition has not yet taken the form of

identifying sequences of activities which can be viewed as activity

modules or of trying to understand the processes which govern the

integration of the individual's time-space behavior.

Time Use a_nd Ecolofim Organizat ion

Theoretical work on time use is surprisingly limited, given

its considerable history. An interesting set of theoretical

considerations relating to time-use and'ecological organization have

been presented by a group of Swedish geographers at the Royal

University of Lund. The following is but a brief account of some of

their studies that have a close connection with the work presented

here.

Origingfof the Approach. In a number of research projects

recently emanating from Swedish geographers, the organizational

aspects of society and of its substructures (e.g., manufacturing and

industrial firms, political administrations, etc.) are the focus of

interest.” When forming concepts and models, researchers have

\

65Some recent exmnples of this research thrust (in English)

include: Gunnar Tornqvist, Contact Systems and Regional Development,

I"find Studies in Geography, Series B, Human Geography, No. 35 (Lund:

~W.K. Gleerup, 1970); Allan R. Fred and Gunnar Tornqvist, System

o\f‘cities and Information Flows, Lund Studies in Geography, Series

3. Human Geography, No. 38 (Lund: C.W.K. Gleerup, 1973), Olof

aI‘laeryd, Interdependence in Urban Systems, Meddelanden fran G'ote-

borgs universitets geografiska institutioner, Ser. B, Nr. 1 (Gate-

I"031‘s: Kulturgeografiska institutionen, Goteborgs universitet,

3:968); and a review of other studies, Class-Frederik Claeson,

SYStemic proaches in Present Swedish Social Geography," Svensk

%afisk rsbok, 1.4 (1968), pp. 140-150. ‘—
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found inspiration and guidance in organization theory, system theory,

and like modes of thinking. Not long ago, for example, location of

industry was viewed mainly in terms of the transportation costs of

goods. Today's researchers seem to find it more profitable to look

into the links of comunication, both internal and external, between

functional units of firms and organizations. These links require

nearness or allow spatial independence in quite clearcut ways which

seem to give a more profound understanding of locational behavior

than earlier approaches, as well as better clues as to how influence

and control might be exerted.66

H'égerstrand suggests that not only firms and organizations may

be studied in terms of linkages and systems, but also the very local

aspects of the modes of daily life may be analyzed in a related

manner. He writes further that:

One of the questions asked when the discussion of future

regional and urban policy and planning started was how

exactly did the physical and social environment--for

example as reflected in city size--affect the life of

individuals and families? In order to find out, we need

a picture of how the daily activities of people are

canalized through time-space.

flerstrand's "Time-Geograflgy" Ibdel of Society. Throughout

Haserstrand's writings on migration, there is a common underlying

 

theme linking social comunication networks and "the changes in time

\

66W'arneryd, op. cit., pp. 19-22.

U 67Torsten Bhgerstrand, "Methods and New Techniques in Current

lrban Research and Planning," Plan: Tidskrift f‘dr planering av -

Wow tutorter, 22 (1968), p. 10.
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and space jointly experienced by the individual and society as a

whole. "68 In recent years Hagerstrand has experienced a growing

preoccupation with the fate of the individual in an increasingly

complicated environment. This coutination of circumstances has led

him and his research associates to undertake an ambitious project

to devise a "time-geography model of society" (en tidsgeografisk

samhallsmodell) for the purposes of guiding urban and regional

planning and locational policies in general.69

The basic problem of the future as seen by H'dgerstand, is how

society should be organized and how settlement patterns ought to be

 

“See, for example, some of H'agerstrand's more recent state-

ments on the tspic of migration: Torsten H'a'gerstrand, "Geographical

Measuranents of Migration: Swedish Data," Les dé lacements humains,

ed. J. Sutter (Monaco: Entretiens de Monaco en Sciences Humains,

1962), pp. 61-83; and, Torsten H'a'gerstrand, "On the Definition of

Migration," V‘a‘estBntutkimuksen vuosikirja [Yearbook of Population

Research in Finland], 11 (1969), pp. 64—72.

69Some published reports of the project include: Torsten

Hfigerstrand, "A Socio-environmental Web Model," Studier i

planeringsmetodik, ed. G.A. Eriksson, Memorandum er; ekonomisk-

geografiska ins itutionen, N . 9 (Abo [Turku] , Finland: Handel-

shbgskolan vid 0 akademi [ bo medish University School of

Econanics], 1969), pp. 19-28; Torsten Hagerstrand, "What About People

in Regional Science?" Papersg The Regiogjg Science Associgion, 24

(1970), pp. 7-21; Torsten Hagerstrand, "Tidsanv'éndning och omgivings-

struktur," Urbaniseringen i Sverige: En geografisk samhallsanalys.

Bilagadel I till Balanserad regional utveckling, Statens offentliga

utredningar, 1970: 14, bil. 4 (Stockholm: Esselte tryck, 1970);

Torsten Bfigerstrand, "Frihet och tvang 1 Stockholm och Ruskele.

Nigra observationer av individ och familj i skilda svenska omgivnin-

gar," Forskning och samh'a'llsutveckling (Stockholm: AB Allm'a’nna

Forlaget, 1970), pp. 66-77; and, Torsten H'aigerstrand, "THtortsgrupper

son: region-samhallen: Tillgangen till forvarvsarbete och tjnnstsr

utanfbr de starre staderna," Regioner att leva i, Expertgruppen for

Regional Utredningsverksamhet (Stockholm: AB Allmanna Forlaget,

1972), pp. 141-173.
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structured so as to ensure a "livable" day-to-day existence for the

individual. Or, given the time restrictions on human movement and

the fact that every economic and noneconomic activity is space-

consuming, how ought the system of human activities to be organized

spatially so as to provide substance to that portion of each

individual's environment which lies outside the realm of income

acquisition.7O

In order to assault the details of his broadly defined problem,

a.Swedish research project on "time-budgets and ecological organiza-

tion" was initiated during the mid-1960's by Hagerstrand and other

Swedish geographers.71 The purpose of the project was to discover

in what way urban environments affect and constrain the daily

activities of individuals, to see how activity schedules can be

accsmmsdated in a "fixed" spatial-temporal system. The project is

characterized by a fresh approach to location problems, using notions

derived from organization and systems thinking, and new modes of

c1assification.721 In Hfigerstrand's time-budget study of household

 

7oTorsten Hkgerstrand, "The Impact of Social Organization and

Environment upon the Time-use of Individuals and Households," Plan:

Tidskrift. fUrgplaneringgav landsbygd och tutorter, 26 (1972), pp. 24-

25.

71Torsten Hagerstrand, Arbetsplan r8rande,projektet--

lgidsanvflndning och miljo (Lund: Institutionen for kulturgeografi

Ocrh ekonomisk geografi vid Lunds universitet, 1967).

72Swedish geographic research is not necessarily technique-

orniented, but in their pragmatism, the Swedes have in fact developed

ne‘w techniques and ideas with both theoretical and utilitarian value.

For more comprehensive reviews of concepts and methods coming from

Shmedish human geography, see: Allan R. Pred, "Urbanization, Domestic

Plazuning Problems, and Swedish Geographic Research," Progress in

Esglgraphy: International Reviews of Current Research, Vol. 5, eds.

Christopher Board et al. (New York: St. Martin's Press, 1973), pp.

1‘76; James Anderson and John Goddard, Some Current Approaches. to
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activity patterns, individuals are classified not in conventional

socio-economic terms but in terms directly related to how these

activities are constrained, and to the constraints they impose on

other members of their household.

Relevant components of the "fixed" spatial-temporal system

include given locations (houses, workplaces, shops) communications

networks (roads, telephone, public transport routes), and a variety

of institutional timetables (work hours, Opening and closing times

of service establishments, transport timetables). These inter-

related components of the urban system are influenced by activity

patterns, but at the same time, they also restrict the activities of

individuals and of households. They result in spatial and temporal

regularities in human behavior. In addition, human behavior displays

inherent "pattern" due to other factors of which the physiological

(e.g., food and sleep requirements) are perhaps the most important.

Physiological needs, that provide basic motivation for many

activities, are themselves time-consuming and have a direct influence

on peOple's time-use and movements. But, while such factors are

taken into account, as they were in the research of Chapin, the

Swedish project focuses on relationships between daily behavior and

thus spatial and temporal variations in the environment.7

¥

Eggnnn Geography in Sweden, Graduate Discussion Paper No. 33 (London:

Ixnidon School of Economics and Political Science, 1969); and, Claeson,‘

0p. cit.

73Two of the earliest pieces of documentation on the project

include: (1) a comprehensive annotated bibliography of relevant

tinB-‘budget studies--T. Carlstein and Solveig Martensson, Bibliografi

Egggggde tidsanvandniggloch ecologisk organization, Urbaniserings-

Processen, rapport nr. 3 (Lund: Institutionen far kulturgeografi och

ekonomnick geografi vid Lunds universitet, 1967); and (2) a description,
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Time:geographic Conceptualization. In his time-geography model,

Hagerstrand views every individual as being surrounded by an "environ-

mental structure" (omgivingsstruktur), or a pattern of activity or

resource opportunities (conceived very generally to include, for

example, employment, services, social and informational contacts,

leisure-time pursuits, and a variety of resource goods) that are

necessary to satisfy needs and wants and which are distributed unevenly

in time and space. The environmental structure is relative to the

individual; its composition depends on one's information and economic

resources and psychological make-up. The time-space movements of any

individual can be depicted graphically by compressing geographical

space into a two-dimensional surface and representing the scale and

direction of time along a vertical axis (Figure 5). Seen from this

perspective, movement is transformed into geometrical form, which

permits us to view an individual as a unique object, whose time-

geography (defined by time and space coordinates) proceeds along a path.

While earning a living and satisfying one's informational, social,

and recreational needs and wants, an individual in time-space describes

such a path, starting at a point of birth and terminating at a point

0f death. Depending on the perspective desired, the individual path

nary be strictly defined either as a "daily-path" or a "life-path"

tirrough the use of time and space coordinates.74

k

bassed on survey work of the daily time—use and movements of household

menmbers in a number of selected households-—T. Carlstein, Bo Lenntorp,

and Solveig Martensson, Individers dygsbanor i nggra hushfillstyper,

Urbémniseringsprocessen, rapport nr. 17 (Lund: Institutionen fbr

kulturgeografi och ekonomisk geografi vid Lunds universitet, 1968).

7"Hagerstrand, "Tidsanvandning och omgivingsstruktur," 0p. cit.,

pp ' 14-15 0
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While engaging in production, consumption, and social activi-

ties, the individual stops at physically permanent "stations" (e.g.,

homes, workplaces, and recreation locations), or locations where move-

ment is not observed over time. Individuals "spend time" at particular.

stations, send messages, and move between stations to satisfy various

needs and perform specific functions. Hagerstrand's station concept

is quite flexible in terms of both its time and space scales. For

instance, a city of residence, viewed as a station from the "life-path

perspective," can be dissolved into a complex of stations when viewed

from a "daily-path perspective."75

The environment with which the individual path comes in contact

can be viewed at two scales. First, the "daily-living environment" is

the geographical space that a person can reach within a single day

and still return to his home base. Theoretically, it has a fixed

definable outer boundary (as seen in Figures 6 and 7), owing to the

capability of available means of transport to carry the individual back

and forth within a fixed time-interval. Naturally, the space within

the boundary of the daily-living environment (or daily-prism) is never

fully exploited in every direction, but there remains the potential

for choice of stations, such as workplace, shopping, recreation, and

social contacts .

The second scale exposes those places in which the individual

nmfght choose to reside during longer periods of his lifetime. The

'restxictions imposed on an individual's life—path are not quite as

 

75Ibid., p. 15.
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clear as those imposed on the daily-path environment and, consequently,

the outer boundary of the life-path region is not as easily determin—

able.76

Needs and desires of the individual can be considered as

variables that make themselves felt, more or less, in a regular

rhythmical way as time passes.77 The satisfaction of an individual's

needs and wants usually requires movement from one station to another.

However, the individual's set of potentially possible actions is

severely restricted by the presence of other people, the complexity

of private and public decisions, and social and behavioral norms. The

individual's freedom to move from station to station is also limited

by a number of more obvious physical and physiological restrictions.

Thus, time-space paths become captivated in a network of constraints

of which they can never free themselves. Constraints can become

 

76Ibid., pp. 16-17. Although Hngrstrand suggests that the

life-perspective environment has no "ineluctable outer boundary,"

Jacobsson has documented that such a region for the majority of the

present day Swedish population does not usually extend for more than

some ten kilometers in any direction. Within such a range occurs most

0f the movement. See: A. Jacobsson, Omflyttningen i Sverige 1950-

12§0z Komparativa studier av migrationsfalt,»flyttningsavstfind och

unbilitet, Meddelanden £E§h Lunds universitets geografiska institu-

tion, Avhandlingar 59 (Lund: Lund universitets geografiska institu-

tion, 1969), pp. 78-83.

77W’estelius has attempted to model the cyclical nature of needs

and desires and their satisfaction in the context of urban travel

behavior; see: Orvar Westelius, "The Individual Pattern of Travel

Within an Urban Area-—An Interaction Between the Need of Contact with

Different Activities and the Structure of the Location Pattern,"

P‘lan: Tidskrift for planering av landsbygd och tutorter, 22 (1968),

PP- ‘92-100; and, Orvar westelius, The Individual's Pattern of Travel

in imn Urban Area, Document D-2 (Stockholm: Statens institut for

bysgnadsforskning, 1972) .
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imposed by society and interact against the will of the individual.78

Normally, the individual has limited means for influencing these

varied restrictions, most of which fall into one of three general

categories:

1. Capability constraints, being those physiological

needs which regulate behavior, on the one hand, and

distance restraints or areas within reach in the time

available, on the other;

2. Couplinglconstraints, being those paths within the

capability constraints, the timing and synchronization

of activities, and the bundles of converging paths

facilitated by telecommunications; and,

3. Authority constraints, being time-space entities

under the control of particular individuals for groups

(e.g., patterns of ownership and jurisdiction); the

hierarchy of domains and the resulting limits on

accessibility imposed by those in control.79

The individual is thus seen by Hagerstrand to Operate within this

complex of constraints which together constitute a "highly institution-

alized power- and activity-system."80

In summary, Hagerstrand envisages the individual's day to be

IJDdertaken in a two-dimensional time-space framework, in which

¥

78Hagerstrand, "What About People in Regional Science?" op.

cit., p. 12.

79Ibid., pp. 12-14.

8oIbid., p. 12.
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a person's path through the day is structured by the fact that at

certain times he has to be at particular places and that in order

to meet these commitments his area of potential movement in the

intervening periods is limited to varying extents depending on the

type of transport available to him. His choice of activities in

these periods, between those activities which were time and space

fixed, was limited to those which could be undertaken within the

time-space prism defining the feasible region of activity.

The main features implicit in this model of daily behavior

are, therefore, the notion that certain activities are fixed in both

time and space, the division of the day into two types of period--

fixed and unfixed, and the delimitation of feasible prisms within

which the entire day is confined, but more specifically, within

which unfixed activities may be performed. Thus, the very essence

of the model is the explicit demonstration of the vital interdepen-

dence of time-space decisions. The decision of where to shop at

3:00 p.m. is no longer taken in the context of a purely theoretical

and cross-sectional "action space" surrounding the individual's home-

base, but is taken in terms of a highly specific time-space prism

anchored between the individual's location at that time and his next

forecast commitment (Figure 8).

Applications of the Mbdel. In the past, time-use studies have

been mainly concerned with average or "typical" time allocations to

\narious activity categories for various pOpulation classes (e.g., the

Nhaltinational Comparative Time-Budget Research Project). Where the

time dimension has been considered in spatial analysis, it has been
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given only partial treatment, being used as a measure of distance or

disutility, usually without explicit reference to overall time-

budgeting.81 In contrast, the Lund project attempts an integrated

analysis of time use, with time spent overcoming physical distance

as just one general category in the time-budget, but a category which

constrains other time-uses. And, unlike many of the sociological

time-use studies, the project does not attempt to typify populations

or areas by time-use. It is mainly concerned with the sequence,

timing, and location of activities (i.e., organizational aspects of

time-use) in particular environments. These co-ordination aspects

exist in greatest degree in large cities.82

In the first stage of the "time-use and ecological organiza-

tion" research project, surveys on time-budgeting were completed in

Lund and Stockholm, following an exploratory study in a small village

83 The daily-paths of individuals from different householdin Skfine.

types were recorded on time-budgets. These diaries showed the

organization in time-space of their activities, both individually and

as households. The samples were small and no attempt was made to

 

81James Anderson. Time-Budgets and Human Geography: Notes and

References, Graduate Discussion Paper No. 36 (London: London School

of Economics and Political Science, January, 1970), p. 11.

82Meier, A Communications Theory of Urban Growth, op. cit.,

Pp 0 48-54 0

83

 

Carlstein et al., op. cit.
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obtain samples which were statistically representative, of either

areas or households.

Obtained in the Lund and Stockholm questionnaire interview

were data on household composition, facilities, modes of transporta-

tion, and the frequency of various activities which do not follow

a daily cycle.’ For individual members there were questions regarding

the frequency and location of recreation activities, school activities,

and work-related activities. 0n the following day, members were

required to record on time-budget diaries their activities, the

respective locations visited, mode of transportation, and also

telephone contacts.

The published results of these surveys used, for tabular and

graphic presentation, a five-category classification of household

members: (1) full-time worker, (2) part-time worker, (3) students,

(4) children under seven requiring care, and (5) home-centered

individuals (e.g., housewives and elderly, but not those whose work-

place is in the home). This classification is related to the

duration and frequency of activities outside the home. Combinations

of these individual "types" gave a range of household compositions.8

The time-budgets of the members of thirteen selected households

snare represented diagrammatically. A sample two-dimensional diagram

:is presented in Figure 9, where the vertical axis defines the 24-hour

 

84Ibid., p. 27. Given the quality of official Swedish census

data, these surveys did provide realistic sets of activity schedules

adricii could be assigned to households in areas not surveyed. '

85Ibid.
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period, and the horizontal axis is divided into seven station

categories. Activities are defined in terms of stations visited;

each station has three divisions that indicate different stations

in that category. In Figure 9 an individual's time—use (or time-

path) is shown by a continuous line, vertical segments represent

time-periods spent at particular stations; slaping segments

represent travelling-time between stations.

Since it is difficult to adequately represent the spatial

dimension in this type of diagram, space is only treated implicitly.

Thus, the distance between stations is a component of travel-time

and not a measure of spatial separation. The authors provide

interpretations to such diagrams according to background information

on household members, their available means of transport, telephone

calls,mealtimes, and home location (in relation to workplaces, shops,

and service locations). Using examples from these selected time-

budgets, various types of activities (e.g., physiological, contractual,

recreation, etc.) and some facets of household and family organization

are discussed. By portraying graphically the different activities I

of family members with specific reference to spatial settings and

time, it is possible to observe the functioning of the family as a

system.86

 

86This type of graphical analysis is quite versatile, and

llichelson, for example, suggests that one can learn from it at what

age and under what environmental conditions children become independent

of their parents for specific purposes. "Since the accomodation of

cfliildren is an extremely sensitive aspect of current housing programs,‘

this would appear to be a promising analytical tool to provide infor-

nation for fruitful design." See: William Michelson, Selected

Asgects of Environmental Research in Scandinavia, Research Paper No.

26 (Toronto: Centre for Urban and Community Studies, University of

Toronto, March, 1970), pp. 8-9.
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In more recent reports that relate to Hagerstrand's time-

geography model, there has been more explicit treatment of spatial\

aspects of time-use-station locations, means of transport, travel-

times at different times of day, institutional timetables, and

variability in service standard between stations in the same

category.87 Lenntorp has developed a computer model to determine

the alternative station-to-station movements and daily paths of

individuals in a given environment.88 In conjunction with this,

information on the locational pattern and opening hours of eight types

of stations in nine differently characterized urban environments

has been gathered and restrictions on contact possibilities have

been charted.89 Using a time-geographic perspective, Sweden's

regional variations in the accessibility to dental care, eye clinics,

apothecaries, libraries, and other services have been studied and

interpreted.90 Hagerstrand himself has embellished his model in order

 

87Hagerstrand, "Tidsanvandning och omgivingsstruktur,‘ 0p. cit.;

Solveig Martensson, Tidsgeografisk beskrivning av stationsstruktur,

Urbaniseringsprocessen, rapport nr. 39 (Lund: Institutionen for

kulturgeografi och ekonomisk geografi vid Lunds universitet, 1970);

Bo Lenntorp, Tidsgeografiska synpunkter p8 upplgggpipg;av transport-

analyser-Sammanfattning av n8gra foredrag! Forskagruppen i kultur-

geografisk process- och systemanalys (Lund: Institutionen far kul-

turgeografi och ekonomisk geografi vid Lunds universitet, 1973).

8830 Lenntorp, PESASP--en modell for berakning av alternativa

banor, Urbaniseringsprocessen, rapport nr. 38 (Lund: Institutionen

:fbr kulturgeografi och ekonomisk geografi vid Lunds universitet, 1970).

89Martensson, Op. cit.

90algerstrand, "Tidsanvandning och omgivingsstruktur," Op. cit.
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to explore, empirically and theoretically, the frequent local incom-

patability of existing activities in urban environments, and to

evaluate the individual's possibilities for making use of his environ-

ment.91 He chose to summarize the ways in which the daily time-uses

of a population constitute a system in which activity bundles are

dependent upon one another. This necessitates very complex models,

which Hagerstrand argues, must be Operationalized through computer

simulation.92 It is not possible to go into detail showing how the

simulation proceeds analytically. However, the basic scheme is as

follows: I

Step 1. Assume a "population system” and a related "activity

system” in timetable terms. The population system is comprised Of

all individuals in an area and their biological and social relations I

to one another. The daily time-income is the 24 hours x the total

number of inhabitants. Since needs, wants, and obligations vary

according to age, one can imagine the individuals in question, who

are tied together in households, as being depicted by daily lines

arranged from the youngest to the oldest (Figure 10a). The activity

system, on the other hand, consists of all those activities performed

at'a given location, regardless of their necessity or value. These

k

91Hagerstrand, "Tutortsgrupper som regionsamhfillen,‘ op. cit.

See also: Torsten Hagerstrand, "En rattvis stadsstruktur," Plan:

ftidskxift. f8r_planeringflav landsbygd och tutorter, 24 (1970),

pp. 112-119.

92Hagerstrand, "Methods and New Techniques in Current Urban

Research and Planning," 0p. cit., p. 11; and, Hagerstrand, "The

Ihqmaet of Social Organization and Environment," op. cit., p. 29.
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time-consuming activities are seen as a whole, detached from the

local population (Figure 10b).

Step 2. Sieve the population and activity systems through

an environment. Unlike the situation represented in Figure 10b, all

individuals do not have identical time and activity budgets. Rather,

the activity system.is divided into separate "time packages." Each

of these "seeks a bearer in the population." 0r, appositely, each

individual picks his way through a series of activity bundles in

the offered system. The matching procedure of individuals and

activities must occur within the framework of two unavoidable

physical restrictions. First, once an individual is matched to and

participates in a specified activity bundle at a given time and

place, he cannot be somewhere else doing something else at the same

time. Secondly, once a "delegatable" activity bundle is fully staffed,

it becomes closed to others.93 Hence, two budget problems exist: how

to divide the individual's allocatable time among activities; and -

how to delegate activities among the total population? Actual match-

ing is only crudely suggested in Figure 10c. Due to the indivisibi-

lity of the individual, and the fact that movement from one activity

bundle to another is time-consuming, the individual cannot participate

:tn temporally successive bundles that are separated by excessive

 

93Figure 8b represents the "activity system" as being comprised

oi? two major types: (1) Non-delegatable activities-those for which

every individual is responsible and cannot be delegated to someone

else (e.g., sleep, personal care, and eating); and (2) Delegatable

activitieswthose which can be delegated either from one household

member to another or between individuals of other large groups.
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time-distances. From. a daily perspective, it is the relationship of

transport-time to the general time-budget situation which, at a given

location, delimits the population and activities that can be matched.“

Step 3. Register the outcome as it is distributed among

individuals in the pOpulation. The assigned activity schedules of

individuals can then be matched to a "fixed" spatial-temporal environ-

ment. A simple graphic example of this is portrayed in Figure 10d.

Hagerstrand's time-accessibility evidence for three urban areas

demonstrates that problems of matching home, work-place, and service

consumption are especially acute in those instances where the

individual resides in a small town and opportunities are concentrated

to a nearby larger central place and those cases where the individual

d<=Des not have access to a car.95

Only through repeated runs will the model be able to show the

ways in which activity schedules are accommodated within the system,

In addition,
&111:! the constraints which the system imposes on behavior.

a-:l-I:ernatives in the system may be specified (e.g., change the locations

or operating-hours of shops or workplaces) and their effects on

activity patterns simlated. This has obvious relevance to planning--

the probable effects of various proposed changes could be simulated

Q16 choices made between alternative proposals.

\

 

94liligerstrand, "Tatortsgrupper som regionsamhallen," 0p. cit. ,

pp - 94-109; and, for a more detailed review of step 2 in English,

see: Pred, op. cit., pp. 49-50.

95Hngrstrand, "Tatortsgrupper som regionsamhallen," 0p. cit.
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A considerable part of the work is basic research dealing with

modelling as such. A second component covers empirical testing of

the patterns of constraints and opportunities inherent in typical

present-day urban environments.

Two time scales have been chosen. One part of the work deals

with daily and weekly activities. The other part takes a long-term

perspective. Questions are asked about how life chances and environ-

ments are related. In neither case are broad statistical surveys of

actual behavior essential. Emphasis is laid upon the working of

constraints. And, these are in various ways sensed with the aid of

ideal-typical sequences of actions which are confronted with actual

or model environments. Questions are also asked about how these

Various environments perform as providers of employment, training,

8GBIE‘vices, recreation, social communication, and free-time.

Bagerstrand's time-geographical analysis should have consider-

ab1e appeal to scholars in other countries confronted with acute

PrOblems that arise from rapid urbanization. This should be the

case because it provides a means of considering the plight of the

in~<'1:l.vidual while simultaneously attacking large-scale local or regional

platlning problems within a systems framework.

Wt Approaches to Time-budget and Urban Activity Research

Following the lead of Meier, Chapin, and Hagerstrand, there has

been an increased use of time-budgets in urban spatial research,

particularly by planners, architects, and geographers in Great Britain

(Figure 3). Much of the work in Britain is of a practical as opposed
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to a theoretical bent.96 The two areas of interest include activity

schedules of individuals and households, and institutional and work-

place linkages. One focus is on overall time and space patterns of

individuals or groups, plus particular activities, such as leisure,

The other focus
personal contacts and communication, 7 and travel.98

is on personal activities, especially face-to-face information

exchanges that often involve travel, with further attention on working

hours and on spatial links and comunications underlying functional

organization of particular establishments.” Although the type of

data obtained, the population and time-period. the classification of

activities and locations, and the precision of location in time and

space varies considerably with study purpose, the same time-budget has

Proven adequate for the different types of time-space behavior study.

96James Anderson, Time-Budgets and Human Geosgajm: Notes and

Leferences, Graduate Discussion Paper No. 36 (London: London School

°f Economics and Political Science, January, 1970), p. 7.

97See: Ian G. Cullen and Vida Godson, Networks of Urban

The Structure of Activity Patterns, FinalWities Volume II:

I. Ort (London: Joint Unit for Planning Research, University College,

ondon, 1971).
.

(11 98The London Traffic Survey in 1964 and 1966 used a 24-hour

Saar)? to analyze aggregate volumes over time and space; London Traffic

fly“ 1964 and 1966, 2 vols. (London: Greater London Council,

a 1966).

S 9gsee, for example, Vida Nichols, An Institution in Metropolis,

13! Paper NS 12 (London: Joint Unit for Planning Research, Univ-

era l

Ne: it)? College, London, 1969); and, Ian G. Cullen and Vida Godson,

Wks of Urban Activities Volume 1: Internal and External Links es

Urban University, Interim Report (London: Joint Unit for PIan-

Wu“
8 Research, University College, London. 1971).
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A group of architects affiliated with the Centre for Land Use

and Built Form Studies of Cambridge University have also contributed

to the growing body of literature on activity patterns and the

spatial organization of urban areas. The influence of the built

environment on the way in which individuals use those structures has

long been at the heart of architectural studies.100 Similarly, the

relationship between the spatial organization of an urban area and

the expected activity patterns of groups of individuals has been

implicit in much of urban design. However, explicit relationships

between the layout of a development area or even an entire new town

and the patterns of interaction within them have seldom been demons-

trated, principally because urban design, like its parent subject,

architecture, has traditionally been an art rather than an "exact

aCZLence." A number of leaps of faith have therefore been required

in postulating a relationship between, for instance, urban density

and levels of interaction.

The work at the Centre, some of which is described in the

essays of Urban Space and Structures, 1 suggests that such leaps of

fa1th may no longer be necessary. The work demonstrates how mathe-

matical models applied to large bodies of data can be used to describe

\

 

B looTerence Lee, "The Effect of the Built Environment on Human

e1lavior," International Journal of Environmental Studies, 1 (1971),

pp - 307-314. '

loI'Leslie Martin and Lionel March, eds. , Urban Space and

Cambridge University Press, 1972). In parti-

8

\ctbuctures (Cambridge:

Lbular, see the essays contained in "Part 2: Activities, Space, and.

Qation," pp. 109-157. '

 



80

both the relationship between building structures, space and time

available, and potential use at the micro-scale. With the aid of such

models, these researchers believe that the consequences of alternative

building designs and urban spatial structures may be more readily

evaluated in the planning stages.

0n the basis of empirical evidence derived from individual

"time-space budgets" gathered in a number of British universities,

these researchers have demonstrated a clear connection between these

budgets and student numbers, timetabling, the arrangement of build-

ings, and their location in the urban area.102 Data from the. diaries

are used as a starting point for the modelling of activities in time

and space. A model has been developed whose purpose is to predict

the distribution of individuals in different activities and locations

during the course of a typical day, depending on the effective

restrictions imposed by the spatial distribution of buildings and

sites, and by administrative and social constraints on the timing of

activities . 103

¥

J'OzJanet Tomlinaon et al. , "A Model of Students' Daily ACfiiVitY

Patterns," Environment and Planning, 5 (1973), pp. 231-266.

103In the first of their series of working papers, Bullock

disc”asses the theoretical basis for an approach to the simulation of

a‘~“:I-V:l.ties; see: Nicholas Bullock, An Approach to the Simulation of

Mun: A University Example, Land Use and Built Form Studies,

Working Paper No. 21 (Canbridge: School of Architecture, Cambridge

University, August, 1970). A more recent report on the development

°f a model of daily activity patterns may be found in: Nicholas

gun-Ock et al., Development of an Activities Model, Land Use and

nil-t Form Studies, Working Paper No. 41 (Cambridge: School of . Archi-

tecture, Cambridge University, April, 1971), pp. 53-76.
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The assumptions made about the behavior of people in aggregate

for the purposes of the model are simple. First, it is assumed that

for a given group of peOple, over some repeated period (a day or a

week), the proportion of time spent in various activities will remain

the same, although the sequence of activities and their locations

would, of course, differ. This overall division of time between

activities, the time-budget, is expected to vary for different groups

of people. As an input to the model, the time-budget and the hypothe-

sis of its stability for similar pOpulations under dissimilar physical

conditions, is of considerable importance. Second, it is assumed that

the behavior of people is subject to a number of limiting restrictions

which determine either the times or the locations of activities, or

both.1°"

With his simplified view of behavior the problem of modelling

day—to—day activities may be seen as distributing the population to

activities in time and space in such a way that, first, the proportion

of time spent in different activities by the pOpulation as a whole is

Bullet to the time-budgets, and second, that the restrictions for

different activities on the availability of times or locations (or

bOth) are observed. (More formally, the problem may be seen as

distributing numbers of people in a three—dimensional space whose

dimemaions are activities A, times of day T, and locations L (Figure

11a). Not all combinations of A, T, and L are available (Figure 11(1)-

\

o loaTomlinson, et al., "A Model of Daily Activity Patterns,"

p0 Cit.’ pp. 24-29.
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\V‘ " a. A three—dimensional array
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Both time and location are treated as discrete entities, and thus,

a value in a particular cell could represent, for example, the

number of pe0ple watching television between 6:00 and 7:00 p.m. at

a particular address. 105

Throughout the day the number of people in the AL plane must

remain constant (Figure llb) . Equally, the amount of time spent in

particular activity at all times in all locations (i.e., the sum of

the values on the LT plane) must be equal to the number of hours

per day for the whole population (Figure llc) determined from the

time-budget.

Apart from the limiting restrictions of the timing of acti-

vities and the constraint of the time-budget, two modelling assump-

tions are made. People are allocated to activities and locations,

first, subject to the availability of locations for that activity

at that time and, second, to the constraint that the total amount of

travel time in the time-budget for the whole pOpulation is maintained.

Themodel uses an entropy-maximizing method to derive the most

PrObahle distribution of the population in time and space, subject

'10 the population and time-budget constraints and the restrictions on

 

the availability of time and space for activities.106 The resulting

\

1°5Ibid., pp. 32-35.

106
For a review of the entropy-maximizing technique as applied

t° Lu'-‘ban and regional analysis, see: A.G. Wilson, EntroJ)v in Urban

Wonal Modellipg (London: Pion Limited, .1970). Wilson has also

PrOpo
Bed a similar model employing the entropy technique to the

spatial-temporal organization of household behavior; see: A.G. Wilson,

Bi“ Recent Developments in Micro-economic Approaches to Modelling

Behold Behavior, with Special Reference to Spatio-temporal Organi-

tation " (Paper 11) , Papers in Urban and Regional Analysis (London:

“on Limited, 1972), pp. 216-236.
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distribution gives the number of people engaged in each activity,

during each time period, and at each location over the day. Thus,

no attempt is made to identify or follow the sequence of activity

and locational choices made by individuals; only the overall distri-

bution of people in any cell or the flow of people between cells

from one time period to another is modelled.107

Much of the work at the Centre over the past ten years has

been with the application of these ideas first at the scale of an

individual institution (e.g., a university) set in its urban context,

and second to the entire urban area. However, their approach is not

without its disadvantages. One drawback is that once individual

tine-budgets are input to the model, they lose their individual

identity.108 Furthermore, when working from a totally disaggregated

data base to the more aggregated form required by the entropy-maximiz-

ing technique, both time (i.e., in terms of activity sequencing) and

location come to be treated as discrete entities. Another disadvant-

882 is that their approach deliberately neglects perceptual processes

33 8 Vital mechanism relating individual behavior to the built

en"ii-li‘oninent. In spite of these caveats, their work reflects numerous

\

107Because this resulting distribution is statistically the

no": probable, it is precisely that distribution which assumes least

knowledge about activities of individual decision-makers.

108% reader will note some similarity between this modelling

approach and that prOposed by HEgerstrand (above). Unlike Huger-

strmd's approach, however, the modelling effort described here makes

no attempt to preserve an individual's identity, seen as a continuous

Sequence of actions in time-space.
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insights into the operation of the urban system. In this respect,

the philosOphy behind such of their work lies in the mainstream of

thought that has linked architecture with urban planning by stressing

the relationships between activities and the structures that exist

at all scales.

A team of British planners, led by Cullen, is taking on an

activities approach to individual behavior. Their framework emphasizes

the role of activities as linkages between institutions and the

patterning of sets of activities. Research is being conducted in the

institutional setting of a university where time-budgets are obtained

from the students and faculty.109 The hOpe is that such a micro-view

Will enable the researchers to decipher the linkages and constraints

which serve to determine the sequences of activities.1m. To accomplish

this goal, they employ some of the more advanced analyses of time-

budget data. 11]”

Cullen's approach draws on Hugerstrand's conceptualization, in

which he views the greater part of individual behavior as structured

\

109Cullen and Godson, Networks of Urban Activities Volume I,

09- cit.; Cullen and Godson, Networks of Urban Activities Volume II,

0" - cit.

110Ian G. Cullen and Vida Nichols, "A Micro-Analytical Approach

:0 the Understanding of Metropolitan Growth" (paper read at the

e‘fenth World Congress of Sociology, Varna, Bulgaria, 1970).

8 111See: Ian G. Cullen Vida Godson, and Sandra Major, "The

tI‘llcture of Activity Patterns," Patterns and Processes in Urban and

Pkwu Systems, ed. A.G. Wilson, London Papers in Regional Science'

"- 3 (London: Pion Ltd., 1972), pp. 281-296.
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about a whole range of environmental constraints. However, Cullen

considers Hagerstrand's approach "over-deterministic" in that it

allows for "no variation in the perception of constraints, but rather

treats each as an unambiguously objective fact."u:z Thus. the work to

date of the group at the Joint Unit for Planning Research of the

University College, London has been based upon a theoretical framework

which emphasizes those elements in a person's day which, from his

point of view, lend it coherence, or give it the shape that he feels

it possesses.‘ (In place of Hagerstrand's "fixed-unfixed dichotomy,"113

they have characterized the individual's day as an integrated function

of a much more elaborate range of flexibility, defined by one's degree

of comitment to each activity and by the time and space constraints

to which one is subject. These additional items, which reflect

their extensions of Hngrstrand's time-geography model, permitted the

group to test the hypothesis that an individual's day is structured

at‘Ound certain key events, and that this structure derives from the

Way in which individuals perceive constraints in their environment.

To date, the information which these researchers have collected is

I"~11‘e1.y descriptive of the constraints people experience, and thus,

cannot directly inform planning decisions, which is their ultimate

obj ective. ‘ Indirectly, however, they were able to contribute to the

\

 

1 112Ian G. Cullen, "Space, Time, and the Disruption of Behavior

Cities," Environment and Planning, 4 (1972), p. 465.

cit 113E3gerstrand, "Tidsanvandning och omgivingsstruktur," Dp.

114Cullen et al., op. cit., p. 284.
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problem of locating large institutions by virtue of the fact that they

treated a relatively homogeneous group—-the members of one institu-

tion. 115

This review of current research thrusts in urban and regional

analysis relating to time-budget approaches is by no means compre-'

hensive of the literature in this field. Rather, these selected

projects exemplify some possible uses of a time-budget approach. The

studies chosen for review are particularly important for human

geography in that they stress the spatial dimension and treat'it and

the temporal dimension in an integrated manner. Hence, they are seen

as precedents in the literature that relate to the general question

confronted by this research: How do'individuals' decisions about

their time-space behavior interrelate?

 

115Cunen, op. cit., pp. 460-461.



CHAPTER3

TIME-SPACE PATHS OF HUMAN BHIAVIOR: (DNCEPTUALIZATION

IMPLmENTATION OF THE RESEARCH STRATEGY

Building upon the preceding synthesis of time-budget research,

the objectives of this chapter are twofold. The first intent is to

assess the potential of a time-space budget perspective for theory

development in human geography. Two possible approaches toward this

end are identified and critically evaluated. The second objective is

to develop a conceptualization and to formulate research propositions

designed to investigate the structuring of daily behavior through the

tine-space mechanics of constraints. In order to substantiate or

illuminate the research propositions, a researchstrategy is established

and involves the design and implementation of a survey.

THE TIME-SPACE BUDGET PERSPECTIVE AND HUMAN GEOGRAPHY

The term time-budget signifies an accounting scheme to describe

the allocation of time to activities during a given period. A time-

b'-ldget's logical extension, the time-space budget, is ostensibly a

behavioral approach to geographic and planning research: it incorpor-

ates the sequence, linkage, timing, duration, and frequency of

act ivities, as well as the spatial and temporal coordinates of one's

behavior. Time-space budgets focus on two related aspects: people's

u eil':t behavior, and their perceptions of their physical and social

88
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environment.1 The time-space budget, therefore, can record spatial

behavior (moving and stationary),2 and it can be indirectly related

to environmental perceptions (via questionnaire data) as these

interact with overt activities.3 Although the device has potential

for a variety of research applications, the previous chapter

demonstrates that its use in urban analysis predominates. It is

particularly well-suited to metropolitan areas where distance is

often considered temporally and where many activities are precisely

scheduled by the clock.

Perhaps the primary attribute of time-space budgets is that

they record behavior patterns which are not directly observable due

to their spatial and temporal extent. Furthermore, this method of

h

7 1James Anderson, "Space-time Budgets and Activity Studies in

Urban Geography and Planning," Environment and Planning, 3 (1971),

PP . 353-368 .

2The use of a related device, the "travel diary", by Marble

and Nystuen has also contributed to the growing interest in relation-

8hips between time and space uses. The purpose of a travel diary,

Owever, is to record movements from place to place throughout some

8Pacified period of time. It does not attempt to record the totality

of behavior in time-space for the selected period (including station-

ary periods at particular locations or stations), and thus, the

8equential properties of activity modules cannot be accomodated. .

tivities at "fixed locations or stations are not described though

8(”lie of them may be inferred from trip destination and purpose. For

eJuamples of travel diaries and their use, see: Duare F. Marble, "A

eoretical Exploration of Individual Travel Behavior," Quantitative

Mphy, Part I: Economic and Cultural Topics, Studies in Geography,

N0 - 13 (Evanston, 111.: Department of Geography, Northwestern Univ-

era 1ty, 1967), pp. 33-53; and, John D. Nystuen, "A Theory and Simula-

. Intra-urban Travel," Quantitative Geoflphy, Part I: Economic and

matural'hpics, Studies in Geography, No. 13 (Evanston, Ill.: Depart-

ent of Geography, Northwestern University, 1967), pp. 54-83.

 

of 31am G. Cullen, Vida Godson, and Sandra Major, "The Structure

8 Activity Patterns," Patterns and Processes in Urban and kggional

tans, ed. A.G. Wilson, London Papers in Regional Science No. 3

London: Pion Limited, 1972), pp. 287-291
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activity accounting is unique in that, as far as their activities for

the sampled time span are concerned individuals are treated as

totalities, their behavioral integrity is preserved, and the entire

sequence or pattern of activities can be analyzed. Although isolated

parts, particular activities such as commuting to work, shopping, and

leisure pursuits, may be extracted for analysis, they can be

considered in the context of the respondents' overall time and space

uses throughout the recorded period of time. Hence, they provide

an overall behavior-context within which particular activities may be

viewed realistically. This does not mean that the activity sequences

Or patterns are fully explained as intended and understood by the

Persons who create them, but at least the totality is there for

exlaminatrion.

Nystuen identifies distance, direction, and connection as

three fundamental spatial concepts}. Through the use of time-space

blltlgets, distance can be expressed temporally, which is frequently the

way urban residents perceive distance, and connection can be given

I“Ore comprehensive treatment than is customary in geographic research.

w1th regard to the concept of connection, Anderson points out that in

the recent trend toward studying cities as contact structures, the

euphasis has shifted from distance to contacts and from Euclidean

89°th to graph theory and tOpology. At the same time, the discon-

tinuous and anistropic properties of urban space (e.g., as measured

in terms of time, costs, or perceptions) have received increased

\

 

C "John D. Nystuen, "Identification of Some Fundamental Spatial

oncepts," Papers of the Michigan Acadg of Science, Arts; and
t.

M.48 (1963), pp. 373-384.
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attention, accompanied by a corresponding. dissatisfaction with the

asstmptions of classical location theory.S Whether the use of time-

space budgets can directly contribute to improving location theory

or underline its shortcomings remains to be seen.

Spatial Behavior, Spatial Structure and Location Theory

In revealing the inadequacies of location theory, behavioral

research in geography has demonstrated that it is difficult to improve

its postulates, or to match its formal elegance. This has been

particularly evident in research that treats the interact ion between

spatial behavior and spatial structure.6 Although the spatial

structure of activities in an urban area will reflect both current

and past patterns of behavior, explanations of spatial structure based

On such patterns of behavior often seem to be tautological since it

would appear to be just as reasonable to explain behavior as a func-

tion of structure as to explain structure as a function of behavior.

'Ihe relationship is clearly one of mutual dependence; that is,

changes in spatial structure elicit changes in spatial behavior and

vice versa.

In this regard, the use of time-space budgets entails certain

disadvantages that should not be overlooked. They sometimes tempt

1:‘easoning and explanation into a "circle of causality" formed by

\

5Anderson, op. cit., p. 355.

0

6Gerard Rushton, "Behavioral Correlates of Urban Spatial

St ructure," Economic Gem, 47 (January, 1971), pp. 49-58.
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spatial behavior+-~+spatial structure.7 A behavior pattern which

contributes to spatial structure is the way individuals make choices

between alternatives distributed over an area. Central place theory

is only one of many areas of human geography where assmnptions about

individuals' behavior patterns are incorporated in explanations of

spatial structure. Indeed, Curry's work has focused on the problem

of developing theory from postulates which do not inherently contain

the deduced facts which interest us.8 Curry argues that since it

is possible to deduce the distribution of central places from an

accurate description of spatial behavior patterns of people in an

area, no insight is gained from studies which explain spatial struc-

ture in terms of behavior patterns that occur within it. He points

out that the description of spatial behavior is no more a process

type explanation of a central place pattern than is the description

of the pattern itself.9 Thus, he concludes that: "A term such as

christaller's 'range of a good' suffers from this conditionality of

definition."10

\

7Reginald G. Golledge, Process Approaches to the Study of Human

\Behavior, Department of Geography, Discussion Paper No. 16 (Columbus,

oh10: The Ohio State University, 1970), p. 2

8Leslie Curry, "Central Places in the Random Spatial Economy,"

J‘:’\‘lrnal of Regional Science (Supplement, 1967), p. 218.

9Curry attempts to replace behavioral assumptions with mathe-

:Qt 1cal (Poisson) process descriptions of spatial activity. This

t rategy is attractive if one's purpose is to construct aggregate

zodels incorporating human behavior. Howwer, the lack of explicit

avioral assumptions reduces its reliability for inferring disag-

Eresate results. .

1'OCurry, loc. cit .
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Observed behavior is partly determined by the structure of

the environment in which it occurs, and Rushton argues that parameters

of behavior in a particular environment (e.g., empirically derived

distance decay functions) are therefore "not admissable as a behavioral

postulhta in any theory."11 What, then, are the critical characteris-

tics which a spatial behavior postulate must have to be admissable in

a viable theory? Curry states, in reference to central place theory,

that:

A postulate on spatial behavior should not directly

describe the behavior occurring within a central

place system, since it is obvious that the system

can then be directly derived without providing any

insight. The behavior postulate must allow a cen—

tral place system to be erected on it in a suffi-

ciently indirect manner that a measure of initial

surprise is occasioned by the results, and this pos-

tulate must still describe behavior afterthe system

has been derived.12

ThuB, a behavioral postulate should incorporate the rules of spatial

eho ice which underlie behavior patterns, irrespective of the particular

environment in which the behavior has been observed. Christal-ler's

I)°8tulate that consumers patronize the nearest place offering a -

Irefill-tired itan is, according to Curry's criterion, a logically admissable

13
me, although consumers frequently disobey it. If sore realistic

1miles of spatial choice are to be discovered through behavior studies,

\

S 1'J'Gerard Rushton, "Analysis of Spatial Behavior by Revealed

5591:gee Preference," Annals of the Association of American Geographers,

(June, 1969), p.192.

12

 

Curry, op. cit., p. 219.

Ran 13W.A.V. Clark, "Consumer Travel Patterns and the Concept of

lgsge." Annals of the Association of American Geographers, 58 (June,

) . p. 396. .
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and studies employing time-space budgets specifically, we must avoid

the circle of causality.

An attempt to overcome this problem is reflected in the work

by Rushton concerning the locational preferences underlying a pOpula-

tion's spatial behavior.“ In his approach, Rushton assumes that an

individual's spatial behavior is affected by his "preference function."

Thus, by aggregating the preference functions of individuals, a pattern

of behavior can be generated for any distribution of spatial opport-

unities. In proposing the concept of "revealed space preference," he

notes that" in econanic consumption theory the spatial distribution of

Show is not considered a significant variable. However, it is

significant when the choice is between different connodities. Although

his "spatial preference structures" may have more generality than

8I’atdal systems, he concludes that they are not‘independent of the

Particular system in which they are derived. Furthermore, his method

is descriptive in the sense that no attempt is made to explain why one

opportunity is favored over another in the recovered preference func-

tion. This approach might eventually provide useful postulates, but

thus far it only indicates how elusive general and independent "rules"

really are.

As yet there is little evidence to suggest that the use of

t11ne-space budgets would be any more successful in finding these rules.

\ ‘ .

 

S 1"Rushton, op. cit.; and, Gerard Rushton, "Temporal Changes in

Page Preference Structures," Proceedings of the Association of

\LilleErican Geographers, l (1960), pp. 129-132.
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The notion of trade-offs between time allocations, and between time

and space preferences, is conceptually appealing, and the analysis

of behavior patterns in a wide variety of environments might produce

interesting results. Wolpert insists that an understanding of spatial

behavior involves sorting out the regularities or constants in time-

space patterns and distinguishing these from the variables.15 Since

there is still so little spatially-oriented comparative time-use

research, it is hardly realistic to believe that the constants could

be useful as a basis for a deductive location theory; but the variables

night prove to be more enlightening.

Accessibility, both in a temporal and spatial sense, is a key

Vatiable in determining both the extent to which behavior is shaped

by the spatial environment, and the way in whichv'individuals evaluate

a"-?-t-:I.Varities and locations.16 However, such an abstract variable is

itself a very complex set of variables. Their "objective" values

(e- 8., time and money) vary widely with different populations,

transport modes, and their implications also differ considerably

depending on a wide range of factors (e.g., age, income, occupation),

The relevant set of important accessibility-Opportunities varies both

with life-cycle stage and with life-style. And although a probable

\

L11 ”Julian Wolpert, "Behavioral Aspects of the Decision to

ppgratesn Papers of the Regional Science Association, 15 (1965),

J 16M.A. Stegman, "Accessibility Models and Residential Location,"

%1of the American Institute of Planners, 35 (January, 1969) .



96

set of opportunities may be inferred from time-budget data,17 it may

be misleading since some opportunities which are felt to be relevant

by the respondent may not be revealed in his activity pattern

because they are too inaccessible.

Chapin and others have discussed a general framework for study-

ing urban living patterns in which time-use is seen through motiva—

tion—-+choice-—--vactivity set of relationships. They contend that

spatial behavior can be conceptualized as the outcome of choices which

reflect people's motivations and values. But such choices are

realized within the constraints set by personal circumstances (i.e.,

socioeconomic requisites), accessibilities, and the environment.

merefore, the limits of free choice differ greatly on a wide range

of factors (e.g., age, income, mobility, life-cycle stage, etc.)

These trends in research are clear achievements. By observing

the behavior of members of a pOpulation, one learns something about

their living conditions. But this information does not clearly

differentiate what are wants and needs from what are various degrees

of necessity. For the purposes here, behavior (seen as a manifestation

of choices) does not fully reveal the underlying pattern of ‘ constraints

\

UP. Stuart Chapin, Jr., "Activity Systems and Urban Structure:

A Working Schana," Journal of the American Institute of Planners, 36

(January, 1968), p. 16.

, 18Chapin, ibid.; 1?. Stuart Chapin, Jr. and Thomas H. Logan,

.Patterns of Time and Space Use, " The Quality of the Urban Environment,

. Harvey S. Perloff (Baltimore: The Johns Hopkins University Press,
ed

1969), pp. 395-332; and, F. Stuart Chapin, Jr., "Activity Systems as

3 Source of Inputs for Land Use Models," Urban Development Models,

pecial Report No. 97, ed. George C. Hemens (Washington, D.C.: High-

"Qy Research Board, 1968), pp. 77-96.
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which shapes action and the situations in which it occurs. This

also means that clues are not provided for how to reshape the living

conditions, if that is the goal. In order to find the clues, we

must look to latent structure and latent processes. Purposeful

changes in the distribution of opportunities and risks among

individuals necessitates an understanding of how constraints interact

and how choice potentials are affected by changes to one or more of

those constraints.

Choice- and Constraint-oriented,Approaches to Spatial Behavior

Constraints are implicit in choice, but, depending on the

relative emphasis given to "positive" and "negative determinants" of

behavior,19 a distinction.may be made between "choice-" and

"constraint-oriented" approaches to spatial behavior. If psychological

motivations of spatial behavior (i.e., the rules of spatial choice)

are sought, then observed behavior must be seen in terms of choices

20 ‘Hmwever, the danger existsbetween alternative courses of action.

that important constraints may either be underestimated or go

unnoticed. Observed behavior can be conceptualized as reflecting the

constraints of the environment (i.e., "objective" constraints) and

personal circumstances (i.e., the "subjective" ones). If highly

constrained situations are not recognized as such, observed behavior

 

19Torsten Bagerstrand, "What About PeOple in Regional Science?"

_Papers of the Regional Science Association, 24 (1970), p. 11.

20Rushton, "Analysis of Spatial Behavior by Revealed Space

Preference," op. cit., p. 392.
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may be misinterpreted as what people "choose" to do, rather than what

they are "forced" to do. With the prevailing emphasis on choice and

positive determinants in general, situations where actors do not have

effective choice may be neglected.21 That is to say, in the absence

of effective choice, individuals may be asked to decide between

hypothetical alternatives which in reality they have little chance of

achieving.22

A less common tack focuses on the outer limits within which

behavior can take shape, emphasizing negative determinants of behavior.’

Such an approach is exemplified in the constraint-orientation adopted

23
by Pahl. Pahl advocates studying "the pattern of spatial and social

constraints which operates differentially in given localities" and

" He argues that‘which fundamentally "affects people's life chances.

there are fundamental spatial and social constraints on access to

urban resources and facilities. Spatial constraints are generally

expressed in time/cost distance while social constraints reflect the

distribution of power in society. The latter are illustrated by

 

21This is exemplified in the activity systems and time-budget

research where activities are simplified into obligatory as opposed

to discretionary activities. See: Richard K. Rail and F. Stuart

Chapin. Jr., "Activity Patterns of Urban Residents," Environment and

Behavior, 5 (June, 1973), pp. 163-190.

22One example is the use of the trading-stamp game of choice

theory to elicit leisurertime activity preferences; see: F. Stuart

Chapin, Jr. and Henry C. Hightower, "Household Activity Patterns

and Land Use," Journal of the American Institute of Planners, 31

(August, 1965), pp.

23R.E. Pahl, "Urban Social Theory and Research" (Chapter 13),

Whose City? And OtherjEssays on Sociology and Plannin (London:

Longman Group Ltd., 1970), pp. 209-225.
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bureaucratic rules and procedures, and the actions of what Pahl

calls "social gatekeepers" (e.g., local government officials and

policy-makers, landlords, employers). The gatekeepers are those who

distribute and control urban resources and, thus, regulate the

quality and accessibility of Opportunities such as educational

facilities, the housing market, and the job market. Conflicts of

interest in this socio-spatial system.are inevitable, and the

greater the scarcity of valued opportunities, the greater the

conflict. Pahl sees populations limited in their access to scarce

urban resources and facilities as dependent variables, while those

controlling access, the gatekeepers or managers of the system, are

the independent variables. He notes that the current emphasis on

diversity of choice in physical planning implies that the access to

facilities is an independent variable, in contrast to being dependent

on the allocation by gatekeepers. This suggests that there are

ideological as well as methodological differences underlying the

variation between choice and constraint orientations (e.g., differing

attitudes to "free market" mechanism).24

The interrelationships between time and space uses have

perhaps been most clearly worked out by Hagerstrand and his

 

2l‘]‘.bid., pp. 215-216. A similar attitude has been echoed by

Harvey in his conceptualization of the city; see: David w. Harvey,

Social Justice and the City (Baltimore: The Johns Hopkins Univer-

sity Press, 1973, pp. 91-95.
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colleagues.25 In the physicalist tradition,26 their approach

similarly focuses on the outer limits within which behavior can

occur and emphasizes negative determinants of behavior rather

than positive factors such as the attitudes, motives, prefer-

ences, and choices which contribute to structuring activities in

a timeLspace framework. The emphasis on positive factors is more

common in social science, and the more common response to time-space

data sets has been to abstract certain characteristics from them

(e.g., time-spending characteristics, in aggregate, of population

groups and areas).27 In many cases, geographers and other social

scientists treat a pOpulation as a mass of objects, almost freely

interchangeable and divisible; i.e., we often impute upon any given'

individual of the population the modal characteristics of that

pOpulation. Also, it is common practice to segment the mass into

such aggregates as shoppers, migrants, and age and occupational

 

25See, for example: Torsten fingerstrand, "Tidsanvandning

och omgivingsstruktur," Urbaniseringen i Sverigfi: En geografisk

samhallsanalys. Bilagadel I till Balanserad regional utvecklin ,

Statens offentliga utredningar, 1970: 14, bil. 4 (Stockholm:

Esselte tryck,1970); Torsten Hagerstrand, "A Socio-environmental

web'Model, "_Stndiez_i_planezingsmetgd1k, ed. GBsta A. Eriksson,

Memorandum fran ekonomiskrgeografiska institutionen, Nr. 9 (Abo

[Turku], Finland: Handelshhgskolan vid Abo akademi [Abo Svedish

University School of Economics], 1969), pp. 19-28; and, T. Carl-

stein, Bo Lenntorp, and Solveig‘Mfirtensson, Individers dyggbanor

i nigra hushfillstyper, Urbaniseringsprocessen, rapport nr. 17

(Lund: Institutionen fbr kulturgeografi och ekonomidk geografi

vid Lunds universitet, 1968).

26Hugerstrand, "What About People in Regional Science?"

0p. cit., p. 11.

27Anderson reviews examples of these research trends and

discusses their limitations; see: Anderson, op. cit., p. 356.
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groups. Through segmentation, each aggregate is analyzed in isolation

from the others. It was this particular problem that prompted

Blgerstrand to write: "...one risks becoming lost in a description

of how aggregate behavior develops as a sum total of actual individual

behavior, without arriving at essential clues toward an understanding

of how the system works as a whole." In order to discover these

clues, he focuses on what may be termed the "time-space mechanics of

constraints."28

Even if constraints are formulated as general and abstract

rules of behavior, they can be provided with a "physical" shape in

terms of location in space, areal extension, and duration in time.

An individual's time-space path is constrainedby a set of physio-

logical and physical factors that arise in part from the social

and/or private network of decisions and actions surrounding the

individual. Hagerstrand suggests that these constraints are composed

of three interacting groups: capability constraints (Figure 12),

coupling constraints (Figure 13), and authority constraints (Figure

11.).29

The individual is thus seen by HAgerstrand to operate within

this complex of constraints which together constitute a "highly

institutionalized power- and activity-system." Viewed from a time-space

 

282H3gerstrand, "What About People in Regional Science?" loc. cit.

29Hagerstrand, "What About PeOple in Regional Science?" op. cit.,

pp. 12-18; and, Hagerstrand, "A Socio-environmental Web Model," 0p.

(cit., pp. 20—25. These groups of constraints are also described in

(:hapter 2.
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perspective, two recognizable, but diverse, systems of interaction

are seen. One is primarily a time-oriented warp of individual paths

which constitutes the population of an area and its capability

constraints. The second is a set of constraints that domains impose

(including within them coupling constraints) to which the individual

may or may not have access according to his needs and wants.30 Social

scientists know very little of the interaction of constraints,

expecially as viewed from the daily—path perspective. Hagerstrand

suggests that at this stage of research into the interaction of

constraints, a simulation approach would be the most appropriate

method of analysis, until more general mathematical techniques.

become available. Reasonably solvent simulations may aid in survey-

ing whole systems and help to reduce the trial and error component

of empirical applications.“

mgerstrand's conceptualization of constraints is instructive.

Based upon his recommendation for a simulation methodoloy, it seems

worthwhile to define the time-space mechanics of constraints which

rule how paths are channeled, diverted, or even routinized. It is

believed that such an approach will shed light on how decisions about

one's time-space behavior interrelate. Some authors believe that such

 

3(’Hleigerstrand, "What About People in Regional Science? " op.

cit., pp. 16-18. In a more recent paper H‘dgerstrand discusses the

political aspects of entrance conditions attached to domains, see:

Torsten Hagerstrand, "The Domain of Human Geography," Directions in

Geography, ed. R.J. Chorley (London: Methuen and Co., Ltd., 1973),

pps - 60

31"].‘orsten Hngrstrand, "The Impact of Social Organization and

Environment upon the Time-use of Individuals and Households," P_l____an:

Tidskrift flirjlaneringrav landsbyLoch tutorter, 26 (1972),—.-

pp. 29.300
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a negative determinants approach to social science may indeed be the

safest and most productive.32 In using this methodology, the simula-

tion will attempt to construct each individual's day separately,

generating'the activities he performed and the sequence he adapted

from generalized rules. The rules take the form of constraints or

probability distributions which are estimated from a time-space

budget data base. A technique for grouping constraints in time-space

terms is formulated in order to collapse their considerable variety

into a tractable nnminer.

wNCEPTUALIZATION OF HUMAN BEHAVIOR AND CONSTRAINTS

The renainder of this chapter is devoted to a conceptualization

of human behavior and constraints and the development of a methodo-

logy, including a time—space budget diary and associated survey. In

accordance with the research strategy, the following chapters will

develop analytical procedures to compress the survey data into a more

couprehensible form (Chapter 4) necessary for modelling, via simula-

tion techniques, the time-space mechanics of constraints (Chapter 5).

Time-space Behavior: The Search for Assumptions

Although the emergence and formal discussion of the "behavioral

"33
approach is rather recent, the employment of behavioral assnnnptions

‘

32Hagerstrand, "What About People in Regional Science?" op. cit.,

P. 11. '

33For an overview of behavioral approaches in geography, the

reader is referred to: J .H. Doherty, Developments in Behavioral Geo-

graphy, Discussion Paper No. 35 (London: Department of Geography,

London School of Economics and Political Science, November, 1969); and,

Reginnld G. Golledge, Lawrence A. Brown and Frank Williamson, "Behav-

ioral Approaches in Geography: An Overview," The Australian Geogra-

2hg, 12 (1972), pp. 59-79.
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is not at all new. Harvey has noted that human geographers have

almst always made assumptions about behavior—however, these

assumptions have comonly been implicit in the analysis, rather than

explicit in theoretical statements.“ The most notable exception

has of course been the case of the "Economic Man" assumption. This

normative behavioral postulate has been used extensively by geogra-

phers in both implicit and explicit fashions--to the point where much

of location theory bears a close relationship to classical economics.

Thus Olsson and Gale have noted that most spatial theories rely on

the same behavior assumptions as the theory of the firm.35

The well-known behavioral assnnnptions embodied in the Economic

Han concept are reflected in the knowledge and goals attributed to

the individual. Thus, it assnnned that behavior is based on knowledge

which is omniscient and perfect, and which precludes uncertainty from

predictions. Behavior is oriented towards goals which Optimize

profits or utility. The extension of these goals into a spatial

context results in the producer attempting to increase the size of

his market area, while the consumer attempts to reduce purchasing costs

by minimizing the expenses and effort associated with distance.36

Similarly, the theory of route choice behavior-~for whatever purpose--

 

3"David W. Harvey, "Behavioral Postulates and the Construction

of Theory in Human Geography," Geographia Polonica, 18 (1970), p. 27.

35Gunnar Olsson and Stephen Gale, "Spatial Theory and Human

Behavior: A Study of Anarchistic Vector Spaces," _apers of the

Regional Science Association, 21 (1968), p. 230.

36Loc. cit. '
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is characterized by decisions which minimize distance, travel cost,

or travel effort.

The fact that the above behavioral assumptions are unrealistic

and inaccurate is well known. Economists, for example, have long been

aware that producers rarely attain optimum profit levels. Non-norma-

tive economics, therefore, recognizes that business decisiondmakers

possess imperfect knowledge and problemrsolving ability, and that their

goals under certain circumstances may be non-optimizing. The failure

of real man to correspond with the actions of the firm have promoted

various reformulations of the behavior assumptions. Simon, for

example, has prOposed the principle of "bounded rationality"--which

emphasizes the limits to problem-solving capacities and the avail-

ability of knowledge.37

Geographers have widely criticized the Economic Man assumption

in a spatial context. Particularly, spatial analysts have recognized

the need for adjusting the distance optimizing function. Thus, linear

distance has now been largely replaced in geographic models by

"functional" measures such as accessibility or travel time. The use

 

37In so doing, Simon relates the notion of "satisficing

behavior"; see: Herbert Simon, Models of Man (New York: John

Wiley & Sons, Inc., 1957). wolpert recently reintroduced the concept

into geography in writing of farmers in Central Sweden: "The '

concept of the spatial satisficer appears more descriptively accurate

of the behaviOral pattern of the sample pOpulation than the norms-

tive concept of Economic Man. The individual is adaptatively or

intendedly rational rather than omnisciently rational." The

satisficing notion assumes that in the absence of perfect knowledge,

'behavior is directed towards an alternative which is satisfactory,

but not necessarily optimal. See: Julian Wolpert, "The Decision

IProcess in a Spatial Context," Annals of the Association of American

(Seographers, 54 (December, 1964), pp. 537-558.
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of surrogates in these adjustments, however, has not accounted for

observed discrepancies between the normative—economic behavioral

mdel and real-world locational and trip activity.38 The widespread

recognition of thesediscrepancies has prompted many geographers to

seek reformulations or alternatives to the Economic Man concept.

Principle of Consistency and Recurrent Behavior Patterns

As an alternative, this research is committed to the funda-

mental principle of consistency in human behavior. The notion of

consistency is not to be confused with assumptions of the rationality

of behavior (i.e., Economic Man). The purposeful element in

individual behavior varies in degree between individuals and among

the different activities undertaken by an individual and, thus, some

behavior seems to be virtually instinctive while other behavior is

highly calculated. All behavior is purposeful to some degree.

Whether spatial behavior is construed to be rational or not, depends

on our depth of understanding the values, goals, and purposes towards

which that behavior is directed. Moreover, what is rationality to

one observer may not correspond to the interpretation of another

observer; the assessment of rationality is a dubious process which

varies with cultural, ideological, and personal biases.

In the conceptualization presented here, the notion of

rationality is avoided in favor of the principle of consistency. In

¥

38Ibid.; Marble, 0p. cit.; Clark, op. cit.; and W.A.V. Clark

and Gerard Rushton, "Models of Intra-urban Consumer Behavior and

Their Implications for Central Place Theory," Economic Gegraphy,

46 (July, 1970), pp. 486-487.
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so doing, an attanpt is made to isolate that behavior which

demonstrates recurrent patterns in time-space.39 And, although

behavior is not seen as consistently rational and well-informed in

the classical econdmics sense, it is seen as containing highly

organized episodes which give structure and pattern to the whole

stream of behavior in time and space.

Given this interpretation of consistency, the claim is made

that the concept of pattern can be meaningfully applied to any set,

or sub-group, of time-space budgets and that this pattern is partly

defined by the sequence in which activities are performed. This

hypothesis will be validated if it can be demonstrated that, as

individuals move through their days, the probabilities of their

engaging in such activities as working, eating meals, relaxing,

and sleeping vary significantly from one time period to another. The

physiologically-determined activities tend to be those of a more

routine nature. Although discretion may sometimes be exercised as to

where the activity occurs, these activities occur in a day's sequence

at about the same times. Working, attending classes, shapping, and

homemaking—the culturally defined extensions of sustaining activities--

tend to fall into a person's daily sequence at approximately the same

time. The idea that activities differ significatnly from one time

 

39.Jiri Kolaja, Social System and Time and Space: An Intro-

guction to the Theory of Recurrent Behavior (Pittsburgh: Duquesne

University Press, 1969), pp. 48-51.
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period to another is at least guaranteed by the fact that, historic-

ally, broad margins of choice over these matters has been institu—

tionally removed.40

A similar assnunption incorporated in the general idea of

consistency is that the amount of time a person devotes to an activity

follows a pattern over sub-groups of individuals just as much as does

the position it occupies in that person's sequence. This is to say

that the physiologically determined activities and their culturally

defined extensions tend to have the same durations each day just as

they tend to fall into a person's daily sequence with similar timing

and frequency. Such simple patterns of activity must exist if simula-

tion is to be a meaningful exercise.

Priorities and Opportunities

As was the case in Hugerstand's time-geography model, the

individual in this conceptualization is seen to operate within a

framework which is fundamentally structured by physical patterns and

needs. This environmental structure is institutionalized to a

considerable degree by the availability of services and by the norms,

expectations, and habits Of the individual.

Within the environmental structure, or budget-space, the

individual selects from.a set of Opportunities that consists of

possible activities. The order of selection is made after priorities

Ihawe been assigned to the various activities in the Opportunities set

¥

"oHagerstrand, "The Impact of Social Organization and Environ-

nmt," Op. Cite, pp. 24-250
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in accordance with their attributes. Several factors contribute to

an individual's assessment and ranking of priorities. Perhaps the

first cOnsideration is the importance of the activity to the individual.

A.second consideration might be the presence of participants and their

characteristics (e.g., their relationship to the decision—maker, their

frequency of contact with the decision~maker, distance to he travelled

or time spent travelling, etc.). Preferences will also produce a

tendency for an individual to choose one kind of activity having a

certain set of qualities over another activity having a different set;

hence, preferences will enter into a person's ranking Of alternatives.

, The Interaction of Constraints: The Global View

Priorities, however, are only realized within the context of

constraints. And whereas priorities are self-generated, most con-

straints are imposed externally (Figure 15). Daily activities are

seen to possess a certain temporal rhythm defined by the manner in

which physiological and culturally defined constraints impinge on

human activity. Along with the temporal aspect of a person's

activities, there is also the spatial dimension.which has to do with

the locations of his activities. Although some of the same con~

straints that regulate the timing are also involved, activity location

is strongly influenced by environmental cOnstraints.

The physiological, cultural, and environmental constraints

Operate differently on the activity sequence in different contexts.

For example, the physiological needs Of an individual (i.e., sleep

and.austenance) constrain other activities in the daily activity

cylee. They are activities in themselves, but they also serve as
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constraints by affecting the timing of other activities. Similarly,

the culturally defined extensions of these requirements (e.g., working,

attending school, shopping, and homemaking) fall among the key

activities in a person's day, but they also have an affect on other

activities and, therefore, also serve as constraints. Indeed, all Of

these Activities are considered to be so fundamental to an activity

sequence, forming what may be termed a daily routine of an individual,

that they structure the remainder Of the activity sequence affecting

not only the timing, but also the character of other activities in

the sequence.

Environmental constraints are no less complex in the way they

impinge on the flow of a person's activities. Individual activities

may be directly influenced by the physical setting-the natural

surroundings and the spatial configuration of the built environment-

as well as the technical means with which to negotiate a path through

the environment. Environmental constraints affect not only the

spatial distribution, but also the timing of activity. The routines

Of urban residents must conform to the schedules of various institu-

tional entities. In short, firms, organizations of various kinds,

governments, and other institutional entities serve to constrain a

person's activity simp1y=by the schedules they set. For example, a

person's place of employment maintains certain regular working hours,

and stores are Open only at certain times. Therefore, a person's

routine is shaped by others, and the rest of his activity sequence is

determined for him, to a considerable extent, by these constraints.
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Objective and Subjective Constraints on Time-space Behavior

The next task is to refine, or simplify, this global view of

physiological, cultural, and environmental constraints into a con—

ceptualization more suitable for empirical work and eventual modelling.

At the same time, I wish to incorporate and expand upon Hngrstrand's

simple fixed/unfixed dichotomy of constraints to a much more elaborate

range Of flexibility as Cullen and others have proposed.41 The

simplification of the global view of constraints, along with the

expansion of Hngrstrand's conceptualization, is reflected in the

prOposition that people are exposed to Objective and subjective

constraints.

Objective Constraints. The objective constraints on their

behavior include those which are imposed by the environment. The

notion of Objective constraints is similar to Hagerstrand's idea of

capability constraints. FOr example, a person at any given location

may only move a certain distance away from that original station in

a certain amount Of time. The distance of this movement is deter-

mined by existing modes of transport and time available to him.

Objective constraints tend to shape the potential "budget-space"

available to an individual (Figure 12). To the extent that these

constraints operate equally on groups of individuals, they frequently

fix patterns of behavior, alluded to earlier in reference to the

principle Of consistency. Many of the movement constraints, however,

[Operate quite independently on each individual (i.e., according to

41Cullen et al., Op. cit.
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one's capabilities, technical and Otherwise, for movement through

time-space). Despite their greater variation, or unfixed quality,

they are essential in the development Of a simulation model.

Subjective Constraints. Even more important than Objective

constraints is the considerable range of subjective ones which, to

some degree, are self-imposed. Such constraints probably occur as

a result of certain features of the individual's physical and social

environment, but it is unlikely that there will be anything more than

a contingent relationship between the objective facts and the sub-

jective state associated with these."2 In most contexts, a given

environmental situation is subjectively perceived by different peOple

as constraining choice to varying degrees. Although the peculiar-

ities of the environmental context are important, an individual's

response to that situation is critical. Any situation to which an

individual reacts has at least three dimensions: a temporal

position (e.g., in a day or sequence), a location in space, and a

potential activities set. These dimensions interact to produce a

feeling of constraint upon the individual.

One's evaluation of the way in which these dimensions inter-

relate is complex. But as a result of the priorities and constraints

felt by an individual, any activity has a subjective fixity rating

associated with it. This subjective fixity rating is prOposed in

place of Hagerstrand's fixed/unfixed dichotomy, since it permits a

¥

AzIan G. Cullen and Vida Nichols, "A Micro-Analytical Approach

to the Understanding of MetrOpolitan Growth" (paper read at the

Seventh WOrld Congress of Sociology, Varna, Bulgaria, 1970).



115

more elaborate range of flexibility defined by the degree of comitment

to the activity and the extent to which it is constrained in time and

space. These two dimensions of activity flexibility--commitment and

time and space fixity-—are highly correlated. Cullen, however, advises

that such dimensions are theoretically independent aspects Of the

problem and may be treated separately.43

The degree of commitment affects the flexibility of activity

choice. Cullen has distinguished four categories Of commitment.44

l. Arranged activities. Such activities involve interaction
 

with others, where time and place of the activity have usually been

specified and, therefore, fixed.

2. Routine activities. These activities, which frequently

recur at regular intervals, attain the status of virtually immoveable

points in a person's day. Such routine activities may Often have more

stability and thus a greater degree of commitment, than is strictly

necessary.

3. Planned activities. These include activities which an

individual plans to perform at sometime in the future. Since planned

activities are not usually coordinated with other individuals or

groups, their degree of flexibility is generally greater.

4. Unexpected activities. Activities of this kind are commonly

those which arise, or "just happen", while the individual is performing

some other activity. Such activities as chance meetings, accidents, or

 

43Cu11en, et al., op. cit.

"Albid.
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some leisurely pursuits have no long-term planning perspective in

the pursuit of one's everyday affairs, and are of the "spur of the

moment" variety.

The remaining component of the subjective fixity rating is

the degree to which activities are fixed with respect to particular

times of day or to particular locations, or both. An individual

schedules a variable proportion of his day according to these ratings

of fixity, in order to facilitate synchronization and synchorization

of activities and movements in time and space. .Although much of the

scheduling process is undoubtedly routine, the ordering of more

complicated, unfamiliar, or crowded combinations of activities is

objectively calculated. Activities to which the individual is strongly

committed and which are space- and time-fixedor merely time-fixed,

tend to act as points around which the ordering of activities, accord-

ing to their flexibility, are scheduled.

Research Proposition. The central proposition of this research

is that it is meaningful to view the constraints to which peOple feel

subjected as relative to either a particular time Of day or a certain

activity, or both. It follows that for any particular time of day,

it seems reasonable to ask a person whether or not he felt "tied down"

either with respect to his current activity or his location. And for

any given activity, it also seems reasonable to ask the individual

whether or not he felt its timing or location to be similarly fixed.

It would appear to be acceptable to fix on times of day at which one

has to be at a particular location or at which one has to perform

certain activities and to fix upon activities that must be undertaken
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at certain times or at specificlocations. Alternatively, it would

not appear acceptable to fix on locations since it seems unlikely

that many peOple perceive many places to be either specific to a

certain activity or a particular time of day, or both.45 The basic

hypothesis is, therefore, that the critical determinant of the

structure of a person's day, given environmental forces (i.e.,

objective constraints), is the extent to which one feels constrained

relative to certain activities, times, and locations. These fixes,

or points, about which one's day tends to be organized will act as

the crux of the simulation experiment.

RESEARCH STRATEGY

In order to substantiate or illuminate the preceding pro-

positions, a survey was undertaken. The remainder of this chapter

reports on a research design for the collection of pertinent data

and includes: (1) a consideration of some methodological problems

Of time-space budgets, (2) the selection of a survey site, (3) the

design of a sampling procedure, (4) the development of survey site,

and (5) the administration of the survey.

methodology of the Time-space Budget Diary

FOr any given group Of peOple, a full set of time-space

budget diaries provides a very comprehensive data base from'which

to approach an understanding of the problems that this research

confronts. An individual's time-space budget can give spatial as

45Cullen and Nichols, op. cit.



118

well as temporal coordinates of one's behavior in a given period.

In most time-budget accounts, however, spatial coordinates have not

been Obtained or, if they have been obtained, they have not been

used in the analysis. Where time spending has been considered

explicitly in a spatial context, it usually has been given only

partial treatment. Fbr example, it has been used as a surrogate for

distance to shape or workplaces, without reference to overall time-

budgeting and spatial organization.46

Problems of Data and Analysis. Considerable difficulties

confront the use of a time-space budget approach and in combining

temporal and spatial analysis. Time-space budget data are expensive

to collect and, for this reason, many studies are based on a short

period of time such as a day or a week. Perhaps more as a matter of

faith than of fact, this short time period is assumed to be typical.

Activities which follow a longer time cycle may be neglected (e.g.,

seasonal ones),l'7 thus altering the factual information. It is not

easy to check for accuracy, or to check that recorded activities are

in general typical of recurring behavior patterns. Therefore, it is

frequently necessary to obtain information, via questionnaires, on

 

46James Anderson, Time-bpdgets and Human Geography: Notes and

References, Graduate Discussion Paper No. 36 (London: Department of

Geography, London School of Economics and Political Science, 1970),

p. 3. As an example, see: Chapin and Logan, op. cit.

47Mead is one of the few researchers to have concentrated on

time-budgets and seasonal variations; see: W.R, Mead, "The Seasonal

Round: A Study of Adjustment on Finland's Pioneer Fringe,"

Tijdschrift voor Economische en Sociale Geografie, 49 (July, 1958),

pp. 157-162.
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activities which occur irregularly or follow a longer cycle than the

activity record period, although seasonal variability presents

difficulties. Also, the willingness of respondents to record

activities declines fairly rapidly, whether or not payment is

involved. Anderson has found that about three days seems a critical

48

limit for relatively comprehensive diary records. However, a

shorter activity record period can facilitate comprehensive treatment

of important daily and weekly rhythms.

Ligggistic Aspects of Time-space Budgets. Additional problems

of the use of time-space budget data can perhaps be clarified by

noting a distinction between substancelanguage and coordinate

language.“9 The semantic rules of a language must specify the manner

of designating and identifying the objects in, its domain of discourse,

a process referred to as "individuation." The designation of objects

commonly uses prOper names, which is the mode for substance and thing

languages, or positional coordinates, which characterize coordinate or

time-space languages. The former, an aspatial language, describes

characteristics or properties of individuals (e.g., incomes, occupa—

tions, life styles, types of activity, etc.), while their locations or

positions are described in terms of a time-space language. The latter,

a locational coordinate system of four dimensions (conventionally

written as x, y, z, t), is associated with the so-called "physicalists

R

48Anderson, "Space-time Budgets and Activity Studies in Urban

Geography and Planning," 0p. cit., p. 357.

(”David W. Harvey, Explanation in Geography (New York: St.

Martin's Press, 1969), pp. 191-229.
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who advocated the unificatiOn of science through the language of

physics.50

Wilson,51 followed by Dacey,52 suggests that "individuation"

requires the use of time-space coordinates. Individuation of an

individual may result either from attributes that the individual

manifests or from the position one occupies. The individuals in the

domain of most languages are commnly identified by a name or by

presence of non-positional attributes and the time-space regions

occupied by each individual are seldom explicitly taken into

account. For this reason, the semantic rules of designation and

individuation generally ignore spatial-temporal attritubes of indi-

viduals. And if individuals are defined only in substance terms

(i.e., non-positional attributes), they lose part of their essence.

Harvey points out that this is particularly essential to geographic

study in that the ordering of geographic information "amounts to the

difficult logical problem of working with two different language

 

soThe physicalists generally contend that the physical,

cultural, and biological things considered by empirical science are

largely time-space regions of the four dimensional time-space

continuum: each thing occupies a definite region of space at a

definite instant of time and occupies a temporal series of spatial

regions during the whole history of its existence. Thus, all

empirical science may be unified through the language of physics.

See: Oscar Neurath, "Foundations of the Social Sciences," Inter-

gational EhcyclogegLia of Unified Science, Vol. 2 (Chicago: Univ-

ersity of Chicago Press, 1944), pp. 1-51.

5119.1" Wilson, "Space, Time, and Individuals," Journal of

Philosophy, 52 (1955), pp. 589-598.
 

52Michael F. Dacey, "Linguistic Aspects of Maps and Geographic

Information," Ontario Geography, 5 (1970), p. 78.
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systans in the same context";53 a problem magnified by the fact that

geographers usually deal with both discrete and continuous data.

The problem of using both languages lies at the heart of

time-space budget analysis. The substance, or non-positional, language

is itself multi-dimensional (e.g., different types of respondents and

activities, attitudes, non-locational cont raints) , and adding the

positional, or time-space, language further complicates the problem.

Hugerstrand's use of computer simulation models, where activity

schedules are sieved through a time-space environment in order to

evaluate the constraints imposed by the environment, is perhaps the

most complete answer to these linguistic problems.54

Data Requirements. All surveys which involve the collection of

time-space budget diaries may be used to collect a set of activity

modules which together may be taken as a definition of that individ-

ual's behavior over a fixed period of time. Each module contains

information which has between two and four dimensions of variation.

The most basic dimensions are those of activity, time, and location.

Thus, each activity performed must have some descriptive title, a

 

53David W. Harvey, Explanation in Geography (New York: St.

Martin's Press, 1969), pp. 216-217; and for additional coments on

the problem of individuation, see: David W. Harvey, Social Justice

and The Cit , op. cit., pp. 38—40.

5“Torsten HBgerstrand, "TBtortsgrupper som regionsamhallen:

Tillgfingen til fbrvarvsarbete och tjanster utanfbr de stbrre

staderna," 3_e_gioner att leva i, Expertgruppen for Regional

Utredningsverksamhet (Stockholm: AB Allmanna Forlaget, 1972),

pp. 141-173.
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rather precise location in time, including start and end times, and

a spatial location. A final dimension that is sometimes included 13

relational; some information is collected about other individuals,

if any, in whose company the event occurred. Furthermore, each of

these four dimensions lend themselves to differing degrees of

elaboration and integration. For example, if a respondent is watch-

ing television while eating dinner, a secondary activity might be

recorded. And, if appropriate, an activity may be described in terms

of the degree to which it was anticipated or unexpected, and further

subjectively ranked according to the constraining effect of the major

dimensions of time, space, and activity.

Survey Site

With this overview of the data requirements in mind, the first

stage in the research design was the selection of a survey site and

sampling procedures. The sample of respondents was drawn from the

faculty, staff, and students of‘Midhigan State University, located in

East Lansing, Michigan. The university, a territorial enclave‘within

the Lansing, Michigan metropolitan area, maintains a population of

some 35,403 students, 3,463 faculty, and 4,703 staff.55 Owing to its

sheer size, in terms of population and areal extent, such an institu-

tion has often been referred to as "megaversity" or "multiversity."

To many of its residents, the university is often viewed as a

 

55These data are for the Fall Term of the 1973-74 academic year,

and represent only full-time faculty, staff, and students; source:

Department of Information Services, This is‘Michiggn State Universi_y:

1974 Facts Book (East Lansing, Michigan: Department of Information

Services, Michigan State University, 1974).
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well-defined and self-contained entity. That is, within the confines

of the institution, many of its members can satisfy almost all of their

needs and wants in the conduct of their everyday affairs. These range

from such physiologically defined needs as sleep and sustenance, to

culturally defined extensions such as working, shopping, and home-

making, and to a variety of leisure pursuits.

The spatial configuration of the university is in some ways

analogous to that form commonly associated with the city, i.e., seen

as a city in microcosm. It is characterized by a core of administra-

tive and information-processing units that have important links and

interdependencies necessary for personal communication and face-to-

face contact. This core is ringed by classroom buildings and office

structures in which the majority of business is transacted in the

process of education and research. Also located in this zone is the

majority of commercial establishments such as stores and restaurants.

This zone is, in turn, engulfed by living quarters for the academic

staff and students, ranging from high density dormitories to lower

density apartment complexes as one moves toward the periphery. In

terms of aggregate population shifts from.core to periphery, and vice

versa, during the course of a day, the diurnal movements of.the univ-

ersity's pOpulation are not unlike those of a city's inhabitants.

Also, the variety of transport modes available within this institu-

tional complex rivals that common to the city.

There is, however, the danger of carrying the city/university

analogy to extremes. .Although the university may be thought of as an

independent or semi-independent entity, it is in reality, quite

dependent on its surroundings. This is borne out by the fact that,
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just as the linkages among the members of the university are numerous

and complex, so too are the linkages it maintains with the surround-

ing environment.

The university is seen, therefore, as just one of a variety of

subsystems of the larger urban system. Subsystems of the urban system

can be distinguished in several ways. They can be described as

spatially defined areas of the city; alternatively they can be delimited

as operational units, for example, offices, organizations, industrial

plants, or educational institutions. In each case, a more detailed

knowledge of how these subsystems operate will assist in understanding

the apparent complexity of the larger urban scene.56

In striving toward this understanding, geographers and planners

are giving increased attention to subsystems, such as institutions

and organizations and their internal and external linkages over space,

rather than from sampling randomly from the larger urban population or

from.socio-economic strata.57 In moving from the urban scale to that

 

56Nicholas Bullock, Peter Dickens, and Philip Steadman, "The

Modelling of Day to Day Activities," Urban Space and Structures,

Cambridge Urban and Architectual Studies 1, eds. Leslie Martin and

Lionel March (Cambridge: Cambridge University Press, 1972), p. 127.

Equally of course, these parts or subsystems--such as, for example,

the particular institution here chosen for investigation, the unive

ersity--are deserving of study in their own right for the special

geographic, planning, and architectural problems they present at their

particular scale, besides as components of the larger urban problem.

57Some examples include: Vida Nichols, An Institution in

Metropolis, Seminar Paper No. 12 (London: Joint Unit for Planning

Research, University College, London, 1969); Britta Ohlsson, Inter-

institutionella kontaktflvden, Urbaniserins-processen, rapport nr. 8

CLund: Institutionen fbr kulturgeografi och ekonomisk geografi vid

Lunds universitet, 1967); John Goddard, Office Linkages in Central

London: Volume II (London: London School of Economics and Political

Science, 1971); Gunnar E. Tbrnqvist, Contact Systems and Regional

Development, Lund Studies in Geography, Series B, Human Geography,

No. 35 (Lund: C.W.K. Gleerup, 1970); and, Olof WHrneryd, Interde-

dependence in Urban Systems, Meddelanden frag institutionen
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of the institution, a much.wider and more complex range of activities

‘must be examined than just those distinctions that might be made for

an urban model. For the university, the great variety of types of

activity in which many of its members engage, and the relative free-

dom which they have to organize their time, make this perhaps an

especially complicated case to consider, when compared with the more

regular routine of the factory or office worker, or housewife.

In many respects, the sample of the pOpulation affiliated with

a university might be expected to be a highly abnormal one, since

university personnel generally are thought to have a degree of free-

dom.governing their working hours far in excess of the working popu-

lation. The general expectation would be that the greater the degree

of freedom within this group, the greater the variation between

individuals in the ways in which they structure their days. And this

variation would be expected to be much larger than.within other

homogeneous groups of working people.58 However, for these and other

reasons, this pOpulation is particularly interesting and promising for

study.

The complex range of activities Open to members of the univer-

sity institution leads one to expect a greater variety of subjective

constraints in accommodating the greater range of activities in their

 

kulturgeografiska, nr. 1 (Gateborg: Kulturgeografiska institutionen

vids theborgs universitet, 1968).

58This problem, however, does not appear too serious since the

research methodology is amenable to replication. Underlying this

point is the conviction that a research event should be viewed as a

single step in the context of a larger, continuing process.
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daily routines. For example, the university institution depends, to

a great extent, on personal and face-to-face contacts in the conduct

of its everyday affairs. The commitments and time-space fixities

associated with such negotiations produces a great variety of subjec—

tive constraints operating on daily behavior. In this respect, the

university institution is seen as a limiting case of a variety of

tertiary and quaternary institutions.59 Therefore, a.model of the

time-space mechanics of constraints operating on the daily activities

of university personnel should have relevance to other subsystems or

institutions in the larger metropolitan system, where the modelling

may indeed be a more simple one.60

The emergence of clearly defined patterns of behavior among

members of this group, despite their loosely structured budget-space,

provides interesting information concerning people's habit of

structuring their day in a standardized form regardless of the lack

of direct constraints. In relation to this matter, Cullen and others

note that:

It must also be remembered that only about half the

population is employed in any sort of regular job

and that there are many housewives, old peOple, and

children who have even fewer hard and fast commit-

ments imposed upon them from outside than these

supposedly unfettered students and dons. In some

respects, university people, although abnormal, are

perhaps quite middle-of-the-road in terms of the

degree of freedom which they have to structure

their own time.61

 

59Cullen and Nichols, 0p. cit., p. 5; Nichols, op. cit., p. 14.

6oBullock et al., op. cit., p. 130.

61Cullen et al., op. cit., p. 11.
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Sampling;Desigg

As the first stage of the sampling design, one institution, the

IMichigan State University, was selected as a base for investigation.

Although the rationale for its selection as one subsystem of the

larger metropolitan system was discussed above, a few additional

comments are necessary.

In order to adequately study the time-space mechanics of

constraints operating on the formation of activity sequences, atten-

tion.mnst be focused on the paths, or behavior of the individual

through time-space. The instrument chosen for collecting this type

of information is the time-space budget diary. The collection of

diary information from a sample of people randomly selected from the

entire metropolitan complex, or even from.a number of its various

subsystems (e.g., business or service organizations and institutions)

would not be feasible in that responses would be spread so thinly

among them as to make it virtually impossible to discern sequences or

patterns of behavior. At this stage of research into the structuring

of daily activities, more is to be gained through investigating the

members of a single organization or subsystem in order to establish

the pattern-of linkages associated with one unit.

Once the first step in the sampling design is completed, the

selection of the university institution, the procedure of sampling

from among its members remains. When the problem of sampling elements

from any universe arises, the issues of representativeness and

reliability come to mind. Typically, these issues are important in

the methodology of cross-sectional studies dealing with the aggregation
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and prediction of individual behavior.62 In this research project,

however, the focus is on the structuring effects that the interaction

or mechanics of constraints have on daily behavior. It was in regard

to these issues that Hagerstrand pointed out that, "a large sample

survey of actual behavior is not essential since emphasis is laid on

the working of constraints rather than the aggregation of their

"63 In a

behavior patterns, the latter demanding a larger sample.

previous section of this chapter a distinction was made between choice-

and constraint-oriented approaches to time-space behavior. Had the

former methodology been adapted, the necessity of a large sample

would have been a significant issue. With the issue of sample size

relaxed, a survey population of some 200 individuals, or members of

the university population was sought.64

The obvious sampling frame is the total university population,

or, the list of all individuals who are affiliated with the institu-

tion. However, many who could be considered a part of this group

seemed inappropriate to the purposes of the study. As a result, it

 

62R.A. Carr-Hill and K.I. Macdonald, "Problems in the Analysis

of Life Histories," Stochastic Processes in Sociology, ed. R.E.A.

Mapes, The Sociological Review Monograph 19, ed. Paul Halmos (Keele,

England: University of Keele, 1973), p. 58.

63Hagerstrand, "The Impact of the Environment and Social

Organization," op. cit., p. ; Carr-Hill and Macdonald agree

that studies with similar objectives have too often tried "to deploy

the methodology of cross-sectional studies, using large samples when

a few subjects would suffice for the discovery of a developmental

sequence." See: Carr-Hill and‘Macdonald, loc. cit.

64Realizing the likelihood of non-response, the sample size

was set at 200 (i.e., a sampling ratio of 0.5 to the survey popula-

tion), so that the number of respondents, or, successfully inter-

viewed persons would amount to at least 150.
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was necessary to define the survey population in a somewhat more

restricted fashion. The final definition included three general

groups which are defined by university affiliation: (l) full-time

students registered for the Fall Term, 1973, on the East Lansing

campus of the university, (2) full-time faculty, including those

in instructional and research progr-s, and administrative officers

employed on the main campus during the Fall Term, 1973, and (3)

full-time clerical-technical and labor staff employed during the

Fall Term, 1973, on the East Lansing campus of the university.

The complete lists of individual's names and addresses were

obtained for the Fall Term, 1973, and were stratified by type of

affiliation as described previously.65 Precautions were taken to ensure

that no one individual's name appeared in more than one of the lists, so

as to guarantee that all members of the survey pOpulation had an equal

chance of being selected in the sample. Once the individuals' names

had been arranged by affiliation, a systematic sample was selected

across-the entire list. The sample size for the study was set at 200

observation units. To achieve this sample, the sampling procedure

employed a ll200 sampling fraction, or a sampling ratio of 0.5. Thus,

in using the systematic sampling method, every 200th individual in the

list was chosen for inclusion in the sample. To guard against any

 

65The data sources for the three groups included: (I) a roster

of all full-time students enrolled during the Fall Term, 1973, on the

main campus was obtained from the registrar's office; (2) a roster of

all full-time faculty and administrative officers was obtained from

the office of the executive vice president; and (3) a list of all

clerical-technical and labor staff was received from the personnel

office, Michigan State University, East Lansing, Michigan.
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possible bias, the first element was chosen at random. The random

start was made by generating a random number within the range of the

sampling interval. The totals for the sample, stratified by type

of university affiliation, are given in Table 1.

TABLE 1.

TARGET SURVEY POPULATION

 

TOTAL PROPORTION TARGET SURVEY

 

 

 

 

AFFILIATION POPULATION OF TOTAL POPULATION

STUDENTS:

(full-time only) 35,403 81.2 162

EACULTY: 3,463 8.0 16

Instructional Programs [2,229]

Research Grants &

Others [ 557]

Administrative-

Professional [ 657]

STAFF: 4,703 10.8 22

Clerical-Technical [2,128]

Labor [2,575]

TOTAL: 43,569 100.0 200

 

The next step in the sampling design was to assign each individual

in the sample to a weekday for survey. In other words, the sample'was

further stratified by weekday of participation. In order to counteract
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any possible bias in the stratification by weekday, the list of

individuals in the smnple was first randomized. After the reordering

of elements, via random number techniques, the list was divided into

quintiles; the first 40 individuals being assigned to a Mbnday survey

date, the second quintile of individuals being assigned to a Tuesday

survey date, and so on through the fifth quintile which was assigned

a Friday survey date.66

Preliminary Survey

Before administering time-space budget diaries and supplemental

questionnaires to the selected sample, several considerations made a

preliminary survey advisable. Perhaps most important was the need

to test several different methods of data collection pertaining to

individuals' activities in time and space. In a preliminary survey

conducted at Michigan State University, four survey formats were

tested and compared. (See survey options l-4 in Figure 16.) Each of

the four Options included a time-space budget diary and a supplemental

questionnaire. The survey options differed according to two criteria:

(1) the extent to which the survey relied upon interview techniques

and (2) the degree to which the diary format was structured. The four

alternatives were designed and implemented in such a way as to determine

 

66The survey was conducted over a continuous five-week period

during the months of October and November, 1973. In the case of the

first quintile of 40 individuals, for example, an equal nunber of

eight individuals were assigned to each of the Mondays falling in

the survey period. The same practice was followed for the remaining

quintiles and their respective weekday of observation (Appendix E).
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FIGURE 16

SURVEY FORMATS TESTED IN PRELIMINARY SURVEY

 

*In the preliminary survey, a total of 20 individuals were asked

on four occasions to complete diaries (Options 1 through 4). The value

within parentheses indicates the number of respondents completing this

survey format.

**Format option chosen for the Michigan State University Survey.
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'which method, or combination of methods, would produce the most reliable

results, keeping in mind the time constraints of the survey as a whole,

and the respondents in particular.

In selecting individuals for pretests, it was neither possible

nor advisable to look for anything like a representative sample. Repre-

sentativeness is no criterion in a pretest in which the objective is

rather to test the degree to which variations in procedure affect the

reporting of results. Given such an objective, the respondents need

to be chosen in such a way as to represent a maximum variation with

respect to whatever characteristics are likely to influence reactions

to a particular data collection technique.67 Also, the decision to use

cOmbinations of survey formats for describing the behavior of one

individual presupposed that a stronger motivation to cooperate was

needed than is necessary in a normal survey. The latter consideration

resulted in an overrepresentation of persons in the student and faculty

groups of the survey population. Accessibility was the main considera-

tion in selecting cases for joint use of observational techniques, and

to some degree the investigator was obliged to rely on networks of

acquaintanceship.

Survey Formats. The first method (Option 1), a noninterview, was
 

designed to collect the desired survey information by mail. This method

of self-reporting involved the respondent filling in a structured diary

in which time units for the 24-hour period were precoded by fifteen

mdnute intervals and classes of activity were predefined. For each

 

67Earl R. Babbie, Survey Research Methods (Belmont, CA: Wads—

worth Publishing Company, Inc., 1973), pp. 206-207.
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activity at a given point in time, the respondent was asked to indicate

its location, if anyone else was involved, and if the respondent was

doing anything else at that time. In addition to the diary, the

respondent was asked to complete a self-administered questionnaire

that would provide the needed background information about the individual

being surveyed. [For a similar questionnaire, see Appendix B.]

[The second method (Option 2) also relied on self-reporting in a

noninterview situation. However, this alternative differed from the

first in that the respondent was asked to complete an unstructured, or

"open," diary. Here, the respondents were to describe in their own

words their activities over the 24-hour period, giving their times and

locations as exactly as possible. Fer each activity, the respondents

were also asked to report any secondary activity and to indicate if any-

one else was involved. In addition, the completion of a questionnaire,

similar to that given in Appendix B, was required.

Unlike the previously mentioned alternatives, the third method

relied on "yesterday interviews" in which the respondent was asked to

provide an interviewer with an account of activities for the preceding

day. The diary format used by the interviewer was partially precoded,

in that only time units were defined by fifteen minute intervals. Other-

wise, the remaining categories of response were Open. These included:

a description of the activity, its location, if anyone else was involved,

and if the respondent was performing a secondary activity. The use of

interview techniques permitted the interviewer to pose more detailed

questions about activities, especially secondary ones, to be reported in

the diary, and to administer an interview schedule.
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The fourth and final survey format tested had the respondent keep

a diary during the assigned day of observation (Figure 16). The diary

format was partially structured, in that only time intervals of fifteen

minutes duration were precoded, leaving the activities and their loca-

tions to be described in the respondents own words. The respondent was

also instructed to record secondary activities where appropriate and

other persons in whose company the activities were performed. On the

following day, an interviewer administered an interview schedule and

reviewed the diary with the respondent, probing for clarification in

recorded activities, if necessary, and asking the commitment and fixity

questions for all activities (Appendix B).

With all options, questions relating to one's degree of commitment

to activities and their subjective fixity ratings were posed. In cases

where the diary information was obtained via interviews, the questions

were asked by the interviewer, whereas in noninterview situations, the

questions were printed in the diary with space allocated for responses

for each activity reported. In attempting to discern an individual‘s

commitment to a given activity, the respondent was asked whether or not

the activity had been planned. -For information concerning the spatial

and temporal fixity, the following questions were asked for each activity

reported: (1) Could you have done this (activity) elsewhere? and (2)

Could you have done this (activity) at another time?

It was thought that the use of precoded diaries in non-interview

situations (option 1) would allow for a greater number of survey

respondents than noncoded diaries, but with the risk that this information

might be too sketchy or too innacurate to be of any use in modelling

individuals' activities in detail. A diary in which both the activities
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and the time intervals are precoded would be simple to fill in and would

thus guarantee a minimum level of detail. But by precoding, much of the

detailed information would be forfeited. First, the range of activities

would be greatly reduced, although space was provided for respondents to

add further activities which did not fit 'within those

categories listed. Secondly, by precoding the time units in intervals

of fifteen or twenty minutes, it would become necessary either to disre-

gard trips or activities of short durations or to round them off. Thus,

much of this type of information would necessarily be inaccurate,

particularly for trips around campus or in town, in which cases the

majority are less than fifteen minutes. An additional disadvantage to

the use of this kind of format is the ease with which fictitious

activities might be entered into the diary.

The noncoded, or open, diary (option 2) used in a noninterview

situation would not only make it possible to collect several times as

many diaries as in the interview situation (options 3 and 4), but it

would also preserve this information in a more detailed form than the

precoded diary. The coding of activities could be undertaken after the

survey and could thus take into account the actual range of actiVities

described. FUrthermore, the difficulty of choosing a fixed time unit

would be overcome automatically. An additional advantage of this diary

is that it would become very tedious to enter fictitious activities.

However, an argument against this is that the quality of the diary might

deteriorate over the 24-hour period.

It was thought that the interviews (Options 3 and 4) would provide

both reliable and detailed information of an individual's activities for

a 24-hour period. Some advantages claimed for the interview were the
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possibility, with an experienced interviewer, of detecting if the inter-

viewee were making up activities, and of prompting the respondent should

he find it difficult to recall his activities or should he have difficulty

interpreting the commitment and fixity questions.

Results of the Preliminary Survey. The results of the preliminary

survey confirmed expectations that data on time and space use are very

sensitive to even relatively minor variations in the procedures of data

collection. This sensitivity affects both the reliability and the validity

of the data. There is no obvious and absolute measure by which to judge

the results of any of the techniques used during the pretests as "true";

the only basis for judgements are the variations among the techniques

that record the behavior of the same person. However, if a particular

technique consistently produces more complete and detailed records, then

the technique that produced more complete records may reasonably be

treated as "better."

The greatest difference between the various combinations of formats

was observed with respect to activities that were incidental to other

activities. Consequently, completeness of recording secondary activities

was used as one means of judging the quality of data collection. Another

noticeable difference among the various formats was the level of detail

‘in recording the spatial locations of activity and movement between

activity locations. The permutations of combinations allowed then a rank-

ing of different techniques with respect to their completeness in record-

ing behavior, and with regard to their suitability in reproducing various

types of behavior. This procedure is analogous to the reasoning in using

paired comparisons as a scaling procedure--each recording technique or sur-

vey format serves as a yardstick for every other technique.
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No one technique with which the investigator is aware will result

in "perfect" data. But among the techniques tested during the preliminary

survey, a rather definite sequence in the reliability and validity of data

collection procedures could be observed. The results of the survey showed

that the partially precoded diary used in an interview situation

yielded the best results (Option 4 in Figure 16). Although it did not

produce as many diaries as some other methods in a comparable amount of

time, it did provide the best level of detail. Respondents were willing

to complete these diaries in considerable detail and there was no con-

sistent reduction in the number of entries toward the end of the day.

The diaries completed in retrospect, the yesterday interviews with aided

recall (option 3), consistently did not produce sufficient detail as those

kept during the 24-hour period. It should be noted that the open diary

method (option 2) provided an adequate level of detail. Considering that

the open diary method was used in a noninterview situation, suggests that

the method has even greater potential in an interview situation for

providing greater detail.

The effects of an interview versus a noninterview situation were

also noted. A comparison of the account of a given day in an interview

with that from a noninterview revealed that much additional detail can be

recovered from the use of diaries in interview situations. In the case

of the total interview situation, the yesterday interview (Option 3),

the interviewer could aid recall, pose questions of clarification where

appropriate, or probe for further detail. The interviews were particularly

helpful for respondents and interviewers alike in clarifying ambiguities

in the commitment and fixity questions.
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The noncoded and partially precoded diaries were considerably more

detailed than the precoded diaries in the number of entries and the range

of activities described for both primary and secondary activities.

Although provision was made for respondents to enter extra activities in

the precoded diary, only the most obvious additions were made and these

diaries were too unspecific about the type of activity. unexpectedly,

a number of respondents remarked that it appeared easier to fill in the

noncoded diaries than the precoded ones, largely because with the latter

it was difficult to find a suitable description for an activity in terms

of the small number of categories provided and also because of the

difficulties of rounding the duration of their activities to fit within

the time period provided.

Choice of Survey FOrmat

Of the four survey options tested, the second and fourth methods

(Figure 16) yielded the best results. The primary advantage of the

second method was its use of an unstructured, or open time-space budget

in a noninterview situation. The only recognized weakness of the fourth

method was that the diary format was partially precoded--time units being

defined by fifteen minute intervals. The format chosen for the final

survey was, therefore, a combination of the second and fourth methods.

[See Option 5 in Figure 16.]

Final Time-space Budget Diary. The fifth survey method involved

the respondent keeping a diary during the assigned day Of observation.

Since the diary format was unstructured, the respondents were asked to

describe their activities over the 24-hour period, giving their times and

locations as exactly as possible. In addition to this information, the
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respondents were asked to further indicate for each activity the other

persons present and whether or not a secondary activity occurred at the

same time. Thus, all of the core information of the time-space budget

diary would be recorded by the respondent without an interviewer present.

Since the remaining information of the time-space budget--the data

on commitment to and fixity of activities-are particularly important to

this research, they were obtained by interviewers on the day following

the completion of the diary. The pretests were especially helpful in

revealing the inadequacies of the questions relating to commitment and

subjective fixity ratings of activities.

The pretests demonstrated that the response categories to the

commitment question, planned and unplanned, were too limited. The

decision was made, therefore, to expand the categories of response to

include a broader range of flexibility, as discussed in an earlier part

of this chapter. In attempting to discern one's degree of commitment

to a given activity, the question--"To what extent was the activity

planned?"-dwas changed to include four categories of response: (1)

arranged with others, (2) routine, (3) planned independently, and (4)

unexpected. Although some of the categories were thought to be self-

evident, the interviewers were instructed to define each of the possible

responses for the purposes of standardization. Interviewers were to

advise respondents that routine activities were to be construed as those

activities which almost invariably occur with a particular set of circum-

stances, even though the set of circumstances might only recur at

intervals of a week or more. Hence, the degree of regularity of routine

activities remained flexible. The degree to which an activity was

planned, as in response categories 1 and 3, was similarly left Open. If
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the respondent claimed to have planned to do a given activity at some

time during the day, it was considered as planned.

The format of the subjective fixity questions was also altered to

better match the conceptualization of the constraining effects that the

dimensions of time, space, and activity have on the structuring of daily

behavior. Only two of these dimensions were treated during the pretests.

Following Cullen and Nichols' suggestion,68 a four-part fixity question

‘was included in the final time-space budget. Each of the four questions,

designed to reveal subjective constraints, seeks simple yes/no responses

(Table 2).

TABLE 2.

THE FOURPPARI SUBJECTIVE FIXITY QUESTION

 

 

SUbjective Fixity Question Type of Constraint

(1) Could you have done anything else at Activity choice

this time? fixity

(2) Could you have done this (activity) Temporal fixity of

at any other time? activity

(3) Could you have done this (activity) Spatial fixity of

elsewhere? activity choice

(4) Could you have been elsewhere at Spatial fixity of

this time? activity location

 

The first question is phrased in such a way as to discover whether

or not the individual had any choice of activity Open to him. The second

 

68Cullen and Nichols, Op. cit., p. 12.
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question inquires about the timing of the chosen activity and is phrased

in such a way that the respondent is forced to isolate the timing from

the choice of activity.69 The third and fourth questions seek informa-

tion on the spatial fixity of a given activity. The third part is the

direct spatial equivalent of the second in that it is similarly dependent

on the choice of activity. The subject of the fourth question is the

spatial fixity of the activity location. The fourth question is similar

to the first in that the first focused on the choice of activity avail-

able to the individual during a given unit of time, while the fourth

focuses on the same unit of time but on the individual's potential

choice of location in it. Since the importance of this may not be

immediately evident, consider the following example: A sequence of events

may effectively tie a person to a particular place for short periods

simply because there is not sufficient time to go elsewhere during the

intervening period (e.g., successive meetings in the same office

building).

A need arises for a standard of comparison for the detailed fixity

question. Prior to answering the four-part fixity question (Table 2),

the respondent was asked to review the day's activities as he had

recorded them. While doing so, he was asked to isolate those activities

or episodes which, in his opinion, were important in the sense of having

had to be done at a fixed time or location and thus having been points

about which he felt his day had to be organized. Once these activities

had been isolated, the respondent was asked to further subjectively rank

 

69Ibid. In order not to confuse the timing of an activity with the

choice of a particular activity, Cullen and Nichols recommend two inde-

pendent questions rather than the more direct question: Did you have to

do this activity at this time?



143

the activities in order of their importance. This simple ranking,

then, was to act as a measure against which to assess the detailed

fixity question.

As a result of the pretests, further decisions were made regard-

ing the format of the final survey. For example, the 24-hour weekday

was retained as the unit of observation. Such a limited time span might

have grave restrictions on research whose purpose is the quantitative

analysis of aggregate behavior patterns, and where a typical day of

observation is a significant issue.70 However, the 24-hour observa-

tion period was not considered a restriction on this research. The

objective focuses on the understanding of constraints, both objective

and subjective ones, that affect the structuring of daily behavior,

regardless of the typicality of the day of observation. However, it

was observed during the pretests that a great many activities of con-

siderable importance for the interviewees such as participating in

sports, going to the theater or church, or meeting regularly with

friends at a bar were quite infrequent during any one day. In order to

have some idea of the relative frequency of such activities, in the

event that such data might prove useful at some unforeseen stage of the

research, data relating to these usually infrequent activities were

collected in the interview schedule (Appendix B).

An additional problem in recording use of time derives from the

fact that many peOple during a large portion of the day do more than one

thing at a time. To catch this aspect of time use, a distinction was

 

7oErwin K. Scheuch, "The Timeébudget Interview," The Use of Time,

ed. Alexander Szalai (The Hague: Mbuton & Co., 1972), p. 75.
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made between primary and secondary activities. A primary activity was

defined as any act that was determined by a person's location, and/or

his interaction partner plus his commitment response. A secondary activity

was defined as an activity performed concurrently with primary activities.

By and large, a primary activity represents the rough organization of a

day, as a consequence of the institutionalization of society and the

combination of duties that result from a person's configuration of roles;

and, in general, a secondary activity represents the preferences of an

individual. Although a number of respondents managed to do three

things simultaneously such as eating, watching television, and conversing

with others present, it was decided for practical reasons not to record

more than two activities during any one time period.

While the term activity seems to be a notion which is clear enough,

it became evident during the preliminary survey that a more formalized

definition had to be adOpted for recording and coding purposes. Activity,

therefore, was defined as any behavior where any of the following

conditions remained unchanged: the common sense term used by the respon-

dent either for primary or secondary, the location; and the interacting

partner. Or to define activity more positively: as soon as any one of

the four dimensions characterizing behavior changed, this would mark the

beginning of a new activity.

Interview Procedure. The standard interview procedure used during

the final survey was as follows: 1. During the day t-3 (i.e., three days

preceding the one during which the respondent kept records) an interviewer

telephoned the respondent, briefly explaining the intent of the survey

and asking for the respondent's COOperation. 2. During the day t-Z
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an interviewer visited the respondent's university address and‘

familiarized the respondent with the self-recording procedure. 3. The

respondent would fill out his diary for the day t (i.e., the assigned

day of Observation), either during the day or during the evening of

this day. 4. During the day t+l (i.e., the day following the one for

which the respondent's diary was kept) the interviewer would return

and conduct an interview based upon the diary of the respondent and an

interview schedule.

The interview procedure in step 4 was as follows: 1. The inter-

viewer carefully reviewed all entries that the respondent had recorded

in the time-space diary, checking to see that: a) the reporting of

activities had been accomplished at an acceptable level of detail; b)

no portions of the respondent's diary remained unreported; c) activity

locations were clearly indicated; d) the times spent travelling to and

from activities were recorded as separate activities e) modes of travel

were specified; and f) activities and associated information were

reported sequentially. If the level of reporting was too general, the

interviewer prObed for more details about the activities. 2. After

any probing for clarification, the interviewer asked the respondent to

go through the diary and for each activity to provide an answer to the

commitment question: To what extent was the activity planned? 3. The »

interviewer then instructed the respondent to review the day's activities

as recorded. While doing so, the respondent was asked to pinpoint those

activities or episodes which were important in the sense that they had

to be done at a fixed time or location. Once these activities were

selected, the respondent was asked to rank them in their order of importance.

4. Then, the respondent was asked the four-part fixity question for all
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recorded activities except sleep and travel. 5. Finally, the respondent

was to answer the questions in the interview schedule (Appendix B),

designed to collect certain socioeconomic background information about

the respondent.



CHAPTER 4

BEHAVIOR PATTERN RECOGNITION: EMPIRICAL ANALYSIS

FOR MODEL DEVELOPMENT

The purpose of this chapter is to evaluate the preliminary hypothe-

sis regarding the principle of consistency in human behavior. The claim

was made earlier that the concept of pattern can be applied not only to

the sequencing of activities, but also to their durations. The recogni-

tion of pattern and consistency in the recorded behavior of the sample

population is essential prior to the deveIOpment of a simulation model.

Before testing the consistency hypothesis, the survey results are

briefly summarized and the structure and coding of the resulting data

are discussed. Several analytic approaches are then reviewed in order

to determine how best to reduce the vast battery of survey data into a

more manageable form for analysis and eventually simulation.

SURVEY RESULTS

The university survey generated 138 24-hour time-space budget

diaries. Out of a total survey pOpulation of 200, this represents a

response rate of 69.5 percent (Table 3 and Appendix E). Each of the

diaries obtained in the survey was composed of an average of 35 activity

modules. The description of any activity module entails a vector of

15 elements of information (Table 4). Although the survey is a modest

one, it has yielded a final data set of about 80,000 elements.

147
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TABLE 3

RESPONDENTS AND NONRESPONDENTS BY UNIVERSITY AFFILIATION

 

 

 

 

 

University ' Survey . Response

Affiliation Population Respondents Nonrespondents Rate

Students 162 105 57 64.8

Faculty 16 14 2 87.5

Staff 22 20 2 90.9

Total 200 138 62 69.5

TABLE 4

VECTOR OF INFORMATION DESCRIBING AN ACTIVITY MODULE*

 

 

 

Element ' Description

1 Starting time of activity

2 Ending time of activity

3 X coordinate of activity location

4 Y coordinate of activity location

5 Two-digit primary activity code

6 Two-digit secondary activity code

7 One-digit activity location code

8 Two-digit social contact code

9 One-digit code for travel mode

10 Ordinal ranking of activity importance

11 Degree of commitment code

12 Subjective fixity code--(l) activity choice fixity

13 Subjective fixity code--(2) temporal fixity

14 Subjective fixity code-(3) spatial fixity

15 Subjective fixity code--(4) spatial fixity

*For more details on the organization and coding of activity

modules, see Appendix C.
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DATA STRUCTURE

In order to comprehend such a vast amount of information, the

data must be represented in a compressed form. Regardless of the

analytical strategy chosen to accomplish this compression, the use of

a digital computer will be essential for anything more than the simplest

exercise. The issue of how the data set is to be made more manageable

and how comprehension may be achieved through collapsing the data set

is the subject of the ensuing discussion.

The data set generated by the survey presents a variety of problems

for analysis. The research propositions outlined earlier provide a

comprehensive framework within which to perform analysis. They suggest

a variety of questions, each of which might illuminate one or more

facets of behavior which are considered important to this research. The

problems that derive both from the complicated nature of the questions

and from the structure Of the data from'which the answers are sought

require that a decision be made as to the appropriate unit of study and

an appropriate analytical procedure.

Unit of Analysis

In most survey research, the unit of analysis is not a problem

since a sample of individuals is asked a battery of questions and

responses are converted into a vector of information. The vector is

of fixed length and the individual remains the unit of analysis

throughout the study. However, this is not necessarily the case when

information is taken from a time-space budget diary and associated

questionnaire. There is only one vector of information of a fixed

length. It contains socio-economic information about the respondent as
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well as some background information relevant to the interpretation of

the diary.1 But there is also the diary information which composes a

vector of variable length. Actually, it can be regarded as a.matrix of

information, with the length of one dimension fixed, while the other

dimension varies in length (Figure 17). The size of the first

dimension is determined by the number of indiceschosen to describe

each activity module. The second dimension, however, varies with the

actual number of activity modules or episodes performed. Each element

of the array may be of cardinal, ordinal, or nominal form depending on

the aspect of the activity module being described.

Inevitably, one is confronted with a choice in any analysis of

behavior patterns as to which unit of analysis is most meaningful. In

many instances, the research questions determine the unit of analysis,

but this is not always the case. Consider, for example, the case where

interest is focused on time allocations to various types of activity.

Far some activities which are performed by a few peOple, it may be best

only to investigate those data describing the duration of activity

episodes, i.e., an average amount of time that some aggregate of people

devote each day to a particular activity. However, for other activities

which tend to be undertaken by the majority of a pOpulation, especially

activities spread throughout the day (e.g., work, eating, personal

hygiene), the most apprOpriate unit of study is the individual. Thus,

attention would not be focused on the data describing the duration of

activities, but rather on that describing the amount of time that the

individual allocates to activities of that type. In many cases the most

 

1See codebook for supplemental interview schedule and time-space

budget diary in Appendix C.
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l,2,...,n; where n = the total number of

individuals in the sample;

l,2,...,m; where m - the total number of
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l,2,...,n; where n - 15, the total number of dimensions

describing activity module j;

l,2,...,m; where m - the total number of activity modules

for individual i;

the time an individual awakens at the beginning of the day;

the time at the end of the day at which the individual retires.

The units along dimension j are of unequal length to repre-

sent the varying durations of activities.

FIGURE 17.

STRUCTURE OF TIME-SPACE DIARY INFORMATION
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meaningful unit of analysis may not be as obvious. For example, when

the question involves comparing one measure of an activity with another

--its location with the number of participants involved--the focus of

interest is the episode that has these characteristics. But, in order

to convert such ordinal or nominal data into a common cardinal measure

for comparative purposes, one is forced to convert it into accounts of

time spent in certain locations or with certain size groups by each

member of the sample. That is, one has to transform the problem into

one with the individual as the unit of study.

This phase of the research is concerned with the quantitative

analysis of large numbers of sequences of temporally ordered observations

as an observational unit. This will involve the analysis of a sequence

of observations on an individual. The emphasis on the quantitative

analysis of large numbers of sequences is not to deny the importance

and validity of biographic or interpretive accounts of the lives of

individuals. Indeed, it has been noted that these have been geographic-

ally more rewarding.2 But on the continuum between biography and

aggregate statistics is a "twilight zone" where common patterns of

behavior among individuals can be discerned while preserving their

individual identity.3 If the problem of pattern recognition is to be

adequately treated, it is this level of data representation that must be

explored; a point that will become clearer in the subsequent discussion

of analytical procedures.

 

2Torsten Hagerstrand, "The Domain of Human Geography," Directions

in Geography, ed. R.J. Chorley (London: Methuen & Co., 1973), p. 75.

3Torsten HEgerstrand, "What About People in Regional Science?"

Papers of the Regional Science Association, 24 (1970), p. 8.
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Activity Mbdules

All surveys which collect time-space budget diaries generate a

set of activity modules which together-define the individual's behavior

over a fixed period of time. Each module varies according to several

dimensions (Table 4). The most basic of these dimensions include

activity, time, and location. Thus, the approach adopted in this

inquiry conceives of the individual's day as an integrated n-dimensional

unit. As a final stage in the comprehension of this unit, an attempt

will be made to simulate the behavior of such an individual. Prior

to the development of a simulation model, however, this chapter considers

an intermediate stage of comprehension. Although attention must focus

on the core of the inquiry, the respondents' behavior patterns, any

simulation mmst proceed from an adequate understanding of the various

factors involved. And since these factors and their integration are

quite complex in the conception of time-space behavior, the techniques

employed to achieve such understanding mnst be correspondingly compre-

hensive.

ANALYTICAL PROCEDURES FOR THE RECOGNITION

OF BEHAVIOR PATTERNS

At the outset, it is mandatory to decide how to reduce the data

set to a more comprehensible form. Univariate statistics and cross-

tabulations are considered unsatisfactory since they are not sufficiently

broad to cope simultaneously with even two or three of the closely

related demensions involved in an individual's behavior pattern. Although

these statistics can provide the analyst with a wealth of background

information, they facilitate the comparison of no more than three variables
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simultaneously. And,,when used repeatedly to enable many such compari-

sons, this approach would result in some 1,200 tables and several

thousands of summary indices even for this modest data set. The draw-

ing of conclusions and generalizations from a full description of the

data at this basic level would clearly be difficult given the unwieldy

number of tables and summary statistics. This would also involve one

in the dubious process of inferring individdal behavior patterns from

aggregate statistics. Even if one only considers portions of the data

set, the tables and statistics at this level would require that they

be treated individually since they defy rigorous consolidation.

Criteria for Pattern Recgggition Analysis

The nature of the research problem defines the criteria to be

employed in the selection or construction of an adequate analytical

technique. First, a single analytic approach is considered insufficient,

since the problem of describing and correlating a set of bhhavior

patterns has two distinct levels. Initially, there are the data

describing the set of activities which constitute each person's day.

This set produces the series of activity modules which fully define

what can be termed the time-space behavior pattern of the individual.

In this case, only the time-space budget information is needed to satisfy

the problem of pattern recognition. At a second but distinct level, are

the data describing background characteristics of the respondents. Indeed,

these background data are so different in form and substance from the

diary data that it is difficult to imagine that an analytical procedure

exists or could be formulated to treat both simultaneously. While

attempting a solution to the problem of pattern recognition, the background
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information relative to each respondent, may be ignored. In the event

that patterns can be identified, it may be possible to relate subsequently

some index of the pattern for each individual such as membership in some

behavior pattern group to one or more of the variables taken from the

respondents' background data files.

Given the interest in pattern differentiation, a major problem

is the vast amount of activity information relative to each individual

in the sample. Some method must therefore be found by which all or part

of these data may be condensed into a smaller, yet readily comprehensible,

body of information. One should eventually be able to isolate a small

set of fairly distinct behavior patterns, describe them in terms of the

indices and variables which constitute them, and group individuals on a

basis of the proximity of their behavior patterns to the generalized

ones already described.

A Factor Analytic Approach

The use of a factor analytic technique might well be an ideal

approach. Factor analysis would permit one to isolate the major

dimensions of variation within a large data set defined by a consider-

able number of variables. In other words, factor analysis uncovers the

independent sources of data variation. Because interdependencies may

exist among the data, the technique would allow one to determine whether

the same amount of variation in the data can be represented equally well

by dimensions smaller in number than the columns necessary to tabulate

the data.

The variables which make up an individual's activity pattern can

be converted to cardinal form by treating each in terms of units of time.
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Suppose one were to hypothesize that an individual's behavior pattern

was constituted by the activities he performed, the degrees to which

they were planned in advance and were treated as constraints, and the

extent to which they involved other people. Then the cardinal measure

in each of these sets of variables is the amount of time the person

devoted (D) during the day to each variable category. Therefore, the

total number of variables would be divided into three broad groups, and

the activity pattern of the i-th individual, P1, could be represented

in the following vector form:

P1 - f(D1,‘D2,...,D‘j,Dj+1,Dj+2,...,Dk,Dk+1,Dk+2,...,Dm) (4.1)

where m is the total number of input variables, j is the total pertain-

ing to the content or nature of activity, k-j is the total relating to

degree of commitment or anticipation, and m—k is the total pertaining

to numbers of participants. One should be able, then, to adapt a very

detailed breakdown of behavior patterns (as in 4.1) as input to a

factor analysis. The technique should produce.a highly'consolidated

description which accounts for a high proportion of the variance within

the data after the generation of a fairly small number of factors. The

dimensions disclosed by a factor analysis can be interpreted as measures

of the amount of ordered or patterned variation in the data. The degree

to which such regularity or interdependency exists can be gauged by the

number and strength Of the dimensions.

Perhaps, some or all of the most important dimensions might be

readily interpretable in terms of generalized activity patterns. FOr

example, a pattern might result that would be typified by high factor

loadings on on-campus activities such as attendence at classes and
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seminars, on variables representing a high level of commitment and

constraint, and on variables describing large group activities. Such

a dimension would then represent a day that is tightly ordered. By

inspecting the factor scores, one would be able to identify the individuals

that share this type of behavior pattern. Alternatively, another dimen-

sion might be characterized by low factor loadings on the above groups of

variables, with higher loadings on independent study, socializing, or

leisure, on smaller group size indices, and on the commitment and con-

straint items representing a much more loosely structured day.

Unfortunately, several problems confront the use of a factor

analytic technique for the recognition of behavior patterns. Not the

least of these is the fact that such a technique is based in parametric

statistics. The analysis proceeds from a product-moment correlation

matrix which is computed under the assumptions that all variables,

commonly in cardinal form, are logically independent and have an under-

lying mmltinormal or near multinormal frequency distribution. Given a

careful conceptualization of the research problem, the first assumption

is relatively simple to ensure. The second assumption, that each variable

is normally distributed about its respective mean, presents a more serious

problem. Consider, for example, those variables which relate to the nature

of the activities performed. The cardinal representation for such var-

iables is the amount of time the i-th individual devotes to the j-th

activity during the 24-hour period. In this research, activities have been.

coded according to a 98-way classification (Appendix C). Although the

average number of activities performed per respondent per day in the univ-

ersity sample was found to be 35, the mean number 01 different activities

performed was only 16. So even if the general assumption is made that
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types of activity are randomly distributed throughout the sample days,

the prObability that any one individual will perform any given activity

at least once is only 0.163. Thus, the probability of a zero score

occurring in any cell of the matrix, where columns are defined by the

98dway classification, is almost six times that of a non-zero score.

It becomes apparent, therefore, that most of the activity variables of

this form are heavily skewed to the right of the mean and are seriously

distorted by the very large number of zero duration entries.

One possible solution to this problem would be to collapse the

98dway activity Classification into, for example, the 37dway breakdown

developed by Szalai and others in the Multinational Time-Budget

Project.4 If adopted, this would reduce the accuracy level to less

than 38percent of that attainable with the larger classification.

The problem.becomes much more complex that this, however. The claim

was made earlier that the concept of pattern can be applied not only

to the sequence in which activities are performed, but also to the

duration of activities within the sequence. The assumption that acti-

vity types are not randomly distributed among individuals is critical

to this hypothesis of activity pattern. Even at the increased level

of activity aggregation, the 37-way classification, it was found

that the activity variables remained heavily skewed to the

right. This finding reinforces the belief that the zero values

which produce skewness are fundamental in defining the patterns.

Hence, the significant issue is that if one begins to search

 

“Alexander Szalai, ed., The Use of Time: Daily Activities of

Urban and suburban Populations in Twelve Countries (The Hague: Mouton

8 CO., 1972), pp. 564-5660
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for behavior patterns among individuals, one implicitly makes the

assumption that peOple behave differently but do so in a non-random,

predictable way. And if this is so, then some variables with a large

number of zero entities will undoubtedly occur, and such variables

may, in the and, be the most critical of all in defining generalized

patterns. It appears just as important to know what activities are

not performed by an individual as those that are. Thus, any attempt

to satisfy the multinormal distribution of factor analysis would risk

the loss of any regularity or pattern contained within the original

data matrix.

To search for only variables with a large number of zero values

would be dangerous for several reasons. First, it would be quite

prOblematic to conclude a priori whether an activity type involved a

large number of zero entries simply because it was that type of activity

that no one performed very often or whether the zero and non-zero entries

were systematically related to a characteristic of the particular sample

or the environmental setting that was important. A second problem stems

from the fact that there is a continuum of activities ranging from a high

to a low number of zero entries. Thus, it would inevitably be difficult

to decide what is to represent a high number.

Alggrithmic Approach to Pattern Recognition Using a Non-Sequential

Criterion ‘ A

The problems of using any parametric multivariate statistical

technique such as factor analysis seem too great to provide a satisfactory

solution. It may be possible, however, to use it in conjunction with an

algorithmic approach to the problem of pattern recognition. Thus, an

algorithm.might be formulated to partition the original data matrix so
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as to yield a set of paired matrices. A group of individuals' activity

patterns, as defined by selected variables, would correspond to each

pair. The variables would be maximally separated into two groups on

the basis of performance or non-performance of activity. The variables

included in the first of each pair would be those which either all, or at

least a sufficient number, performed to guarantee a more or less

normal distribution. And those in the second group would include the

variables that were heavily skewed owing to the preponderance of zero

values. Thus, as a first step toward the comprehension of behavior

patterns, groups may be described in terms of the variables which

differentiate them on the binary criterion of whether or not the activity

is performed by a majority of the members of the group or not. The

algorithm devised for describing distinct behavior patterns using a

nonsequential criterion is described below.

1. Begin with one vector of information unique to each individual

within the sample, as in (4.1).

2. Generate the basic data matrix, D13, where i - 1,2, ... ,n

(total number of individuals) and j - 1,2, ... ,m (total number of

variables). The ij-th element is some function of the amount of time

the i-th individual devotes in total over a 24-hour period to all

activities that come within the scope of the definition of the j-th

variable. The definition in this case relates to the nature ofactivity,

the participants involved, and the levels of commitment and constraint.

3. Create a binary matrix, , as a summary of the basic dataB11

matrix, by substituting each non-zero element of Dij with a one.

4. Compute a symmetric matrix, 81k, where i - 1,2, ... ,n and

k - i+l,i+2, ... ,n-l (with the main diagonal entries deleted). The
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ikrth element can vary between zero and m, and is the total number of

variables which have non-zero values for both individuals 1 and k:

m

1" -151 ”ii I '13 " ”In:
(M)

S

5. Find the largest value of S and assign individuals or groups
1k

1 and k to a new group p.

6. Delete row i and k from B11, replacing them with a new composite

row p in which each non-zero element represents corresponding non-zero

elements in both old rows 1 and k:

In - B (4.3)

3 p3 k1p1 "' ”13

where j - 1,2, ... ,m.

7. Replace the i-th and k-th rows and columns of 811‘ with a new

composite row and column p. The p-th element can vary between zero and

m.

2 Bpj’ and is the total number of variables which have non-zero values

1'1

for both the newly created group p and any existing individual or group i:

Spi ' 1:1 BPJ ' 3p: ' Bi: (“‘4’

where i - 1,2, ... ,n'-l; i f p; n' - n-1; and n - n'.

8. Test against criterion for termination of grouping procedure.5

If this has not been reached, return to step 5.

 

5The determination of this criterion should be something less than

arbitrary. The limiting case would be the presence of no non-zero elements

in matrix B. However, this might carry the algorithm to the point where
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Once the grouping procedure has been terminated, the basic data

matrix, D11, can be partitioned horizontally so that each consecutive

set of rows relate to a homogeneous group of individuals created during

steps five through eight above. Within each partition the columns

could be rearranged in such a way that the total number of non-zero

elements for each variable increase from right to left. The ranking

of variables that results for each group would then form one possible

description of the behavior pattern of that group.

For some of the larger groups generated by the algorithm the

partitioning of the matrix might then be used as the basis for a factor

analysis. The use of a factor analytic technique in this case would

probably increase the saphistication of the description of the behavior

patterns by emphasizing within-group variance. Thus, the set of variables

for which non-zero values predominate would constitute the data base for

a factor analysis. The factors produced and the scores for each individual

might provide a basis for further differentiation and possibly the

establishment of subgroups.

The preceding discussion demonstrates how one possible algorithmic

approach, in conjunction with the multivariate technique of factor

 

ambiguous groupings would result. This would undoubtedly be the case

since the presence of just one variable with initially positive values

for all records would mean that the criterion would never be reached and

individuals would be continually grouped until only group remained.

A more promising solution would be to set some "mini-max" value of the 8

matrix as a criterion. This would mean that, if the value was set at 5,

then for every group there would have to be at least five variables that

had non-zero scores relative to each individual in that group. Such a

criterion as this would probably mean that some residual groups would

be very small, and a few individuals might not be grouped at all. How-

ever, this would only occur to the extent that these groups or individuals

had significantly unusual behavior patterns.
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analysis, can be used for the recognition of behavior patterns. How-

ever, the way in which the variables were structured in this approach

did ignore the sequential ordering of the individual's activities.

Although each variable was expressed in time units, time was treated

only as a summary measure of quantity rather than an index of temporal

distribution. There appears to be no obvious way in which the variables

might be structured so as to retain their important sequential prOperty.

The Time-Spaceiflap

One technique which does maintain the sequential ordering of

events is the time-space map. This is similar in form to Hagerstrand's

activity diagram.(Figure 18),6 in that it maps behavior onto a two-

dimensional surface, where the vertical dimension represents movement

through time and the horizontal dimension provides some definition of

the activity performed. The maps are designed to rillustrate in detail

the manner in which a relatively small homogeneous group, such as a

household, interacts over a period of time. The mapping technique is

less valuable for a relatively large sample population such as the one

treated here. A more productive use of the maps is to treat larger

groups in a more generalized way. Thus, if a uniform symbol is used

to represent one or more persons and if these symbols are plotted

relative to the appropriate activity at each chosen time interval, a

picture evolves of how people tend to distribute themselves throughout

the day. The illustration in Figure 19 provides a crude summary of how

 

T. Carlstein, Bo Lenntorp, and Solveig Hartensson, Individers

dzggbanor i nagra hashallstyper, Urbaniseringsprocessen, rapport nr. 17

(Lund: Institutionen for kulturgeografi och ekonomisk geografi vid

Lunds universitet, 1968), pp. 27-30.
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part of such a map would appear. If each asterisk represents, for

example, graduate students in the university, the map (Figure 19)

would provide a picture of how such a group behaves as a whole.

In general, the most noticeable weakness of this approach is

that it does not maintain the spatial-temporal continuity of the

individual. In other words, what any individual is doing between

9:30 and 9:45 is impossible to relate to what that same individual

was doing between 9:00 and 9:15. The type of representation is

somewhat analogous to a chronological record of a series of events

using still photographs rather than a film where the continuity of

events is preserved. However, one advantage of the technique is that

it is a relatively simple way of generating ideas about the way in

which people behave, albeit in a less rigorous fashion. At the very

least, it might aid in the selection of backgroundvariables against

which less constrained approaches to pattern recognition might be

tested. This is to say that although the mapping technique requires

that individuals be grouped a priori, as in the case of graduate students

in Figure 19, it does permit simultaneous treatment of respondents'

activity patterns and background data.

If a group defined by one or more background variables is fairly

small, 35 or less, then it is relatively easy to maintain the continuity

and individual identity of each member by simply using an array of

alphameric symbols such as A,B, ... ,Z,1,2, ... ,9, instead of the

uniform asterisk (Figure 20). Although the map produced using the new

symbolization conveys more information, it does pose difficulties in
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terms of computation and illustration.7 There is the problem of how

intelligible a map containing up to 35 records would be. In addition,

there are very few groups within the sample population that can be

regarded as sufficiently homogeneous to warrant such a laborious

approach to the problem of retaining continuity, especially when the

outcome is at most a general visual impression at a rather crude level

of activity aggregation.

However, the time-space mapping technique would be of greater

value if it were to be used as a visual illustration of the behavior

pattern of a group whose membership had been previously defined in a

more systematic manner. Therefore, some type of algorithm is required

that groups individuals by maximally differentiating behavior patterns,

while retaining as part of the definition of any pattern both its

sequential nature and the spatial-temporal continuity of each individual

involved.

Algorithmic Approach to Pattern Recognition Using a Sequential

Criterion

An algorithm has been devised which groups individuals on the

basis of a description of the amount of time which they spend on

different activities and the order in which these are performed.

 

7Even though it is most feasible to produce a quantity of time-

space maps by use of the computer, it is a relatively uneconomical

use of computer time since each map has to be retained in core memory

in fine detail during one pass through the data. And since one map

requires such a large number of computer words, this means that for

each pass through the data, not more than about six maps can be

readily generated. Moreover, by producing maps that represent a small

number of individual records that may be spread randomly throughout '

the data set would make this approach even more uneconomical.
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Thus, the analysis involves decomposing the sample population into

groups based upon the sequential behavior patterns of individuals.

These groups should maximize within-group similarities and between-

group differentials. The rationale derives from the first research

hypothesis. It has already been mentioned that when the concept of

pattern cannot be applied, the simulation experiment becomes at

best a trivial exercise. It is reasonable, then, to extract any

patterns embedded within the data prior to an attempt at simulation.

If this procedure is not followed and significantly different patterns

do exist, then there would be a tendency to view the entire population

as exhibiting purely random patterns of behavior. In all probability,

this randomness would be due to the mistake of overlaying several

distinct patterns on top of one another. Indeed, the possibility

remains that the entire population would exhibit only one dominant

pattern, making subdivision impractical, but this is the null hypothesis

that must be tested.

It still must be decided what is to most precisely represent a

constituent offs behavior pattern. Basically, the essential

components are timing and duration of activities. For the purposes of

simulation, there are two parallel ways of classifying each activity

episode or point in a person's day. The first is the objective

description of the activity type. Secondly, there is the subjective

assessment of the degree to which the respondent was committed to a

given activity and the extent to which the respondent felt constrained

relative to that time of day or activity performed.
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Cullen8 has suggested a method whereby individuals are grouped

on the basis of a description of the amount of time they devote

to different activities and the sequence in which these are performed.

Cullen's approach proceeds by dividing the day into equal time

intervals. For each individual every time period is labelled with a

predominant activity index and a value representing the duration of the

activity within that interval. The pOpulation is then grouped on a

basis of the maximum time overlap between any pair of individuals or

previously grouped subsets. Based upon Cullen's recommendation, an

algorithm.has been formulated to differentiate behavior patterns defined

by a sequential criterion.

Data Organization. It is not difficult to understand the basic

form of the data matrix from which the algorithm*will work. First,

there must be one vector of information unique to each individual

within the sample. Within each vector every data element must be

labelled in two distinct ways: (1) with a sequence index and (2) with

a content index. In order to maintain comparability among individuals,

given that each one performed a different number of activities and thus

each has a different length sequence (Figure 17), the sequence will

have to be preserved by creating a uniform subdivision of the day (15-

minute intervals) for all individuals. Then for all respondents the

information recorded at sequence position 60, for example, represents

what occurred between 15:00 and 15:15 hours. The context index,

 

8Ian G. Cullen, Algorithmic Approaches to the Recggnition of

Activity Patterns, Joint Unit for Planning Research, Seminar Paper No.

19 (London: university College, London, 1969), pp. 15-16.
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describing exactly what was occurring at the time, presents some problems,

since it has to relate closely to the form of the information that is

indexed. An obvious and difficult problem is the method of referring to

what a person was doing during any given 15-minute interval. Since it

would be theoretically possible for one to do as many as 15 different

activities during that time, it would appear that the only reasonable

summary would be the code of that activity which he performed for the

greatest length of time during the lS-minute period (Figure 21). Then

the weighting could be maintained by using the cardinal duration

(between 1 and 15 minutes) as the base information of the vector,

indexed both as to its sequential position and the nature of the acti-

vity performed. Thus, if Aij is the amount of time the i-th individual

devotes to the primary activity 1 during time period 1, then the indi-

vidual's sequential behavior pattern, 81’ can be represented by a

vector:

51 - (Ail, Ah, , Afj, , A§m_1, Aim) (4.5)

where: i - 1,2, ... ,n (the total number of individuals); 1 - 1,2, ... ,

m (the total number of subdivisions of the day); and t - 1,2, ... ,k

(the total number of activity categories).

Two problems relating to the organization of the data matrix arose

when the algorithm was first tested. The first problem relates to the

number of subdivisions of the day. The 1,440 minutes of the day were

divided into a total of 96 15-minute intervals ranging from midnight to

midnight. However, since each lS-minute interval receives equal weight

in the analysis, any grouping procedure would be dominated by the
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uniformity of behavior patterns occurring between midnight and about

7:00 a.m., during which period most peOple are sleeping. When first

tested, the outcome of the algorithmic procedure was one large group

composed of 96 percent of the respondents in the sample, with the

remaining four percent of respondents constituting one-member groups.

Since the majority of individuals shared a common activity between

about midnight and 8:00 a.m., this pattern so dominated the grouping

that it was impossible to break out any patterns based upon daytime

activities. For this reason, the decision was made to begin each

sequence at 6:00 a.m. and continuing through midnight, the end of the

recorded period. Therefore, all data prior to 6:00 a.m. were disregarded.

The second problem relates to the index of content for each

position in the sequence. It is by no means obvious how much detail

is feasible in the activity description. As already noted, the 98-cate-

gory activity classification developed by the Multinational Time-Budget

Project9 was adopted because presumably it is the most‘W1d31Y recognized

scheme and described activities at a fine level of detail.10 However,

the sample population treated here is considerably more homogeneous than

the populations surveyed in the Multinational Project. Given this

greater degree of homogeneity, the activities which were coded using the

98~way classification were considered too detailed for analysis. In

fact, as many as nine activity types were not even performed by

 

9Szalai, loc. cit.

1oAlthough clearly beyond the scape of this inquiry, the adaption

of such a well-known classification system would provide the necessary

standardization to allow for comparisons with other research using a

similar system.
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individuals in the sample population. If the 98~way scheme is adopted,

the probability for any individual that one activity occurs in one's

day is 16/98 or 0.163, given a random distribution of different

activities between persons, with a mean of16. However, once the day

is divided into time periods, the probability of any one activity

occurring in any one time period is inversely prOportional to the

number of time periods in total and directly prOportional to the mean

number of those periods occupied by that one activity. If the mean

duration of activities is constant, then the probability p of activity

x occurring at time t is:

p<xt> - (g) - (g) - (3),) (4.6)

where a is the mean number of different activities performed, b is the

size of the classification, y is the size of the time interval, and z

is the length of time. Thus, in this case the probability is 1/98 or

0.0102; and for any given activity and time period, one can only expect

about 1 out of 138 peOple to be doing this at the same time.

Alternatively, if the 98-way classification is condensed into a

65-category scheme, such as that given in Appendix C, little detail

*would be forfeited. In fact, when using the collapsed activity classifi-

cation, the mean number of activities performed was about 33, only two

less than with the larger categorization. And the mean number of

different activities perfommed was 15, only one less than the total

‘using the larger classificatory scheme. Thus, by using the formula

(4.6), the probability of activity x occurring at time t is 1/65 or

().0155. Given the slight increase in the probability, therefore, one
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can now expect about two out of the 138 respondents to be doing the

same thing at the same time.

Very little detail is lost by collapsing the classification of

activities to 65 categories. Moreover, the reduction should make the

prediction of activities more manageable in the simulation phase.

Even though the probability of a number of individuals performing the

same activity at the same time of the day is very small, the likelihood

of the null hypothesis (i.e., a random distribution of activities) being

rejected remains high. For example, at 12:30 p.m. the probability of

finding peOple eating lunch is very high, and at 6:00 a.m. the

probability of finding people asleep is, likewise, high. Although the

theoretical probabilities of establishing patterns may be very low owing

to the potentially wide variety of possible activities, the actual

prObabilities are fairly high despite this variety, since people do

behave in a predictable manner. It remains to be seen whether the

practical variety of activities generated by the 65-way classification

tends to obscure or clarify behavior patterns.

The Algorithm. Given a matrix of sequenced durations, each
 

indexed according to the activity performed, Si (4.5), the matrix can

be partitioned horizontally to groupindividuals with similar patterns.

The algorithm designed to accomplish this task focuses on those points

in an individual's sequence, or vector, where the activity performed

is the same as that performed by another individual. Consequently, it

is possible to sum this total "overlap time" over individuals. The

total overlap time is the linking index to be used as a basis for

grouping; i.e., the greater the overlap time the greater the similarity
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in behavior patterns. The steps in the algorithmic approach are

briefly outlined below.

1. Generate the basic data matrix, [Agj], where i-1,2, ... ,n (the

total number of individuals); j-l,2, ... ,m (the total number of sub-

divisions of the day); and, t-1,2, ... ,k (the total number of activity

categories). Each row vector of information unique to each respondent

in the sample is given in (4.5). Each cell entry in the matrix repre-

sents a sequenced activity duration. If the main activity during a given

time interval was "attending class," then the cell entry is its numeric

code (33) indexed to its duration (15 minutes), or 33.15.

2. Create a symmetric overlap totals matrix, [Opq], where p-l,2,

... ,n and q-l,2, ... ,n (the total number of individuals). Delete the

main diagonal entries so that for the p-th individual there is a single

figure relative to each other individual q representing the total amount

of "activity overlap time":

k c
t t v

Opq ' t2. [Min(A.pj ,qu) I t‘t ] (407)

3. Select the maximum value of O and collapse the appropriate

Pq

individuals or groups p and q into a new group g.

4. Construct an amalgamated time series vector, A21, to represent

the activity pattern of individuals p and q by selecting only those

elements of each individual vector (4.5) which overlap:

t _ t t' ,, .
Ag-1 [Min(Apj,qu) I t t ] (4.8)

t t t' .
A8j - [0(ApJ,qu) I t 4 c ] (4.9)

where t-1,2, ... ,k.
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5. Delete rows p and q from Aij and rows and columns p and q

f o.
mmpq

6. Replace rows and columns p and q of Opq with a new row and

column g, so that relative to each existing individual or group there

is a figure for activity overlap time for a new group g:

k
t t' o , t - _

o8p - 2:1 [Min(Agj,qu) I t-t 1, n n 1. (4.10)

7. Test against criterion for termination of grouping procedure.

If this has not been reached, return to step 3.

Computational Problems. When inspecting the overlap totals

matrix generated by (4.7), several elements of the matrix were found

to obtain identical or tied values. The problem of tied values pre-

sents considerable difficulty, especially in step 3. If the maximum,

value of O is obtained by more than one element in the matrix, then,
Pq

given the computational procedure of the algorithm, the first of the

tied values is selected as the maximum value. This method of treating

tied values is unsatisfactory, since it might seriously misrepresent

the predominant structure of interrelationships in the overlap matrix.

Alternative Algorithmic Approach Usingfthe LAWS Modification

In an attempt to solve this problem, the algorithm was modified

to include an alternative approach to grouping based upon the bargest

[Ayerage'flithin-group Similarity (L.A.W.S.).11 The modification would

 

11Leighton A. Price, Hierarchical C1usterigg_§ased on a

Criterion of Laggest AveragegWithin-cluster Similarity, Research Report

(East Lansing, MI: Computer Institute for Social Science Research,

Michigan State University, March, 1969).
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allow for all the relationships between pairs of elements to be pro-

cessed in order of decreasing similarity. Thus, the procedure of

processing interrelationships by rank order was chosen in preference

to the reciprocal pairs approach described above. This was done

because it may be demonstrated that reciprocal methods, which pro-

ceed by combining elements and forming estimates of the relationship

of the combination of other elements, are merely approximations of a

rank order approach.

Reciprocal Pairs and Typal Analysis. The purpose of the follow-

ing discussion is to demonstrate that a reciprocal pairs approach

deviates from an otherwise comparable method which processes rela-

tionships by order of magnitude. It deviates to the extent that

procedures for estimating the similarity between a combination of

elements and other elements (or groups) have the effect of distorting

and misrepresenting the nature of the original relationships. This

demonstration will be made using McQuitty's typal analysis12 and the

reciprocal pairs method, of which the algorithm above is but one

example. Table 5a presents a 5x5 matrix of overlap totals and Table 5b

shows a rank ordering of the off-diagonal relationships.13 This small

data set will be used for comparison in lieu of the larger survey data

set.

In performing a typal analysis, the group consisting of elements

1 and 2 is formed first since {1,2} is the highest ranked pair in

 

lzL.L. McQuitty, "Typal Analysis," Educational and Psychological

Measurement, 21 (1961), pp. 677-696.

13The tables are after Price, op. cit.
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TABLE 5

SAMPLE SET OF OVERLAP RELATIONSHIPS
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Table 5b. Because the second ranked pair overlaps with group {1,2},

the second group formed is {1,2,3}. Other groups are formed in the

same manner in arriving at the final structure (Figure 22).

The reciprocal pairs analysis is performed as follows. Given

that a reciprocal pair is defined as two elements having a higher

relationship to one another than to any other elements, the first

.reciprocal. pair in Table 5a is {1,2}. Once the reciprocal pair is

identified, the first and second rows and columns are replaced by a

single row and column, as in (4.10) of the preceding algorithm.

Within the new row and column are estimates of the relationships of

the other elements (or groups) to the first group. As conveyed by

(4.10), these estimates are based on the assumption that the relation-

ship of an element (or group) to a newly formed group cannot be

greater than the smaller relationship with the two components of the

new group. This has been termed the classification assumption.14

The process is repeated until pairs of rows and columns can no

longer be replaced. The matrices resulting at each step are given

in Table 6 while the resulting structure is shown in Figure 23.’

The structures in Figures 22 and 23 obviously do not match. The

classification assumption has the effect of eliminating a number of

relationships before they would be encountered during typal analysis.

In other words, reciprocal pairs analysis is equivalent to a typal

analysis which ignores some values instead of processing all of them

in order of magnitude.

 

14M'cQuitty, 0p. cit.
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TABLE 6

REDUCED MATRICES FROM RECIPROCAL PAIRS

ANALYSIS OF OVERLAP TOTALS IN TABLE 5
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Given in Table 7 are the values which were not eliminated by

combining rows and columns in the reciprocal pairs analysis. When a

typal analysis is performed with these values, the outcome is iden-

tical to the results of the reciprocal pairs analysis. Therefore,

these results clearly demonstrate that the reciprocal pairs method

is merely an approximation of the solution which would have been

obtained had all relationships been processed in order of magnitude.

The discrepancies between typal analysis and a reciprocal pairs

analysis can be further clarified by a substitution procedure. As

a first step, a list is created in which all pairwise relationships

in a matrix are ranked. Then following each step in a reciprocal

pairs analysis, the estimate of the relationship between the new group

and another element (or group) is substituted in place of the pairwise

relationships between each of the elements included in the new group

and the other element (or all elements of the other group). This

procedure is repeated for each new estimated value. The results of a

typal analysis and a reciprocal pairs analysis will be identical if and

only if, at each step in a reciprocal pairs analysis, the substitutions

do not alter the original pairwise ordering of relationships prior to

‘when they would be encountered in a typal analysis. As long as the

substitutions merely yield tied values where ties already existed, the

ordering may be regarded as unaltered.

The problem is that any method which condenses a matrix by replac-

ing pairs of rows and columns with a single row and column will almost

:hnevitably misrepresent the relationships in the original matrix. It

.is impossible to force such a collapse without a considerable loss in
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TABLE 7

THE RELATIONSHIPS (IN TABLE 5) NOT ELIMINATED

DURING RECIPROCAL PAIRS ANALYSIS
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information. Thus, replacement procedures will often have the effect

of eliminating relationships before they would be encountered if

processed in order of rank. Moreover, the larger groups generated by

a replacement approach may not adequately describe predominant SIOHP'

ings in a matrix.15

The LAWS Modification. The LAWS method incorporated in the

algorithm focuses upon within-group characteristics. Typal analysis

also has a similar focus, but with the latter method, a larger group

is automatically formed whenever a pair is encountered that overlaps

with a group already accepted. Therefore, grouping decisions do not

consider any between-group calculations. In the LAWS approach, this

consideration of within—group charactertistics ieirepresented in cal-

culations of average within-group similarity which are computed from

the original matrix values throughout the analysis. Furthermore,

these indices of within-group similarity are also used in making

decisions regarding the acceptance or rejection of some possible new

groups. The decision rule is, basically, that among a set of tenta-

tive groups, only those having the largest average within-group simi-

larity should be accepted. Hence, larger groups are not formed

necessarily at the first point of overlap (Figure 24).

Most reciprocal pairs and typal analysis methods tend to yield

groups which might have been quite different had the relative magnitude

 

15This was clearly the case when the overlap totals matrix was

partitioned by the algorithm, prior to the incorporation of the LAWS

method. Moreover, this will almost always be the case for grouping

algorithms which arrive at a one group termination in N-l cycles.
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of a few rather similar pairwise interrelationships been ordered

differently. There appears to be two reasons for this sensitivity.

First, the matrix collapsing procedures used in reciprocal pairs

methods may, in effect, cause relationships to be eliminated. Second,

all reciprocal pairs and typal analysis methods impose grouping

restrictions which may misrepresent the nature of the original rela-

tionships in a matrix. The primary restriction is, therefore, that

once a set of elements has been accepted as a group, subsequent groups

including any of these elements must include all of them.

In the LAWS approach, the first form of sensitivity is eliminated

by processing all element interrelationships by order of magnitude.

The second restriction is treated by introducing a decision rule

whereby tentative groups are accepted if and only if the average

within-group similarity is greater than the value for the pair in-

dicating that these groups should be considered.

The LAWS method is based on the idea that estimates of average

within-group similarity provide excellent indices upon which to base

grouping decisions. The formulation of such a decision criterion is

necessaryin.that the Operational characteristics of the method do

not automatically lead to the formation of larger groups, as is the

case with all reciprocal pairs and typal analysis methods.16

 

16This is due to the fact that the LAWS method may yield over-

lapping groups. Partial overlap may result from the method's ties

solution or from application of the criterion of largest within-group

similarity, which will sometimes reject a larger group in favor of a

pair of elements. Moreover, pairwise relationships are processed in

order of magnitude, and once overlapping groups have been accepted

subsequent pairs may overlap with more than one group or link more than

one pair of groups (Figure 24). The frequency and nature of the over-

laps which may result depends upon the complexity of the original rela-

tionships. Therefore, the number of cycles needed to arrive at a one-

group solution is determined by the relationships within the data and

not by the grouping algorithm.
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The values of the relationships between all pairs of elements

are processed in order of decreasing similarity. All the pairs of

elements having a given index value are compared with groups that

may already have been accepted and which are not completely included

in some larger group. For each pair associated with a particular

index value, a record is made of all non-included groups in which

one, or both, of the elements of the pair can be found. At this

point, all pairs in the set are processed. On the basis of the over-

lap information for a given pair of elements, some new group possibi-

lities are formed. Whenever more than one possibility results, some

decisions must be made before groups may be accepted. These decisions

derive from the general rule of accepting groups that have the largest

average within-group similarity. After all pairs in a set have been

processed, the procedure is repeated for the next set, and so on, until

all the data have been examined. The decision to build upon only the

nonéincluded groups can be regarded as an attempt to satisfy the ob-

jectives of reflecting the predominant structure of interrelationships

while keeping the number of groups as small as is reasonable.17

For each pair in the ordered list, four decision situations may

be encountered. The situations and their rules are as follows:

1. Situation: Neither element of the pair appears in any of the

groups that are in the list of final groups. Rule: If so, add the

pair to the list of groups which have been accepted thus far.

2. Situation: One element of a pair is included in one or more

of the existing groups and the other included in none. Rule: This

 

17Price, Op. cit., p. 18.
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being the case, tentatively form larger groups by expanding overlap

groups to include the non-overlapping element of the pair. Then,

determine whether any of these groups have greater average within-group

similarity than the pair. If so, accept the largest ones among those

having greatest average within—group similarity. Otherwise, add only

the pair to the list of groups already accepted (rule 1).

3. Situation: The pair of elements links previously accepted

groups (i.e., one element in some group and the other is another group).

Rule: If so, tentatively form all groups which result from combining

the indicated pairs of groups. Then determine which groups are the

largest ones among those having greatest average within-group

similarity and add them to the list of groups already accepted.

4. Situation: Both elements of the pair already appear in some

group(s). Rule: If this is the case, proceed to the next pair in the

ordered relationships.

Two additional decision rules not directly associated with the

processing of pairs in the ordered list are as follows:

5. Situation: The average within-group similarity associated

with an accepted group reflects lower average similarity than a group

in which it is included. Rule: If this occurs, which is seldomly

the case, then eliminate the included group from the set of accepted

groups.

6. Situation: The element pairs associated with a block of tied

values include all possible pairs for some set(s) of elements. Rule:

If so, identify all sets which are not subsets of others. Then, add

each of these to the list of accepted groups, provided that none of its
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elements are included in the groups accepted prior to processing the

block of pairs.18

The present method should do a better job in producing groups

with higher within-group similarity than the algorithm first prOposed.

As a result, group differentiation, or pattern recognition should be

greatly"facilitated.

RECOGNITION OF BEHAVIOR PATTERN GROUPS

The algorithm, incorporating the LAWS modification, was then

used to partition the matrix of sequenced activity durations (Figure

21). A major consideration in the analysis was how to arrive at a

meaningful termination to the grouping procedure. Clearly, the

termination criterion should be something less than arbitrary.

Termination Criteria for Group Formation

Chi-square (x2) was considered a suitable technique for estab-

lishing a realistic termination to the grouping procedure. Thus,

as pattern groups were formed, they were tested for significance

against the set of background variables (Appendix B) using the chi-

square statistic. The use of chi-square served two purposes. First,

it provided a test for the significance of pattern groups at various

stages of group formation. And secondly, it provided a method whereby

one could assess the importance of background variables in describing

Specific attributes of behavior pattern groups.

Chi-square is considered the most useful univariate test of

group membership since much of the data obtained through the interview

schedule (Appendix B) is nominal or at best ordinal in nature, which

 

18Price, op. cit., pp. 20—23.
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precludes the use of parametric tests. The technique tests the null

hypothesis that k independent samples have been drawn from the same

population or from k identical pOpulations.19 When pattern group

membership is tabulated against any background variable, the problem

arises of determining whether the distributions associated with each

group differ significantly from those that might have been expected

had each group been drawn randomly from the population.

The chi—square statistic is calculated as follows:

 

2

2 n m (Oij - Eij)

x = 2: 2 EU (4.11)

i=1 j=l

where i a 1,2, ... ,n (the total number of categories generated by the

background variable), j = 1,2, ... ,m (the total number of pattern

groups generated by the previously applied algorithm). Then, is the011

number of people in the variable category 1 and group j. The degrees of

freedom are given by the rule:

d.f. = (n-l)(m—1) (4.12)

The higher the value of chi-square derived for any variable, the greater

is the probability that a given variable is of significance in defining

the activity pattern groups.

Ten background variables were chosen for tests of significance

against pattern group membership (Table 8). Prior to the chi-square

'te'sts, however, all cycles of grouping analysis were arrayed in order of

the amount of loss in the average within-group similarity index between

 v.7 *7 v

19Hubert M. Blalock, Jr., Social Statistics (New York: McGraw-

Hill Book Co., 1960), pp. 214-219.
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one cycle and the next.20 Within the first quartile of the ordered list,

the cycles were further ordered according to a second criterion. Cycles

were arranged in descending order according to the number of individuals

TABLE 8 .

BACKGROUND VARIABLES CHOSEN FOR TESTS OF SIGNIFICANCE

 

 

 

Variable Categories

No. Name Variable Description of Response

1 AGE Age 5

2 SEX Sex 2

3 CIVIL 'Civil Status 4

4 UAFFIL University affiliation 7

5 YAFFIL Years associated with the

institution 4

6 OEMPLY Employed elsewhere 2

7 INCOME Annual income 5

8 HOUSE Housing type 7

9 TRAVLM Common mode of travel 6

10 LOC Residential location 5

 

 

 

20Before reordering the cycles according to this criterion, the

final 42 cycles (out of a total of 286) were eliminated since only one

group existed. It was during these final cycles that the remaining

two-member residual groups were added one by one until only one group

of all elements remained.
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who had membership in a group whose size was greater than two members.21

The results of the rankings are given in Table 9 for the first quartile

of the reordered list.22

In order to determine which one cycle of those given in Table 9 is

to be chosen as the termination of the grouping procedure, chi-square

tests were performed. Ten cross-classification tables were prepared

for each of the nine cycles where the rows of the tables were defined by

the number of response categories in a given background variable (Table 8)

and the columns of the tables were defined by the number of groups

formed during the cycle. The calculated chi-square statistics for each

of the cycles, over all variables, are given in Table 10.

Results of the Grouping Procedure: Behavior Pattern Groups'

The highest calculated values of x2 are most consistently obtained

by the second ranked cycle in Table 10. At the 99 percent confidence

level, four variables were found to be significant: civil status (CIVIL),

years of affiliation with the institution (YAFFIL), secondary employment

(OEMPLY), and location of residence (LOC). The variables of age (AGE),

sex (SEX), type of affiliation with the institution (UAFFIL), annual

 

21The method for seeking a realistic termination to the grouping

procedure was developed through consultation with the originator of the

LAWS method. Person communication, Leighton A. Price, Computer Institute

for Social Science Research, Michigan State University, August 24, 1974.

22The resulting quartile originally included eleven cycles. How-

ever, the last six of the eleven cycles do not appear in

Table 9 since they had to be deleted. The cycles were ignored due to

restrictions on tabular cell frequencies for calculating x2. Given the

larger number of groups formed during these cycles, the dimensions of

the tables increased substantially with a similar increase in the

number of zero cell frequencies. For restrictions on zero cell

frequencies, see: Blalock, op. cit., pp. 220-221.
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income (INCOME), and common mode of travel (TRAVLM) obtained signifi-

cance at the 95 percent confidence level. The only variable not found

to be significant at the 95 percent confidence level was that of

housing type (HOUSE).

The observed and expected cell frequencies are given for all

variables in Table 11. Some general impressions may be gleaned from

the tables regarding the attributes of the three behavior pattern

groups. For example, the first pattern group, more than double the

size of any other, is composed primarily of students who are generally

the younger members of the population. The group is also constituted

by a majority of females and single persons. Generally, the members

of the group have had fewer years of affiliation with the institution

and a lower yearly income than expected. Finally, the majority have

no secondary employment, reside in close proximity to the institution,

and largely use private means of transport (e.g., walking, bicycling,

or driving their own cars) for various travel purposes.

The general attributes pertaining to the second group are more

difficult to discern due to a smaller membership (Figure 25). How-

ever, within the group there is almost a two to one ratio of men to

women, a generally older population, relative to the first group, and

a slight majority who are married. There is also a smaller proportion

of students and a greater proportion of faculty and staff than expected.

The members of this group tend toward longer association with the

institution and a higher income level than the first group. Unlike the

Previous group, however, the members rely on a greater variety of travel

mOdes.
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Due to a comparatively small membership of the third group, it

is difficult to extract any general impressions. The few distinguish-

ing characteristics include a longer affiliation with the institution,

a more sizeable number than expected in the faculty and staff cate-

gories, and a greater than expected number having secondary employment.

Consistency Hypothesis. All calculated values of x2 in Table 11,

with one exception, exceed their respective, critical values of x

at the 95 percent confidence level (i.e., with the table of critical

xzvalues being entered with the appropriate number of degrees of free-

dom, as computed by 4.12). The 95 percent confidence level has been

chosen because the researcher wishes to avoid making a Type I error,

which would be very easy to do in this instance because all but one

calculated values of leie between the critical values of x at the

95 and 99 percent confidence levels. The lower limit is chosen because

the sample is so small, relative to the total population of the

institution, that it would be unwise to be overconfident and accept a

hYPQChesis that would have interesting theoretical implications concern-

138 the distinctiveness of the behavior pattern groups. Thus, at the

95 Percent confidence level the null hypothesis of purely random

behavior is rejected and the hypothesis regarding the consistency of

behavior pattern groups is inferred.

Patterned variations do, therefore, exist between subgroups of

the Population, where the concept of pattern is construed in terms

of 8e(ll-ler'nce and duration of daily activities. Recognition of distinct

\

3Ib1do, pp. 93-95.
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patterns is faciliated not only by the x2 statistics (Tables 10 and

11) but also by the index of largest average within-group similarity

(Table 13).

The total pOpulations of the three pattern groups and the

residual group24 are given in Table 12 and displayed graphically in

Figure 25. Some overlap in memberships exists among the three groups.

However, this reflects the solution obtained by the LAWS method where-

by the predominant interrelationships within the overlap totals matrix

are retained through the calculation of largest average within-group

similarity (Table 13). Although 36 percent of the grouped individuals

have dual membership, the groups were considered as independent

entities for the chi-square analysis.25

Activity Sequences of Pattern Groups. The pattern of a group's

activities during the course of a day can be displayed through the medium

of the time-space map. These maps (Figures 19, 20, 26 and 27) depict

the sequence and frequency of activities performed by members of each

pattern group during the 24-hour period.

It is clear, even at this aggregate level of mapping the sequence

of activities, that the time-space maps differ markedly. The majority

of daytime activities for Group 1 (Figure 26) are devoted to educational

pursuits. And, these are interspersed with other less frequent

__

24Group R (Table 12 and Figure 25) represents the aggregate of

arc member residual groups that were among the non-included pairs during

this cycle of the algorithm (Table 9). The residual pairs are not to

be construed as a coehesive group, but rather, have been designated as

Group R for tabular and diagrammatic purposes only.

25Personal communication, Leighton A. Price, Computer Institute

for Social Science Research, Michigan State University, August 23, 1974.
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activities such as leisure, mass media, and personal needs. Following

approximately 6:00 p.m. the pattern of activities for Group 1 is not

as clear, however. Throughout the late afternoon and evening the only

noticeable patterns that evolve relate to personal needs (mainly

eating meals) and education-related activities.

The map for Group 2 (Figure 27) differs from the first in that

work-related activities predominate throughout much of the day. Educa-

tional activities also attain a high frequency, especially during the

daytime and early evening hours. Presumably, then, the similarities

in time use among members of each group for daytime activities provided

the greatest amount of overlap time, and this considerable degree of

overlap was the basis for the grouping decisions.

The time-space maps for the third group (Figures 19 and 20) exhibit

a totally different configuration. One appreciable difference is the

reduction in time devoted to educational activities. Although the

smallest group, it is perhaps the most homogeneous in terms of the

sequence and frequency of activities. The variety of activities

throughout the entire time period is considerably less than for the

other groups. The daytime hours are dominated by work-related activities,

while work, mass media, and leisure constitute the greatest frequencies

during the evening.

The recognition of these distinct behavior pattern groups satisfies

the criteria for simulation that were established by the research

strategy. If the null hypothesis-that the population exhibited random

behavior-had been accepted, then simulation would have been a trivial

exercise. However, having identified behavior pattern groups, the
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simulation of individuals' time-space paths would appear to be a worth-

while exercise.

Before considering the simulation model, additional insights into

the structuring of activity sequences for both groups may be gained

from a number of graphic and tabular summaries. These include: (1) the

configuration of subjective constraints throughout the observation

period (Figures 28 and 29), (2) the distribution of individuals' com-

mitment to activities during the day (Figures 30 and 31), (3) the pattern

of objective constraints as measured by aggregate travel times, and (4)

tables summarizing the degree to which the most highly constrained

episodes, or pegs, fix the choice, timing, and location of activities

that precede and follow them (Tables 14 and 15).

For the first pattern group (Figure 28), the choices of activity

appear to be most constrained during the late morning and mid-afternoon

with a lesser peak occurring during the early evening. Compared to

Figure 28, the time-space map for the first group (Figure 26) indicates

that these constraints are realized within the context of education-

related activities. Constraints to the timing of activities follow a

similar trend to that of activity choice with a more noticeable period

of fixity occurring during the morning hours. The first category of

spatial fixity (Figure 28) deviates considerably from the preceding

distributions in that the early morning and late evening hours repre-

sent the greatest degrees of constraint relative to one's location.

This pattern can be partially understood by the fact that home-centered

(personal) activities, which generally occur at these times, cannot be

performed elsewhere, thereby being fixed at one's residence. The second

distribution of spatial fixity reflects responses to the question--
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could you have been elsewhere at this time? Comparatively, this cate-

gory of fixity appears to have the least constraining effect. Despite

the consistently smaller proportion of "yes" responses throughout the

day, this distribution of spatial fixity corresponds to the peaks of

activity choice and timing fixities (Figure 28).

Additional information may be obtained by examining the pattern of

degrees of commitment to various activities (Figure 30). Coincidental

with the periods of maximum activity, time, and location fixities are

activities that are routine in nature or involve coordination with

others. Once again, these activities are primarily educational (Figure

26). Activities which are either planned independently or occur unex-

pectedly reach their maximum proportions during the late afternoon and

evening. According to the time-space map (Figure 26), the types of

activity associated with these forms of commitment are education, mass

media, and leisure.

The graph of aggregate travel times (Figure 32) displays the aver-

age amount of time that group I members devote to travel during a given

15-minute interval of the day. Sizeable shifts in location can be

observed during the morning and late afternoon. However, the overall

pattern of aggregate travel times suggests that this group is highly

mobile over short distances during the working day and early evening.26

 

26For group I the average distance separating an individual's

residence from his workplace (i.e., location of work, classes, seminars,

etc.) is 0.943 miles. The modes of travel common to the majority of

group I members include walking and bicycling. Therefore, the aggregate

travel times displayed in Figure 32 measure the effects of objective

constraints (i.e., modes of travel) in overcoming distance.
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Since full-time students represent the majority of group membership,

it is not surprising that moderately high and fluctuating rates of

mobility result. The pattern of geographical mobility reflects a group

in constant transit among a concentrated set of class, study, work, and

home locations. Generally, it can be observed that periods of con—

siderable mobility occur during times of least constraint (Figure 26).

The general picture that results from comparisons among Figures 26,

28, 30, and 32 is that educational pursuits dominate the activity pat-

tern of group I. These activities reach their maximum frequency during

the morning but peak again in the afternoon and late evening. The

times at which the majority of individuals are moving from place to

place occur between these peaks. The maximum frequencies of education-

related activities correspond to the time intervals which are most con-

strained with respect to the choice, timing, and location of activities.

These are also the times at which group members undertake activities to

which they are routinely committed or involve planned interaction with

others.

The graphic information pertaining to the first group suggests that

one or more educational-related activities represent the pegs about

which most of their days are structured and which influence the constraints

governing the choice, timing, and location of preceding and subsequent

activities. In order to evaluate this assertion, the types of activity

which respondents declared as pegs are summarized in Table 14. The

table presents information regarding the effects of constraints upon the

structuring of activity sequences; information which cannot be inferred

by visual inspection of Figure 28.
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The data contained in Table 14a describe the degree to which the

choices of activity, preceding and following a peg, are fixed. For

example, of those who declared a work-related activity as a peg, 80

percent indicated that their choices of activity during the 15 minutes

preceding work were fixed by it. Similarly, 60 percent indicated that

for as long as 30 minutes prior to an important work activity, activity

choices were constrained. In loOking across the rows of the table, it

becomes apparent that activity choices are fixed for the greatest

amount of time before and after important educational activities.

Similarly, Table 14b summarizes the structuring effect that a

particularly important activity has on the timing of preceding and

subsequent events. The entries in the table indicate that activities

leading to a peg generally cannot be performed at any other time.

Conversely, activities which follow a peg are not as time-specific as

those which precede it. Activities occurring before an all-important

education—related event experience the greatest time fixity for the

longest period of time.

The data contained in Table 14c pertain to the degree to which

activities were fixed at particular locations. Events that occur prior

to activity pegs tend to be more place—specific than subsequent ones.

Both work- and education-related activity pegs are preceded by activi-

ties that are more noticeably fixed with respect to particular activity

locations.

Finally, the second category of spatial fixity describes the degree

to which individuals are tied to locations at given points in time.

For the time periods preceding a peg, the relative magnitudes of the

data are moderate in comparison with the other tables. And of the time
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TABLE 14.

RATINGS OF ACTIVITY, TIME, AND LOCATION FIXITY--GROUP I

4----- PRECEDE -----’ 4----- FOLLOW ----->

(in minutes) (in minutes)

0 Ch \‘I‘ Ch s? Q '0‘ Q 0‘ 0

Category 0‘ I" s N H N 3 .-I N c In ox

of I I I l I 0,2 I I I I I

Peg 3 g .9, 2 ° 0 :3, ° :9. 5’. Q 8
z 2

Work 20 20 6O 6O 80 (5) 40 20 20 0 20

Personal 25 50 50 63 75 (8) 50 25 13 O 0

Education 25 42 65 83 92 (48) 71 58 29 40 35

a. Activity Choice Fixity: Could you have done anything else at this

time?

WOrk 20 6O 6O 80 100 (5) 80 6O 20 20 40

Personal 25 25 50 63 75 (8) I 40 25 25 13 25

Education 40 54 88 65 83 (48) 69 63 44 25 27

b. Timing Fixity: Could you have performed this activity at any other

time?

WOrk 60 6O 60 60 100 (5) 80 20 4O 20 40

Personal 38 50 25 50 75 (8) 63 25 25 38 25

Education 44 58 69 65 83 (48) 67 38 42 42 13

           
 

C. Spatial Fixity: Could you have performed this activity elsewhere?
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d. Spatial Fixity: Could you have been elsewhere at this time?
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intervals following a peg, the proportion of individuals affected

is quite low. Again, activity pegs that are education-related stand

out as having the most profound effect on the spatial fixity of acti-

vities that precede them.

'In turning attention to the second pattern group, Figure 29 suggests

that maximum constraint over activity choice is confined to working

hours (i.e., 8:00 to 11:30 a.m. and 1:00 to 4:30 p.m.). The time-space

map for group II (Figure 27) shows that primarily work-related acti-

vities coincide with these time intervals. Activities that cannot be

performed at any other time (Figure 29b) occur most frequently during

the hours of work and, to a lesser extent, during the early evening.

The categories of spatial fixity generally conform to the preceding

distributions but differ in one important way. The relative propor-

tion of group members experiencing constraint with respect to location

is much greater. Individuals appear to regard work-related activities

as specific to particular locations more so than to particular times of

day. This suggests that of all activities undertaken during working

hours, the majority cannot be performed elsewhere, and the individuals

find it impossible to be elsewhere at these times. Unlike the distri-

butions for pattern group I (Figure 28), the shapes of the constraint

histograms for the second group tend to conform to one another. The

greatest frequencies over all categories of fixity are recorded during

the late morning and afternoon. On the other hand, periods of lowest

frequency transpire at midday and during the early evening. Overall,

the group is quite homogeneous with reference not only to activity

sequences (Table 13), but also to temporal patterns of constraint.
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Corresponding to the periods of maximum activity, time, and loca-

tion fixity are activities that are overwhelmingly routine in nature

(Figure3l).27 Again, these activities are commonly work-related and

educational. Activities which are either arranged with others or

planned independently occur most frequently during late afternoon and

evening. The types of activity associated with these forms of commit-

ment include education, work, and mass media (Figure 27).

The distribution of aggregate travel (Figure 32) reveals that the

mobility of members of the second group is restricted to certain

clearly defined periods of the day. Major changes in location take

place in early morning, midday, and late afternoon, while intervening

time periods obtain only modest rates of movement from place to place.

This pattern is understandable since at these times individuals are

noticeably tied to particular locations (Figures 29c and 29d).28

Membership in group II represents a mixture of university faculty,

staff, and graduate students. For these individuals, employment and

educational pursuits dominate the activity patterns. work-related

activities reach maximum frequency throughout the morning and early

afternoon. Educational activities, on the other hand, peak during

 

27In this case, there may have been a tendency on the part of

the respondents to consider activities such as meetings, work sessions,

classes, seminars as routine simply because they recur frequently and

on a regular basis. In so doing, the label (routine) may have masked

activities planned well in advance and arranged with others.

28The average residence-to-workplace distance for group II is

1.284 miles. Modes of travel common to the majority of members include

private automobile and walking. The aggregate travel times shown in

Figure 32 represent the degree to which objective constraints, or avail-

able means of transport, limit movement over space.
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late afternoon and early evening. The maximum frequencies of work-

related activities correspond to the time intervals which record the

maximum amount of constraint. Degree of commitment at these times is

decidedly routine.

The types of activity which members of group II reported as pegs

are given in Table 15. Wbrk- and education-related events constitute

the majority of these pegs. The entries in Table.15a show that one's

choice of activity is more highly constrained prior to an important

activity than following it. However, the data pertaining to fixity

over the timing of activities (Table 15b) suggest that activities

preceding a peg are as time-specific as those following it. Many

activities performed before and after an important educational peg are

those which cannot be undertaken at any other time.

Table 15c describes the extent to which activities are fixed at

particular locations. Events occurring before and after activity pegs

are noticeably place-specific. In fact, the span of time over which

this category of spatial fixity is recorded is greater than all other

types of fixity. All-important work activities, however, appear to

have the greatest impact on the locations where preceding and subsequent

activities take place.

The second category of spatial fixity identifies the extent to which

individuals are tied to specific locations. A sequence of events may

effectively tie a person to a particular place for short periods simply

because there is not time to go elsewhere in the period between, for

example, two classes in the same place or a number of interdependent

work obligations at the same location. It can be observed in Table 15d

that a large number of individuals have limited choice of location for
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TABLE 15.

RATINGS OF ACTIVITY, TIME, AND LOCATION FIXITY--GROUP II

4.--” PRECEDE -‘-----> <----- FOLLOW -----»

(in minutes) (in minutes)

:3 as ~¢ as .3 m ~¢ as q- o~ :3
Category 0‘ In \‘I’ N H tic-I I; H N G ln 05

of I I I I I .‘3 I I I I I

Pes 8 51‘ 8 ‘3 ° 2 £3 ° ‘2 8 3 8

work 31 31 46 46 69 (13) 62 31 15 31 23

Personal 25 50 50 50' 100 (4) 75 25 50 50 0

Education 13 38 50 75 75 (8) 50 38 13 0 13

a. Activity Choice Fixity: Could you have done anything else at this

time?

work 13 54 39 69 92 (13) 62 39 39 31 23

Personal 0 25 50 100 100 (4) ‘75 100 25 50 25

Education 38 25 50 50 88 (8) 50 25 ‘0 0 13

b. Timing Fixity: Could you have performed this activity at any other

time?

Wbrk 39 62 77 85 92 (13) 69 62 46 31 54

Personal 25 0 75 50 100 (4) 100 100 50 50 25

Education 25 25 38 75 88 (8) 75 38 38 13 25

c. Spatial Fixity: Could you have performed this activity elsewhere? 
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d. Spatial Fixity:  Could you have been elsewhere at this time?
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activities. Potential choice of location is most restricted before

and after personal activities and especially prior to important work

activities. In comparing the data for both categories of spatial

fixity, it would appear that the first (Table 15c) has the more con-

straining effect and for a greater duration both before and after

activity pegs. This trend can be partially understood by realizing

that the location of activity at a given time is dependent upon acti-

vity choice. Thus, activity pegs are considered to have a direct

influence on the location of activities which precede and follow them.

Tables 14 and15 provide considerable information about levels of.

fixity over limited portions of the day. But for the entire day, is

the mean time spent on activities regarded as totally fixed in both

time and space greater or less than that regarded as totally free?

The results for both pattern groups indicate that the amount of time

which is totally free exceeds the amount of time being totally fixed.

Table 16a shows the mean amounts of time over which the four categories

of fixity prevail. The greatest average amount of time which is fixed

corresponds to the first category of spatial fixity. Therefore, acti-

vities throughout the day are, on the average, slightly more place-

specific than time-specific.29 Deviations about the means of timing

and spatial fixity (i.e., the first category) are comparatively small

suggesting, among other things, that there is a concensus in the sample's

interpretation of these subjective constraints.

 

29For group 1, approximately ten percent more time is spent

doing things where location is a more critical factor than timing of

activities. Alternatively, 18 percent more time is devoted to space

fixed activities than to time fixed ones for members of group II.
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The most obvious discrepancy between groups occurs with respect to

the second category of spatial fixity. For an average of about eight

hours (approximately 500 of a total 1,080 minutes during the observation

period), members of group II were tied to particular locations. However,

group I members recorded a mean of only 296 minutes for this type of

location fixity. A very high deviation about the mean suggests con-

siderable variation among individuals.

Table 16b gives the average amounts of time devoted to planned and

unplanned activities. Degree of commitment to planned activities is

considered to increase from activities which involve routine planning,

to those which are planned independently, and finally to those which

are arranged with other persons. Activities that are planned inde-

pendently register the greatest average amount of time for group I

members. The average duration for which individuals are routinely

committed is also large. Deviations about these means are comparatively

small indicating a modest degree of correspondence among group I members.

The average amount of time devoted to activities that are planned

independently and routine also obtain the largest means for pattern

group II. The mean time for routine commitments, however, is signifi-

cantly larger than the average for those which are planned independently.

The standard deviation for the mean of routine activities is relatively

small. This implies that for an average of about ten hours a day, give

or take two hours, members of group II are involved in recurrent, or

strictly routine, events.

The degree of commitment to activities represents one measure of

subjective constraint. The means, variances, and standard deviations

presented in Table 16b show that members of group II have more highly
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structured days. For example, the average amount of time which is not

planned (i.e., unexpected) is considerably less than that of the first

group. Also, the mean times for activities which are either routine

or arranged with others tend to be greater than those for group 1.30

It would be incorrect to assert that one type of fixity is more

important than another in structuring aetivity sequences in time and

space. However, respondents in the survey have indicated that there

are certain points, or pegs, about which much of the remaining portions

of their days are anchored. The graphic and tabular data presented

reinforce the contention that activity, time, and location constraints

play an integral role in the sequencing of activity in general, and

the sequencing of events before and after pegs in particular. Tables

14 and 15 demonstrate that ratings of fixity are usually greater pre-

ceding a peg, and decline in severity with increasing time following it.

The configurations of constraint (Figures 28 and 29) show that peaks of

activity, time, and spatial fixities decline as the day moves on.

Figures 30 and 31 show a general decrease in level of commitment with

increasing time. The schematic representation in Figure 33 relates

the combined effect of the data presented in the preceding tables and

figures.31 This simplified view suggests an oscillating pattern to the

 

30The mean time devoted to activities arranged with others (for

group II) is quite possibly an underestimation. Many of the activities

which respondents in group II classified as routine took place at work-

specific locations. However, several of these routine events were pre-

arranged with others, suggesting a higher degree of commitment. It is,

perhaps, the routine location of certain events that lead people to

classify activities, to which they are otherwise highly committed, as

routine.

31The graph measures constraint on the vertical axis as ranging

from zero ("yes" responses to all subjective fixity questions) to an

upper limit of one ("no" responses to all questions). The horizontal

line represents the average combined fixity rating.
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increases and decreases in the impacts of constraints throughout the

day. Moreover, the extent of oscillations tends to narrow with

increasing time. Amplificationa of the wave represent the most highly

constrained episodes, while deamplifications, or troughs, depict the

periods of least constraint.

The generalized pattern of constraints (Figure 33) will constitute

a large portion of the data input to the simulation model. The simu-

lation experiments described in the following chapter adhere to the

methodology of the time-space mechanics of constraints that was out-

lined in the previous chapter. In accordance with this methodology,

each of the pattern groups must be treated separately. Membership in

the first and second groups (Figure 25 and Table 10) is sufficiently

large to permit the simulation of their constituents. The membership

of the third group is too limited for a meaningful simulation of its
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members. Therefore, it will not be considered in the simulation experi-

ments. However, because of its comparatively small size, the third

group will serve as the data base for calibrating the simulation model.



CHAPTER 5

SIMULATION MODEL OF TIME-SPACE PATHS AND THE MECHANICS

0F SOCIO-ENVIRONMENTAL CONSTRAINTS

The results of the preceding analysis were three relatively

homogeneous behavior pattern groups. The groups were defined as having

a high degree of within-group similarity on the basis of the sequence

and duration of activities performed over a 24-hour period. Having

recognized these behavior pattern groups, the central research hypothesis

can now be evaluated. The hypothesis states that the critical deter- ‘

minant of the structure of a person's day is the extent to which one

feels constrained relative to certain activities, times, and locations.

These fixes, or points, about which one's day tends to be organized

will act as the basis of the following simulation experiments.

The chapter is divided into five main sections. First, the con-

text in which the method of simulation is applied is established.

Second, the data requirements arereviewed and the method by which the

data are organized for input to the model are discussed. The third

section establishes the objectives, simplifying assumptions, and pro-

cedural rules of the model. Fourth, the design of the simulation model

and experiments is outlined together with some comments on preliminary

verification of the modelling approach. The results of the individual

simulation experiments are then treated. In the fifth and final

section, the modelled results are critically evaluated against the

224
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observed behavior of the pattern groups. A method is developed whereby

the research hypothesis is either inferred or rejected based upon the

statistical significance of the correspondence between the observed and

the simulated results.

SOLUTION, MODEL-BUILDING AND SIMULATION

The emergence of simulation methods has undoubtedly had a profound

impact on the social sciences. These methods offer the social scientist

the opportunity to investigate the properties of complex systems,

featuring qualitative as well as quantitative relationships, non-

linearities, and ill-defined structures.1

From a research point of view, it is useful to define simulation

as a model-solving technique based on the experimental as opposed to

the analytic approach. This definition stresses the fact that simula-

tion is a tool for solving abstract models of some real system, rather

than being a model-building technique, as implied by a substantial

segment of the simulation literature.2 Although the intended use of

simulation may bear upon the approach adopted to model-building, and

upon the structure of the model, there are no universal features dis-

tinguishing such models from any others. The so-called "simulation

models" usually differ from others in complexity or size, but not neces-

sarily in structure, as is the difference between linear and non-linear

 

lMichael Inbar and Clarice S. 36611 (eds.), Simulation and

Gaming;in Social Science (New York: The Free Press, 1972), pp. 40-41.

2This distinction is reflected in the writing of the Gullahorns;

see: John T. Gullahorn and Jeanne E. Gullahorn, "Simulation and Social

System Theory: The State of the Union," Simulation and Games, 1 (March,

1970), pp. 19-42. I
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system of equations.

The definition outlined above emphasizes the experimental, as

opposed to the analytic approach to model solution. Only a general and

somewhat vague distinction can be made between the structure of a model

solved by simulation and a model solved analytically. In order to

avoid structural complications which could render the model mathematically

unsolvable, it is often necessary to postulate a number of restrictive

assumptions. These assumptions may further remove the model from the

real system it represents. In this respect, there is more freedom in

constructing a simulation model. In the modelling stage, the investi-

gator is able to introduce structural relationships which are amenable

to the computer's step-by-step procedure for arriving at a numerical

answer. Otherwise, such structures would, in all probability, be too

complicated for solution.

This freedom has a definite pitfall. Cyert has eloquently stated:

A tendency which is sometimes displayed in the formulation of

simulation models is to embed as much of the real world as

possible in the models. This is motivated by the feeling that

the more complicated the model is, the better able it is to

describe special cases, and hence better will be its predic-

tions.

However, the model may become almost as complex as the real

world, and, therefore, the model may become almost as difficult

to understand.

Fortunately for the investigator, no rules--not even rules of thumb--

exist to tell one where the model should end and the real world begin.

The extent to which one should proceed in abstracting and simplifying

 

3R. M. Cyert, "A Description and Evaluation of Some Firm Simu-

lations," Proceedings of the IBM Scientific Symposium on Simulation gnd_

Gaming. White Plains, N.Y.: IBM Corporation, Data Processing Division,

1966, pp. 16-17.
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reality is part of the art of model-building--any model at that,

simulation or others.

The experimental approach to model solution is particularly rele-

vant to the present research, since the prime objective is one of

testing a particular methodology. In essence, the methodology posits

that constraints, both objective and subjective, are critical deter-

minants of one's behavior in time and space. Thus, an attempt is

made to simulate the unknown variables, the timing, sequencing and

location of activities, in terms of the parameters, or known variables,

the objective and subjective constraints.

DATA REQUIREMENTS

The outcome of the preceding analysis was three relatively homo-

geneous groups which could act as the basis for simulation. The

simulation will have to deal with each group separately.“ Since the

third group is composed of so few individuals, the following simula- 8

tion experiments will focus on only the two major groups resulting from

the previous analysis (Table 12).

As a first step in preparing the data for the simulation experi-

ments, it is necessary to discover the way in which the daily pattern

of each group is organized. The organization must be more detailed

than was the case in Figures 26 and 27. First of all, for each activity

in the 65-way classification, two sorts of distribution must be derived:

 

“Since it was demonstrated in the preceding chapter that

particular sequences of activity and patterns of constraint correspond

to each group, it follows that two simulations should be performed

independent of one another. To do otherwise would render the estima-

tion of unknown parameters meaningless.
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(l) the frequency of occurrence of every activity at each time interval

throughout the day and (2) the probable duration of each activity

(Figure 34).

The next distribution that must be derived relates to the come

mitment and subjective constraint indices. For each possible combina-

tion of responses to the subjective constraint questions, sixteen in

all, a distribution may be drawn up describing its frequency of

occurrence relative to each activity in the 6S-way classification. The

distribution may be further defined by individuals' degrees of commit-

ment to these various activities. These distributions can then be

organized into a three-dimensional array where the dimensions represent

activities, degrees of commitment, and subjective constraint indices

(Figure 34).

A fourth distribution that must be created prior to the execution

of the simulation relates to the probable location of activities.

Thus, it is necessary to discover the probability of activities

occurring at specified locations (Appendix C) at each time interval

throughout the day. These data can then be represented by an array

having the dimensions of time, activity, and location (Figure 34).

The fifth and final probability distribution derived for each

group was a matrix of activity linkages. In preparing this distribu-

tion it was necessary to tabulate from each individual's activity

module the frequency of links between all sequential pairs of episodes.

These frequencies were then transformed into a matrix of linkage coef-

ficients which take the form of transition probabilities. Therefore,

a matrix P of transition probabilities is derived where pij represents

13
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the probability of activity 1 leading to activity j. The matrix P11

summarizes the structure of activity linkages for the particular group

in question (Figure 34).5

The next distribution that was developed relates to what will, in

effect, take the form of environmental or objective constraints in

the final model. It will be essential to constrain where people go to

perform activities or at least determine how long it will take for

them to get there. The procedure necessary in developing such con—

straints involved computing a trip length distribution relative to

each of a range of physical distances by grouping each travel episode

encountered in the activity modules. This distribution, unlike the

previous ones, is calculated from the entire sample of time-space

budget diaries (Figure 34).

MODELLING OBJECTIVES, ASSUMPTIONS AND RULES

It has been hypothesized that the critical determinant of the

structure of a person's day is the extent to which the individual

feels constrained relative to certain activities, times, and locations.

The objective of the simulation model is to model the daily paths of

individuals in time-space based upon the individual's response to the

subjective fixity questions (Table 2 and Appendix B) for each activity

performed. It seems reasonable, therefore, that the first input to

 

5Examples where matrices of transition probabilities are

similarly interpreted as activity linkage coefficients include:

George C. Hemmens, The Structure of Urban Activity Linkages (Chapel

Hill, N.C.: Center for Urban and Regional Studies, University of North

Carolina, 1966), and Brian P. Holly, "Urban Life Styles and Environ-

ment: The Effects of Location and Behavior in a Time-space Framework"

(unpublished Doctor's dissertation, Michigan State University, 1974).



231

the simulation model should be the subjective constraints for each

person. Once the sequence of constraints has been established, the

model will then simulate the manner in which the individual relates

his behavior to these constraints.

As a first step, the individual selects an activity to perform at

some time during the day. Once the individual has selected an acti-

vity, how does he choose a location for that activity? Following the

principle of least effort, the individual chooses the nearest location.

The choice of activity and location is limited by certain constraints.

The timetable is an obvious limitation. If the individual has a fixed

commitment in an hour's time, he cannot choose an activity for which

the nearest location is more than an hour away. This need to take

account of any points in the person's day that are fixed in time and/

or space requires a "look-ahead" mechanism. 1

It is assumed that the individual selects an activity first, either

at random or from a set of transition probabilities (i.e., linkage coef-

ficients), and then a location, which is assumed to be the nearest.

This process is then repeated at fifteen-minute intervals until the

entire day is completed. By repeating the procedure for as many times

as there are members of a group, a complete pattern of activities can

be built up for the whole group for a day.

LimitingTAssumptions

For any model that tries to approximate reality, a number of limiting

assumptions must usually be established. The first assumption of the

model presented here is that the proportion of time spent in various

activities and the sequencing of these activities remains the same over

the day for each group of individuals. A second assumption is that the
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groups identified by these criteria are fairly homogeneous and should

be treated independently. The timetable of activities common to the

members 0f each group forms the backbone of the simulation. It is

further assumed that the individual organizes the pattern of his day

around certain fixed events in his daily timetable. Moreover, it is

assumed that activities which are fixed in time and space determine

the overall structure of one's day. An activity, therefore, which is

felt to have a high degree of fixity determines the sequence of events

that precede and follow it.

The model is designed to simulate the daily time-space behavior of

individuals over an lB-hour time period. The decision to restrict the'

simulated time period to 18 hours, 6:00 a.m. to 12:00 midnight of the

same day, was twofold. First, the computer storage requirements of

the data arrays, shown in Figure 34, imposed serious limitations when

the data were tabulated for the 24-hour period. Second, the recognition

of behavior pattern groups was limited to an 18-hour observation period.

If the simulated activity sequences are to be compared with the observed,

then the time periods, both simulated and observed, must be of equal

length.

Procedural Rules

Another requirement of the simulation model is that the rules

regulating its flow of operations be unambiguously defined.

The first rule relates to the manner in which activity labels are

assigned to time intervals. Those episodes during the day which are

considered as pegs about which one's day is anchored are first assigned

activities. The order in which a set of pegs is assigned a set of

activities depends upon their rank order of importance to the individual.



233

Following the activity assignments to pegs, the model then considers

the category of episodes which are termed fixes.6 Once the fixes are

identified, they are assigned activities in their chronological order

throughout the day. Following the completion of this task, the program,

through iterative procedures yet to be described, then fills in the

remaining unidentified time intervals by assigning activities, durations,

and locations. As such, these are the rules governing the order of

activity assignments taken by the simulation.

A second rule pertains to successive activities that are spatially

separated. Successive activities that occur at different locations can

only be accomodated if there is sufficient intervening time for travel

between them.

A third rule governs the number of activities that can be performed

by an individual at any given time. Although in reality some persons

can perform several activities simultaneously, the model limits an

individual to performing only one activity at a time. Moreover, this

activity is assumed to be a primary activity as defined earlier (Chap-

ter 3).

 

6A useful distinction can be made between pegs and fixes.

Pegs constitute a first order of constrained episodes. They are seen

by the individual (or respondent) as those episodes around which much

of one's day is thought to be anchored. Fixes, on the other hand, are

of second order and are determined internally by the program. Any

episodes, other than the pegs, in which the responses to the fixity

questions are affirmative and have been planned in advance are inter—

preted as fixes. Together the fixes and pegs represent the most highly

constrained events in the person's day.
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DESIGN OF THE SIMULATION MODEL AND EXPERIMENTS

The focus here is on a micro-level simulation approach, which sees

the model in terms of a computer program focusing on real-world deci-

sion processes. In order to describe the computer simulation, the

following discussion will proceed on a level one step removed from

the actual programming (Appendix F) by developing a generalized block

diagram of the simulation model (Figure 35).

lbdel Design

The first step in the simulation is to derive six probability

distributions (Figure 34). The nature of these distributions will

differ depending on the behavior pattern group being treated. Given

these probability vectors as real-world approximations of activity

structure, a Monte Carlo method is then used to select activities,

durations, and locations. These vectors are treated as discrete cumu-

lative probability distributions, and uniform random numbers bounded

by zero and one are drawn to determine the activities, durations, and

locations. Thus, the time-space path of each individual's day is‘

built up by assigning random numbers in accordance with the calculated

probabilities, and by comparing numbers drawn for every time period or

activity with these distributions.

The structure of the model is necessarily tied to the conceptual

framework developed earlier. Therefore, an attempt is first made to

establish the major constraints in each person's day, and then, how

one relates his behavior to these constraints.

The simulation first isolates the most important episodes, or

pegs, about which one's day is organized. These have been defined by
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the respondent's importance ranking and his degree of commitment.

Once a peg has been established, uniform random numbers are drawn in

order to determine the activity, duration, and location to be asso-

ciated with it.

During the next step of the simulation a second pass is made

through the data. Those activities having the highest subjective

fixity ratings are then isolated.7 Consistent with the conceptual

framework, these fixed points in the day, the fixes, are assigned

activities. For each combination of commitment and constraint indices,

there is associated with it a cumulative probability distribution

defining the frequency of activity occurrence. A uniform random num-

ber is then drawn to determine the type of activity to be assigned to

a given fix. In a similar fashion, random numbers are generated to

determine the probable activity duration and location for each fix.

Once an activity, its duration and location have been tentatively

assigned to a given fix, the program then determines whether or not

another fix or peg immediately precedes or follows it. This being the

case, it is then necessary to determine whether the two successive

activities have compatible locations. If a spatial misfit does not

arise, the activity, duration, and location assignments are retained.

In the event of different locations for successive activities, the

program checks to see if there is any intervening time available for

 

7For instance, if the responses to the four subjective fixity

questions were no for a given activity, then that activity would be

assigned the highest degree of fixity or constraint. Activities for

which three of the responses were no would be next in order of fixity,

and so on.
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travel between the two locations. If not, the tentative activity assign-

ments for the fix in question are rejected and the procedure for

selecting an activity, duration, and location is reactivated. If, on

the other hand, some time is available for travel, a travel time is

estimated by sampling a discrete probability distribution of trip.

lengths while taking into consideration the travel modes (objective

constraints) available to the individual. If the trip length is less

than the time available for travel, then the travel time and mode are

retained; otherwise, they are rejected along with the tentative acti-

vity, duration, and location of the fix preceding the trip.

In simulating around the major fixes in a person's day, it became

necessary to employ look-ahead and look-back mechanisms.8 Beginning

with the first fix in an individual's timetable the program looks

back in time in order to determine the amount of time available for

activity. If a fix occurs at time t then the program iterates backward

to interval t-l. An activity j is already associated with interval t.

Therefore, it is possible to enter the table of activity linkage coef-

ficients (Figure 34) until reaching the j-th column vector. This

vector represents a cumulative probability distribution of linkages to

all of the 1 activities. A uniform random number is then drawn to

determine the activity that is tentatively to be assigned to the pre-

ceding time interval, ti-l. In a similar fashion, random numbers are

 

8The look-ahead and look-back procedures were chosen in favor

of the introduction of a Markovian property to the model. The Markovian

property would unfortunately require that the performance of an activity

at sequence t+l or t-l, as the case may be, be independent of the acti-

vity performed at time t. The data recorded in the original time—space

budgets indicate that activities preceding and following a highly con-

strained activity are not independent of one another (Tables 14 and 15).
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generated in order to determine the probable activity duration and

location of activity 1 while still looking back in time. If intervals

t and t-l are compatible in terms of activity and location, i.e.,

ti-l=t1, then the data describing the type, duration, and location of

activity 1 are assigned to interval t—l. If two successive activities

differ in type, are incompatible with respect to their locations, and

no time is available for travel between them, then the solution to

this instance of a spatial misfit is identical to that described

earlier for successive fixes. If, on the other hand, a spatial mis-

fit does not arise or the activities occurring at t-l and t allow for

travel between their respective locations, then the data pertaining to

type, duration, and location of activity are assigned to interval t-l.

The simulation then looks ahead to time interval t+l and performs

the same operations. Following the look-back and look-ahead operations

around the first fix or fixes, the program then advances through the

day until reaching the next fix. At that time, the same backward and

forward iterations are performed until a solution to the assignment of

activity, duration, and location is reached. This procedure is repeated

for as many passes through the day as are necessary to build up a con-

tinuous, unbroken sequence of events that describe the simulated time-

space behavior of an individual.

Verification

The third stage of model development was that of verification.

The procedure involved comparing the model's responses with those which

would be anticipated if indeed the model's structure were programmed as

intended.
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The third group resulting from the pattern recognition analysis

consisted of only eight members (Figure 25 and Table 12). This rela-

tively small data set was employed during the verification phase. The

data pertaining to such a small number of individuals made it possible

to hand tabulate many segments of the computer simulation model. The

following paragraphs describe some problems of model design revealed

during verification.

It is central to the simulation procedure that what peOple feel to

be the major constraints upon their day should be established first

and the remainder of the day built up around these. But the actual

manner in which they are ascribed a substantive label is highly prob-

lematic. This is because the way in which an episode may be regarded

as constraining differs from occasion to occasion. At some times a

constraint is felt to be relative to a particular activity--a person

could not have done this activity at any other place or time. And yet

other times, it is felt to be totally independent of the activity per-

formed--he could not have been elsewhere at that time. To deal with

both sorts of constraint in the same way seems somewhat unreasonable.

Further, even when the fixes have been established, there remains the

problem of simulating around them. This involves specifying the manner

in which they affect both preceding and subsequent activities. For

instance, it is reasonable to expect that a fix which involves being

at a certain location at a particular time will operate in a different

way from one which just involves doing something at a certain time,

independent of location.

It was realized during the verification phase of model development

that the various combinations of constraint had to be treated differ-
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ently. The decision was made, therefore, to include a three-dimen-

sional data array that would define the probability of activity occur-

rence according to the types of constraint that described a particular

fix during the course of a day (see FIXT array in Figure 34).

A second decision made during the verification phase was that the

array containing the trip length distributions (TDIST in Figure 34)

should be composed of the entire sample. If the TDIST array contains

the trip length distribution relative to only the members of one group,

then trip lengths are too limited by time of day.

Simulation Experiments

Deriving numerical values of the endogeneous variables from a

single simulation run constitutes an experiment. The parameters,

which are varied from one run to another, are the factors of the exper-

iment; each factor can be assigned several values or levels. A single

simulation run, or experiment, involves a given assignment of values

to all the parameters manipulated in the investigation.

The steps of the simulation as described above and depicted in

Figure 35 were repeated as many times as there were members of a

behavior pattern group. Before the completion of each experiment, i.e.,

simulated activity sequence, a final check was made to ensure that all

time intervals in the day had been assigned the necessary information

to describe an activity module.9 Each module in a sequence contains

the data elements 1, 2, 5, and 7 (Table 4), and for those episodes that

 

9The possibility of an unassigned activity module exists. If

after five attempts a spatial misfit is unresolved, all data elements

of the activity module in question are coded as being void of activity.

This precautionary measure was taken in order to avoid excessive use

of computer time.



246

were fixes or pegs the activity module contains the additional data

elements 10-15 (Table 14).

The data modules describing the simulated activity sequences were

then transformed into vectors of sequenced activity durations (Figure

21). The vectors were computed in the same way as that described in

Chapter 4. For each of the 72 lS-minute time intervals, the type of

activity which was performed for the greatest length of time was entered.

weighting was maintained by using the cardinal duration (between 1 and

15 minutes) as the base information of the vector and it was indexed

both according to its sequential position and the nature of the acti-

vity performed. If Eij is the estimated amount of time the i-th

individual devotes to main activity j during time period t, then the

individual's simulated activity sequence, Pi’ can be represented by

the vector:

P . (Et t t Et Et (5.1)
1 11’ E12’ "' ' Eij’ "' ’ im-l’ in)

where: i - l,2,...,n (the total number of individuals); j = l,2,...,m

(the total number of subdivisions of the day); and t = l,2,...,k (the

total number of activity categories).10

EVALUATION OF THE MODEL

The simulated activity sequences may be aggregated by behavior

pattern groups and summarized in the form of time—space maps (Figures

 

10Each element in the vector represents a sequenced activity

duration. If the main activity code during a given time interval is

47, then the element is represented by that numeric code indexed to its

duration (e.g., 10 minutes), or 47.10.
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36 and 37). When comparing the observed time-space maps (Figures 26

and 27) with the simulated ones, it becomes difficult to accurately

determine the degree of correspondence between them. For instance,

it is obvious, when comparing the observed (Figure 26) and simulated

(Figure 36) maps for pattern group I, that considerable discrepancies

occur following 6:00 p.m. Similarly, observed differences can be noted

between the actual (Figure 27) and simulated (Figure 37) maps of the

second pattern group, especially during the mid-afternoon and evening

hours. For example, during the mid-afternoon there is a noticeable

under-estimation of education-related activities, while during the

evening hours a serious over-estimation of educational activities

occurs.

It is difficult to measure, by visual comparison alone, the depar-

tures of the simulated from the observed patterns. Moreover, it is

impossible to discern individual differences between the actual and

the predicted time-space paths. A more reliable measure of corres-

pondence must be sought.

Correspondence Between Estimated and Observed Results

Once the activity sequences for members of a pattern group have

been simulated (5.1), it is necessary to compare these results against

the observed sequences. The tests for evaluating the ability of the

chosen methodology to replicate the observed time-space paths must

satisfy two criteria. First the tests should measure at the micro-

scale the degree of correspondence between the actual and predicted

time-space paths of individuals. Second, and more importantly, the

tests should measure the goodness-of-fit between the actual and
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the predicted activity sequences of behavior pattern groups. By

satisfying these criteria, it is possible toassess the effective-

ness of the overall methodology in simulating the time-space paths

of individuals based upon the mechanics of constraints.

A test which satisfies the criteria is the Kolmogorov-Smirnov

(K28) test.11 The technique is based on the principle that one expects

the cumulated frequency distributions of two samples to be similar if

they are random samples drawn from the same population. The test

takes advantage of the situation in which there can be some logical

ordering of intervals so that the profiles of the frequency distribu-

tions can be compared. In.this application, the logical ordering of

intervals is c1ear--the 36 sequential time intervals throughout the

observation period (Table 17).12 The two profiles are represented by:

(1) the actual distribution, where each entry in the list is a fre-

quency (in minutes) for the major activity performed during a given

time interval and (2) the predicted distribution, where each entry

represents a frequency (in minutes) for the same activity recorded

in the actual distribution. If a predicted activity is different from

the actual, or observed, activity during the same time interval, then

 

11The method of construction and relative advantage of this

statistic may be indicated most clearly for the data presegted in

Table 17, where the minimum frequency restriction of the X test made

that test inappropriate. For additional information pertaining to

the KrS test, see: Hubert M. Blalock, Social Statistics (New York:

McGraw-Hill Book Co., 1960), pp. 203-206.

121a order to assess the goodness-of—fit between the actual

and predicted time series, the 72 lS-minute time intervals were con-

densed into a sequence of 36 30-minute intervals. Thus, interval 1

represents the time period 6:00-6:29 a.m., interval 2--the time period

6:30-6:59 a.m., through interval 36--the time period 11:30-11:59 p.m.
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TABLE 17.

ACTUAL AND PREDICTED ACTIVITY SEQUENCES

 

 

 

 

Actual Predicted

Time

Interval Frequency Proportion Cum. Frequency Proportion Cum. Difference

1 30 .0365 .036 30 .051 .051 .015

2 30 .036 .072 30 .051 .102 .030

3 30 .036 .108 30 .051 .153 .045

4 22 .027 .135 30 .051 .204 .069

5 12 .015 .150 0 .000 .204 .054

6 10 .012 .162 24 .041 .245 .083

7 30 .036 .198 17 .029 .274 .076

8 24 .029 .227 0 .000 .274 .047

9 30 .036 .263 12 .021 .295 .032

10 30 .036 .299 30 .051 .346 .047

11 12 .015 .314 5 .009 .355 .041

12 18 .022 .336 20 .035 .390 .054

13 20 .024 .360 0 .000 .390 .030

14 16 .019 .379 0 .000 .390 .011

15 22 .027 .406 0 .000 .390 .016

16 30 .036 .442 15 .026 .416 .026

17 25 .030 .478 4 .007 .423 .055

18 10 .012 .490 23 .040 .463 .027

19 14 .017 .507 0 .000 .463 .044

20 25 .030 .537 0 .000 .463 .074

21 30 .036 .573 17 .029 .492 .081

22 15 .018 .591 30 .051 .543 .048

23 23 .028 .619 8 .014 .557 .062

24 30 .036 .655 12 .021 .578 .077

25 30 .036 .691 0 .000 .578 .113*

26 21 .025 .716 22 .038 .676 .040

27 14 .017 .733 30 .051 .667 .066

28 30 .036 ’ .769 30 .051 .718 .051

29 30 .036 .805 30 .051 .769 .036

30 15 .018 .823 30 .051 .820 .003

31 14 .017 .840 0 .000 .820 .020

32 21 .025 .865 0 .000 .820 .045

33 30 .036 .901 30 .051 .871 .030

34 27 .033 .937 11 .019 .890 .047

35 30 .036 .973 30 .051 .941 .032

36 30 .036 1.000 30 .051 1.000 .000

NA- 830 NP- 580 D - .113

xz- 17.433
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the actual duration is recorded while the predicted duration is

denoted by a zero frequency (Table 17).13

Once both sets of data are ordered in an internally logical

sequence (Table 17), each frequency is then expressed as a proportion

of N, which in the case of the actual (A) distribution, NA = 830, and

in the case of the predicted (P) distribution, NP - 580.14 The pro-

portions are then accumulated. Finally, the absolute values of the

differences between the accumulated prOportions for each row are

calculated. The largest of these is designated D and, in the example

of the first member of pattern group I, this is 0.113 (interval 25 in

Table 17).

When the samples, NA and NP’ are large and unequal in size, a

significance test which pools the two sample sizes must be employed.

This test makes use of the fact that the sampling distribufion of D I

can be transformed into the chi-square (X2) distribution as follows:

N N

2_A_Ii_ (5.2)

“8+ NP

X I 4 D

where the degrees of freedom associated with chi-square are two.15

 

13As an example, see interval 15 in Table 17. The observed

activity which occupied the majority of time (22 minutes) during this

interval is "eating." However, the predicted activity for the same

time interval was "study consultation" for a duration of 18 minutes.

Since the activity of eating was not predicted to occur for any dura-

tion during the time interval, a zero frequency registers in the

predicted time interval. This means, therefore, that no amount of

activity overlap, or correspondence, exists between the observed and

the predicted.

14As would be expected, the sizes of NA and NP vary among

individuals as well as between pattern groups.

15Blalock, op. cit., p. 205.
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In the example for one member of pattern group I (Table 17),

the maximum difference (D) value is 0.113. The chi-square which

results from substituting the value for D in expression 5.2, is

17.438. In consulting the chi-square distribution, it is found that

for two degrees of freedom the value 9.21 corresponds to the .01

level. This means that if the null hypothesis were actually true,

a chi-square this large or larger would result by chance less than

one percent of the time. Since a chi-square of 17.438 was obtained,

the null hypothesis must be rejected. That hypothesis stated that

there is no significant difference between the actual and predicted

activity sequences. Since the chi-square value for the individual

represented in Table 17 was larger than the critical value of X2 at

the 99 percent confidence level, the null hypothesis must be rejected,

meaning that patterned variations do exist between the actual and pre-

dicted sequences of activity. Hence, it must be inferred that the

simulation model, based on the time-space mechanics of constraints,

does not accurately predict the observed time-space behavior of the

first member of pattern group I (Table 17).

The decision to accept or reject the research hypothesis based

solely on the results of one experiment is quite obviously incomplete.

Rather, the K-S test must be applied to all experiments of a simula-

tion run. Once the differences between the actual and predicted

activity sequences are computed, the maximum difference statistic (0)

may be calculated for each individual in a pattern group. The D and

the X2 statistics are given in Appendix G for members in each of the

two pattern groups.

0f the 68 experiments conducted for pattern group I, only the

predicted results for two individuals were significant at the .01
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level. This means that for all but three percent of the experiments,

the null hypothesis was rejected. Rejecting the null hypothesis

infers that the majority of actual and predicted activity sequences

were significantly different. These results relate specifically to

the ability of the simulation model to predict activities and their

sequencing.

In looking at the ability of the model to predict activity loca-

tions and their sequence, the results are slightly improved (Appendix

G). For all but five experiments, the null hypothesis was rejected,

meaning that significant variations exist between the actual and the

predicted sequences of activity locations.

Table 18 gives the overall X2 statistics for pattern group I.

Since both chi-square values exceed the critical value of X2 at the

99 percent confidence level, the null hypothesis must be rejected.

Thus, for the majority of experiments, actual and predicted locational

sequences are dissimilar.

A total of twenty-five experiments resulted from the second simu-

lation run. The results are slightly more significant. For eight

percent of the experiments, the null hypothesis was accepted, suggesting

that the predicted types, durations, and sequencing of activity closely

approximated those originally recorded in the time-space budgets.

When looking at the aggregate result for group II (Table 18), however,

the null hypothesis must be rejected since the departures of the pre-

dicted from the observed activity sequences are too great to have

occurred by chance.

A second means for evaluating the model's results is to inspect

the predicted sequences of activity location (Appendix G), which
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TABLE 18.

CHI-SQUARE STATISTICS FOR PATTERN GROUPS

 

PATTERN GROUP I

 

 

 

 

2

D NA NP X

Activity Sequences .244 876.8 529.4 78.542

Locational Sequences .207 933.6 721.3 69.710

PATTERN GROUP II

2

D NA NP X

Activity Sequences .191 797.2 7462.9 42.743

Locational Sequences .122 958.0 776.4 25.521

 

 

incorporates type of location, time-stay at a particular place, and

sequencing of movements from one location to another. Sixteen per-

cent of the experiments for group 11 predicted locational sequences

which were not significantly different from the actual patterns. In

fact, there were additional chi-square statistics that hovered about

the critical value of X2. Although the actual and predicted loca-

tional sequences in these instances were significantly different

statistically, the closeness of the results suggests that they should

not be totally discounted.

Table 18 gives the overall X2 statistics for pattern group 11.

As was the case for group I, both chi-square values exceed their res-

pective critical value at the 99 percent confidence level. Therefore,
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the null hypothesis must again be rejected because the deviations of

the predicted from the observed locational sequences for group II are

too great to have occurred by chance.

Since the model is unable to accurately predict the observed time-

space paths of individuals, it is necessary to examine the weaknesses

of the model. How accurate is the model in estimating activities for

episodes having differing levels of commitment? Table 19 summarizes

the number of correct activity assignments for episodes ranging from

planned to totally unexpected. The best rates of prediction occur for

those activities which are planned while the poorest predictability

is associated with activities which have not been planned in advance.

More specifically, those activities which are either routine or planned

in advance with others obtain the best rates of prediction for both

TABLE 19.

SIMULATED ACTIVITY ASSIGNMENTS BY LEVELS OF COMMITMENT

 

 

 

 

 

 

(Observed) (Simulated) Prediction

Actual No. Correct Activity Rate

GROUP 1: of Episodes Assignments (2)

Arranged with Others 658 321 ‘ 48.8

Planned Independently 583 206 35.3

Routine 744 413 55.5

Unexpected 236 67 28.4

GROUP II:

.Arranged with Others 240 115 47.9

Planned Independently 186 81 43.5

Routine 281 166 - 59.1

Unexpected 124 40 32.3 
L :E

‘1 I 
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simulation runs. It is important to note that activities having these

types of commitment (Figures 30 and 31) are also the activities having

the greatest fixity in terms of activity choice, timing, and location

(Figures 28 and 29).

The preceding observation raises the question, how accurate is the

model in estimating activities for episodes having not only different

levels of commitment, but also different degrees of constraint? Table

20 presents information pertaining to the various combinations of

commitment and constraint, ranging from planned activities fixed in

both time and space to unplanned activities having a low degree of

constraint. Column A of Table 20 gives the sum of all observed acti-

vity durations common to a particular category. The values of 3

indicate the average amount of time a member of group I engages in

activities having a given combination of commitment and constraint.

The final column of percentages indicate the relative proportion of

time devoted to activities in each of the six categories.

In the second part of Table 20, the values under P represent the

sum of all predicted activity durations for each category while 5

values indicate the predicted average amount of time group I members

perform activities having the various commitment and constraint

characteristics. Finally, percentage values describe the simulated

amount of time devoted to activities in each of the six categories.

The data in Table 20 were subjected to a K-S test in order to

determine whether any significant difference exists between the actual

and predicted sequenced activity durations as classified by degree of

commitment and level of constraint. The null hypothesis states that

there is no significant difference between the observed and simulated
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patterns. The X2 value obtained as a result of the K-8 test is

19.890. This value clearly exceeds the critical value for X2 at the

.01 level indicating that for group I there exists a significant dif-

ference between the actual and predicted sequenced activity durations.

Again, the model falls short in estimating activities, including type,

sequence, and duration, based upon activity commitment and time—space

constraints.

Despite the rejection of the null hypothesis, valuable information

may be drawn from the data contained in Table 20 pertaining to the

operation of the model. Episodes having the highest ratings of com-

mitment and time-space fixity attain the best prediction rates. That

is, categories having the highest ratings of fixity and commitment

also have the smallest difference between the actual and predicted

sequenced activity durations. This suggests that the model is better

able to determine the choice, duration, and location of activities to

which individuals are highly committed and which are highly constrained

in time and space. Alternatively, activities which are unexpected and

have low ratings with respect to activity choice, timing, and location

fixities, obtain the maximum difference between actual and simulated

patterns.

Similar trends may be observed in the tabulation of data for group

II (Table 21). The null hypothesis which states that no significant

difference exists between the observed and simulated sequenced activity

durations for group II, must also be rejected as the X2 value exceeds

the critical limit at the .01 level. However, the best prediction

rates are associated with activities having a high level of constraint

(i.e., activities fixed in time and space) which are either planned or

routine.
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For both groups, the smallest differences between the actual and

predicted activity sequences correspond to episodes having the highest

ratings of fixity and commitment. This observation suggests that the

model is better able to estimate the type of activity, its timing,

and location for time periods which are considered activity pegs and

fixes than for others having a less constraining effect. When the

sequenced activity durations, both actual and simulated, are classi-

fied by activity pegs, activity fixes, and all others, as in Table 22,

the relationship becomes clearer.

In Table 22 the actual values represent the total amount of time

devoted to activities which are considered as pegs, fixes, and all

others. The predicted values represent the total amount of time

(sequenced activity durations) for which the model was able to accu-

rately match, or predict, the observed activity, timing, and location.

Those points around which one's day is thought to be organized, the

pegs and fixes, obtain the best prediction rates in contrast with all

other activities having differing levels of subjective constraint.

Comparatively, the model better estimates the activity, timing, and

location parameters for the second group.. This is perhaps partially

understood by its smaller size. The smaller the group size the greater

the probability of accuratelyestimating the parameters.

The simulation model, based upon the interrelationships between

activity commitment and time—space constraints, is not capable of

estimating with a high degree of precision the observed daily sequences

of activity and location. However, those particular segments of the

day to which members of both groups are highly committed and involve

a considerable degree of fixity are more accurately predicted than others.
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TABLE 22.

MODEL PERFORMANCE BY CATEGORIES OF

TIME-SPACE CONSTRAINT

 

 

 

 

 

 

 

 

a. GROUP I

CATEGORIES OF _ - _

TIME-SPACE CONSTRAINT A a 2 P p z

Pegs 7756 114 13.01 5778 85 15.99

Fixes 11910 175 19.94 '8302 122 22.99

All Others 40051 589 67.05 22037 324 61.01

GROUP I 59717 878 100.00 36117 531 100.00

b. GROUP II

CATEGORIES 0F _ _

TIME-SPACE CONSTRAINT A a 2 P p z

Pegs 3197 128 16.09 i 2071 83 17.81

Fixes 5411 217 27.05 4317 172 37.08

A11 Others 11326 453 56.86 5206 208 44.74

GROUP II 19934 797 100.00 11594 463 100.00

 

 

*

Categories of time-space constraint are the same as those

defined in footnote 6.

At a disaggregated level, this trend in model prediction may be

observed in the time-space paths of individuals. Figure 38 displays

the actual and simulated time-space paths for selected members of

group 1.16 Each diagram incorporates the dimensions of activity

 

16The individual experiments graphically represented in Figures

38 and 39 are those whose amount of correctly simulated activity time,

in the first case, approximate the mean of a group and, in the second

case, fall one standard deviation below the mean. The examples are

intended to show the problems of matching the simulated with the

observed time-space paths.
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FIGURE 38. TIME-SPACE DIAGRAMS FOR PATTERN GROUP I
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(where the primary categories are given at the bottom), time, and

location (where codes of activity location are given to the right).

The extent of matching, or overlap, of the actual and simulated paths

is given to the right of each diagram.

It is evident for the individual paths portrayed in Figure 38

that the greater the time distance from activity pegs or fixes, the

greater the inability of the model to accurately simulate the char-

acteristics of activity. However, those time periods which are

designated as an activity peg or fix obtain a considerable degree of

overlap, or matching, between the actual and the predicted. In

addition, the simulated activity locations for pegs and fixes corres-

pond, more often than not, to the observed locations. One noticeable

difficulty in the simulated results pertains to the estimation of

travel times between activity locations. Poor correspondence exists

between the actual and predicted locational sequences with respect to

travel times (see also Figure 40).17

While the time-space paths for group II (Figure 39) are quite

different from group I in terms of activities performed, a similar

relationship exists between prediction rates and activity pegs and

fixes. Those time periods during the day for which fixity ratings

 

17For many changes between simulated activity locations (see

predicted locational sequences in Figures 38 and 39), no intervening

travel time is recorded. In many cases the problem is with the method

for recording a major activity during a time interval. For instance,

if travel within a given interval had a duration of only five minutes,

then it is unlikely that travel would be recorded as the major acti-

vity and, thus, would not appear on the diagram. This technical prob-

lem, however, may not be that critical since Figure 40 shows that

simulated travel times are seriously underestimated when compared with

the observed travel times (Figure 32) throughout the observation period.

t
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are highest obtain the greatest degree of correspondence between the.

actual and predicted activity and location characteristics. Those

episodes which have lower fixity ratings consistently have poorer

matching of the simulated with the observed. Once again, the examples

shown in Figure 39 point out the inability of the model to cope with

travel time estimation. The problem of accurately predicting travel

between activity locations is also evident in the aggregate results

for both groups (Figure 40).

Research Hypothesis

The central research hypothesis of this investigation is that the

critical determinant of the structure of a person's day, given environ-

mental forces (i.e., the objective constraints), is the extent to which

one feels constrained relative to certain activities, times, and loca-

tions. A methodology has been formulated which is built around the

idea that subjective constraints are the critical determinants of one's

behavior in time and space. The vehicle used-to examine this hypothesis

is that of simulation. Thus, an attempt has been made to simulate

the unknown variables, the timing, sequencing, and location of acti-

vities, in terms of the parameters or known variables, the subjective

constraints.

The findings from the modelling experiments demonstrate that the

subjective constraints acting on the choice, timing, and location of

activities are modestly important in attempting to understand the

formation of activity sequences and the paths people follow through

time and space. The statistical results of the model's output suggest

that they are not as significant as they were hypothesized to be.
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Based upon these tests of validation, the research hypothesis must

be rejected. The rejection infers that subjective constraints alone

are not the critical determinants which structure time-space paths

at a daily scale.

It is the conclusion of this researcher that the limitations of

the methodology rest mainly with the conceptualization of constraints

in relation to the phenomena to be explained-~the structuring of daily

behavior in time-space. Necessary but simplifying assumptions were

made as part of the modelling strategy that precluded a more direct

concern for the objective constraints. This set of constraints

includes the peculiarities of the environment in which action takes

place. Objective constraints also vary from person to person in the

form of available transport media. These differentials in transport

modes for overcoming distances in time-space were not directly

addressed. The distinction of subjective from objective constraints

was designed to simplify the research problem and to facilitate the

investigation. I

The divorce of the two categories of constraint is not altogether

realistic. As was suggested earlier, constraints circumscribe man's

actions. In support of the chosen research methodology, it was stated

that choices of activity can only be realized within the context of

constraints. Therefore, the investigation of constraints, or negative

determinants, might prove to be a more fruitful line of research than

the focus on positive factors that lead to activity choices. This con-

tention is still held. However, as a result of this investigation it

is concluded that subjective constraints can only be understood in the

context of objective constraints. In any further research dealing with
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the structuring of time-space paths, it is recommended that the two

categories of constraint remain distinct but not divorced from one

another in the analysis.

Some specific comments must be made with regard to the value of

the computer simulation model. Simulation has been employed as a

descriptive technique and not a predictive one. The simulation model

was developed in order to answer the question-~to what extent are

subjective constraints descriptive of one's behavior in time-space?

Relying upon Mbnte Carlo procedures, the simulation generates time-

space paths of individuals which describe the choices, timing, and

location of activity. Mbreover, it permits a degree of random varia-

tion to represent the uncertainty in man's actions. Monte Carlo

simulation is not a powerful explanatory technique, but its simplicity,

its heuristic value, and its dynamic nature have made it extremely

useful in exploring the research hypothesis. Furthermore, simulation

procedures are necessary in that the highly complex processes in ques-

tion preclude purely analytical solutions.

The results of the simulation experiments suggest that we cannot

reproduce the complexities of daily behavior, seen as an unbroken

sequence of actions in time and space, solely on the basis of subjective

constraints. However, the model is capable of rather accurately des-

cribing the type of activity chosen, its timing and location for certain

periods of the day which are considered to have the most constraining

effect. .Thus, activity pegs, those points around which much of the

remainder of the day was organized, were most accurately described by

the model. Activities having high subjective fixity ratings were also

rather accurately described by the model. These are generally acti-
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vities in which the individuals had little or no choice in their timing,

duration, and location. In fact, a relationship has evolved suggesting

that the more constrained the event, in terms of commitment and time-

space fixity, the better the model's estimation of the activity per-

formed at that time as well as its sequence and location.

As with the use of most simulation models, more problems arise

than can be solved. First, the problem of matching the two major

dimensions of the model--the subjective fixes and the objective des-

criptions (i.e., activity choice, timing, and 1ocation)--require

much more thought and investigation. It is central to the present

methodology that what people feel to be the major constraints upon

their days should be input first and the simulation of the rest of

the day built up around these. But the actual manner in which they

are assigned activities, times, and locations is highly problematic.

This is primarily because the way in which an episode may be regarded

as constraining differs from occasion to occasion. Sometimes a con-

straint is felt relative to a particular activity (e.g., a person

could not have performed this activity at any other time) and some-

times it is felt to be totally independent of the activity performed

(e.g., a person could not have been elsewhere at that time). At

other times a constraint is felt relative to a particular activity

location (e.g., a person could not have performed this activity at

any other place) while at many times it is felt to be totally inde-

pendent of spatial location (e.g., a person could have been elsewhere

at the same time). To deal with all types of constraint in exactly the

same way seems somewhat unrealistic.

Further, even when fixes have been established, there remains the
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problem of simulating around them. This involves specifying the man-

ner in which they affect preceding and subsequent activities. The

model has proven to be particularly weak in this regard since it was

observed that time periods with lower fixity ratings had the poorest

prediction rates.

Perhaps the most glaring weakness of the model is its inability

to cope with travel episodes. Spatial locations are only treated

implicitly by the model. That.is to say, exact geographical locations

of activity recorded in the time-space budgets were grouped into

categories of activity locations (Appendix C), for instance, work-

place, one's own residence, somebody else's residence, etc. As a

result, distance between activity locations was measured by the

surrogate variable--trip length (i.e., travel time). Geographical

distance and direction of movement were not treated explicitly due

to the simplifying assumptions of the model.

These and many more difficulties will have to be remedied before

a full-fledged simulation can be fully operationalized.



CHAPTER 6

SUMMARY AND CONCLUSIONS: RETROSPECT AND PROSPECT

The principal aim of this research has been to develop a methodology

for investigating how individuals' decisions about their time-space

behavior interrelate. What determines where, when, for how long, and in

what sequence activities are.performed? In attempting to understand

more clearly the structuring of everyday behavior this research adapted

a methodology based on the time-space mechanics of constraints.

SUMMARY

Conceptually, the behavior, or activities, of an individual can

be viewed as a series of discrete episodes occurring in a sequence

through some specified period of time. These episodes have meaning at

different temporal and spatial scales. Those that relate to a day's

activities, such as work, housekeeping, or eating, were chosen for

investigation. Events in the daily sequence are seen to possess an

essential order in the sense that certain types of events occur in

fairly predictable cycles or routines and take place in a space of

fairly predictable locus. Activities, therefore, occur in a time-space

continuum: there are temporal regularities inherent in spatial regu-

larities, and temporal rhythms obviously vary over space.

Two general approaches to the study of time-space behavior were

considered. One orientation, the more common in geographical litera-

ture, focuses on choices of activity that are manifest in behavior.

272
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A second approach, and the one chosen for this research, focuses on the

constraints which circumscribe man's actions. Since choices of acti-

vity can only be realized within the cOntext of constraints, the second

approach is more general and more likely to lead to a discovery of how

the decisions regarding one's time-space behavior interrelate.

Two broad groups of constraint were identified. First, objective.

constraints are those which are imposed by the environment. These con-

straints tend to shape the "niches" of possible action open to an

individual. The pattern of niches formed by objective constraints

describes a map of potential events. These potential events can be

more narrowly defined by a second group, the subjective constraints,

which are to a great extent self-imposed. Such constraints arise as a

result of the individual's social and physical environment. Thus,

a given environmental situation is subjectively perceived by different

people as constraining choice to varying degrees. Although the unique-

ness of the environmental context is important, the individual's reaction

to it is crucial. Any situation to which an individual reacts has at

least three dimensions: a temporal position, a location in space, and

a potential activities set. These dimensions interact to produce a

feeling of constraint upon the individual.

One's evaluation of the way in which these dimensions interrelate

is complex. But as a result of the priorities and constraints per-

ceived by an individual, any activity has a subjective fixity rating

associated with it. The subjective fixity rating is defined by the

degree of commitment to the activity and-the extent to which it is con-

strained in time and space. It is thought that an individual schedules

a variable proportion of his day according to these ratings of fixity,
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in order to facilitate synchronization of activities and movement in

time and space.- Although much of the scheduling process is undoubtedly

routine, the ordering of more complicated, unfamiliar, or crowded com-

binations of activities is objectively calculated. Activities to

which the individual is strongly committed and which are space- and

time-fixed tend to act as points around which the ordering of activities,

according to their flexibility, are scheduled.

The major research hypothesis is that the critical determinant of

the structure of a person's day, given environmental forces (i.e.,

objective constraints), is the extent to which one feels constrained

relative to certain activities, times, and locations. The term structure

is interpreted to mean not only the types and sequences of activities,

but also their location and duration.'

In order to adequately test this hypotheSis it was first necessary

to isolate a sample population and to develop survey instruments for

obtaining the needed data. The sample population was drawn from the

faculty, staff, and student populations of Michigan State University,

located in East Lansing, Michigan. A systematic random sample, strati—

fied by university affiliation, resulted in a target survey population

of 200 persons, of which there were 138 respondents.

In order to study the time-space mechanics of constraints operating

on the formation of activity sequences, attention must be focused on

the paths, or behavior, of the individual through time-space. The

instrument chosen for collecting this type of information is the time-

space budget. The time-space budget, which is very central to this

research, incorporates the sequence, linkage, timing, duration, and

frequency of activities, as well as the spatial and temporal coordinates
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of one's behavior. Time-space budgets focus on two related aspects:

people's overt behavior and the perceptions of their physical and social

environment. The time-space budget can, therefore, record spatial

behavior (moving and stationary), and it can be indirectly related to

environmental perceptions (via questionnaire techniques) as these

interact with overt activities.

Perhaps the primary attribute of time-space budgets is that they

record behavior patterns which are not directly observable due to their

spatial and temporal extent. Furthermore, this method of activity

accounting is unique in that, as far as their activities for the sampled

time span are concerned, individuals are treated as totalities, and the

entire sequence or pattern of activities can be analyzed. The time-

space budget, when carefully completed, makes available data which

describe the behavior of an individual as a sequence of unbroken actions

in time-space. This does not mean that the activity sequences are fully

explained as understood by the persons who create them, but at least

the totality is there for examination.

Based upon the conceptualization of constraints, a simulation

methodology was developed in order to define the time-space mechanics

of constraints which are thought to rule how individual paths are

channeled, diverted, or even routinized. It was hoped that such an

approach would shed light on how decisions about one's time-space

behavior interrelate. At this stage of research into the organization

of daily behavior, a negative determinants approach was considered to

be the safest and, perhaps, most productive.

As a first step toward the goal of developing a simulation model,

an attempt was made to isolate that behavior which demonstrates recur-
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rent patterns in time-space. Hence, a preliminary hypothesis regarding

the principle of consistency in human behavior was tested using a

sample of time-space diaries. The claim was made that the concept of

pattern could be meaningfully applied to any set, or sub-group, of

time-space budgets and that this pattern is partly defined by the

sequence in which activities are performed. A second assumption of

the consistency hypothesis stated that the amount of time a person

devotes to an activity follows a pattern over sub-groups of individuals

just as much as does the position it occupies in that person's sequence.

Such simple patterns of activity are necessary conditions for the

development of a simulation model.

In order to test this hypothesis, an algorithm was devised which

groups individuals on the basis of the amount of time which they spend

on different activities and the order in which they are performed. The

algorithm focuses on those points in an individual's sequence where the

activity performed is the same as that performed by another individual.

Consequently, it was possible to sum this total "overlap time" over

individuals. The total overlap time was the linking index used for

grouping; the greater the overlap time, the greater the similarity in

behavior patterns. The algorithm decomposed the sample population into

groups based upon the sequential behavior patterns of individuals.

The groups maximize within-group similarities and between-group differ-

entials. Three distinct groups emerged as a result of the grouping of

time-space budgets. Therefore, the hypothesis dealing with the con-

sistency of behavior patterns was accepted. Patterned variations do

exist between subgroups of the university population, where the concept

of pattern is construed in terms of sequence and duration of daily
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activities.

As a result of the grouping analysis, it was discovered that "typi—

cal" workdays encompassed a variety of forms. But two clearly discern-

able archetypes were the highly structured day (Group II) normally in-

cluding numerous work and social commitments, and a more loosely

structured day (Group I), spent largely at one's residence and involving

non-formalized work, leisure, and routine activities. When looking

more closely atthe patterns which emerged, especially as people

described the priorities and constraints which they associated with the

individual episodes in their days, it was learned that basically three

levels of commitment could be related to normal work activities. First,

there were formalized work episodes-~classes, seminars, committee

meetings, and staff duties--which were regarded as by far the most

important fixing or structuring events, both with respect to specific

locations and particular times of day. Next came less formalized

work phases of longer duration and not normally involving interaction.

They were only regarded as shaping the respondent's day in the sense

that they were often tied to particular times, but flexible as to loca-

tion. It seemed reasonable to conclude that they were fixed to certain

times largely because they were related to future deadlines (e.g.,

preparing reports, assignments, or lectures). Finally, there were

threshold activities which appeared to mark the end of the working day--

for instance, in the afternoon an increase in loosely structured

activity was still classified as work by the majority.

Leisure activities were of two dominant forms. On the one hand,

there were the special occasions such as social events which were

arranged in advance with others and involved a fairly high degree of
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perceived constraint. Alternatively, there were the unplanned time-

filling episodes. Two major types of punctuating activities were also

evident. These were short in duration and normally peripheral to the

major features of behavioral sequences. First, there were routine

(personal) and domestic chores which were not felt to be of structuring

significance, but were comonly considered as tied to particular loca-

tions. Second, shapping activities, for some, were also punctuations.

They were normally short and undertaken by many on the way home from

work or classes in the evening.

Patterns of behavior, insofar as they relate to the structuring

importance of certain perceived constraints, are revealed at least as

significantly through the sequences of activity which people perform,

as through the amount of time people devote to them. In the algorithm

used, individuals were grouped together not only on the basis of the

activities performed, but also on the basis of the order, or sequence,

in which they were undertaken. The analytic approach permitted the

identification of different groups of activity sequences nested within

the basic diurnal cycle. Not surprisingly, the basic waking—sleeping

and mealtime-to-mealtime cycles were found to be of overriding impor-

tance in dictating the overall structure of the day. However, within,

and to some extent independent of, this structure certain other impor-

tant sequence patterns were found. Two of these are of particular

interest in that they indicate how key episodes-ewhether formalized

work, social events, or routine activities-~are integrated into the

overall structure of the day. First, if they are important work acti-

vities it is often the case, as suggested in Chapter 4, that they are

immediately preceded by other work activities which involve preparation
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for the major event. Second, the important fixes are dispersed through-

out the working hours. A typically important activity, tied to a par-

ticular time and place gives way to less important social or routine

behavior which is also place-fixed, simply because it follows an acti-

vity that was fixed with respect to location. This, in turn, leads to

even more relaxed behavior, often merely passing time, which precedes

the build-up toward the next major fix in the day. This build-up, just

as the previous decline, involves activity tied to the location of the

forthcoming event, but otherwise relatively unimportant. The pattern

is one of oscillation (Figure 33). Thus, the working day, for members

of the university population at least, may be considered as a process

which oscillates between active committed high priority phases and

passive uncommitted low priority ones.

Can activities and their timing and location be associated with

this oscillating pattern of commitment and time-space constraints

throughout the day? This is the question that the simulation model

addresses. In conjunction with this problem it was hypothesized that

time-space constraints and levels of activity commdtment are the critir

cal determinants of behavior, or activity sequences, in time-space.

This hypothesis derives from the studies of Hagerstrand who suggests

that people's consumption of time and space is largely fixed and routin-

ized. In practice most people have little choice about where or when

they sleep, eat, work, or relax--at least from a day-to-day perspective.

Therefore, Hagerstrand suggests that human activity may best be under-

stood in terms of the constraints rather than the incentives of aeti-

vity. This research in general, and the simulation methodology in

particular, are seen as extensions of Hagerstrand's basic model. In
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lieu of Hagerstrand's fixed-unfixed dichotomy of activity, this research

has envisaged the individual's day as an integrated function of a more

extensive range of flexibility, defined by one's level of commitment

to each activity and by the time and space constraints to which one

feels subject. This information which was collected in the time-space

budgets is only descriptive of the constraints people experience.

Nevertheless, it was used as the base information of the simulation

model.

Given the data pertaining to levels of commitment and time-space

constraints for all activities, the model attempts to simulate, in

an integrated sense, the daily behavior of a given individual. The

unknowns, or the simuland, includes the types of activity performed

as well as their timing, duration, and locations.

The simulation performed reasonably well in estimating the acti-

vities to be associated with periods of high commitment and constraint.

But the model failed in its ability to accurately estimate activity

sequences over the day as a whole and for periods of low commitment

and constraint in particular. The inability of the model to simulate

daily behavior applies not only to the estimation of activities and

transitions between activities, but also to the accurate description

of their location in time and space. Thus, it was concluded that

subjective constraints alone are not the critical determinants of

time-space behavior at the daily scale.

CONCLUSIONS: RETROSPECT AND PROSPECT

In retrospect, several conclusions can be drawn as a result of

this research. First, the data for the research came from the members
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of one institution, a university, in a sizeable metropolitan area. In

many ways this might be expected to be a highly unique sample since

those affiliated with a university are generally thought to have a

greater degree of freedom governing their days than the majority of

the working population. The variation between individuals in the ways

they structure their days would be expected to be much larger than

within other homogeneous groups of working people. However, clearly

defined patterns of behavior among this group emerged which suggests

that peOple, through habit, structure their days in a standardized

form regardless of the lack of direct constraints. One general con-

clusion resulting from the analysis of these behavior pattern groups

is that the sequence of a day's activities is "pegged" around key

structuring episodes (e.g., work, eating, studying, etc.) that are

interspersed with relaxed forms of behavior which serve to give the

day's events balance and continuity.

The principal aim of the present inquiry has been to deve10p a

methodology for investigating how an individual's decisions about

his time-space behavior interrelate. The approach adopted was based

on the time-space mechanics of constraints. More specifically, the

methodology is founded on the premise that subjective constraints

determine the structuring of paths of behavior in time-space. The

adequacy of the methodology has been evaluated on its ability to

replicate observed behavior. As a result of the simulation experiments,

the methodology has been judged to be inadequate.

The findings of the modelling experiments demonstrate that the

subjective constraints acting on the choice, timing, and location of

activities do not accurately describe the activity sequences, or paths,
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people follow in time-space. The statistical results of the model's

output indicate that they are not as significant as they were hypo-

thesized to be. These results cast doubt on the validity of the

research methodology and modelling strategy. Hence, it must be con-

cluded that subjective constraints alone are not the critical deter-

minants which structure time-space paths at a daily scale.

Another conclusion of this research is that the limitations of the

methodology are due primarily to the conceptualization of constraints.

Necessary but simplifying assumptions of the mOdelling strategy de-

emphasized the role of objective constraints. In fact, it was the

aspiration of the research methodology to develOp general rules con-

cerning the formation of activity sequences in time-space regardless

of the peculiarities of the environment in which behavior was observed.

That is, can we develop general rules of time—space constraints which

underlie behavior patterns, irrespective of the particular environment

in which the behavior has been observed? As a result of the research

effort, this goal is still a distant one.

Observed behavior is partly determined by the structure of the

environment in which it occurs. Therefore, the set of objective con-

straints describe the peculiarities of the environment in which action

takes place. Although the distinction of subjective from objective

constraints was designed to simplify the research problem and to

facilitate the investigation, the divorce of the two categories is not

altogether realistic.

In support of the chosen research methodology, it was stated

earlier that choices of activity, with its temporal and spatial rami-

fications, can only be realized within the context of subjective con-
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straints. In light of the research results, the idea is now advanced

that subjective constraints can only be understood in the context of

objective constraints. Thus, in future research which explores the

structuring of time—space paths, it is recommended that the two cate-

gories of constraint remain distinct but not divorced from one

another in the conceptualization.

One suggestion made in this paper is that the most fruitful course

for the development of a time-space framework in geography is to try

as simply and rigorously as possible to devise conceptualizations and

methods of basic calculation before going on to the greater complexities

of large-scale empirical applications. However, a considerable amount

of methodological and empirical research will have to be conducted in

order to better develop a model for describing the relationship between

objective and subjective constraints and time~$pace paths of individuals.

Before doing so, at least three problem areas which have arisen as a

result of this research need to be resolved.

The first problem area relates to the way we organize our data in

geographical analysis. We must have a minimum of spatial and temporal

precision in the location of our data. The time-space budget is only a

means toward this end; without a well organized time-geographic infor-

mation system the data resulting from the budgets will be of limited

value. As far as the time dimension is concerned, a useful conventional

system of reference based on solar or astronomic time (e.g., days and

years) exists. By contrast, when it comes to space, we have to cope

with regions of all sorts of odd sizes and shapes, which is quite

problematic.

A solution to this problem has been suggested and described by
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Hagerstrand, and is based on a co-ordinate square grid system covering

a whole country.1 It provides for a regular and standardized framework

suited to all kinds of localized data regarding population, activities

and different social, economic, and natural variables. The adoption of

a co-ordinate grid system would allow for data organization at various

spatial scales from a micro-scale at the intra-urban level to a regional

scale, however defined. This is the type of matrix needed for

efficient handling of time-geographic information and for the identi-

fication of objective constraints.

A second problem area concerns the methods of analysis used to

investigate the research problem. Simulation has been employed as a

descriptive technique to illuminate the relationship between subjective

constraints and individual sequences of behavior in time-space. Relying

upon Mbnte Carlo procedures, the simulation has generated time-space

paths of individuals which describe the Choices, timing, and location

of activity. Admittedly, Mbnte Carlo simulation is not a powerful

explanatoryqtechnique, but its simplicity and heuristic value have made

it useful in exploring the research hypothesis. Although the model is

deemed inadequate in simulating observed behavior, this is not to sug-

gest that the modelling strategy should be totally abandoned. As a

result of the simulation experiments, additional information has been

obtained regarding the relationship between constraints and the choice,

timing, and location of activities. It is recommended that the Monte

Carlo procedures, which permit a considerable degree of random variation

 

1Torsten Hagerstrand, "The Computer and the Geographer,"

Transactions, Institute of British Geographers, 42 (1967), pp. 27-34.
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to represent the uncertainty of man's actions, be replaced by a more

systematic approach that can better accomodate the oscillating pattern

of constraints and commitment. A goal for future simulations would

be to broaden the scape of the model (e.g., better treatment of the

spatial dimension and objective constraints) while at the same time

relaxing a greater number of limiting assumptions.

A third problem area concerns the unit of analysis used in this

investigation. The research has sampled from one institution, a

university. The writer has thereby been in a position to describe the

daily routines and patterns of time—space constraint associated with

only the members of that institution. However, the study of individuals

as institution members focuses upon their lives in only one of their

roles. Every person has many roles and the logical implication is to

look at the individual in what for most is the primary reference group,

the nuclear family or household. Other important secOndary roles will

be revealed by a record of one's daily activity cycles, and the perfor-

mance of any one of these is so integrated with the performance of

others, that no one can be understood completely on its own.

Carlstein has also made suggestions regarding the unit of analysis

problem.2 His focus is at an aggregate or group level. In order to

survive, work exchange information, socialize, and so on, individuals

must continually come together in time and Space. It is not for the

geographer to take the group for granted but it should be regarded as

an assembly kit rather than as a finished product. Although most

 

2Tommy Carlstein, Regional or Spatial Sociology? Lund, Sweden:

Department of Social and Economic Geography, University of Lund, 1972.
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people wake up each morning among members of a household, the primary

group, there are still other groups in which individuals usually

participate that are still unformed as people have their breakfast.

For most people, each day is begun bymaking an investment in a time-

consuming movement before other groups take shape. In other words,

there is a cost of forming groups which is paid by other groups which

cannot be formed at the same time. The costs can be conveniently

viewed in terms of subjective and objective constraints.

For the geographer who takes movement as an integral component in

group formation, the whole set of spatial origins and destinations in-

herent in a settlement pattern becomes a very important social sub-

system. The observation explains why so much emphasis has been placed

on the concept of accessibility in geography, whether measured in time,

distance, or monetary units. In using the concept of accessibility,

geographers often look at potential group formation in the population

of an area rather than at which groups are actually formed. It

follows logically that many of the applications of geography to planning

are a matter of facilitating group formation by improving transport and

by rearranging elements in the spatial pattern. Such applications would

include planning the relative location of the origins and destinations

in space such as work places, shops, administrative offices, hospitals,

and other public facilities.

In conclusion, the methodology of time-space constraints might

better be Operationalized if the unit of analysis were adjusted to the

level of a group with attention given to potential rather than actual

group formation. What is the nature of time-space constraints that

limit the potential for group formation? What are the distributional
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impacts of public facilities on various social groups? To what extent

do perceived as well as objective constraints interact so as to actually

disrupt the activity patterns of social groups? These are just a few

examples of important questions which might be examined through an

extension of the time-space constraint methodology developed in this

research.
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APPENDIX A.

THE TIME-SPACE BUDGET DIARY*

 

*The diary presented on the following pages is only a portion

of actual diary used in the survey. In order to minimize repetion, only

the first six pages of the form are reproduced here.
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.

D
.

S
t
e
p
h
e
n
s

D
e
p
a
r
t
m
e
n
t

a
t

G
e
o
g
r
a
p
h
y

a
n
d

t
h
e

C
o
m
p
u
t
e
r

I
n
e
I
I
t
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t
e

t
o
r

S
o
c
I
a
l
S
c
I
e
n
c
e
R
e
s
e
a
r
c
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O
c
t
o
b
e
r
,

1
9
7
3

T
o

t
h
e

S
u
r
v
e
y

P
a
r
t
i
c
i
p
a
n
t
:

H
e

w
o
u
l
d

l
i
k
e

t
o

u
s
e

t
h
e

i
n
f
o
r
m
a
t
i
o
n

f
r
o
m

t
h
i
s

d
i
a
r
y

t
o

b
u
i
l
d

u
p

a
p
i
c
t
u
r
e

o
f

t
h
e

w
a
y

i
n
w
h
i
c
h

y
o
u

s
p
e
n
d

y
o
u
r

t
i
m
e

a
n
d

t
h
e

k
i
n
d

o
f

f
a
c
i
l
i
t
i
e
s

t
h
a
t

y
o
u

u
s
e

b
o
t
h

i
n

t
h
e

u
n
i
v
e
r
s
i
t
y

a
n
d

i
n

t
h
e

c
i
t
y
.

F
o
r

o
n
e

d
a
y

w
e

w
o
u
l
d

l
i
k
e

t
o

k
n
o
w
,

a
s

a
c
c
u
r
a
t
e
l
y

a
s

p
o
s
s
i
b
l
e
,

w
h
a
t

y
o
u

d
o

a
n
d

w
h
e
r
e

a
n
d

w
h
e
n

y
o
u

d
o

i
t
.

T
h
e
r
e
f
o
r
e
,

w
e

a
r
e

a
s
k
i
n
g

y
o
u

t
o

r
e
c
o
r
d

f
o
r

u
s

o
n

t
h
e

p
a
g
e
s

t
h
a
t

f
o
l
l
o
w

a
l
l

o
f

t
h
e

a
c
t
i
v
i
t
i
e
s

t
h
a
t

y
o
u

e
n
g
a
g
e

i
n

o
n

t
h
e

N
E
X
T

N
E
E
K
D
A
Y
.

f
r
o
m

t
h
e

t
i
m
e

y
o
u

g
e
t

u
p

i
n

t
h
e

m
o
r
n
i
n
g

u
n
t
i
l

t
h
e

t
i
m
e

y
o
u

g
o

t
o

b
e
d
.

I
n

a
s
e
n
s
e
,

y
o
u

w
i
l
l

b
e

k
e
e
p
i
n
g

a
d
i
a
r
y

o
f

t
h
a
t

d
a
y
'
s

a
c
t
i
v
i
t
i
e
s
.

A
l
t
h
o
u
g
h

y
o
u

m
a
y

w
a
i
t

u
n
t
i
l

t
h
e

e
n
d

o
f

t
h
e

d
a
y
,

o
r

e
v
e
n

u
n
t
i
l

t
h
e

n
e
x
t

d
a
y

t
o

c
o
m
-

p
l
e
t
e

t
h
e

d
i
a
r
y
,

w
e

w
o
u
l
d

p
r
e
f
e
r

t
h
a
t

y
o
u

f
i
l
l

t
h
i
s

o
u
t

a
s

y
o
u

d
o

t
h
e

a
c
t
i
v
i
t
i
e
s

t
h
r
o
u
g
h
o
u
t

t
h
e

d
a
y
.

T
h
e

c
o
n
t
e
n
t
s

o
f

t
h
e

i
n
d
i
v
i
d
u
a
l

d
i
a
r
i
e
s

w
i
l
l
,

o
f

c
o
u
r
s
e
,

b
e

t
r
e
a
t
e
d

c
o
n
f
i
d
e
n
t
i
a
l
l
y
.

E
a
c
h

d
i
a
r
y

i
s

i
d
e
n
t
i
f
i
e
d

b
y

a
n
u
m
b
e
r

o
n
l
y

a
n
d

t
h
e

l
i
s
t

o
f

n
a
m
e
s

o
f

t
h
o
s
e

p
a
r
t
i
c
i
p
a
t
i
n
g

w
i
l
l

b
e

d
e
s
t
r
o
y
e
d

a
s

s
o
o
n

a
s

t
h
e

s
u
r
v
e
y

i
s

c
o
m
p
l
e
t
e
.

W
e

w
o
u
l
d

l
i
k
e

t
o

t
h
a
n
k

y
e
n

f
o
r

y
o
u
r

p
a
r
t
i
c
i
p
a
t
i
o
n

i
n

t
h
e

s
u
r
-

v
e
y
.

F
o
r

a
d
d
i
t
i
o
n
a
l

i
n
f
o
r
m
a
t
i
o
n

a
b
o
u
t

t
h
i
s

s
u
r
v
e
y

o
r

t
h
e

n
a
t
u
r
e

o
f

t
h
e

r
e
s
e
a
r
c
h

f
o
r

w
h
i
c
h

t
h
e
s
e

s
u
r
v
e
y

d
a
t
a

w
i
l
l

b
e

u
s
e
d
,

p
l
e
a
s
e

c
o
n
t
a
c
t

J
o
h
n

S
t
e
p
h
e
n
s

i
n

t
h
e

D
e
p
a
r
t
m
e
n
t

o
f

G
e
o
g
r
a
p
h
y

(
M
S
U

-
3
5
5
-

4
6
4
9
)

o
r

a
t

t
h
e

C
o
m
p
u
t
e
r

I
n
s
t
i
t
u
t
e

f
o
r

S
o
c
i
a
l

S
c
i
e
n
c
e

R
e
s
e
a
r
c
h

(
M
S
U

-
3
5
3
-
9
3
6
7
)
.

A
g
a
i
n
,

t
h
a
n
k

y
o
u

f
o
r

y
o
u
r

c
o
o
p
e
r
a
t
i
o
n
.

D
i
a
r
y

I
n
s
t
r
u
c
t
i
o
n
s
'

T
o

e
x
p
l
a
i
n

h
o
w

w
e

w
o
u
l
d

l
i
k
e

y
o
u

t
o

f
i
l
l

i
n

t
h
e

d
i
a
r
y
,

h
e
r
e

a
r
e

s
o
m
e

n
o
t
e
s

a
n
d

a
n

e
x
a
m
p
l
e

s
h
o
w
i
n
g

a
t
y
p
i
c
a
l

d
a
y

a
n
d

h
o
w

i
t

s
h
o
u
l
d

b
e

r
e
c
o
r
d
e
d

i
n

t
h
e

d
i
a
r
y
:

B
e
g
i
n
n
i
n
g

a
t

t
h
e

t
i
m
e

y
o
u

g
e
t

u
p
,

e
n
t
e
r

i
n

t
h
e

l
e
f
t
-
m
o
s
t

c
o
l
u
m
n

t
h
e

t
i
m
e

a
t

w
h
i
c
h

y
o
u

s
t
a
r
t

a
n

a
c
t
i
v
i
t
y
.

I
n

t
h
e

s
e
c
o
n
d

c
o
l
u
m
n

d
e
s
c
r
i
b
e

t
h
e

a
c
t
i
v
i
t
y
.

a
n
d

i
n

t
h
e

t
h
i
r
d

c
o
l
u
m
n

e
n
t
e
r

t
h
e

l
o
c
a
-

t
i
o
n
.

I
f

y
o
u

a
r
e

e
n
t
e
r
i
n
g

t
h
e

l
o
c
a
t
i
o
n

f
o
r

a
n

a
c
t
i
v
i
t
y

a
t

a

u
n
i
v
e
r
s
i
t
y

s
i
t
e
,

p
l
e
a
s
e

e
n
t
e
r

b
o
t
h

t
h
e

n
a
m
e

o
f

t
h
e

b
u
i
l
d
i
n
g

a
n
d

a
d
e
s
c
r
i
p
t
i
o
n

o
r

n
u
m
b
e
r

o
f

t
h
e

r
o
o
m
.

F
o
r

a
l
l

o
t
h
e
r

l
o
c
a
t
i
o
n
s
,

s
i
m
p
l
y

e
n
t
e
r

t
h
e

a
d
d
r
e
s
s
.

I
f

y
o
u

a
r
e

m
o
v
i
n
g

f
r
o
m

o
n
e

p
l
a
c
e

t
o

a
n
o
t
h
e
r

p
l
e
a
s
e

i
n
d
i
c
a
t
e

h
o
w

y
o
u

t
r
a
v
e
l

(
e
.
g
.
,

w
a
l
k
i
n
g
,

b
i
c
y
c
l
e
.

c
a
r

(
d
r
i
v
e
r
)
,

c
a
r

(
p
a
s
s
a
n
g
e
r
)
,

e
t
c
.
)
.

I
n

t
h
e

f
o
u
r
t
h

a
n
d

f
i
f
t
h

c
o
l
u
m
n
s

p
l
e
a
s
e

e
n
t
e
r

t
h
e

f
o
l
l
o
w
i
n
g

i
n
f
o
r
m
a
t
i
o
n

f
o
r

e
a
c
h

a
c
t
i
v
-

i
t
y
:

i
n

c
o
l
u
m
n

f
o
u
r
-
w
h
e
t
h
c
r

o
r

n
o
t

a
n
y
o
n
e

e
l
s
e

w
a
s

w
i
t
h

y
o
u

a
t

t
h
e

t
i
m
e

o
f

t
h
e

a
c
t
i
v
i
t
y

(
e
.
g
.
,

f
r
i
e
n
d
s
.

c
o
l
l
e
a
g
u
e
s
.

c
l
a
s
s
-

m
a
t
e
s
,

r
e
l
a
t
i
v
e
s
,

e
t
c
.
)

a
n
d

i
n

c
o
l
u
m
n

f
i
v
e
-
w
h
e
t
h
e
r

o
r

n
o
t

y
o
u

w
e
r
e

d
o
i
n
g

a
n
y
t
h
i
n
g

e
l
s
e

a
t

t
h
e

s
a
m
e

t
i
m
e

o
f

t
h
e

r
e
p
o
r
t
e
d

a
c
-

t
i
v
i
t
y

(
i
f

s
o
,

p
l
e
a
s
e

d
e
s
c
r
i
b
e

t
h
a
t

a
c
t
i
v
i
t
y
)
.

P
l
e
a
s
e

d
e
s
c
r
i
b
e

y
o
u
r

a
c
t
i
v
i
t
i
e
s

i
n

a
s

m
u
c
h

d
e
t
a
i
l

a
s

p
o
s
s
i
b
l
e
.

F
o
r

e
x
a
m
p
l
e
,

w
e

w
o
u
l
d

l
i
k
e

t
o

k
n
o
w
,

w
h
e
n

y
o
u

g
o

t
o

t
h
e

l
i
b
r
a
r
y
.

i
f

y
o
u

a
r
e

t
h
e
r
e

b
e
c
a
u
s
e

y
o
u

n
e
e
d

t
o

r
e
f
e
r

t
o

p
a
r
t
i
c
u
l
a
r

b
o
o
k
s
,

o
r

i
f

y
o
u

g
o

t
h
e
r
e

s
i
m
p
l
y

t
o

r
e
a
d

a
t
h
r
i
l
l
e
r

o
r

a
s

a
p
l
a
c
e

t
o

s
p
e
n
d

h
a
l
f
-
a
n
-
h
o
u
r

b
e
f
o
r
e

y
o
u
r

n
e
x
t

c
l
a
s
s
.

P
l
e
a
s
e

u
s
e

a
s

m
a
n
y

l
i
n
e
s

a
s

y
o
u

n
e
e
d

t
o

d
e
s
c
r
i
b
e

a
n

a
c
t
i
v
i
t
y
.

W
h
e
n

y
o
u

r
e
c
o
r
d

w
h
e
r
e

e
a
c
h

o
f
f
-
c
a
m
p
u
s

a
c
t
i
v
i
t
y

t
a
k
e
s

p
l
a
c
e

i
n

c
o
l
u
m
n

3
,

i
n
d
i
c
a
t
e

t
h
e

l
o
c
a
t
i
o
n

t
o

t
h
e

n
e
a
r
e
s
t

i
n
t
e
r
s
e
c
t
i
o
n
.

s
t
r
e
e
t
,

o
r

l
a
n
d
m
a
r
k
.

I
f

y
o
u

a
r
e

n
o
t

s
u
r
e

o
f

t
h
e

l
o
c
a
t
i
o
n
'
s

a
d
-

d
r
e
s
s
,

r
e
c
o
r
d

t
h
e

g
e
n
e
r
a
l

a
r
e
a

(
e
.
g
.
,

O
k
e
m
o
s
,

W
e
s
t

L
a
n
s
i
n
g
,

e
t
c
.
)
.

R
e
m
e
m
b
e
r

t
h
a
t

t
h
e

t
i
m
e

S
p
e
n
t

t
r
a
v
e
l
l
i
n
g

t
o

o
r

f
r
o
m

a
n

a
c
t
i
v
i
t
y

i
s

a
s
e
p
a
r
a
t
e

a
c
t
i
v
i
t
y

a
n
d

s
h
o
u
l
d

n
o
t

b
e

i
n
c
l
u
d
e
d

w
i
t
h

t
h
a
t

a
c
t
i
v
i
t
y
.

A
t
r
i
p

t
o

o
r

f
r
o
m

a
n

a
c
t
i
v
i
t
y

s
u
c
h

a
s

c
l
a
s
s
,

c
o
m
m
i
t
t
e
e

m
e
e
t
i
n
g
.

s
h
o
p
p
i
n
g
,

w
o
r
k
.

e
t
c
.
.

i
s

a
s
e
p
a
r
a
t
e

a
c
t
i
v
i
t
y

a
n
d

s
h
o
u
l
d

b
e

r
e
c
o
r
d
e
d

a
s

s
u
c
h
.

W
h
e
n

r
e
p
o
r
t
i
n
g

t
h
e

a
c
t
i
v
i
t
y

o
f

t
r
a
v
e
l
l
i
n
g

f
r
o
m

o
n
e

p
l
a
c
e

t
o

a
n
o
t
h
e
r
.

i
n
d
i
c
a
t
e

h
o
w

y
o
u

t
r
a
v
e
l
-

l
e
d

f
r
o
m

o
n
e

p
l
a
c
e

t
o

a
n
o
t
h
e
r

i
n

c
o
l
u
m
n

3
(
e
.
g
.
,

c
a
r

(
p
a
s
s
a
n
-

g
e
r
,

c
a
r

(
d
r
i
v
e
r
)
,

b
u
s
,

w
a
l
k
i
n
g
,

e
t
c
.
)
.

T
o

k
n
o
w

h
o
w

w
e

w
o
u
l
d

l
i
k
e

t
h
e

d
i
a
r
y

f
i
l
l
e
d

i
n
,

w
e

i
l
l
u
s
t
r
a
t
e

o
n

t
h
e

n
e
x
t

p
a
g
e
s

(
p
p
.

3
-
4
)

a
p
o
r
t
i
o
n

o
f

a
t
y
p
i
c
a
l

d
a
y

f
o
r

o
n
e

i
n
d
i
v
i
d
-

u
a
l
,

s
h
o
w
i
n
g

t
h
e

l
e
v
e
l

o
f

d
e
t
a
i
l

a
t

w
h
i
c
h

t
o

d
e
s
c
r
i
b
e

y
o
u
r

a
c
t
i
v
i
-

t
i
e
s
.

W
h
e
n

k
e
e
p
i
n
g

y
o
u
r

d
i
a
r
y

f
o
r

t
h
e

d
e
s
i
g
n
a
t
e
d

Z
l
-
h
o
u
r

p
e
r
i
o
d
,

p
l
e
a
s
e

d
o

n
o
t

r
e
c
o
r
d

a
n
y

i
n
f
o
r
m
a
t
i
o
n

i
n

c
o
l
u
m
n
s

7
-
1
2
.

 
 

290



  D
a
t
e

f
o
r
w
h
i
c
h

t
h
i
s
f
o
r
m

a
p
p
l
i
e
s
=
m

a
!
"

'
2

3
4

5
7
8
9
I
0
I
|
I
2
|
3

6

-
W
h
o

e
l
s
e
w
a
s
w
i
t
h

D
o
i
n
g

a
n
y
t
h
i
n
g

e
l
s
e

L
o
c
a
t
i
o
n

(
o
r

i
n
v
o
l
v
e
d
)
?

a
t
s
o
m
e

t
i
m
e
?

e
—
D
o

n
o
t
m
m

H
o
m
e

3
1

’

n
e
w
s
-
«
T
V

3
1
-
2

T
i
m
e

A
c
t
i
v
i
t
y

             

D
r
o
v
e
,

C
a
"

h
L

l
a
s
e
r
-
a
m
t

m
m
S
u
r
u
n
t
i

n

D
i
r
e
-
'
5

c
u
r

N
u
+
l
s
‘

I
S

1
1
4
9

M
+
.

D
e
n
-
M

"
v'

W
a
n
k
e
l

R
a
i
d

m
.
.
.

o
i

U
n
i
l
n

L
a

?
-

4
2

‘
-

a

c,
c
l
a
<
<

'1
“

"
C
l
a
s
s
m
a
i
d
-

F
o
r

e
a
c
h

e
n
t
r
y
,

p
u
t

t
h
e

t
i
m
e
,

t
h
e

a
c
t
i
v
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T
(|) Your interview Number

| ‘flSU’ (2) Date

(3) Length of lst interview

M

SPACE Budge, survey (4) Length of 2nd interview ( )

minutes

investigator: J. D. Stephens (5, Respondent Number _____(,2_”,) / / / /.

(3) Address of Residence:

 

Tminutesl

 

   
 

 

(2|-25)//////(26-30ll/l/l/
 

(Tl
 

CALL NUMBER I 2 3 4 5 . . .

interview Nunber

 

 

Hour of the Day

 

Date ‘

 

Day of Week

 

Results

        
 

—’ If an interview is taken, complete the items imediately below and attach this cover

sheet to the Interview Schedule and the Time-space Diary.

 

 
 

(a) Date of completed time-space diary. _/L_/_-/_/__/_/

—-‘} By observation of interviewer! (Bi-35)

(9) (IO)

[3 Male Cl Caucasian Cl Negro (36) /__/

Cl Fem” D Other [3 Don't know (37) _/

       

—' If NO interview is taken, complete NONRESPONSE FORM odow and on back side of page.

 

 

 

 

uouTzesP"o"—T_—usronu

(I) NONINTERVIEH AND NONSAHPLE FORM: (Fill out for cases where no interview was obtained)

lNTERVlElleR: check one:
 

Respondent absent. Someone at university address, but respondent absent. Describe

on back side of page

No one at location (university address).

No such address. Invalid university address.

No eilgabie respondent.

Refusal. Give detailed description on back side of this page.

Other. No interview obtained for reason other than above. Explain fully on back

side of this page.

D
D
D
D
U

D

  
 

-—r) INTL‘RVIEHER: Please supply as much of the following information as you can without

making inquiries of others present.

 

 

 

 

(2) Sex of probable (3) Race of probable (4) Civil status of probable

respondent . respondent . respondent .

U "a“ [j Caucasian 0 Single

0 Negro 0 Married

0 Female D 0 h ( if ) C] Divorced or Separated

t er spec y 0 Hi I d

E] Don't know

U Don't know

0 Don't knov
I
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_' INTERVIEB’ER: Please supply as much of the following information as you can without

making inquiries of others present.

 

   

 

 
 

 
 

 

 

 

 

    

 

 

 

   
 

 

(5) Age of probable respondent: (6) Location of probable respondent's address:

D i9 yrs. or less D Residence Hall

[J 20 - 2‘0 yrs. D Faculty or Married Housing

U 25 ' 29 Y'S- D East Lansing

D 30 ' 39 YFS- D Lansing

D “0 ' 6“ yrs. 0 Other (specify)

D 65 yrs. and over

D Don‘t know D Don't know

(7) University position of probable respondent: D Don't know

D Faculty [3 Student

[3 Full-time [3 Part-time [3 Full-time C] Part-time

D Professor D Graduate Student ( )

0 Associate Professor 0 Senior

D Assistant Professor D Junior

D Instructor 0 Saphomore

D Other (Specify) D Freshman

D Other (specify)

[3 Staff

E Full-time D Part-time D Maintenance/Custodial

0 Administrative D Secretarial

[3 Clerical [3 Skilled tradesman

D Food Service D Other (specifyL

(Bl Address of non-interview location:
 

 

 

 

 

—p INTERVIEwER: Space for cements on either interview or non-interview situation.

 

 

 

    



 

 

 

   
  
 

 

 

 

   
 

 

T Interview Number Respondent Number

| ‘flSL" (II) that is your age (as of your last birthday)?

M ____vrs- (38-39) /_/_/

SPACE Budaef survey ((2) What is your marital status? (40) __I

0 Single D Separated

Investigatorl J. D. Stephens Cl Named D "mowed

D Divorced

(l3) Please indicate your current position at the university. (ill-53) I I I I

TE Faculty D Student

El Full-time U Part-time [3 Full-time [3 Part-time

0 Professor D Graduate Student ( )

D Associate Professor U Senior

D Assistant Professor D Junior

D Instructor D SOphomore

D Other (specify) C] Freshman

D Other (specify)

C] Staff

[3 Y Full-time [3 Part-time [3 Maintenance/Custodial

D Administrative D Secretarial

0 Clerical D Skilled Tradesman

D Food Service D Other (SWCHY)   
    
 

(l4) For how many years have you been associated. in one way or other, with Michigan State

 
 

University? yrs. mos. . ((I‘i'lfl) I___I___I__I__I

—-D If NON-STUDENT, go to cub; if STUDENT, continue below with 015

()5) For how many credits are you enrolled this term? crs. (AB-#9) I_£_/

('6) What is your major (program of study) at the University? (SO-53) I I / I I

College Major

(l7) Are you employed in any capacity by the University? DYes 0N0 (5") _/__I

—' If response to 017 is NO, go to 018; otherwise, continue below—j

0. Please describe your position (55) I_I

 

5. Approximately how many hours do you work at this job per week? (56-58) I I I I

hrs.

-——) NOTE: For faculty and graduate teaching assistants, ask: (59-63) / / / / / /

Approximately how many contact hours do you have per week? (sh-58) / / / / / /

c- there is your place of work on campus?
 

 

(I8) Are you employed in any job outside the University? D Yes 0N0 (69) _/__I

—' If response to 018 is NO, go to 019; otherwise, continue below

(I. Please describe your position (70) / /

 

b. Approximately how many hours do you work per week? hrs. (70-73) /___/__/_/

c. where is your place of work off-campus?
 

 

 

3
  Card 2: (ll-25) I I I I I / (26-30) I I I I I I
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(l9) Would you please check the box of the group on this card that indicates how much

total income you (and your family, if applicable) received in the calander year l972--

that is, before taxes?

_' NOTE: For students, please include your grants (scholarships, fellowships and

awards), income from vacation jobs, part-time employment, allowances from

parents, wife '8 earnings, etc.

 

(31) _/_/

C] “"5" $2.000 C] $6.000 - 7.999 C] Sl2.soo - H.999

D 52,000 - 3.999 C] 5 8.000 - 9.999 C] 515.000 - 2:..999

D sh,000 - 5,999 [:1 $l0,000 - l2.l.99 [J 525.000 and over

   

(20) On this card would you please check the box of the type of housing structure in which

you currently reside?

Own D Rent (32) L.’
 

Single family Faculty or married housingC]

Duplex U Residence Hall

C]Trai lor Sorority/Fraternity house or

cooperative

Small apartment building (:5 units) Other (specify)

  D
U
D
D
D

Large apartment building (:55 units)
 

 

(33) U

(2|) How long have you lived at your present address?

V'S- "'05- (3‘0'37) I I I I I

—' NOTE: Include summer vacation period if, for example, respondent was living at

the same address before and after the vacation.

(22) How long have you lived in the Lansing metropolitan area (including tri-county area)?

yrs. mos. (3340') I I I I I

(23) Before moving to the Lansing area, where did you live?

  

 

(Town/City) (State)

What was the approximate size (i.e., total population) of that town/city? (“2) I__I

—-’ NOTE: If rural location, ask for total population of nearest village, town

or city.

[:1 less than 2.500 [:1 25,000 - 50,000 [3 250.000 - 500,000

C] 2.500 - l0,000 [3 50,000 - l00.000 C] 500,000 - l,000,000

D l0,000 - 25,000 D 100,000 - 250.000 [3 l,ooo,000 and over

   

(24) About how many times have you changed your residence since being associated with

Michigan State University? (“3'“) I I I

—' NOTE: Do NOT include temporary/owner vacation residences outside of the

Lansing area.

(25) How many adults (>I8 yrs. of age) live at your residence (or household)?

(145-A6) I I I

NOTE: If living in RESIDENCP' HALL-~the number of adults sharing room or suite.

(23) Do you live with your family? D yes D no (h7) _/_I

If response to 026 is .70, go to 029; otherwise, continue below

d liling at

 

  

  

(27)liow many children (<l8 yrs. of age) do you have in your family (an

home)? (#8419) I I I

(28) IF MARRIED, does your spouse work outside the home? Dyes Dno (50) I

(29lAbout how far (in miles and fraction of miles) is your residence located from

where you most frequently go on the campus? . miles (Si-5h) I I I I I

(30) How many cars do you own? (57) I_I
 

 
—" NOTE: If living in FAMILY SITUATION, the number of cars owned by household. 4
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T Interview Number Respondent Number

44 L" (3|) Now many cars are owned by others living at

I your residence that are sometimes available

for your use (either driver or passenger)?

SPAC'E Budget Survey ______._ (58-59) I_L/

 

  

 

 

 

 

 

 

 

 

        
 

A B 9 D

Investigator: J. D. Stephens ..L ,L

In 5- >~ l >

(32) On this card you will see four E €52 £33 3 S 8 ‘5 5

categories of travel (A through D t; 3 C -->- 76' :E '5 '53».

along the top side of card) together if g E: if u z ‘23 3 5'5

with nine modes of transportation 8 E 3 g a: L 8 a §E 04

(along left-hand side of card). «i 2%, In 0 «.29 ,,, 2 c
. c '0 c You: - c u c g

Uslng the frequence-of-use codes 3 g 3 3 5 3.; 2 — - 2 e >.

(given at the bottom of the card), a; J: u 3.19.! UN '6' “£2

would you please Indicate for each “- o e u- o c u u. 8'5 u— 8'
Gum‘- o.cm-- 00"- 0‘00

travel purpose (A through D) the n g a; m I0 ‘3 “N: m 5 >

frequencies to which you use the g o; L 5 l6 8 3 5 3 3 5 of:

various modes of transportation. g avg g'h‘b a zu- a u u m

a:

l) Car (your own) t

2) Car (friend's or neighbor's)

3) Motorcycle (or motorbike)

4) Bicycle

5) Bus

6) Taxi

7) Walking

8) Hitch-hiking

9) Other (specify)

Prequency-of-use codes: 0 — not applicable 3 - sometimes .

1 - never 4 - frequently

2 - seldom 5 - very frequently

(33)

Card2: Ai60-69) II/I/IIII/I 8(70-79) III/III/II/

Card3: C(2I-30) IIIIIIIIIII D(3l-‘l0) III/IIIIIII

From the list of activities on this card, would you please indicate about how often

you engage in each. For those that are seasonal activities, indicate how often you

take part In them when they are in season. Circle the nullter which best fits you:

1 - never; 2 - seldom; 3 - sometimes; 4 - frequently; 5 - very frequently.

 

 

l) l 2 3 ll 5 Visiting relatives

2) l 2 3 ll 5 Visiting neighbors and friends

3) l 2 3 ‘I 5 Going to plays, concerts, or movies

4) l 2 3 ll 5 Reading, studying, listening to music

5) l 2 3 ‘I 5 Going to church or religious activities

3) l 2 3 ‘l 5 Going to classes or lectures (extracurricular)

7) l 2 3 ll 5 Hatching television

8) l 2 3 ll 5 Shopping (except for groceries)

9) l 2 3 it 5 Going to watch sports events

[0) l 2 3 ll 5 Playing cards, and other indoor games

II) I 2 3 ll 5 Playing active sports

)2) l 2 3 ll 5 Going to nightclubs, bars, restaurants

)3) I 2 3 il 5 working on hobbies, painting, music

[4) I 2 3 ll 5 Participating in club meetings and club activities

I5) l 2 3 Il 5 Horking in and around the house, yard, or building

I6) l 2 3 b 5 Other (specify)

)7) l 2 3 ll 5 Other (specify)
     
 

 Card3:(Eb-62)IIIIII/II/II/IIII/ 5
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Interview Number Respondent Number

Supplementary Questions to Time-space Diary

 
 

 

INTERVIEHER: Briefly, but carefully, review all entries that the respondent has

(I)

(2)

(3)

recorded in the time-space diary, checking to see that:

(1) the reporting of activities has been accomplished at an acceptable

level of detail;

(2) no portions of the respondent's day remain unreported;

(3) activity locations are clearly indicated;

(4) modes of travel are specified;

(5) the times spent travelling to or from activities are recorded as

separate activities;

(6) activities and associated information are reported sequentially.

If the level of reporting is too general, probe for more details about the

activities. After any probing for clarification, administer the following

supp lemen tary ques t ions .

we would now like you to go through the diary of activities as you have recorded

them. For each activity, would you please record (in column 9 of the diary)

yovr answer to the question:

TO WHAT EXTENT HAS THE ACTIVITY PLANNED?

You may choose from the four possible responses given on this sheet that best

answers the question.

- arranged with other people

- planned independently

- routine

- unexpectedA
M
M
N

(The respondent should repeat this procedure for each activity entry in the diary).

Now would you please review the day's activities as you have recorded them.

While doing so, try to pinpoint those activities or 'episodes' which, in your

opinion, are important in the sense of having had to be done at a fixed time

or location. You might think of these activities as having been 'pegs' about

which you feel your day had to be organized.

(3) Please indicate these activities by placing a check (or 'X') in column 7

on the lines corresponding to these activities.

(b) How, in column 8 would you please rank those (N) activities in order of

their importance (l,2, ... ,N). A 'I' would indicate the most important,

a ‘2', the next most important, and so on.

Finally, I would like to ask you four simple questions for each of the activities

that you have recorded in the diary (except for sleep and travel). These

questions seek only yes/no answers.

(a) Could you have done anything else at this time? [Column lO)

(b) Could you have done this (activity) at any other time? [Column II]

(c) Could you have done this (activity) elsewhere? [Column l2]

(d) Could you have been elsewhere at this time? [Column I3]

(Repeat this questionning procedure for each activity entry in the diary (with

the exception of sleep and travel)]

 

   
 

 



APPENDIX C

DATA CODEBOOK FOR INTERVIEW SCHEDULE AND

TIME-SPACE BUDGET DIARY

DATA RECORD 11

  

Card Item 2

Columns Number Data Item and Code(s)

1 Deck number (1)

2 - 4 5 Respondent number (i.e., unique number assigned

to respondent by interviewer)

5 - 7 Sequence identification number (001,002, ... ,n;

where n=total number of reapondents)

8 - 9 Card number (01)

10 blank

11 - 15 6 X geocoded grid coordinate of respondent's

residence

16 - 20 6 Y geocoded grid coordinate of respondent's

residence

21 8 Weekday of completed time-space diary:

l-Sunday 3—Tuesday 6-Friday

Z—Monday 4-Wednesday 7-Saturday

S-Thursday

22 - 23 8 Day of month (1,2, ... . 31)

24 - 25 8 Month: lO-October; ll-November

26 9 Sex of reSpondent: O—no response; l-male; 2—fema1e

27 - 28 11 Age of reSpondent (as of last birthday)

 

1Data records 1 through 3 contain information obtained from the

supplemental interview schedule (Appendix B).

2Item numbers that appear under this heading correspond to those

item numbers in the interview schedule (Appendix B).

300



33

35

37

39

41

29

30

31

32

34

36

38

40

42

12

13

l3

13

14

14

15

16

16

301

Civil status: O-no response 3—divorced

1-single 4-separated

2-married 5-widowed

University status (or position)--

University affiliation:

0-not reported

l-student

Z-faculty (instructional and research programs

and administrative officers)

3-staff (clerical, technical, and labor

classes)

Subdivision of university affiliation:

If student (1): If faculty (2):

O-not reported O-not reported

l-doctoral level l-professor

Z-master's level and 2-associate

Specialists professor

3-senior 3—assistant

4-junior professor

5-sophomore 4-instructor

6-freshman 5-research

7-other associate

6-administrative

officer

7-other

If staff (3):

O-not reported 3-labor

l-administrative 4-other

Z-clericalltechnical

Part-time/full-time affiliation:

0-not reported; l—full-time; 2-part-time

Length of time associated with university-—

Number of years: OO-not reported; otherwise,

actual number of years

Number of months: OO-even number of years or not

reported; otherwise, the actual number of

months (01,02 ... ,12)

Number of credit hours for which respondent is

enrolled this term (for students only)

Major program of study (for students only)--

College in which enrolled (university classifi-

cation codes)

Major program within college (university

classification codes)



45

48

53

S9

62

67

43

44

47

52

S7

58

61

66

71

72

73

74

17

17a

17b

17c

17c

18a

18b

18c

18c

19

20

21

302

Is respondent employed by university (for students

only): O-no response; l-yes; Z-no

Occupational classification codes (for university-

employed students only):

O-not reported 3-food service/labor

l-instruction and 4-other

research

2-c1erical/secretarial/

technical

Number of work hours per week:

For students-—hours devoted to university-

employment per week;

For faculty--contact hours per week;

For staff-—average number of work hours per

week

X geocoded grid coordinate of respondent's

university work location

Y geocoded grid coordinate of respondent's

university work location

Is respondent employed outside the university?

O-not reported; l-yes; 2-no

Number of work hours per week (for those employed

outside the university)

X geocoded grid coordinate of respondent's non-

university work location

Y geocoded grid coordinate of respondent's

university work location

Annual income classification codes:

O-not reported 3—4000-5999 7-12500-14999

1-under $2000 4-6000-7999 8-15000-24999

2-2000-3999 5-8000-9999 9-25000 and over

6-10000-12499

Housing classification codes:

O-not reported 6-sorority/fraternity

l-single family house or c00perative

2-duplex 7-residence hall

3-trailor 8-faculty or married

4-apartment housing

Does reSpondent own or rent residence?

O-not reported; l—own; 2-rent



74

77

10

12

15

17

20

23

- 76

- 78

14

19

22

27

22

22

23

23

24

25

26

27

28

29

30

31

303

Length of time at present address--

Number of years

Number of months: OO-even number of years or

not reported; otherwise, the actual number

of months

DATA RECORD 2

Same information as coded on data record 1

Card number (02)

Length of time (as resident in Lansing metrOpolitan

area-—

Number of years

Number of months: OO-even number of years or not

reported; otherwise, the actual number of

months

Size of place in which respondent lived before

moving to the Lansing area:

O-not applicable

1-1ess than 2,500 5-50,000-100,000

2-2,500-1o,ooo 6-1oo,ooo-2so,ooo

3—1o,ooo-2s,ooo 7-2so,ooo-soo,ooo

4-2s,ooo-so,ooo 8-soo,ooo-1,ooo,ooo

9-1,000,000 and over

Number of changes of residence since affiliated

with the university

Number of adults living at respondent's address

Does respondent live with family?

O-not reported; l-yes; 2-no

Number of children in family and living at home

(for respondent living in family situation

only)

Is respondent's spouse, if any, employed outside

the home? O-not reported; l-yes; 1-no

Distance (in miles) from residence to campus

(distance in miles and decimal fraction of

miles to two decimal places)

Number of cars owned by respondent



28 - 29

31

32

33

34

35

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

32

32a

32b

32c

32d

 

304

Number of cars owned by others living at residence

(i.e., how many are available for reSpondent's

use)

Modes of transportation to and from university

(i.e., for classes, university employment,

and work-related activities):

car (respondent's)

car (friend's or neighbor's)

motorcycle (or motorbike)

bicycle

walking

bus

taxi

hitch-hiking

other

Means of transportation for shopping (i.e., for

food and other everyday needs):

car (reSpondent's)

car (friend's or neighbor's)

motorcycle (or motorbike)

bicycle

walking

bus

taxi

hitch-hiking

other

Means of transportation for local leisure

activities:

car (respondent's)

car (friend's or neighbor's)

motorcycle (or motorbike)

bicycle

walking

bus

taxi

hitch-hiking

other

Means of transportation for non-university

employment:

car (reapondent's)

car (friend's or neighbor's)

motorcycle (or motorbike)

3Legal codes for items 32a, 32b, 32c, 32d, and 33: O~not reported;

l-never; 2-se1dom; 3-sometimes; 4—frequently; 5-very frequently.
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61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

11 - 14
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bicycle

walking

bus

taxi

hitch-hiking

other

Frequency of involvement in leisure activities:

visiting relatives, neighbors, and friends

going to plays, concerts, or movies

reading, studying, listening to music

going to church or religious activities

going to classes or lectures (extra curricular)

watching television

shopping, except for groceries

going to watch Sports events

playing cards, and other indoor games

playing active Sports

going to nightclubs, bars, and restaurants

working on hobbies, painting, music

participating in club meetings and activities

working in and around the house, yard, building

other

DATA RECORDS 3+NA

Deck number (2)

Respondent number (ile., unique number assigned to

respondent by interviewer)

Sequence identification number (001,002), ... ,n;

where n=total number of respondents)

Card number (i; where i=03,04, ... .N)5

Start time of activity (time given in hours and

minutes)

The number of activity modules needed to describe the behavior of

an individual over a 24-hour period varies from respondent to respon-

dent. Two activity modules can be coded on one data record. Therefore,

N82 (background data record) + reSpondent's total number of activity

modules / 2.

5Item numbers that appear under this heading correspond to those

item numbers in the time-space budget diary.



15

19

24

29

31

18

23

28

3O

32

33

35

36

37

38

39

W
U
.
)

10

306

End time of activity (time given in hours and

minutes)

X geocoded coordinate of activity location

Y geocoded coordinate of activity location

Primary activity code (see classification of

activity codes below)

Secondary activity code (see classification of

activity codes below)

Type of activity location (see activity location

codes below)

Others present or involved in activity (see

social contacts codes below)

Travel mode:

O-not reported S-walking

1-car (respondent's) 6-bus

2-car (friend's or 7-taxi

neighbor's) 8-hitch-hiking

3-motorcyc1e (or motor- 9-other

bike)

4-bicycle

Subjective ranking (relative to respondent) of

important activities:

O-not applicable

l-first important activity

2-second important activity

. O O

O O ' O

9-ninth important activity

Degree of reSpondent's commitment to activity:

O-no response

l-arranged with others

Z-planned independently

3-routine

4-unexpected

Four-part subjective fixity question—-

part l--activity-choice fixity

part 2--tempora1 fixity of activity

part 3—-spatial fixity of activity

part 4--Spatia1 fixity of activity

O—no response; l-yes; 2-no
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43 - 44 blank

45 - 76 1-13 Repeat data format above (columns 11-42) for

data describing the second activity module

to be coded in columns 45-766

THE CODING OF ACTIVITIES

Activities listed in the respondents' diaries were coded into

98 activity categories using a two-digit system.7 The first digit

divided activities into ten main groups: work (0), housework (1),

child care (2), shopping (3), personal needs (4), education (5), organi-

zational activity (6), entertainment (7), active leisure (8), and

passive leisure (9). The complete two—digit activity code is presented

in Table C-l together with their abbreviations.

Several activities may take place simultaneously, and provision

was made in the coding procedure for the recording of two simultaneous

activities. In order to accomplish this, one activity had to be desig-

nated as the primary activity and the other as secondary. The dis—

tinction between the primary and the accompanying or secondary

activity depended on how the reSpondent described his behavior.

 

6Repeat the format of this data record as many times as necessary

in order to describe the respondent's behavior (sequence of activity

modules) over the 24-hour period.

7Perhaps the most widely recognized system, and the one adopted

here with minor modifications, is the one developed by the 12-nation

consortium of social scientists. See Alexander Szalai, "The Multi-

national Comparative Time-Budget Research Project," The American

Behavioral Scientist, 10 (December, 1966), appendix.
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CODING 0F ACTIVITY LOCATIONS

In addition to locations of activity being identified by Spatial

coordinates, types of activity locations were also coded qualitatively.

The following one digit coding scheme was used:

- in and around one's own residence

- workplace (at university)

- workplace (elsewhere)

at somebody else's residence

- outdoors (on campus, in streets, public places)

— inside university buildings (classrooms, meeting rooms,

offices)

6 - inside building where one receives public or private

services (e.g., doctor's office, shop, bank)‘

7 - establishment for leisure, cultural, sport, etc. activities

8 - eating and drinking establishments

9 - others

U
I
J
-
‘
U
N
t
-
‘
O

I

CODING OF SOCIAL CONTACT DATA

Respondents recorded for each activity in their diaries with whom

or the individual's present while it was performed. This social

contact information was coded into two single columns as shown in Table

C-2. If no social contact occurred, the code was 00; and if only one

contact took place, the second column was 0.

As Szalai notes,8 the coding scheme generates a possible total of

82 categories. These are, however, collapsed into 12 exhaustive but

not mutually exclusive groups for use in the analysis (Table C—3).

 

8Alexander Szalai ed., The Use of Time: Daily Activities of

Urban'and Suburban PopulatiOnS in Twelve Countries (The Hague: Mouton

& Co., 1972), pp. 773-774.
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TABLE C-3

COLLASPSED CODING SYSTEM FOR SOCIAL CONTACTS

 

U
i
J
-
‘
U
N
H

O

O
5

o

7.

9.

10.

ll.

12.

' all alone

alone in a crowd

with children only, spouse not present

with children and spouse

with spouse, children not present

other adults at residence

friends and relatives

neighbors

work colleagues, fellow students

organization members

administrative personnel, staff

all other persons

 



APPENDIX D

TABLE D-l

TWO-DIGIT ACTIVITY CODE:

COLLAPSED FORM

 

 

NEW NEW OLD OLD

CODE ACTIVITY CATEGORY CODE ACTIVITY CATEGORY*

(abbreviation) (abbreviation)

01-09 WORK-RELATED

01 Regular work 00 Regular work

02 Work at home 01 Work at home

03 Overtime 02 Overtime

O4 WOrk meeting 03 Work meeting

05 Waiting, delays O4 waiting, delays

06 Second joy 05 Second job

07 At work, other 07 At work, other

08 Work breaks 08 Work breaks

09 Travel to job 09 Travel to job

10-14 HOUSEWORK AND HOUSEHOLD OBLIGATIONS

10

ll

12

13

14

Prepare food 10

Home chores ll

12

13

Laundry 14

15

Garden, animal care 17

Other house 16

18

19

42

15-17 CHILD CARE

15 Child care 20

21

26
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Prepare food

Meal cleanup

Clean house

Outdoor chores

Laundry , ironing

Clothes, upkeep

Gardening, animal care

Other, upkeep

Heat, water

Other duties

Care to adults

Care to babies

Care to older children

Child, health

*For descriptions of original activity categories, see Appendix C.
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TABLE D-l--Continued

 

OLD

ACTIVITY CATEGORY

(abbreviation)

 

NEW NEW ’OLD

CODE ACTIVITY CATEGORY CODE

(abbreviation)

16 Other child 22

23

24

25

27

17 Travel, child 29

18-23 SHOPPING

18 Marketing 30

19 Shopping 31

20 Administrative service 34

21 Repair and other service 35

37

22 Waiting in line 36

23 Travel, service 39

24-32 SHOPPING

24 Personal care 32

25 Medical care 33

26 Personal hygiene 4O

27 Personal medical 41

28 Private, other 48

29 Eating O6

43

44

30 Night sleep 45

31 Daytime sleep 46

32 Travel, personal 49

33-42 EDUCATION AND TRAINING

33 Attend classes 50

34 Other classes 51

35 Homework 52

36 Study consultation 53

37 Informal consultation 54

38 Waiting for staff 55

39 Read to learn 56

4O Tutorial, supervision 57

Help on homework

Talk to children

Indoor playing

Outdoor playing

Other, babysit

Travel with child

Marketing

Shapping

Administrative Service

Repair service

Other service

Waiting in line

Travel, service

Personal care

Medical care

Personal hygiene

Personal medical

Private, other

Meals at work

Meals, snacks

Restaurantsmeals

Night sleep

Daytime Sleep

,Travel, personal

Attend classes

Other classes

Homework

Study consultation

Informal consultation

Waiting for staff

Read to learn

Tutorial, supervision
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TABLE D-1--Continued

 

 

NEW NEW DLB OLD

CODE ACTIVITY CATEGORY CODE ACTIVITY CATEGORY

(abbreviation) (abbreviation)

41 Other study 58 Other study

42 Travel, study 59 Travel, study

43-45 COLLECTIVE PARTICIPATION

43 Religion 64 Religious organization

65 Religious practice

44 Organization 60 Union, politics

61 Work as officer

62 Other participation

63 Civic activities

66 University councils

67 Misc. organizations

68 Other organization.

45 Travel, organization 69 Travel, organization

46-52 MASS MEDIA

46 Radio 90 Radio

47 TV (at residence) 91 TV**

48 TV (elsewhere) 91 TV***

49 REad paper 95 Read paper

50 Read magazine 94 Read magazine

51 Read books 93 Read book

52 Mbvies 72 Movies

53-65 LEISURE

53 Social (at residence) 75 Visitlgg with friends**

76 Party, meals**

87 Parlor games**

54 Social (elsewhere) 75 Visiting with friends***

76 Party, meals***

87 Parlor games***

78 Other social

 

**For location codes 0 or 2 (see activity location codes in Appendix

C).

***For all location codes other than 0 and 2 (see activity location

codes in Appendix C).
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TABLE D-l--Continued

 

OLD

ACTIVITY CATEGORY

(abbreviation)

 

NEW NEW OLD

CODE ACTIVITY CATEGORY CODE

(abbreviation

55 Cafe, bars 77

56 Conversation 96

57 Active sports 80

58 Outdoors 81

82

59 Entertainment 70

71

60 Cultural events 73

74

61 Resting 98

47

62 Play records 92

63 Letters, private 97

64 Other leisure 83

84

85

86

88

65 Travel, leisure 79

89

99

Cafe, bars

Conversation

Active sports

Fishing, hiking

Taking a walk

Sport events

Mass culture

Theater

Museums

Relax , think

Resting

Play records

Letters, private

Hobbies

Sewing hobbies

Art work

Making music

Other pastime

Travel, social

Travel, pastime

Travel, leisure

 



APPENDIX E

SURVEY SAMPLE DESIGN AND RESPONSE RATES

FIGURE E—l

RESPONSE RATES BY WEEK AND WEEKDAY OF THE SURVEY PERIOD*

*The Figure presents information concerning the response rate for

each (1) survey date, (2) weekday, and (3) week of the survey period.

Since the sample was stratified by university affiliation, as well as

weekday of survey, the figure gives for each survey date the reaponse

by three categories: (1) students (upper left), (2) faculty (lower

left), and (3) staff (lower right). Within each block, the size of the

target sample appears to the left while the actual number of respondents

successfully completing the survey appears to the right.
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APPENDIX F

THE COMPUTER SIMULATION PROGRAM"

 

*

The following Simulation is programmed in FORTRAN

6000 Extended and was implemented on a CDC 6500 computer in

the Computer Laboratory of Michigan State University.
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APPENDIX G.

SUMMARY OF SIGNIFICANCE TESTS.

RESULTS OF SIGNIFICANCE TESTS FOR GROUP I

 

 

 

Member Activity Sequegces _ Locational Sequgnces

No. D X D X

1 .113 17.438 L126 20.047

2 .236 81.938 .142 33.835

3 ..211 60.126 .160 42.391

4 .262 97.474 .188 48.761

5 .227 57.506 .204 88.786

6 .314 124.586 .217 107.634

7 .280 109.423 .196 61.803

8 .214 71.562 .151 33.867

9 .080 9.267 * .092 12.933

10 .199 50.433 .143 37.867

11 .253 84.364 .216 98.440

12 .343 107.766 .289 110.434

13 .137 26.497 .141 28.117

14 .295 89.733 .198 54.218

15 .142 24.442 .132 22.584

16 .188 50.449 .138 35.542

17 .248 82.907 .363 148.977

18 .297 100.919 .337 124.206

19 .402 229.413 I .290 139.270

20 .190 46.633 .173 46.279
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TABLE G-l -- CONTINUED

 

21

22

23

24

25

26

27

28

29

3O

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

.323

.345

.298

.207

.193

.212

.139

.335

.084

.258

.354

.211

.273

.284

.188

.326

.280

.187

.145

.133

.315

.151

.136

.195

.259

97.686

127.298

93.556

64.448

48.772

57.529

20.263

101.284

9.280

86.538

131.472

51.497

121.560

117.643

60.242

106.599

89.750

34.704

30.763

32.704

105.945

17.727

19.851

58.635

77.948

.249

.217

.213

.185

.128

.194

.145

.267

.090

.197

.206

.132

.170

.139

.116

.271

.184

.168

.125

.114

.217

.146

.130

.086

.144

88.360

102.265

94.667

'46.525

23.641

58.223

26.003

75.618

8.993

62.288

93.505

19.664

26.642

60.010

17.670

97.412

53.292

18.993

26.034

13.396

68.584

27.423

26.527

7.885

36.768



TABLE G-l —- CONTINUED

 

46

47

48

49

50

51

52

53

54

55

56

57

58

59

6O

61

62

63

64

65

66

67

68

.148

.362

.136

.257

.237

.315

.143

.412

.304

.248

.323

.174

.198

.283

.182

.093

.273

.139

.227

.298

.348

.191

.243

31.645

112.905

28.851

63.875

78.659

87.542

27.668

183.552

146.001

83.919

97.686

36.057

52.389

84.956

48.933

10.064

86.549

26.562

57.406

94.919

123.162

45.433

68.250

.113

.217

.102

.119

.124

.188

.087

.231

.177

.137

.190

.136

.124

.234

.121

.067

.127

.145

.204

.135

.202

.173

.167

15.284

71.433

17.667

22.741

35.831

51.219

9.305

76.197

40.235

24.534

25.893

25.993

16.576

57.668

21.737

6.880

28.482

33.835

86.008

21.475

89.591

47.922

38.445

 

 

*Significant at the 0.01 level.
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TABLE G-2.

SUMMARY OF SIGNIFICANCE TESTS FOR GROUP II

 

 
 

 

Member ACTIVITY SEQUENCES LOCATIONAL SEQUENCES

No. D x2 D x2

1 .217 59.297 .142 23.490

2 .138 27.612 .117 20.257

3 .257 56.857 .118 22.471

4 .124 '18.976 .086 8.667 *

5 .180 30.691 .102 15.558

6 .083 9.006 * .078 9.017 *

7 .220 47.663 .090 21.301

8 .155 34.337 .130 16.702

9 .218 71.003 .134 27.751

10 .164 21.331 .090 12.985

11 .110 11.954 .107 13.514

12 .144 30.733 .125 25.034

13 .196 52.538 .089 17.891

14 .236 56.230 .164 37.956

15 .132 29.704 .141 34.360

16 .141 25.869 .088 10.443

17 .183 33.799 .126 26.732

18 .311 94.945 .192 44.489

19 .151 17.724 .119 26.085

20 .164 61.962 .148 25.524

21 .192 43.357 .130 30.033

22 .136 18.951 .097 15.044

23 .216 44.327 .190 59.584
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TABLE G-2 -- CONTINUED

 

24 .091 6.423 * .111 19.635

25 .251 80.036 .142 30.980

 

 

*

Significant at the 0.01 level.
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