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ABSTRACT

Stepped-Flow Analysis:

Automation and Application

by

Roger Bernard Putt

An improved microcomputer interface to a stopped-flow

apparatus has been developed. The improvements consist of

replacing an outdated PDP 8/e computer system with a sophis-

ticated and flexible minicomputer/microcomputer arrangement;

and developing a software package for instrument control,

data acquisition and manipulation. The new interface

utilizes a multi-user PDP 11/23 minicomputer for mass stor-

age and high level data manipulation and a locally built

microcomputer for direct control of the apparatus.‘ Complete

documentation of the software written in FORTH and FORTRAN

IV is included.

The stopped-flow apparatus was applied to two kinetic

studies to test the system performance and to gather funda-

mental data on an analytically useful reaction. The iron-

thiocyanate reaction was used to determine the deadtime of

the instrument and the precision and accuracy of rate

measurement. The results show that the instrument performs

satisfactorily after the recent modifications. Then the

Griess reaction for nitrite analysis was studied to learn

the kinetics of the reaction under the most common analysis
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conditions. The results of pH and ionic strength exper-

iments as well as the calculation of rate constants and

individual orders are presented. A mechanism formulated

from the kinetics data is also presented.
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INTRODUCTION

The stopped-flow method of analysis has gained popular-

ity in recent years for its use in obtaining fundamental

kinetics data, such as rate laws, rate constants and acti-

vation energies, as well as its potential as an analytical

tool. Stopped-flow mixing is attractive for laboratory use

because of the extremely small solution volumes (often only

a few microliters) and the short analysis times required (a

few seconds or less). The use of minicomputers and micro-

processors facilitates the complete automation of the

stOpped—flow system to control sample preparation, instru-

ment operation and data processing, thus decreasing analysis

time while improving precision and accuracy.

In the chapters that follow, the automation of a

stopped—flow mixing system and its application to a funda-

mental kinetic study are discussed. The automation involved

up-grading an outdated computer/controller system (PDP 8/e )

to a more SOphisticated and flexible minicomputer/

microcomputer arrangement using a PDP 11/23 minicomputer and

a home-built microcomputer based on the Intel 8085A micro-

processor chip. Complete documentation of the supporting

software package for instrument control, data acquisition

and manipulation is included.

The remaining chapters describe a brief system test

using the popular iron/thiocyanate reaction and a

1



fundamental kinetic study of the Griess reaction for nitrite

analysis using the most common reagent combination and

reaction conditions. While previous studies of the Griess

reaction have been carried out, the kinetics have not until

the present been investigated with the most common reagents

and reaction conditions used in most analytical procedures.



CHAPTER I

PRINCIPLES OF STOPPED-FLOW METHODS OF ANALYSIS

A. Reaction-rate methods of analysis

The technique of stopped-flow mixing is a sub-group of a

broader class called reaction-rate methods of analysis.

Rate methods use reaction kinetics instead of stoichio—

metries to obtain analytical results. The recent popularity

of reaction-rate methods of analysis has resulted in the

publication of numerous books and review articles on the

subject (1-17).

Reaction—rate methods can be used for both analysis of

compounds and fundamental research of reaction kinetics.

When used for analysis purposes, the initial concentration

of analyte, [A]o, is desired. When conditions are chosen

such that the reaction is either first—order or pseudo

first-order in analyte A, the rate of disappearance of A

with time is given by:

-d[A]/dt = kEA] (l)

where k is the first-order or pseudo first-order rate

constant. Upon integration, one obtains the following

. relationship between the concentration of A at time t and

3



the initial concentration of A:

[A]t = [A]O exp(-kt) (2)

When Eq. (1) and Eq. (2) are combined, one obtains an equa-

tion relating the rate of reaction to [A]o:

—(d[A]/at)t = kEAJO exp(-kt)' (3)

Eq. (2) can be used in one type of reaction-rate method

of analysis, that is the determination of [A]o by the meas-

urement of [A] at any time t. Eq. (3) is the basis of the

other reaction-rate method which is better named a reaction-

rate method because it deals with the change in the

concentration of A with time, AEAJ/At. If AEAJ/At is

measured during the initial portion of the the reaction,

then the analysis is called an initial reaction-rate method.

The initial section of the [A] vs. t curve is nearly

linear and in this case the exponential term in Eq. (3) is

approximately unity. The validity of this statement is

discussed by Crouch (ll), Pardue (18), and Ingle and Crouch

(19).

Reaction-rate methods, in particular initial reaction-

rate methods, have several advantages. One advantage is

that measurements can be made on a much faster time scale



than conventional equilibrium methods. Reaction-rate data

can be obtained in many cases in a few seconds or less on a

reaction with a half-life of several hours whereas equili-

brium data could only be obtained after the reaction was

completed. Thus reaction-rate methods are preferred for

routine analyses.

Another advantage is that analytical data can be

obtained from quite complicated reactions because the ini-

tial portion of the reaction is often simple and reproduci-

ble. Hence reactions with unfavorable equilibrium constants

or that are nonstoichiometric can be used for analytical

applications.

Reaction-rate methods also have increased specificity

over equilibrium methods. In this case, reaction-rate

methods take advantage of the difference in reaction rates

of the various species rather than their thermodynamic

differences. Complex mixtures can thus be analyzed by

differential reaction-rate procedures which would be diffi-

cult in comparable equilibrium type methods where a mixture

of products would be formed.

Perhaps the most important advantage of reaction-rate

methods is that a relative measurement is involved. The

absolute value of the measured parameter does not have to be

accurate and as a consequence reaction-rate methods are free

from interferences which do not affect the rate of change

4 of the measured parameter even though the absolute value of



parameter may be affected. For example, in spectrophoto-

metric measurements, interferences such as impurities,

turbidity and cell imperfections can affect the absolute

absorbance of a species at a certain wavelength. However,

as long as these interferences do not change during the

course of the reaction, valid reaction-rate data can be

obtained.

Reaction-rate methods have disadvantages as well as

advantages. One problem is that the reaction of interest

must occur at a measurable rate for analytical data to be

obtained. To be useful, the reaction half-lives should be

longer than several milliseconds but shorter than several

hours.

Obviously experimental conditions must be carefully

controlled since reaction-rate methods depend on the accur—

ate measurement of reaction rates. If pH, ionic strength,

.temperature, and size and shape of the reaction vessel are

not taken into account, valid analytical results cannot be

obtained.

A final limitation is that reaction-rate methods have to

contend with lower signal—to-noise ratios than equilibrium

methods. Very sensitive detectors must be used because only

a small fraction of the total signal is measured or a small

change in the signal over a given length of time must be

detected. Improvements in detector sensitivity and the use

~of computers for instrument automation have diminished the



limitations of reaction-rate methods. Thus for many reac-

tions when experimental conditions are carefully controlled,

the rate method of analysis can be a powerful analytical

tool.

B. Classification of Methods

According to Figure 1(A), reaction-rate methods of

analysis can be divided into conventional and fast methods.

Although not clearly defined, the difference between conven-

'tional and fast can be explained by first stating that the

time for mixing the reagents in the conventional method is

on the order of 2 to 10 seconds which limits this method to

reactions with first-order rate constants of approximately

10-1 sec-1 because the mixing time must be short relative to

the half-life of the reaction. Thus fast methods involve

reactions which are too rapid to be measured by conventional

means i.e. reactions having half-lives of greater than

approximately 10'1 sec. The range of reaction half-lives

covered by conventional and fast methods is shown in Figure

1(B).

Fast methods can be further classified into mixing and

relaxation methods. The mixing techniques include

continuous-flow, accelerated—flow and stopped-flow methods.

The flow methods all involve the mixing of separate solu-

tions in a mixing chamber followed by observation of some
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physical property of the solution. The continuous—flow A

method involves allowing two solutions to flow from reser-

voirs through a mixer into a long tube. Since the flow

velocity is constant, the distance along the tube is direct-

ly proportional to the time of reaction. The physical

property can be measured at different points along the tube

to obtain concentration versus time data. In the

accelerated-flow method, the reagents are forced through the

mixer at a rapidly increasing rate. The flow rate and some

physical property of the solution are simultaneously meas-

ured from which are obtained concentration versus time data.

The final flow method is stopped—flow which consists of

taking measurements of the mixed solutions after suddenly

stopping the flow. The stopped—flow method will be dis-

cussed in more detail in the next section. The above flow

methods are each capable of utilizing reactions with half-

lives of approximately 1 msec which has been made possible

by the development of highly efficient mixers.

The remainder of the fast methods, called relaxation

methods, consists of temperature-Jump (t-Jump), pressure-

Jump (p-Jump) and ultrasonic absorption. Relaxation

methods, as the name implies, deal with the relaxation of a

chemical system to equilibrium after a sudden perturbation,

the system originally having been at equilibrium. Extremely

rapid reactions can be studied (half-life approximately 10"9

-for ultrasonic absorption) because the reactants do not
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require mixing. In general, relaxation methods are not

analytically useful because the reactants are at equilibrium

and thus initial concentrations would be difficult to

obtain. On the other hand, flow methods are quite useful

for analytical purposes, in particular the stopped-flow

method which is discussed in the next section.

C. The Stopped-Flow Method

Figure 2 shows a schematic diagram of a typical

stopped-flow system. The sequence of events of the instru-

ment is under the direction of the controller which can be a

manual sequencer, an electronic hard-wired sequencer, a

minicomputer, or a microprocessor.

The analysis sequence begins with sample preparation

which is normally carried out manually but can be performed

by a reagent preparation system under the direction of the

controller, reSulting in a large time savings. The solu-

tions are then drawn into drive syringes operated by

pneumatic cylinders and are forced into a mixing chamber.

After complete mixing, the solution flows through an obser-

vation cell into a stopping device which suddenly stops the

flow based on a preset flow volume or time of flow. Immedi-

ately after the flow stops, a data acquisition system begins

to collect absorbance vs. time data. After data processing

to convert the data to the desired format (initial rate,
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rate constants, etc.), the final results are sent to a

readout device, such as a recorder, printer or plotter.

The stopped-flow instrument is usually thermostatted to

a constant temperature to ensure that the measurement of the

rate of the reaction is valid. Temperature variations upon

mixing, as much as several degrees in extreme cases, can

occur even though the instrument is thermostatted to a

constant temperature and thus cannot be ignored when high

precision work is performed.

Total automation can lead to significant time savings in

many ways. Obviously reagent preparation and data manipu-

lation are the most labor intensive steps and thus result in

the greatest savings of time and labor when automated. Even

the automation of mixing and stopping the flow can result in

a large increase in efficiency. The advantages of automa-

tion are realized, particularly in stopped-flow analyses, by

increased sensitivity due to improved data collection pro-

cedures, rapid data processing, and signal-to-noise enhance-

ment procedures.

The stopped-flow method has several advantages over

continuous- and accelerated— flow methods. The first is

that the stopped-flow method requires a much smaller volume

of solution compared to the continuous-flow method. A typi-

cal stopped-flow analysis, as well as an accelerated-flow

method, uses less than a milliliter of solution compared to

several milliliters to a few liters for the continuous-flow



procedure.

Each of the flow methods has limits placed on the reac-

tion times which can be used for analysis. The continuous-

flow method is limited by volume requirements and the

minimum velocity for turbulent flow. Thus the upper limit

for the half-life of the reaction is nearly 100 msec. The

efficiency of mixing determines the lower limit of the

reaction half-life. The range of reaction halfélives for

the accelerated-flow method is 1 to 50 msec which is deter-

mined by the requirement that rapid observation must be made

while the solution flow velocity is varied. The stopped-

flow method has a much wider range of reaction half-lives: 1

msec to several minutes. As in the accelerated-flow proce—

dure, the lower limit is determined by the efficiency of

mixing, while the upper limit is determined by the stability

of the detection system.

In the stopped-flow procedure, an entire reaction curve

can be obtained from readings obtained in the observation

cell. In contrast, readings must be taken from several

different points along the reaction tube in the continuous-

flow method in order to obtain comparable results. Finally,

stopped-flow methods are insensitive to solution inhomogen-

eities because there is usually enough time to completely

mix the solutions between stopping the flow and making

observations. On the other hand, continuous—flow methods

- are very sensitive to solution inhomogeneities within the
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reaction tube, especially with spectrOphotometric detection.

Also, because it is possible to obtain quantitative data ’

shortly after the reaction has started in the stopped-flow

method, interfering reactions can be avoided.

The efficiency of a stopped-flow mixing system is depen—

dent upon the flow velocity, the mixer design and the

distance between the mixer and the observation cell. A high

flow velocity is necessary to generate turbulence and

produce a high efficiency of mixing; however cavitation can

occur at very high velocities. Thus, a compromise must be

reached between flow velocity and mixing efficiency to

obtain satisfactory results. Flow velocities of 1 to 30

msec have been reported.

The most useful performance measure of a stopped—flow

instrument is the dead time, td, which is the difference

between the time of initial contact of the reactants and the

time at which they are stopped in the observation cell

(20-22). The measurement of dead times is discussed in the

literature (20, 21) Also related to the dead time is the

mixing time, tm, which is the time between initial contact

of the reactant solutions and "complete" mixing. The dead

time must be greater or equal to the mixing time because

mixing must be complete by the time the solution is stOpped

in the observation cell. The time required for flow to

cease once the stopping device has begun to impede flow is

.called the stopping time, ts. For high precision work, ts
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must be much less than td.

Obviously, td must be small relative to the half-life of

the reaction in order to follow the reaction from its ini-

tiation. Systems with low dead times must be developed to

monitor rapid reactions when initial rates are desired (for

analytical data and often in mechanistic studies). The

relationship between dead time and the reaction rate is

given by a rearrangement of Equation 3. Since the half-

life, 1, of a first- or pseudo first—order reaction is given

by r = (1n 2)/t, it can be seen that for a first-order or

pseudofirst-order reaction and t/r << 1,

(aEAJ/dt)t = (d[A]/dt)o exp(-O.693t/t) ”

(dEAl/dt)o (1 — O.693)r (4)

where:

r'= 0.693/k = half-life of the reaction, sec.

t = reaction time, sec.

(dIAJ/dt)t

(dEAJ/dt)o

For the measured rate to be within 1% of the initial rate,

reaction rate at time t, mole l-l sec-1.

initial reaction rate, mole l-1 sec'l.

the measurement must be complete within 1 /69.3 sec of the

reaction initiation.

If the rate cannot be measured at t << I, the analysis

becomes quite complicated. A mathematical treatment of this

condition is given by Crouch, et. a1. (16) and will not be

_ discussed here.
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With careful consideration given to instrument design,

td, tm, and tS can be minimized. Also, factors which affect

the efficiency of a stopped—flow mixing system, such as

character of flow, mixing chamber design, flow system

volume, efficiency of the stopping device, and temperature,

can be optimized.



CHAPTER II

HISTORY OF STOPPED-FLOW ANALYSIS

This review of past and present work in the field of

stOpped-flow analysis is divided into two parts. The first

deals with a history of instrumental developments of

stopped-flow equipment, concentrating on automation. The

second covers applications of stopped-flow analysis to

various chemical systems. This two—part review is followed

by a chronological account of research done in stopped-flow

analysis at Michigan State University leading up to the

present work.

A. Instrumental Developments

Any review of flow methods of analysis must begin with

the classic studies of continuous-flow by Hartridge and

Roughton in 1923 (23, 2A). These men laid the groundwork

from which other flow methods were developed, in particular

accelerated-flow and stopped-flow methods. They studied the

rates of chemical reactions by allowing the reactants to

flow from large reservoirs into a mixer and then into a long

tube.

17
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Observation of the absorbance of the solution at various

points along the tube supplied them with concentration vs.

time profiles.

Chance was the first to apply the continous-flow method

by Hartridge and Roughton in the development of accelerated-

Iand stopped-flow methods of analysis (25-28). Improvements

were made in attainable flow velocity, sensitivity and speed

of response of the photoelectric system, and in fluid

economy. In Chance's experiments, the reactants were drawn

into syringes then rapidly discharged through a tangential

Jet mixer to the observation cell. From data supplied by

flow rates and the photoelectric detection system, concen—

tration vs. time curves were obtained for various chemical

reactions.

Many unique stopped-flow systems have appeared within

the last ten years. A complete review of all systems is

beyond the scope of this work so the reader is referred to

several reviews on recent stopped-flow systems (8, 16, 17).

The earlier systems of Chance and others are also reviewed

elsewhere (29, 30).

A stopped-flow apparatus capable of both high speed and

low speed operation was developed by Berger and co-workers

(31). In the high speed mode, the dead time of the system

was measured at 270 usec, and the mixing time was about

90 "sec. An efficient mixer was developed using impinging

Jets which force the solutions over a hemispherical surface.
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The system has a disadvantage in that at least 10 ml of each

solution are required with about 1 ml of each reagent needed

per trial.

Harvey has developed a general purpose system which

could be used for educational and preliminary research

purposes (32). The system is designed around a variable

ratio principle using microliter quantities of solution.

The relative volumes of the two reagents may be any one of

seven ratios from 1:1 to 100:1 with a corresponding increase

in dead times at the large ratios. The accuracy and preci-

sion of the ratios are good up to 20:1.

Caldin et. al. have developed an ideal system for re-

search purposes (33). The most notable features are all

glass construction, fiber optics light guides for flexibil-

ity and ease of interfacing to monochromators, and complete

immersibility of the system for temperature control. The

instrument has a low dead time of 3 msec and second-order

rate constants as fast as 106 1 mole-1 sec-1 over a wide

temperature range may be measured.

Another research apparatus similar to that of Caldin has

been developed by Dye and co-workers (34, 35). The instru-

ment is constructed entirely of quartz, Teflon, and Pyrex

and can be used in double beam mode. The integral mixing

and observation cell has two light paths of 0.2 and 2 cm

with dead times of 2 to 6 and 6.0 msec for the short and

» long path lengths, respectively. The instrument is equipped
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with a rapid scanning detection system capable of obtaining

entire spectra during the course of the reaction. The

apparatus has been interfaced to a PDP 8/I minicomputer

(36), which controls data acquisition and manipulation.

Data analysis programs may then be employed to display the

data on a CRT display, send the data to a plotter, or punch

the data on cards for more sophisticated data handling on a

CDC 6500 computer.

A rapid-scanning detection system was also implemented

in the apparatus of Wightman et a1. (37). This system is

similar to that of Dye with the differences being in the

types of minicomputers, monochromators and stopped-flow

mixers used.

Javier and co-workers (38, 39) developed the first

stopped-flow system specifically designed for routine analy-

tical use. The system consists of a motor-driven sample

turntable, a stopped-flow spectrophotometer, and a digital

ratemeter and readout. The system may be cycled continuous-

ly for averaging of multiple pushes on the sample solution.

Typical relative standard deviations for single analytical

results were 2 to 3% and averages of 10 cycles yielded RSD's

of <1%.

An extremely sophisticated and totally automated system

was developed by Pardue and co-workers (40, A1). The

hierarchical computer system, consisting of an HP2100

.minicomputer (A2) and an Intel 8008 microcomputer (43),
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controls the sample preparation, instrument operation, data

acquisition, manipulation and display. The software package

includes a foreground-background mode for the minicomputer

and programmed interrupts to transfer control to the proper

sequencing and data acquisition subroutines. The perform-

ance of the system has been evaluated by carrying out serial

dilution experiments, mole ratio and continuous variation»

studies of metal ion complexes, a simplex optimization

study, and a kinetics study of a well-known fast reaction.

O'Keefe, Malmstadt and co-workers (AA, A5) have also

designed a highly automated stopped-flow system. The system

consists of several independent modules: a solution prepara-

tion system, a stopped-flow mixing system, a spectrOphoto-

meter and a controller, in this case a PDP 8/f (36)

minicomputer. The operator may design and carry out equil-

ibrium or kinetics experiments in either an investigative

mode or a routine analytical mode. The advantages of this

system are the speed with which solutions may be prepared

and analyzed and the ease with which the investigator may

move between the two principal modes of operation. The

instrument has been applied to a fundamental study of the

Jaffe reaction, which could be used for the routine analysis

of creatinine.

Bonnell and Defreese (A6) have developed a automated

system using two microprocessors: one for control of the

> stopped-flow instrument and the other for operator
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interaction and data manipulation. The two microprocessors

operate independently which overcomes the limitations

associated with low speed of microprocessors for measurement

applications which also involve significant computation,

e.g., reaction-rate methods. This instrument has been

applied to the determination of phosphate and alkaline

phosphatase activity and fundamental studies of bilirubin

kinetics.

A stopped—flow system similar to that used in this

project (designed by Beckwith,Crouch et a1. (47)) was devel-

oped by Holtzman (48). This system is based on a commercial

unit, MITS 8800b, which is a fully "burned-in" board that

-can be directly plugged in. The system also includes an

INTEL 8080A LSI (A3) microprocessor. Both fundamental

kinetic studies and routine analyses can be performed on the

instrument.’

Clark and Schuster (A9) have developed an automation

package specifically designed for stopped-flow analysis.

This is a simple, inexpensive system which is easy to

operate. Raw data are stored on a mini-floppy diskette and

the computer itself is programmed in BASIC with options for

FORTRAN and PASCAL. One disadvantage is the slowness of

obtaining a graph of the results on the printer. The entire

system is comparable in price to a storage oscilloscope.

Within the last several years, a number of publications

.have appeared in the literature dealing with stopped-flow
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analysis under high pressure (SO—5A). High pressure

studies, via activation and reaction volumes in solution,

are performed in order to answer fundamental questions about

chemical systems (55). Current researchers have developed

specialized equipment to study the relationship of pressure

land rate constants for many different reactions; several

examples of their work is presented below.

Isihara et a1. (52) have developed a high-pressure

stopped-flow apparatus with spectrophotometric detection

which is used to follow fast reactions in various media at

pressure 5 2000 kg/cm2. The apparatus allows the measure-

ment of activation volumes for reactions with half-lives

longer than several milliseconds.

Smith and co-workers (50) developed a new design of the

window-to-observation chamber seal for the Berger rapid

stopped-flow apparatus and illustrated the performance of

the apparatus by studying the reaction of CaCl2 with EGTA

(ethylenebisEoxyethylenenitrilo]tetraacetic acid). Incor—

poration of fiber optic light guides for the observation

path makes the apparatus insensitive to vibration artifacts.

A simple, compact, easy-to-implement microprocessor

ratemeter for kinetic determinations is described by Bonnell

and Defreese (56) which is based on initial rate, fixed time

and variable time principles. The ratemeter can be used

with almost any transducer or instrument to monitor

reactions in a wide variety of chemical systems. The
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flexibility of the design was illustrated by the determin-

ation of phosphorous by stopped-flow analysis, glucose by

amperometry, and alkaline phosphatase activity in control

sera by visible spectrophotometry.

B. Applications

The stopped-flow mixing technique has been known for

many years, particularly in biochemistry (57); however

analytical uses of the technique have emerged only within

the last 15 years. Stopped-flow methods have been recog-

nized for several key advantages: large sample throughput

for single component determinations (39, A7), applicability

to a wide range of reaction rates and also to equilibrium

methods (A1, A4), and complete automation of the mixing

process and data acquisition.

The number of analytical applications of stopped-flow

methods of analysis has rapidly increased in the last sever-

al years. A brief account of only the most noteworthy

applications over the last 15 years will be presented here.

The first analytical uses of stopped-flow mixing were by

Pausch and Margerum (S8) and by Javier and co-workers (39)

in 1969. Pausch and Margerum studied the reaction between

Pb(II) and the alkaline earth complexes of trans-1,2-

diaminocyclohexane-N,N,N',N'-tetraacetate (CyDTA) in the

- differential kinetics determination of mixtures of Mg2+,
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Ca2+, Sr2+, and Ba2+. The detection limit of the method was

as low as 10'6 M in metal ion with 10- to 100- fold excess

of other metals.

Javier and co-workers (39) used stopped-flow mixing for

the rapid determination of phosphate in the millisecond

range. The reaction of phosphate with Mo(VI) in strong acid

to yield 12-molybdophosphate was used with which it was

possible to analyze thousands of samples per hour with

relative standard deviations of 2 to 3%. The method was

shown to be selective by determining phosphate in the

presence of two common interferents: arsenate and silicate.

Willis et al. (59) have employed regression analysis in

the simultaneous reaction—rate analysis of mixtures. They

applied this procedure to the acid dissociation of alkaline

earth complexes of CyDTA previously mentioned, obtaining

relative standard deviations of usually below 2% with 7%

being the worst case. From the beginning of the analysis to

obtaining a printout of the results, the entire procedure

takes only 3 minutes.

Willis et a1. (40) also studied the well-known reaction

of Fe(III) with SCN’. These workers were able to accurately

determine Fe(III) over a range of 100 to 500 ufl. This

reaction has been frequently used in performance measure-

ments of stopped-flow systems as demonstrated by Beckwith

and Crouch (A7).

Sanderson et a1. (60) studied the formation of complexes
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of cysteine and thiolactic acid with nickel both individ-

ually and in mixtures. Relative standard deviations of

these analyses range from 2 to 5%.

Stopped-flow mixing was also applied by Bishop, Everse,

and Kaplan (61) in the determination of heart and muscle

lactate dehydrogenases (LDH). They determined the total

amount of LDH and the ratio of the activities of the isoen-

zymes by taking advantage of the inhibition of the two

isoenzymes in pyruvate solutions. Errors in these analyses

ranged from approximately 1 to 30%. This procedure has

important uses as a rapid diagnostic aid in the treatment of

myocardial infarction, liver disease, hemolytic anemia, and

muscular dystrophy.

Rhee and co-workers (62) used the luciferasefluciferin

system for the determination of ATP with a stopped-flow

spectrometer. They utilized the initial light intensity

produced by the reaction before emission due to the conver—

sion of ADP to ATP by nucleoside diphosphokinase becomes

appreciable. By this technique, ATP concentrations as low

as 1.5pmoles were measured.

The enzymatic determination of glucose was studied by

O'Keefe and Malmstadt (AM). An automated spectrophotometer

was used to obtain rate data on this relatively slow reac-

tion between glucose and glucose oxidase-peroxidase

reagent. Relative standard deviations for unknown solutions

. ranged from 0.6 to 9.1%.
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Karayannis (63) has applied stopped-flow mixing to the

classical method for the determination of ascorbic acid

using 2,6-dichlorophenolindophenol (DCPI). A commercial

stopped-flow instrument was used to measure the rate of the

reaction of DCPI with ascorbic acid in 0.025 M oxalic acid

at 522 nm. This rapid method can measure ascorbic acid down

to 12.5 x 10"5 M_with errors of 1 to 3%.

A reaction-rate method for the determination of trace

levels of cyanamide has been developed by Nieman et a1.

(64). These workers utilized the reaction of cyanamide with

sodium pentacyanoferrate(II) which forms a product absorbing

at 530 nm. The procedure has a linearity over five orders

of magnitude with a precision of 3.5% at the 95% confidence

level.

Using a variation of the fixed-time method of Lee and

Kolthoff (65) in conjunction with stopped-flow mixing tech-

niques, Pelizzetti et al. (66) have developed a method to

determine adrenaline, L-Dopa, and mixtures of the two sub—

stances. The compounds are individually determined by

oxidation to corresponding o-benzoquinone derivatives while

they are measured in a mixture by conversion to the corres-

ponding aminochromes. Errors in these analyses are approxi-

mately 2%.

Ridder and Margerum (67) have developed a procedure to

+ + +

simultaneously determine mixtures of Zn2 , Cu2 , Hg2 , and

2+
Cd as well as mixtures of the catecholamines epinephrine,
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norepinephrine, and L-Dopa. The mixtures of metal ions were

analyzed by employing CyDTA in the reaction with the zincon

complexes of the ions. The catecholamines were determined

by conversion to their corresponding amine derivatives. The

amine derivatives were subsequently reduced with ascorbic

acid which was followed by the stopped-flow spectrometer at

A80 nm.

Markley et a1. (68) have applied stopped-flow mixing to

reinvestigate reports of an intermediate prior to the acyl-

enzyme complex in hydrolysis reactions of anilides catalyzed

by trypsin and alstase. The evidence obtained does not

support existance of such an intermediate. The construction

of the stopped-flow apparatus designed for the cryoenzymol—

ization used in this work that had novel features and was

adaptable to a variety of spectrophotometers was described.

Stopped-flow mixing was also applied by Koupparis et a1.

(69) in the kinetic study of permanganate-oxalate reaction

and the kinetic determination of Mn(II) and oxalic acid by

the stopped-flow technique. Reaction-rate methods for the

determination of Mn(II) in the range of 1-10 x 10'“ M and

oxalic acid in the range of 0-20 pg mL—l are reported.

Precision for these analyses are on the order of l-2%.

Thompson and Crouch (70) studied reactions catalyzed by

enzymes immobilized inside open tubes using a stopped-flow

instrument for direct and continuous monitoring. The re-

sults show that because the reaction occurs under static
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conditions, the kinetics are controlled only by diffusion

and the ingerent enzyme reaction rate. The kinetic con-

stants for lactate dehydrogenase, convalently bound inside

nylon tubing and in aqueous solution were determined and

compared.

C. Evolution of Stopped-Flow Analysis at Michigan State

University

The technique of stopped-flow mixing in the research

group of Prof. S. R. Crouch was first investigated by P. M.

Beckwith in 1972 (71). Beckwith developed the original

stopped-flow instrument and applied it to various chemical

systems. The instrument features a vertical flow system to

minimize problems with air bubbles, pneumatically actuated

valves for directing the liquid flow and dispelling waste

solutions, and a spring loaded stopping syringe. Dead time

and mixing efficiency of the instrument were also deter-

mined. A fundamental study was performed on the kinetics of

formation of 12-molybdophosphoric acid in perchloric acid in

order to investigate new methods of phosphate analysis.

P. K. Notz improved the stopped-flow mixing system with

several design changes in 1975 (72). These design changes

include thermostatting the instrument, and developing a

novel mixer, high throughput quartz Optics and an optical

1 trigger system. The instrument was fully automated by
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interfacing to a PDP 8/e minicomputer for control of valve

operation and collection, analysis, display and storage of

data. Also performed was a complete characterization of the

mixing and spectrophotometer components to determine their

individual effects on the system accuracy and precision.

The instrument was applied to studies of the proton consump-

tion by Mo(VI) in strongly acid solution, the dependence of

the rate of formation of 12-molybdophosphate on nitric acid

concentration, and the reactions of phosphate and silicate

with Mo(VI).

F. J. Holler (73) further investigated the elements of

stopped-flow mixing systems in 1977. A thorough study of

temperature effects was performed in order to develop guide—

lines for minimizing these effects during mixing. A

computerized version of the bipolar pulse conductance

instrument was developed. The instrument is useful for

conductometric analysis and was applied to the studies of

the dehydration of carbonic acid and the reaction of nitro-

methane with base. Holler also designed a computer—

controllable, stepping motor driven buret which can be used

in a reagent preparation system.

C. C. Kircher, Jr., applied the technique of stopped-

flow mixing to a study of heteropolymolybdate kinetics in

1982 (7A). The kinetics of 12-molybdophosphate and

l2—molybdosilicate formation, decomposition, and conversion

~to other heteropolymolybdates were monitored as a function
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of phosphate, silicate, molybdate, hydrogen ion and hetero-

polymolybdate concentrations. Kircher obtained rate law

equations, rate constants and chemical mechanisms for these

reactions in nitric, perchloric, and sulfuric acids with the

help of computer simulations from various chemical models

and mathematical equations.



CHAPTER III

A MICROCOMPUTER CONTROLLED STOPPED-FLOW SYSTEM

In this chapter, a description of the modified stOpped-

flow instrument and its capabilities are presented.

Included is a listing of the hardware involved as well as

the functions, specifications and limitations of the equip—

ment. The computer/instrument interface is discussed along

with a description of the computer system and its functions.

The chapter concludes with a complete documentation of the

software package written for instrument control, data acqui-

\

sition and manipulation.

A. A Modified Stopped-Flow Apparatus

Prior to this work, the stopped-flow apparatus was last

improved by Notz (72) who characterized the components,

developed a novel mixer, and by Notz and Holler (73) who

interfaced the instrument to a PDP 8/e minicomputer. Fig-

ure 3 shows the current configuration of the stOpped-flow

system. Except for the new computer interface, the appara-

tus is essentially the same as that used by Notz and Holler.

The system components are listed in Appendix A.

As seen in Figure 3, the instrument is mechanically

.controlled by solenoid actuated pneumatic cylinders. These

32
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Block Diagram of the Modified Stopped-Flow

Apparatus

A. Solenoid actuated pneumatic drive cylinder

B. Solenoid actuated pneumatic cylinder con-

trolling inlet valve

C. Reagent drive syringes

D. Double 3-way reagent inlet valve

E. Port to reagent reservoirs

F. Mixing chamber

G. Observation cell

H. 3-way waste release valve

I. Spring-loaded stopping syringe

J. Port to drain

K. Solenoid actuated pneumatic cylinder con-

trolling waste release valve
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cylinders, supplied with approximately A5 psi nitrogen,

control the operation of the valves and syringes during an

analysis. Cylinder A controls the drive syringes which,

when actuated, are filled with separate solutions, one in

each syringe. After the 3-way valve is switched to the

proper position, under the control of cylinder B, the solu-

tions are forced through the mixing chamber into the

observation chamber. The flow is stOpped by a spring-loaded

stopping syringe after a preset volume of solution

has flowed through the cell. The sequence of forcing the

solutions through the mixing chamber and cell with a sudden

stopping of the flow constitutes one push. The instrument

is capable of five complete pushes with one filling of the

syringes. The consecutive pushes are controlled by the

combined action of the waste release valve and the stopping

syringe. The waste valve, controlled by cylinder K, allows

the solution to flow into the stopping syringe when in one

position, thus depressing the spring as the flow is stopped.

When turned to the other position, the force of the spring

discharges the solution to a waste container. By alterna-

ting the position of the waste release valve after the

system is pressurized, one can rapidly obtain reaction-rate

data on several consecutive pushes.

The mixing chamber was specially designed by Notz (72).

Efficient mixing is obtained by repeatedly separating and

re-mixing the solutions as they are forced through the
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chamber. This design replaced the more common mixer which

utilizes tangentially offset jets to effect complete mixing.

Jets mixers are prone to cavitation, however. The stopped-

flow instrument has an advantage in that the two mixer types

are interchangeable.

The detection system is comprised of a UV-visible scan-

ning spectrophotometer and a photomultiplier tube (PMT).

Fiber optics are employed for increased light through-put.

The PMT is powered by a feedback-stabilized high voltage

power supply in order to minimize drift which is a common

problem with detection systems Of this type (75). UV-

visible spectrophotometry is the most common type of

detection system, but many other Optical and non-Optical

detectors have been employed (16).

The performance Of the various stopped-flow components

were not evaluated in this project. A complete performance

characterization is given by Notz (73).

B. Microcomputer Interface

The computer/instrument interface utilizes a controller

designed by E. Ratzlaff (76). The controller contains

circuits and AC relays to control the valves and syringes Of

the instrument via solenoid actuated pneumatic cylinders.

The controller also monitors the status of the opto-

interrupter used tO activate data acquisition. The
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mibrocomputer interface will be discussed by first descri—

bing how the controller relays were connected to the

solenoids on the instrument then describing the modified

optoéinterrupter circuit.

As shown in Figure A, the controller contains four AC

relays available for interfacing to the instrument. Asso-

ciated with the relays are a series of output bits from a

specific address which can be directly controlled with

program commands. By "pulsing" the output bit associated

with a certain relay, a TTL signal can be sent to the

desired solenoid. Table 1 contains a list of output bit/

relay pairs and also indicates how the relays were assigned

to the various solenoids. Output bit B1 is the control bit

for the auto/manual mode of the controller. If desired, the

controller can be put into manual mode during the course of

an analysis which allows the user to activate the solenoids

manually by switches on the front panel Of the controller.

When in auto mode, the solenoids can only by activated by

computer commands.

The controller circuit also contains a series of input,

or "status" bits. These bits are used to monitor the status

of the relays, the trigger, and the auto/manual mode of the

controller. Table 2 contains the input bit assignments.

Knowledge Of the status of these components is useful for

intelligent control Of the instrument.

The instrument was originally connected to a controller
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Output bit assignments

Output Bit
 

B0

B1

B2

B3

BA

Input bit assignments

Input Bit
 

C0

Cl

C2

C3

CA

05

C6

Relay 3

AUTO/MAN

Relay A

Relay 1

Relay 2

Relay 2

Relay 3

Trigger

AUTO/MAN

(Not Used)

Relay 1

Relay A
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designed by R. Balciunas (77). The wires connecting the

controller to the solenoids were cut and reconnected to the

new controller using Molex fittings. These fittings were

then attached to the wires leading to the Balciunas control-

ler so that the two controllers could be interchanged if

desired. The Ratzlaff controller was connected to the

progammable I/O port of the microcomputer.

An OptO-interrupter is employed to monitor the instant

the flow is stopped after which data acquisition begins.

This is accomplished by blocking the light path Of the

interrupter by a metal bar connected to the stopping syringe

and causing SIGNAL OUT to switch from high to low. The

microcomputer continuously monitors the status Of the inter-

rupter and can thus activate data acquisition when the

triggerstatus bit changes from high to low.

The lead to the optO-interrupter was also separated

from the Balciunas controller and reconnected to the

"TRIGGER IN" port Of the Ratzlaff controller using Molex

connectors. Figure 5 shows the pin assignments for the

.three wires from the optO-interrupter. The trigger circuit

in the controller also had to be slightly modified to accept

this optO-interrupter. After examining circuit diagrams for

OptO-interrupters, a 1500.resistor was added to connect

TRIGGER IN to ground to complete the circuit, as shown in

Figure 6. Also a wire leading to an LED before the invert—

- er was cut to prevent the in-coming signal from being pulled
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Figure 6. Controller circuit for optO-interrupter.



A3

to +5 volts. The OptO-interrupter is powered by +5 volts

relative to ground and was thus properly connected to the

source and ground tracks on the controller board. The third

wire from the optO-interrupter is SIGNAL OUT and leads

directly to the inverter. As mentioned before, the inter-

rupter is designed to supply a low TTL signal when the light

path is blocked.

The microcomputer used in this project was constructed

by E. Ratzlaff (76) from a design by B. Newcome (78). The

computer components are listed in Appendix A. Along with a

terminal, the microcomputer provides direct control of the

apparatus, collects the reaction-rate data, performs low-

level data manipulation, and provides temporary memory space

for the raw data.

One Of the unique features of the microcomputer is the

timer board which utilizes the Am9513 System Timing Control-

ler (79). The timer chip contains an internal oscillator

and associated frequency scaling circuitry plus five

general-purpose 16-bit counters. Each counter is supported

by contrOl circuitry that allows it to be independently

configured for a variety of tasks. The timer commands were

incorporated into the instrument control software to provide

timing and sequencing capabilities.

The microcomputer is tied in to a multi-user minicom-

puter system for mass data storage and sophisticated

-data manipulation and plotting. The minicomputer is a
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DEC LSI 11/23 which uses the RSX-ll/M Operating system (36).

Programs for instrument control, data acquisition, etc., are

written on the microcomputer and serially transmitted to the

minicomputer for storage. The programs are down-loaded to

the microcomputer at run time thus the minicomputer acts as

a pseudo-disk in this system. Although the terminal is

directly connected to the microcomputer, the user can "talk"

to either the micro or minicomputer during the course Of an

analysis.

C. Software for Stopped-Flow Analysis

Programs written for stOpped—flow analysis must be

capable Of performing certain tasks: mechanical control of

the apparatus, data acquisition, data manipulation and

storage. The software written for the latest modified

stopped-flow apparatus accomplishes all these tasks using a

combination of programming languages described below.

Software for instrument control must be interactive,

easily altered, and take up minimum memory space. For these

reasons, FORTH (or more specifically, poly-FORTH) was sel-

ected as the language to be used on the microcomputer for

direct instrument control. FORTH can be described as a

high—level language, an assembly language, an Operating

system, a set Of develOpment tools, and a software design

philosophy (80, 81). Incrementally compiled, it has the
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ability to allow keyboard or disk definition Of words that

implement procedures. These words are built into a diction-

ary that can be called upon as new words are created using

previously defined ones. The words can be strung together

as in a sentence to perform complicated Operations. FORTH

is extremely easy to change using the editor and takes up

much less memory space than other high-level languages. In

FORTH, all machine facilities are fully available; thus the

language appears to run much like the machine it is being

used on. FORTH uses fixed-point arithmetic which makes it

fast, especially for mathematical operations.

There are disadvantages to FORTH as well as advantages.

All definitions must have unique names which can sometimes

lead to difficulties when many words are developed for a ‘

particular application. Another disadvantage is that the

FORTH executive is slow, which can be a problem during

time-critical Operations. Even though the words are com-

piled into the dictionary as they are defined, the executive

spends a relatively large amount of time in routing com-

mands. For time-critical steps, the words are defined in

FORTH code (assembly) for the fastest possible Operation.

Also, the editor has limited capabilities which lengthens

the time necessary to make program changes. Finally, the

FORTH "program" is difficult to document because of the ease

Of making changes to the definitions.

The more SOphisticated mathematical Operations, such as
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data conversion, were written in FORTRAN IV on the PDP

11/23. FORTH arithmetic uses a stack which forces the pro-

grammer to be aware of the relative position of the numbers

involved in a mathematical Operation. This aspect coupled

with the fact that FORTH does not have many highlevel math

functions built in, makes FORTH undesirable for these appli-

cations. FORTRAN, although not as interactive as FORTH,

operates rapidly after compilation and is relatively easy to

use for applications involving high-level mathematics.

The main purpose of this section is to document the

software written for the stopped-flow instrument Operation

and associated data handling. The computer listings of all

programs in both FORTH and FORTRAN are in Appendix B. The

FORTH definitions will be discussed in order of their

appearance in blocks 10 - 36 of MICRO.FTH as seen in the

appendix. A detailed explanation Of the function Of each of

the words will be presented; however the low-level FORTH

words will not be discussed and can be found in the FORTH

manual (80). The FORTRAN data conversion program will then

be presented followed by a discussion of the overall analy-

sis sequence.

1. Controller software

The initial FORTH software for controller operation was

written by E. Ratzlaff (76). This software was modified to

apply to the present system configuration. In general,

these low-level FORTH words control the position of the
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syringes and valves by sending a TTL pulse to the associated

solenoids. The position of any of these devices is moni-

tored by the microcomputer via the controller status bits.

In Block 10 Of MICRO.FTH, the addresses for the various

input and output ports are assigned names so that these

values may be used in subsequent definitions. The ports are

then specifically set as either input or output using SFSET

which writes a command into the control address, CNTRLP. In

this case, the control command setsXB port for output and A

& C ports for input. SFSET fetches the status bits from

CPORT and puts them on the stack as a decimal number. Using

the information in the CPORT value, the user can write

commands to the desired solenoid using CHANGE, which writes

two consecutive values to BPORT in order to simulate a

sudden pulse. The first value, which is supplied by the

programmer, is the decimal equivalent of the appropriate

binary number corresponding to the desired output bit; the

second value is zero. When CHANGE is executed, the solenoid

receives a low-high-low signal.

SFSTAT, CHANGE and the logical commands, AND and IF, are

used tO define the next nine FORTH words. CKMAN checks if

the controller is in manual mode by isolating the appropri-

ate status bit. CKMAN is then used in all subsequent con-

troller definitions which essentially allows the user to

keep the controller in manual mode when an analysis is not

being performed. The controller is put into either manual
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or auto modes by the commands MANUAL or AUTO, respectively.

The words which change the position Of the syringes and

valves follow the same basic pattern. First, the controller

is checked for manual mOde then AUTO is used to put the

controller into auto mode if it was previously in manual.

SFSTAT then fetches the status bits to which an appropriate

number is logically added using AND. IF tests the results

of the addition in order to determine the position Of the

device being controlled, then CHANGE pulses the solenoid

only when the IF statement is true. The controller is put

back into manual mode after the Operation is complete.

Using this sequence, 3VINTAKE and 3VMIX turn the 3-way inlet

valve to the intake and mix positions; FILL and PUSH fill

and pressurize the drive syringes; and WVOPEN and WVCLOSE

open and close the waste release valve.

Blocks 12 and 13 contain the software for timing the

analysis sequence. As previously mentioned, the microcom-

puter contains a timer board built around the Am9513 chip

which contains five independently programmable counters.

Each counter can be controlled by writing commands to a

Specific address; and each can also store values in data

registers by writing the values to a different address.

These addresses were defined as constants and given the

names CMD for the command address and DRG for the data

register address. INIT initializes the counters by reset-

ting the clock and loading the counters with the desired
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values. Specifically, INIT performs the following func-

tions: resets the Am9513 chip, loads all counters for

start-up, selects an 8-bit bus, disables data pointer se-

quencing, sets Master Mode, sets the counter mode for

counter 1, loads counter 1 with the value 10, and sets the

counter mode for counter 2. For this application, counter 1

is set to count down repetitively from 10 to 0 at 100 Hz.

Counter 2 counts down at 10 Hz using the output from counter

1. lDELAY and 3DELAY are 1 and 3 second delays for sequenc-

ing the instrument Operations. These delay commands are

comprised Of the following definitions: LOADC2, which is a

means Of loading the desired value into counter 2 load

register; SET, which loads and arms counters l and 2; and

TIME, which is an infinite loop that monitors the value in

counter 2 hold register and exits when the value equals 1.

The timer commands are coupled with the instrument

control commands to obtain the desired sequence Of events.

PREP prepares the stOpped-flow apparatus for analysis by

filling the drive syringes and leaving the 3-way inlet valve

in the mix position. The length Of the delay times were

chosen to allow the apparatus to complete each Operation

before the next event occurs. RINSE is used tO clean the

system by using the previously defined words in a loop.

Once the drive syringes are pressurized, the waste release

valve is Opened and closed a total Of 6 times until the

Syringes are emptied.



TRGR also uses an infinite loop to test the trigger

status bit for a low TTL signal. The status bits are

fetched by SFSTAT and the third bit is isolated rwith a

logical AND statement. This definition is used in the data

acquisition routines discussed below.

2. Data acquisition software

The data acquisition routines utilize counter A Of the

Am9513 timer chip. The definition CLOCK sets counter A to

count at 10 kHz with an active high Terminal Count (TC)

pulse. The TC pulse is one Of the types of counter outputs

available to the programmer which sends a high TTL pulse to

another device when the count in the counter load register

reaches zero. In this case, counter A load register is

loaded with the data acquisition rate stored in the variable

PERIOD. This value is multiplied by 10 resulting in a

'maximum acquisition rate Of 1 kHz if the value in PERIOD is

1. A separate clock command, .CLOCK, is used for the data

acquisition delay. .CLOCK is defined in the same manner as

CLOCK with the difference being the value in .PERIOD is not

multiplied by 10. The delay routine, to be discussed fur-

ther below, allows several milliseconds to elapse after the

flow is stopped so that any mixing disturbances can be

avoided.

The commands for data acquisition at the lowest level

are written in assembly in order to Obtain data at the

fastest possible speeds. The timer directly controls the
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data acquisition since the output from counter A is wired to

an interrupt handler. Each pulse from counter A results in

one voltage value being converted and stored via the com-

mands WAIT and TAKE (82). WAIT is composed Of a sequence Of

disabling and enabling the interrupt handler in order to

avoid spurious noise which previously had caused problems in

other applications using this microcomputer (76). TAKE

converts and stores a digitized voltage value while simul-

taneously incrementing a variable, BFPTR, which holds the

address Of the variable used for raw data storage. MUX and

SAMPLE control the A sample-and-hold ports by designating

which Of the ports are enabled as well as which have sample-

and-hold capabilities. The commands 0 MUX and O SAMPLE

designate all A input ports as enabled and having sample-

and-hold.

The low-level data acquisition words are used in higher

level FORTH definitions. ACQUIRE is an acquisition command

using a DO loop to Obtain the desired number Of data points.

First, the timer is set and counter A is loaded and armed.

Then the number of data points are Obtained from the varia-

ble NPOINT which defines the number Of loops and thus the

number Of points taken. SFRUN was defined as a test loop

for data acquisition and trigger Operation. The word "DONE"

was printed on the screen after the designated number of

data points were taken and stored in the variable, B1.

SUM and AVERAGE are used to add a series of converted
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values and compute an average. SUM simply takes a certain

number Of data points, divides each by 16, and stores the

sum in the variable, B2. The values are divided by 16

because the ADC supplies l2-bit values with A leading zeros.

AVERAGE fetches the Value stored in 32, divides it by the

total number Of points in NPOINT, and stores the final

result in B3.

GETLIGHT and GETDARK then use SUM and AVERAGE to obtain

average values for 100% transmission and dark current.

These two words are defined in essentially the same manner.

The value in PERIOD is stored in a variable, X, so that the

original value can be recalled after the Operation is com-

pleted. The address for Bl is then stored in BFPTR and the

values are acquired, averaged and stored in appropriately

named variables.

ACQDLY supplies a millisecond delay before data acqui-

sition begins. The timer is first set then BFPTR is loaded

with the address for Bl. Then data are taken as if in an

actual analysis; however, the values are not used. The

value for the desired millisecond delay is stored in DLY.

Data acquisition and instrument control commands are

combined to define ANALYZE. This word is usually used after

PREP during a typical analysis. When ANALYZE is executed,

the drive syringes are pressurized and one push is completed

by Opening and closing the waste release valve. Then a DO
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loop is used to perform a certain number Of pushes and data

acquisitions based on the value stored in NPUSH. The values

are stored as separate datasets in the variable, DATAO which

can hold A datasets containing up to 100 16-bit values.

Each dataset can be dealt with individually by incrementing

into DATAO by some multiple of 200 using ?DATASET. After

data acquisition is complete, a final push is performed.

The stopped-flow instrument is capable of a total Of 6

pushes with the present configuration, but the first and

last pushes are not used to acquire data. If a delay is

desired, ACQDLY must be inserted in ANALYZE after the word

TRGR. Since ACQDLY takes a certain amount Of time to exe-

cute, it is Often omitted for very fast reactions.

PR3 and PRDATA print the acquired data on the screen in

different forms. PR3 prints the values stored in Bl as %T

corrected for dark current. The values are scrolled across

the screen in a column, separated by a short delay time

using a DO loop. PRDATA prints the contents of the desired

dataset from DATAO as %T in the same manner as PR3.

DPREP increments through the total number Of data points

stored in DATAO and divides them by 16 in order to eliminate

the leading zeros as previously discussed. This definition

uses nested DO loops to convert the acquired values by

dataset. DPREP takes into account the number of pushes and

the number Of data points contained in each set;

The A datasets in DATAO can be averaged point by point
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using AVRG. The values, the total number being defined by

NPOINT, are averaged and stored in the first 200 locations

Of DATAO, namely dataset 0.

Numeric input is made possible by the word JUST (83).

The words necessary to define JUST are given in Block 20.

JUST allows the input of values for the various parameters

associated with an analysis. This command is used along

with a prompt to which the user replies with a RETURN if the

value is acceptable or with a new value as desired.

3. Data transfer software

Software was also written for the transfer Of data from

the microcomputer to the minicomputer (76). PREFLUSH trans-

fers the data from DATAO to the buffer by first emptying the

buffer using the FORTH command, EB, erasing one block in the

buffer, then transferring the data by dataset using <CMOVE.

The address marking the beginning Of buffer 1 is Obtained by

using the command, FIRST @ and the number of datasets trans-

ferred to the buffer is contained in the variable, #DAT.

TRANSFER identifies the FORTH block number where the data

will be stored, then sends the data to the PDP 11/23.

TRANSFER consists Of IDENTIFY which identifies the block

which will hold the data, UPDATE which marks the block as

modified and set for immediate transfer, and DDISK which

renames the data file as a default file in llSPEC so that

the data may be serially transmitted to the minicomputer

-using the FORTH command FLUSH.
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The block to be sent to the minicomputer can be identi-

fied with a string Of up to 80 characters using LABEL (83).

LABEL allows the user to enter an identifier string or press

RETURN to accept a previous string. This command uses the

FORTH word, PAD, which returns the beginning address of a

scratch area used to hold character strings for intermediate

processing.

The parameter values are placed in the buffer in a

pre-defined arrangement so that the FORTRAN conversion

program can properly locate the data. BLFILL, which makes

use Of SITE, is used to move the data into the buffer accor-

ding tO a 32Xl6 matrix. The value at the designated address

is moved to a specific array position defined by SITE, which

simply increments into the buffer using the address supplied

by FIRST 6. SITE requires two numbers on the stack before

execution, the top number is the row and the second number

is the column of the array. Since the positions remain

constant, the conversion program can be easily written using

the values found at these locations.

A. Analysis sequence

During a typical analysis sequence, the user is prompted

to enter values for various parameters. These input rou-

tines follow a similar format: the first statement is a

prompt which request the user to enter a value, the prompt

is followed by a zero after which the address for the de-

sired variable is put on the stack and JUST is executed.
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The data routines are named NPTS, NPSH, DATRATE, TAKDLY,

NDSTS, DBLOCK, and OPNUM which request input for the number

of points, the number Of pushes, the data acquisition rate,

the length of the delay, the number of datasets, the block

number, and the analysis Option number, respectively. The

corresponding prompt statements are named NPRMT, PUPRMT,

DAPRMT, DLPRMT, DTPRMT, BLPRMT, and OPPRMT. As with the

command, LABEL, the user may enter a new value or accept the

present value.

The analysis Option is selected by the word, 00, which

contains the three Options: .00, AAVE, and 8AVE. .GO pre—

pares the instrument for analysis, performs the analysis,

collects the data, and prepares the data for transfer to the

minicomputer. AAVE uses .00 followed by AVRG to average the

four datasets and store the results in dataset 0. 8AVE

averages eight datasets and stores the final result in

dataset 0 by performing .AVRG which essentially averages 2

sets of A previously averaged datasets. Ensemble averaging

Of this type is employed to improve precision. Another data

storage variable, .DATAO, is used in .AVRG to hold inter-

mediate results.

Several high-level words were defined to develOp an

analysis sequence for stopped-flow mixing. The command, SF,

prints some introductory comments and the Options List on

the screen. The Options List contains information on six

Options available to the analyst: PAR, ANA, STO, RNS, BREAK,
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and OPLIST. PAR allows numeric input Of the desired para-

meter values in response to a series Of prompts. The

prompts are contained in the word, ?LOOK. ANA directs the

user to obtain 100%T and dark current values then describes

the three analysis options after which a prompt allows input

of the desired Option. STO prompts the user to enter sever-

al data storage parameter values then type SEND to upload

the data to the minicomputer. SEND is comprised of three

previously defined words, PREFLUSH, BLFILL, and TRANSFER,

which prepare the data, move the data to the buffer, then

transfer the data to the PDP 11/23. RNS gives the instruc-

tion to type CLEAN to rinse the system. CLEAN uses PREP and

RINSE to send the instrument through the motions of an

analysis without data acquisition. BREAK is not a defini-

tions but is a key on the terminal which can be used to exit

an Operation at any time. Finally, OPLIST prints the Op-

tions List on the screen.

The information gathered in an analysis can be immedi-

ately Observed on an oscilloscope using a background routine

for digital-tO-analog (DAC) conversion (83). A separate

stack is created for this routine by the words, BACKGROUND

and BUILD. An assembly word, TRYIT, was written to rapidly

send the data from a particular storage variable to the DAC

output. TRYIT is used in the definition SCOPE which is an

infinite loop capable Of continuously sending data to the

scope during an analysis. SCOPE requires that the address
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of the storage variable and the number of points be on the

stack before execution. Hitting the BREAK key will disable

the background task and thus SCOPE must be re-entered to

reactivate the task. When the blocks are loaded to begin an

analysis, 100 points from DATAO are automatically sent to

the scope.

5. Minicomputer data conversion software

After the data are acquired and transferred to the

minicomputer, a FORTRAN data conversion program, CRUNCH,

converts the digitized voltage values to absorbance.

The computer printout for CRUNCH can also be found in Appen-

dix B. This program puts the absorbance and time values in

a form readable by the plotting routine, MULPLT, by asSign-

ing appropriate tags. The program requires that the values

be in an existing RSX file, so the FORTH type file must be

renamed as an RSX file before the conversion routine can be

used. CRUNCH first uses EQUIVALENCE statements to handle

the data in an array format. The data points and parameter

values are read by the conversion program in exactly the

same manner as the values were loaded into the block before

transfer. The block description and parameter values are

then printed on the screen, and the user is prompted to

select which dataset is to be converted. The program then

converts the data tO absorbance and time pairs then inquires

if another block is to be converted. If so, the program

branches back and converts the next block. When all blocks
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are converted, the program ends.

The data conversion/plotting sequence is aided by a

short task routine called TAKE.CMD found in Appendix B.

This routine streamlines the task of manipulating and plot-

ting the data by automatically performing many functions

which before were individually entered. TAKE.CMD renames

the FORTH files as RSX files, runs the CRUNCH conversion

program, initiates MULPLT to window a section of the absor-

bance vs. time curve, then performs a linear regression

analysis on the data to Obtain the slope Of the line as well

as a plot Of the results. The routine then loops back to

the beginning if another conversion is desired. A typical

curve generated by this sequence is shown in Figure 7.

To begin an analysis, the FORTH blocks must be loaded

into the micrOcomputer using the command, 9 LOAD. The word,

SF, is immediately executed and the user is allowed to

choose an analysis Option. A unique feature of this style

of programming is that the analyst is free to design the

experiments in any order he choses because the program is

not continuously running. The commands in the Options List

may be executed at any time which gives the program great

flexibility. After an analysis is complete, the data are

sent to the PDP 11/23 and another analysis may be performed

or the previously acquired data may be manipulated. The

overall analysis sequence is summarized in a flow chart

shown in Figure 8, which is the most common sequence used in
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this project; however other formats are possible with this

"Open" programming design.

The software designed for this application contains

enough flexibility to allow the user to easily Obtain and

manipulate valid analytical data; however, there are limita-

tions. A maximum Of eight pushes can be averaged to improve

precision. If greater precision is required, the software

would have to be changed to handle a larger number Of

pushes. Also, a maximum Of 100 points can be acquired per

run which limits the overall resolution Of the results.

Another limitation is that the data conversion program

converts only one block at a time and so converting a large

amount Of data can be time consuming. The time for data

manipulation was also increased because an interactive

windowing function was not available. The linear portion Of

the absorbance vs. time curve had to be windowed using a

special control key when using MULPLT which was difficult

and unreliable. Finally, FORTH software is much slower than

assembly and thus created problems during time—critical

steps, especially during data acquisition. Assembly was

used for the actual acquisition, however the FORTH words

executed immediately before and after the assembly commands

resulted in the loss of part of the reaction rate data.

Valid data were still Obtained, but attention must be given

to the total elapsed time Of the software written for rapid

‘steps if a maximum amount Of data is desired.



CHAPTER IV

KINETIC STUDIES

The modified stopped-flow apparatus and associated

software was applied to two kinetic studies in order to

evaluate the overall system performance and to acquire

fundamental kinetic data on a useful analytical reaction.

The chapter begins with a discussion Of the iron-thiocyanate

reaction used for a system performance evaluation followed

by a presentation of a fundamental kinetic study of the ,

Griess reaction for nitrite analysis.

A. Iron—Thiocyanate Reaction

The reaction of Fe3+ with SON- is a popular test reac-

tion for the performance Of stopped—flow instruments (8A,

85, A0). It meets all the conditions for a good test reac-

tion: 1) that the reaction has simple kinetic properties; 2)

the reaction is accompanied by a significant change in the

absorption spectrum; 3) the reaction velocity can be changed

at will by changing one Of the reaction conditions; A) a

half-life Of less than 1 msec can be easily attained; 5) and

reagents for the reaction are readily available and can be

handled without difficulty. Another recommended reaction is

63
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the reduction Of 2,6-dichlorophenolindophenol by L-ascorbic

acid at pH 2.0 (86).

The iron-thiocyanate reaction is actually reversible:

Fe3+ + scw' ;:::: Fe(SCN)2+ <5)

The following rate equation thus applies:

d[Fe(SCN)2+]/dt = k1 [Fe3+][SCN'] - k_1 [Fe(SCN)2+] (6)

The reaction was used to measure the deadtime of the

instrument, and to determine the accuracy and precision of

the overall stopped-flow technique. The deadtime was

measured using a graphical extrapolation technique (20);

results were compared to previously determined values. The

accuracy was checked by determining the rate of the FeSCN

reaction and comparing measured rate constants to previous

values. The precision was Obtained by determining the rate

of the reaction from 10 replicate runs then calculating the

relative standard deviation.

1. Experimental

All solutions were prepared with reagent grade FeCl3

6H2O and KSCN diluted with deionized distilled water (Milli-

‘pore) in volumetric flasks. For all runs, the current
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amplifier output was set so that the voltmeter reading

was 9.90-9.95 volts (10 volts maximum). The gain was set

to 107, the wavelength was A50nm, and the slit width was

2000 um. For the accuracy and precision experiments, 100

points were taken over a range Of 100 msec for each

determination using 8 pushes with averaging. Roughly the

first 20% Of the absorbance vs. time curve was taken as the

linear portion.

Each Of the experiments follow the same analysis se-

quence: l) down-load the software from the PDP 11/23 into

the microcomputer; 2) enter the desired parameters when

prompted; 3) place the sample inlet tubes into the solu-

tions; A) perform the analysis; 5) transfer the collected

data to the minicomputer for further manipulation.

The solutions for the three experiments were prepared as

follows:

Stock solutions: a 100 ml solution Of 0.01M Fe3+ was

prepared by dissolving 0.2706g FeCl3-6H2O in deionized dis—

tilled water (DDW). A 100 ml solution of 0.0ug SCN- was

prepared by dissolving 0.3885g KSCN in DDW. The working

solutions were prepared using an adjustable pipettor.

Deadtime calculation: [Fe3+] = 0.001M, [SON-J = 0.00AM,

[stou] = 0-05E

1;

Rate constant calculation: [Fe3+] = leO- to leO-3M

(10 solutions), [SCN'] = 0.00ug, [stou] = 0-05A

-A
Precision study: [Fe3+] = 5X10 M, [SCN'] = 0.00AM,
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[stou] = 0.05M

2. Results and Conclusions

The data conversion program accepts digitized voltage

values and converts them to absorbance data which are plot—

ted versus time using the MULPLT plotting routine. The

linear portion of the curve is visually estimated by viewing

the results on the graphics terminal. The desired portion

is then windowed by setting the minimum and maximum Of the x

~and y axes, replotting the curve and simultaneously pressing

<cntr1> D to dump the windowed points into a data file. A

linear regression analysis is then performed on the data to

determine the slope Of the line. Except for the deadtime

calculation, this sequence was followed to Obtain all rate

data.

The deadtime was determined by the extrapolation tech-

nique (20) in triplicate and was found to be 5:1 msec. The

deadtimes calculated by Beckwith (71) were also approxi—

mately 5 msec so the present value is in good agreement with

previously determined deadtimes. The calculated value is

small which indicates that modified stOpped—flow apparatus

is Operating properly and can be used for quite fast reac-

tions without introducing errors due to large deadtime

effects.

The rate constant, calculated by determining the slope

Of the reaction rate vs. initial Fe3+ concentration curve

.and applying Eq. (3), is 273.A M“l sec-1. The molar
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absorptivity value at this wavelength is A630 M"l cm-1 (87).

The results are summarized in Table 3 and shown graphically

in Figure 9. This value is on the order Of previously

determined values (72), 200 - AOOM"1 cm'l, although it is

somewhat lower than expected. This deviation can be accred-

ited to several factors: 1) a literature value for the molar

absorptivity was used, 2) pH and ionic strength were not

controlled in the present study. However, the fact that the

value is fairly close to previous values proves that the

system is providing valid rate data.

The results of the precision study are listed in

Table A. The relative standard deviation (RSD) was deter—

mined to be :1.A7A% which proves that the determination Of

reaction rates is satisfactorily reproducible. Previous

precision studies on this apparatus have yielded RSD values

B. Griess Reaction

Johann Peter Griess first described the formation Of

pigments from nitrosatable species (NS), nitrous acid, and

coupling reagents(CR) in 186A (88). The nitrosatable

species are principally aniline derivatives and the coupling

reagents are principally naphthalene derivatives. The

Griess reaction is employed in the formation Of diazo pig-

ments in the dyestuff industry but is also extensively
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Table 3. Data for FeSCN rate constant calculation

 
 

Initial [Fe3+] (uM) Rate (abs. per. sec.)

100.0 .02A1

200.0 .0A83

300.0 .0703

A00.0 .0991

500.0 .1230

600.0 .1500

700.0 .17A0

800.0 .1990

900.0 .2260

1000.0 .2500

Slope = 2.532

Correlation = .9997

Rate Constant = 273.A M.1 sec-1
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Table A. FeSCN precision study

Smpl Rate (abs. per. msec)

1 0.1186 x 10'3
2 0.121A x 10:2

3 0.1201 x 10_2

A 0.1220 x 10__2

5 0.1225 x 10_2

6 0.1219 x 10 2

7 0.1195 x 10:2

8 0.12OA x 10_2

9 0.1250 x 10 2

10 0.1213 x 10-

—2
x = 0.1213 x 195

s = 1.788 x 10

RSD = il.A7A%
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applied as a method for nitrite analysis, as first described

by Griess in 1879 (89). Many different reagents for the

Griess reaction have been employed under various conditions

(90—92). The reaction occurs in three steps: nitrosation,

diazonium ion formation, and coupling. The first and third

steps are pH dependent and the second step is an internal

rearrangement. In this study, the nitrosation and diazoti-

zation steps were not individually examined but were com-

bined to constitute the first step. The coupling reaction

was thus considered to be the second step.

The Griess reaction was recently studied by Fox in 1979

(93). In this case, several reagent combinations were

employed under limited conditions in order to define their

relative effects on pigment formation. Also, various fac-

tors critical tO pigment production, such as pH, tempera-

ture, and concentration Of reagents were quantitated. Fox

used acetic acid to Obtain a pH range of 2.75-2.85 based on

a previous report which claimed that maximal pigment

formation occurs in this range for the reagent combinations

tested (92). The results of this study are valid for the

conditions used, however these conditions are not the most

commonly used conditions in practical analysis procedures.

Thus, a fundamental study has been performed to define

the kinetics Of the Griess reaction using the most common

reagent combination and conditions. The reagents used most

‘frequently for nitrite analysis are sulfanilamide (SAN) and
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N-l-naphthylethylenediamine (NED). SAN has been shown to be

one Of the faster reacting nitrosatable species (93) and NED

is used for its greater rapidity of coupling and increased

acid solubility Of the pigment formed (9A). The analysis is

most commonly performed in highly acidic solutions (approxi-

mately pH 1) for maximal speed Of the diazotization reac-

tion (95).

The study was proposed to define the kinetics of the

Griess reaction by determining the orders, rate constants,

and molar absorptivities of the individual steps, the

effects of pH and ionic strength, and a probable mechanism.

The results Of these experiments, and the conclusions drawn

from the data are presented below.

1. Experimental

All solutions were prepared using reagent grade sulfa-

nilamide, N-l-naphthylethylenediamine dihydrochloride, and

sodium nitrite diluted with acidified deionized distilled

water (DDW). The acidified diluent was prepared by diluting

10 ml Of 12 M HCl to 1 liter with DDW. The pH of the resul-

ting solution was approximately 1.20.

A 5 mM nitrite stock solution was prepared by dissolving

0-3A50 g NaNO2 in 1 liter Of the acidified diluent. SAN and

NED stock solutions were prepared daily as they decompose on

'standing.
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The experimental conditions were as follows: temperature

= 25.000, gain = 107, slit width = 2000 um, and for each

determination, 100 data points were taken over 1 second

using the analysis option of 8 pushes with averaging. The

current amplifier output was adjusted so that the digital

voltmeter reading was between 9.90 and 9.95 volts (10 volts

maximum). The working solutions, which were prepared with

an adjustable pipettor and 100 ml volumetric flasks, were

allowed to equilibrate to 25.00C in the water bath for

approximately 30 minutes before analysis. Then the analysis

sequence outlined in the FeSCN experimental section was

followed. Any special conditions are described in the

experimental sections that follow.

Determination Of orders:

For the first step (diazonium ion formation), the rate

dependence on the [N027] was determined by running 10 reac-

tions with limiting nitrite concentration and SAN in excess

(100 X [N027]). For this study, [N027] = 10 — 100 0M, and

[SAN] = 10 mM. The diazonium ion formation was monitored at

310 nm (96).

For the second step (coupling reaction), the rate depen-

dence was determined on both the nitrite and NED concentra-

tions. The rate dependence on nitrite was determined by

running 10 samples at limiting nitrite concentration, 10 -

100 uM, and [SAN] = [NED] = 10 mM. The rate dependence on

.NED was similarly determined by running 10 samples at
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limiting NED concentration, 10 - 100 M, and [SAN] = [N02-]

= 10 mM. In order to determine the NED dependence, the SAN

and N02- were pre-reacted, for each concentration Of NED, by

mixing 10 m1 of each solution at 25.00C approximately A5

minutes before analysis. The wavelength used to monitor the

coupling reaction was determined by scanning a typical

reaction mixture containing the Griess pigment over the

range Of 500 to 600 nm on a Beckman DB-G spectrophotometer.

The maximum was reached at 535 nm which exactly matches the

literature value (93).

The overall orders were checked for each step by running

typical reagent concentrations to obtain absorbance values

which were then used to plot the integrated form Of the rate

equation versus time. For the first step, [N02-J = 50 0M,

and [SAN] = 10 mM. For the second step, [Noe-J = 20 uM, and

[SAN] = [NED] = 10 mM.

Determination of rate constants:
 

The rate constant for the first step was determined by

running a series of 10 samples at limiting nitrite concen-

tration, 10 - 100 uM, with SAN in excess at 10 mM.

For the second step, the rate constant was determined

against both limiting nitrite and limiting NED concentra-

2J=10_

100 uM, and [SAN] = [NED] = 10 mM. 'In the case of limiting

tions. In the case Of limiting nitrite, [NO

NED, [NED] = 10 - 100 “M, and [SAN] = [N02-] = 10 mM.

For the simultaneous reaction, a combined reagent
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solution was prepared by mixing equal volumes of 20 mM SAN

and 20 mM NED yielding 10 mM Of each reactant. This reagent

was then reacted with a series of nitrite solutions in the

range of 10'- 100 0M.

Ionic strength studies:
 

Ionic strength effects were determined using the same

concentrations of reactants with varying ionic strengths.

The ionic strength was increased by the addition Of sodium

chloride.

For the first step, [SAN] = 10 mM, and [N02'J = 20 0M.

Six reactions were run over an approximate ionic strength

range of 0.1 to 2.A by adding 0, 0.5, 1.0, 1.5, and 2.0 g

NaCl to 15 ml of each working solution.

For the second step, 10 mM SAN and 20 0M nitrite solu-

tions were pre-reacted for A5 minutes at 25°C before the

addition of NaCl over the identical range as in the first

step. The pre-reacted solutions were then reacted with

10 mM NED solutions containing equivalent amounts Of NaCl.

pH study:

The pH study was performed on the first step only. The

concentrations of the reactants remained constant and the pH

varied over the range of 0.8 to 3.0. In this experiment,

[SAN] = 10 mM, and [N02-] = 100 nM. Six reactions were run

at pH values of 0.8, 1.0, 1.5, 2.0, 2.5, and 3.0 by adjust-

ing the pH Of the working solutions with concentrated HCl

'and NaOH.
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Determination of molar absorptivities:
 

The molar absorptivities were determined for the first

and second steps, and for the simultaneous reaction by

reacting appropriate solutions to completion, at least A5

minutes, then measuring the absorbance Of the solutions with

a Beckman DB—G spectrophotometer in a 1.0 cm cell. In each

case, three reactions were run with [SAN] = [NED] = 10 mM,

»and [N02-] = 2, 5, and 10 0M, and the results were averaged.

The first step absorbances were measured at 310 nm and the

second step and simultaneous reaction absorbances were

measured at 535 nm.

2. Results

Calculation Of orders:

For each reaction step, the orders were calculated by

plotting the logarithm Of the reaction rate against the

logarithm Of the initial concentration Of the limiting

reactant, after dilution. The slope of the line directly

gives the order Of the reaction due to that reactant. The

rationale for using logarithms can be explained mathemati-

cally by first considering the simple relationship between

the rate and a reacting species:

rate = k[A]n (7)
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Taking the logarithm Of both sides of the equation yields:

log(rate) = log(k) + nlog([A]) (8)

Thus, plotting the logarithm of the rate vs. the logarithm

of the initial concentration Of the reacting species gives a

straight line with slope "n" which is the order of the

reaction due to that species.

The complete results of the first and second step exper-

iments for calculation of orders can be found in Table 5

which lists the logarithms Of the rates and initial concen—

trations, the correlation values for the respective slopes,

and the individual orders Obtained. The results are graphi-

cally represented in Figures 10 - 12.

Overall orders:

The overall order for the second step (coupling reac-

tion) was Obtained by adding the individual orders for the

nitrite and the NED, which equals 1.97A. The overall order

for the first step could not be calculated in this manner

because the order for the SAN was not Obtained (SAN is

always in excess). However, a study was performed which

confirmed that SAN and nitrite react stoichiometrically in

the presence of acid (97). Thus the first and second steps

were assumed to be second order overall and were verified by

plotting the integrated form of the rate equation for a

-second order reaction vs. time. A straight line confirms a
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second order reaction. The integrated rate equation for a

second order reaction, A + B -—9 products, takes the form:

B—E—a [111(af—x)- 1n (53%)] = kt (9)

Where a = A0, b = BO, and x = the number Of moles Of A

t. When the left-hand Side is plottedreacted at time

against time, a straight indicates a second order reaction.

The results of the overall order confirmation experiments

for the first and second steps are listed in Table 6 and

shown in Figures 13 and 1A. The results indicate that the

first and second steps are second order overall.

.Calculation of rate constants:
 

For the first step, second step and simultaneous reac-

tion, the rate constants were calculated using the slope Of

the reaction rate vs. initial concentration curve and the

molar absorptivities for each step. These values were

inserted into the rate equation for the desired step, which

was solved for the rate constant, k. An example calculation

is shown below:

For first step, limiting [N02"],

_ dA/dt _ 13910 _ 13910 _ -1 -

k-Ts‘A—m" -W_W_3)—592.01_1 51

The concentrations used in all calculations were initial

.concentrations after dilution, from both pre-reaction and
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mixing by the stopped-flow apparatus. The data from the

rate constant experiments are listed in Table 7 which gives

the rates Obtained for each reaction step, the lepes and

associated correlation values, and the calculated rate

constants. The results are also graphically shown in Fig-

ures 15 - 18.

Ionic strength studies:
 

The effects Of high ionic strength on the first and

second steps are shown in Figures 19 and 20. The raw data

are listed in Table 8. The ionic strength values were

calculated as the sum Of the ionic strength from the acid

diluent (0.12 M) and any added NaCl. The first point in each

Of the curves is the rate without NaCl added which serves as

a reference point to observe the change in the rate as the

ionic strength increases. The results indicate that in-

creasing ionic strength has very little effect on the rate

of the reaction as seen by the small change in the overall

rate in each case.

pH study:

The effect Of varying the pH in the diazonium ion

formation step is shown in Figure 21 with the raw data

listed in Table 9. Increasing the pH from 1.0 to 3.0 drama-

tically decreases the Observed rate which indicates that

lower pH values are more advantageous for analytical appli-

cations Of the Griess reaction because of the higher speed

'of the first step.
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[NED] (UM)

Dependence Of rate of the coupling

reaction on [NED].
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Table 8. Results of ionic strength studies

   

First step Second step

ionic strength (M) rate ionic strength (M) rate

.120 .1310 .120 .5920

.690 .25A0 .690 .6220

1.27 .3310 1.27 .5830

1.8A .3370 1.8A .5220

2.A2 .3A50 2.A2 .A580

Table 9. Results of pH study
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Calculation Of molar absorptivities:
 

Table 10 lists the results of the equilibrium experi—

ments performed to determine the molar absorptivities for

each step. Again, the initial concentrations reported are

after dilution. The high value for the second step exempli-

fies the utility Of the Griess reaction for the determina-

tion of low levels Of nitrite.

3. Discussion

The results Of the above experiments will be discussed

separately and then a general mechanism will be presented

which was formulated from the preliminary data Obtained.

The discussion will include any assumptions made in calcula—

ting the results as well as the sources Of error in the

experiments.

The orders calculated for the individual reactants for

the first and second steps were not integral values, but

were within 10% in each case. These errors are relatively

large and are beyond the expected errors involved in

stopped-flow experiments. These deviations may be due to

competing side reactions which alter the rate dependence on

the reactants involved. Fox (93) cites various side reac-

tions which take place resulting in deviations from the

expected orders. The most common are those which result in

- a loss or reversible binding of nitrite, and which result in
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a loss of the diazonium ion:

HNO2 + RdH -——s RdNO (nitroso) (10)

R R NO .

@g + 111102 ———> m or (11)

NH NH N=N=O

2 2 = =
EESZNHZ OZN N O

-+- HNO2 «—-—- (12)

NHz 2

These reactions may occur under the conditions of this

study, but specific experiments were not performed to obtain

proof for this assumption. Since these side reactions are

not the main contributors to the overall Observed rate, they

are not major interferences, especially when the data are

Obtained from the initial portion of the reaction.

The relative magnitudes Of the calculated rate constants

are similar to literature values (93). At pH 1.0, it was

expected that the diazonium ion formation would be faster

than the coupling reaction and the results uphold this

assumption. In calculating the rate constants, it was

assumed that the steps were second order overall, and that

the competing side reactions do not enter into the calcula-

tions. The two rate constants calculated for the second

step with different reactants at limiting concentrations in

each case are similar in magnitude which should be true.

The rate constants should, of course, be constant regardless

Of which species is at limiting concentration. Since the

constants are within 10%, the accuracy Of determining rate

constants is satisfactory.
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The rate constant for the simultaneous reaction is much

lower than those for the first and second steps. The rate

for the simultaneous reaction cannot be slower than either

step unless one of the steps is biphasic. It has been shown

elsewhere(93) that the diazonium ion formation using SAN is

indeed biphasic with the first phase being considerable

faster than the second phase. In this case, the side reac-

tion was the formation Of a nitroso sulfonamide group in

SAN, shown in Eq. (12). This intermediate then decomposed

to yield the pigment directly or reformed the SAN. Under

the conditions of the present study (pH 1.0), the low value

of the rate constant for the simultaneouS reaction indicates

that SAN is exhibiting similar biphasic behavior. The rate

constant for the first step is much higher because the data

were Obtained before the second phase was observed and so it

is concluded that the simultaneous reaction must be con-

trolled by the second phase Of the biphasic reaction.

The absorbance vs. time curves for the simultaneous

reaction experiments showed abnormal "humps" in the initial

portion of the curves, as seen in Figure 22, compared to the

usual curve shape shown in Figure 7. These abnormalities

cannot be caused by mixing alone because they span approxi—

mately 100 msec which is much greater than the mixing time

of the instrument (< 5 msec). They can be explained as the

result of the various competing reactions occuring before

steady state is reached. More detailed experiments would
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have to be performed to model the reaction sequence in this

case. The data were Obtained from these curves immediately

after steady state was reached which is a probable source of

error in the calculation of the rate constant because the

first 100 msec were masked by the initial hump.

The ionic strength studies show that in each step the

reaction must be between an ion and a neutral molecule

because of the very small change in the rate as the ionic

strength increases. One would expect a substantial ionic

strength effect if each Of the reactants were charged. The

first step shows a slight increase in the rate which indi-

cates that the SAN is probably protonated to some extent in

the highly acidic solution. Ionic strength effects can also

be Observed on reactions involving uncharged species if a

charged intermediate is formed. The second step curve shows

a slight increase in the beginning which may indicate a

charged intermediate; however the effect is not pronounced.

The results Of the pH study performed on the first step

show that the speed of the diazonium ion formation is in-

creased by lowering the pH. Fox (93) states that pH 2.75-

2.85 is the Optimal pH range but apparently the first step

rate is quite slow in this range. Certainly for analytical

purposes, efficiency is improved when the reactions are

rapid; thus pH 1.0 is preferred.

The molar absorptivity experiments are the only equili—

brium experiments performed in this study. Errors may arise
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in these calculations from incompleteness Of the reactions

or from fading of the pigment formed. It was decided that

A5 minutes was enough time to complete each reaction at

25°C; however, in that time the pigment fades slightly and

reduces the absorbance. These errors were not quantitated

under these conditions, but were assumed to be relatively

small and are thus carried over into the rate constant

calculations.

A general mechanism is formulated from the above experi-

ments:
OZNH2 OZNH2 OZNH2

+ HNOzf———9 ————> (13)

N=N=ONHZ' +NEN

2

If); .1. ——> NH2502@N=N @NHCHZCHZNHZ

+NEN 11110112011an2 (9

-—> NH SOZ-©—N=N © NHCHZCNZNHZ (14)

©

The first step does not indicate the biphasic nature of SAN

2

because it is not known if the nitrososulfonamide intermed-

iate is in direct equilibrium with the SAN or if it is part

Of a complete side reaction which leads to pigment forma-

tion. The nitroso intermediate shown in the first step is

the most common species for reactions Of this type (93).

The second step is simply electrophilic aromatic substi-

tution. The intermediate is stabilized by dispersal of the

charge over the aromatic ring. LOSS of hydrogen then leads

directly to the final product. The ethylene diamine group
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is para directing so that the most likely product is the one

indicated in the above mechanism.

The mechanism does not indicate any side reactions which

may be taking place because specific data are not available

to define their role in the overall mechanism. Under the

conditions Of this experiment, which are the most common

conditions for the Griess reaction, the mechanism appears to

be similar to that Obtained in Fox's study which in general

is the stoichiometric formation Of the diazonium ion fol-

lowed by the direct substitution reaction to produce the

pigment.



CHAPTER V

CONCLUSIONS AND FUTURE RESEARCH

A microcomputer interface to a stopped-flow apparatus

has been developed which improves the flexibility of the

instrument and facilitates the acquisition of valid analy-

tical data. The microcomputer/minicomputer arrangement

provides direct control Of the instrument as well as access

to high-level data processing and mass storage. The micro-

computer uses an advanced microprocessor chip, The INTEL

8085A, which increases the speed and flexibility of the

apparatus.

The interface could be improved by increasing the memory

space Of the microcomputer in order to facilitate the hand-

ling Of large amounts of data. One of the most labor

intensive steps in an analysis is converting and transfer—

ring the data frOm the microcomputer to the minicomputer,

especially when a long experiment has been performed. If

the raw data could be stored in the microcomputer after the

appropriate manipulation, then a simple program could be

written to sequentially load the data into the buffer and

transfer it to the minicomputer, which would greatly stream-

line the analysis sequence. The microcomputer memory can be

expanded to 32K if desired which would be useful if a

lengthy study is anticipated.

10A
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A software package was developed which provideskmechani-

cal control of the stopped-flow instrument, and handles data

acquisition, transfer, and manipulation. Written in FORTH

and FORTH code, the software gives the user the freedom to

design experiments as desired because Of the "Open" format

Of the language. The programs are not continuously running

because each definition is executed individually by the

analyst, which permits the Option to manipulate data from

other experiments or make software changes as needed. FORTH

software is extensible, so the definitions could be used to

custom-design higher level programs for specific applica—

tions, either routine analyses or investigative studies.

The software was designed in a general fashion so that it

could be used for a wide variety Of future experiments. The

data conversion program was written in FORTRAN which is used

to convert raw voltage data to absorbance. In contrast to

the FORTH software, the data conversion program is continu-

ously running and is not easily changed. However, it is

simpler than FORTH software when mathematical Operations are

involved.

Although the FORTH software is general enough to be used

for other applications, the flexibility could still be

improved. A maximum of 8 pushes can be averaged and a

maximum of 100 data points can be taken with the current

program. These limitations were imposed in order to con—

serve memory space and to keep the software simple. If
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higher precision or more data points are1desired, then the

definitions would have to be changed to accept these im-

provements. Also, data smoothing or other more sophis-

ticated averaging programs would be useful additions to the

software package. Also, an interactive windowing routine

would be very useful in determining the slope of the absor-

bance vs. time curve. The MULPLT routine is time—consuming

and unreliable, so a program written specifically for this

purpose on the PDP 11/23 would be a valuable improvement. A

final improvement to the FORTH software would be the auto-

matic data transfer routine mentioned previously. This

routine would be simple to write with the already existing

data transfer words.

The FORTRAN data conversion program could also be

improved by adding the option Of converting more than one

block Of data at a time. The program was initially written

with the intent Of keeping the blocks Of data separate so

that the results would be easier to identify and interpret.

Converting and labeling each block individually is quite

time consuming; thus the ability to convert a series of

blocks with proper identification would be advantageous.

The overall system performance was tested by using the

iron-thiocyanate reaction. The deadtime of the instrument

was found to be low enough that very fast reactions could be

employed without complications. The rate constant Of the

FeSCN reaction was on the order Of previous values but is
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slightly low due to an incorrect molar absorptivity value

(or wavelength calibration) or a lack Of proper pH and ionic

strength control. Also, the precision Of measuring the

reaction rate was satisfactory. Thus, the stopped-flow

system is Operating correctly and is supplying valid analy—

tical data.

The preliminary kinetic data from the Griess reaction

study indicate that the mechanism is similar to that report-

ed in the literature, under different conditions, with each

step second order and nitrite first order throughout the

reaction sequence. The ionic strength studies also support

this mechanism. The small change in the rate with increas-

ing ionic strength indicates that each reaction step is

between a charged Species and a neutral molecule. The pH

and molar absorptivity results prove why these reagents and

conditions are preferred for nitrite analysis. The rate of

the first step is dramatically faster at pH 1.0 compared to

pH 3.0 and the high molar absorptivity of the pigment under

these conditions shows why the Griess reaction is so sensi-

tive for nitrite analysis. Finally, the rate constants are

of the same relative magnitude as literature values.

Further work on the Griess reaction under these condi-

tions should include defining the interaction Of the side

reactions which may be causing the deviation of the individ-

ual orders from integral values. These competing reactions

were Observed in another study under a different set Of
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conditions but specific experiments were not performed in

this study to take them into account. The overall mechanism

was formulated based only on the available data; thus in-

cluding the competing reactions would provide a more

detailed picture of the reaction sequence. Another project

would be to model the simultaneous reaction to explain the

abnormal humps Observed in the absorbance vs. time curves.

The main intent of this study was to learn the kinetics of

the reaction by examining the individual steps, so the

simultaneous reaction was not studied in great detail.

These deviations from the normal curves are thought to be

the result Of the various competing reactions occurring

before steady state is reached. It would be useful to study

this reaction in more detail to learn the roles of the

various reactants in the overall mechanism when they are

present simultaneously. Also, the biphasic behavior of SAN

under these conditions should be investigated. Knowledge of

how SAN reacts at pH 1 would be useful to further understand,

the overall reaction mechanism.
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APPENDICES



APPENDIX A

SYSTEM HARDWARE

Stopped—flow system components:

  

Component Manufacturer

Light source, Model EU-701—50 GCA McPherson Instrument

CO.

Monochromator, Model EU-700 GCA McPherson Instrument

CO.

Quartz flexible fiber Optic Schott Optical Co.

bundle

Photomultiplier tube, Model 1P28 RCA Corporation

Power supply, Model EU-A2 Heath CO.

Current amplifier, Model A27 Keithley Instruments, Inc.

Thermostatting unit, Model E52 Haake CO.

Oscilloscope, Model DAO Tektronix

Stopped-flow apparatus P. M. Beckwith (71)

Microcomputer components:

Cfintral Processing Unit (CPU): Intel 8085A microprocessor

( 3)

Memory: 32K maximum, presently 10K ROM, lAK RAM

Programmable Interrupt Controller (PIC)

Dual Universal Synchronous Asynchronous Receiver

Transmitters (USART): two RS-232 communication ports

Timer board: Advanced Micro Devices 9513 System Timing

Controller (79)

Analog input: four sample-and-hold (S/H) inputs multiplexed

into a 12—bit analog-tO-digital converter (ADC)

?nalpg output: two port (x,y) digital-to-analog converter

DAC
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APPENDIX B

STOPPED-FLOW SOFTWARE

Table 11. FORTH Analysis Software

L HICRO.ETHIEIBL 9 11 LP

Block Number: 9

0 ( DIRECTORY)

l ( BLOCKS IO - ll: : SE CONTROLLER COHNANDS)

2 ( BLOCKS 12 - l3 : CLOCK SET-UP FOR DELAYS)

3 ( BLOCK 11 : SP OPERATION) ‘

4 ( BLOCK IS : CLOCK SET-UP FOR DATA ACQUISITION ROUTINE)

S ( BLOCKS lo — I, 2 DATA ACQUISITION ROUTINE) ’

6 ( BLOCKS 20 - 21 2 NUHERIC INPUT)

7 ( BLOCKS 22 - 23 : DATA TRANSFER)

3 ( BLOCKS 24 - 2S : INPUT ROUTINES)

9 ( BLOCK 26 : ANALYSIS OPTIONS)

10 ¢ BLOCKS 27 - 29 : SE ANALYSIS SEQUENCE)

II < BLOCKS 35 - 36 : DAC OUTPUT)

l2

13 IO 29 THRU 35 36 THRU

I4 SP

15

Block Number: 10

O < S? CONTROLLER COMMANDS)

1 NE! 8000 DECIMAL CONSTANT APORT

2 APORT 1+ CONSTANT BPORT

3 APORT 25 CONSTANT CPORT

A APORT 3 e CONSTANT CNTRLP

5

6 SFSET 153 CNTRLP Cl ; < set 3 to: output. A C C for input)

7 SFSTAT CPORT C0 1 < qet status blts)

a CHANGE BPORT C! 0 BPORT C! 1 ( pulse output bit)

9 CKMAN SFSTAT 8 AND 1 ( check for manual - Isolate status bit)

10

ll : MANUAL CKMAN NOT IE 2 CHANCE THEN ; ( put lnto manual)

12 : AUTO CKMAN IE 2 CHANGE THEN CKMAN IE CR

)3 ( put lnto auto but oheok it compute: ls dlsabled)

14 ." ERROR - COMPUTER DISABLED" CR THEN :

13

Block Number: 11

O ( SE CONTROLLER COMMANDS CONTINUED)

1

2 3VINTAKE CKMAN AUTO SFSTAT 1 AND IE 16 CHANCE

3 THEN IE MANUAL THEN ; ( turn 3-way valve to Intake position)

4 : 3VMI! CKMAN AUTO SFSTAT 1 AND NOT IE 16 CHANCE

5 THEN IE MANUAL THEN 1 ( turn 3-way valve to mix posltlon)

a

7 FILE CKMAN AUTO SFSTAT 32 AND IF a CHANCE

I THEN I? MANUAL THEN : ( tlll drlve syringes)

9 : PUSH CKMAN AUTO SFSTAT 32 AND NOT 1? 8 CHANCE

10 THEN IE MANUAL THEN ; ( pressurize drlve sytlnqes)

ll

)2 : WVOPEN CKMAN AUTO SFSTAT 2 AND IF 1 CHANCE

l3 THEN I? MANUAL THEN 1 < open waste valve)

11 : WVCLOSE CKMAN AUTO SFSTAT 2 AND NOT IF 1 CHANCE

)5 THEN I? MANUAL THEN ; < olose waste valve) SFSET

116
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Table 11 (Cont'd.)

L MICRQ.ETHIEIBL 9 29 LP

Block Number: 12

0 1 CLOCK SET-UP)

1 43311 CONSTANT COMAND

2 13360 CONSTANT DATAREC

3 CMD COMAND Cl ; 1 write counter commands to CMD)

I DRC DATAREC C! ; 1 write data register values to DRC)

3

6 OCTAL

7 INIT 337 CMD 1 reset 9313)

I 137 CMD 1 load all counters for startup)

9 347 CMD 1 select I-bit bus)

10 330 CMD 1 disable data pointer sequencing)

11 27 CMD 360 DRG 321 DRG 1 set Master Mode)

12 1 CMD 40 DRC 17 DRC 1 set ctr mode for otr 1)

13 11 CMD 12 DRG 0 DRG 1 load counter 1 with 10)

11 2 CMD O DRG O DRG 1 set ctr mode for ctr 2)

13 DECIMAL

Block Number: 13

O 1 CLOCK SET-UP CONT.)

1 OCTAL

2 : LOADC2 12 I 12 CMD DRG O DRG ;

3 1 multiply value by 10 then store it in counter 2 load reg.)

4 SET 143 CMD ;

3 1 load and arm counters 1 and 2)

6 TIME EECIN 243 CMD 22 CMD DATAREC CO DATAREC CO OR 1 - END

7 1 monitor value in ctr 2 hold reg., when a 1. exit loop)

I DELAY SET TIME 3

9 1 delay for n sec. based on value stored in ctr 2 load reg )

10 FOR DATAREC CO ;

11 1 print contents ct selected data register)

12

13 lDELAY 1 LOADC2 SET TIME ; 1 delay tor 1 second)

14 3DELAY 3 LOADC2 SET TIME ; 1 delay tor 3 seconds)

13 DECIMAL INIT

Block Number: 14

MORE 5? STU?!)

PREP 3VINTAKE lDELAY FILL 3DELAY 3VMIX 1 DELAY ;

.
Q
.
U
‘
U
N
»
O

p
u
r
e
e
-
w
o
o
.

M
A
U
N
O
‘
O

1

1 prepare SP tor analysis 1111 drive syringes.

I-way valve in min position)

RINSE PUSH lDELAY 6 0 DO VVOPEN 1 DELAY UVCLOSE lDELAY LOOP

1 rinse cycle no data acquisition)

TRCR BEGIN SFSTAT I AND NOT END ;

trigger loop -1 tests (or active low TTL signal)

leave

a

I
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Table ll (Cont'd.)

L MICRO.FTH/EIBL 9 29 LP

Block Number: 13

0 1 CLOCK SET-UP FOR DATA ACQUISITION ROUTINE)

1

2 VARIABLE PERIOD 1 PERIOD I

3 1 memory location to store data acquisition rate Imsecl)

4

3 CLOCK 4 CMD 33 DRG 13 DRG 12 CMD PERIOD I 10 * DUP 233 AND

6 DRG 63280 AND 236 IMOD DRG DROP ;

7

I 1 set ctr 4 to count at 10 KHs: Active high TC pulse.

9 Value in PERIODI'lOI will be stored in ctr 4 load register)

10

11 VARIABLE DLY 1 data acquisition delay) 0 DLY I

12 VARIABLE .PERIOD 10 .PERIOD I

13 .CLOCK 4 CMD 33 DRG 13 DRG 12 CMD .PERIOD I DUP 233 AND

14 DRG 63230 AND 236 IMOD DRG DROP ; 1 count at 10 KHz)

13

Block Number: 16

o 1 DATA ACQUISITION ROUTINE)

1 HEX BiCO CONSTANT STCONV

2 BICI CONSTANT ADSTAT

3 B1C1 CONSTANT BOTH

4 BlDI CONSTANT MUXADR

3 BIDO CONSTANT HOLDER DECIMAL

6 HEX C9 2364 C! DECIMAL 1 RST 6.3 HANDLER)

7 NE! C9 2363 CI DECIMAL 1 RST 7.3 HANDLER)

I CODE MU! H POP L A MOV MUXADR STA NEXT JMP 0 MU!

9 CODE SAMPLE H POP L A MOV HOLDER STA NEXT JMP 0 SAMPLE

10 VARIABLE B1 200 ALLOT

11 VARIABLE BPPTR

12 CODE TAKE DI 13 I A MOV SIM STCONV STA EI HLT

13 13 I A MOV SIM El BOTH LHLD XCHG BFPTR LHLD E M MOV H IN!

14 D M MOV H IN! BPPTR SHLD NEXT JMP

13 CODE VAIT DI 27 I A MOV SIM EI HLT 13 I A MOV SIM EI NEXT JMP

Block Number: 17

.
Q
O
M
J
U
N
P
‘
O

r
e
c
o
n
v
e
n
e
-
Q

M
I
D
N
O
‘
O

1 DATA ACQUISITION STUPP)

VARIABLE NPOINT

100 NPOINT !

ACQUIRE CLOCK 104 CMD NPOINT I 0 DO WAIT TAKE LOOP ;

VARIABLE B2 2 ALLOT

SPRUN Bl BPPTR 1 PUSH lDELAY UVOPEN TRGR ACQUIRE WVCLOSE

CR .“ DONE" CR :

SUM O 0 B2 2! NPOINT I 2‘I 0 DO Bl I o I 16 IMOD SVAP DROP

I2 29 ROT M+ B2 2| 2 +LOOP ;

VARIABLE B3

AVERAGE B2 20 NPOINT I MI B3 1 ;

VARIABLE LIGHT

VARIABLE I

GETLIGHT PERIOD I X I 1 save old value)

B1 BPPTR l 10 PERIOD I ACQUIRE SUM AVERAGE 33 I LIGHT I

X I PERIOD l ; 1 recall old value)
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Table 11 (Cont'd.)

L NICRO.PTHIEIBL 9 29 LP

Block Number: 13

o
u
o
u
a
u
u
u
o

1 DATA ACQUISITION STUFF)

VARIABLE DARK

GETDARK PERIOD I E I 1 save old value)

B1 BPPTR I 10 PERIOD I ACQUIRE SUM AVERAGE B3 I DARK !

E I PERIOD I : 1 recall old value)

PR3 NPOINT B 2' 0 DO B1 I e O DARK Q - l6 IMOD 100 LIGHT Q

'I 10 U.R DROP 3000 0 DO LOOP CR 2 oLOOP 3

VARIABLE NPUSH 4 NPUSH I

VARIABLE DATAO IOO ALLOT

ACQDLY .CLOCK 104 CMD BI BFPTR I DLY I 0 DO VAIT TAKE LOOP ;

ANALYZE PUSH lDELAY WVOPEN lDELAY WVCLOSE lDELAY NPUSH O

0 DO I WVOPEN TRGR 200 3 DATA0 0 BFPTR I ACQUIRE VVCLQSE

lDELAY LOOP WVOPEN lDELAY VVCLOSE :

Block Number: 19

O
‘
D
Q
U
J
U
N
O
‘
O

Q

10

ll

12

I3

14

15

1 DATA ACQUISITION STUPP)

VARIABLE DSET

?DATASET 200 ' DATAO e DSET I ;

PRDATA ?DATASET NPOINT I 2' 0 DO DSET Q I + O 16 IMOD

100 LIGHT O 'l 10 U.R DROP 3000 0 DO LOOP CR 2 +LOOP ;

DPREP NPUSH O 0 DO I ?DATASET NPOINT C 2' 0 DO DSET I

I e O 16 IMOD SUAP DROP DSET O I + I 2 +LOOP LOOP :

VARIABLE IDATA VARIABLE 2DATA VARIABLE 3DATA

IDATA DATAO 200 + ;

2DATA DATAO 400 o I

3DATA DATAO 600 o I

AVRG NPOINT I 2' 0 DO DATAO I + Q IDATA I o S o ZDATA I

e O + 3DATA I + O s 4 I DATAO I s I 2 oLOOP ;

Block Number: 20

O

1

2

3

4

3

6

7

I

1 NUNERIC INPUT)

2IACCEPT PAD IO EEPECT PAD CO I? 32 PAD BEGIN 16 DUP CD If

0 ELSE CI 1 THEN END PAD 1- NUMBER PUNCT I 0- IP 0 THEN

ROT 2| ELSE DROP THEN : ‘

PT DUP CI DUP 43 SI WITHIN 0. If )R ZDUP SUAP - R) ZSVAP ROT

THEN 32 I :

RIGHTOE. PAD CO I? PUNCT I IP PAD DUP 1- BEGIN lo PT END

SVAP - ROT - SVAP DROP l- ELSE 0 THEN ELSE -1 THEN :

IDIGIT 0 BASE I NIMOD ROT ROT BASE O MIMOD ROT ROT 3

I IDIGIT NUMERAL HOLD I

IS BEGIN I 2DUP D0. END :

NPLACE )R (I R) DUP O ) IP 0 DO I LOOP ELSE DROP THEN

46 HOLD IS SIGN I) TYPE SPACE 3

D.N )R SUAP OVER DABS R) NPLACE I

2IPUTCET )R DUP 2. R) D.N 2IACCEPT RIGHTOP. :
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Table 11 (Cont'd.)

L MICRO.FTH/EIBL 9 29 LP

Block Number: 21

1 NUMERIC INPUT)

.
‘
I
O
U
D
U
N
F
O

Q

10

11

12

I3

14

13

CREATE TEMP O . 0 .

JUST DUP I 0 TEMP 2! SVAP TEMP OVER ZIPUTGET DUP 01 IF

DROP 2DROP ELSE TEMP 2+ 0 SWAP ROT 2DUP - IP 2DROP ELSE

2DUP ) IF DO 10 I 1 [LOOP ELSE SWAP DO 10 I 1 ILQOP

THEN THEN SVAP I THEN :

Block Number: 22

d
-
o
e
-
u
.
n
c
a
s
o
u
»
o

0

10

11

12

13

14

13

1 DATA TRANSFER VORDS)

LBPPTR PIRST e BPPTR I BFPTR c 1024 ERASE ;

INCDAT zoo - DATA0 1 ;

INCBP zoo . BPPTR e + ;

.DDISK ." co.rrn~ :

VARIABLE IDAT o IDAT I

PREPLUSH EB LBPPTR IDAT o 0 DO 1 INCDAT x INCBP NPOINT a 2-

<cncvr LOOP : ,

DDISK llSPEC 25 BLANK c-1 .DDISK DUP a + SWAP 2+ cc llSPEC

SVAP nova :

VARIABLE IBLO l IBLO I

TRANSFER IBLO e IDENTIFY UPDATE DDISK PLUSH ;

CREATE IDSTRNG so ALLOT IDSTRNG ao BLANK

LABEL ca ." Enter identitier:“ ca IDSTRNG ao TYPE ca PAD

so zcur BLANK rxrzcr PAD co 1: PAD IDSTRNG so (cncva THEN 3

Block Number: 23

.
‘
S
O
U
A
U
N
P
O

'
0

1 DATA TRANSFER WORDS)

SITE 1 palltlon Ilne --) ) 64 ' SUAP 2‘ + FIRST 0 + I

BLPILL IDSTRNG 0 13 SITE BO (CMOVE

NPOINT O 15 SITE 2 (CMOVE

NPUSH 1 15 SITE 2 (CMOVE

PERIOD 2 15 SITE 2 (CMOVE

DLY 3 15 SITE 2 (CMOVE

LIGHT 4 13 SITE 2 (CMOVE

DARK 5 13 SITE 2 (CMOVE ;



.121

Table 11 (Cont'd.)

L MICRO.FTHIEIBL 9 29 LP

Block Number: 24

“
\
I
fi
u
h
u
N
t
-
‘
O

1 INPUT ROUTINES)

NPRMT CR ." Number c! data points per push 1100 mas.)“

I SPACES :

NPTS NPRMT O NPOINT JUST ;

PUPRMT CR .“ Number c1 pushes per till (4 max.) “ 13 SPACES

NPSH PUPRMT O NPUSH JUST 3

DAPRMT CR .“ Data acquisition rate 11 data pt. per n msec)"

4 SPACES 3

DATRATE DAPRMT 0 PERIOD JUST ;

DLPRMT CR ." Delay belore data acquisition (msec)"

14 SPACES ;

TAKDLY DLPRMT O DLY JUST :

Block Number: 23

“
Q
B
“
.
U
N
I
‘
O

‘
0

10

11

12

13

14

15

1 MORE INPUT ROUTINES)

DTPRMT CR ." Number of data sets sent to 11I23" 17 SPACES :

NDSTS DTPRMT 0 ODAT JUST 3

BLPRMT CR .“ Data storage block number" 23 SPACES 3

DBLOCK BLPRMT 0 IBLO JUST 3

?LOOK NPSH NPTS DATRATE TAKDLY :

Block Number: 26

O
N
I
O
U
a
b
U
N
r
‘
O

w
w
w
u
w
e
-
Q

M
A
N
N
-
‘
0

1 ANALYSIS OPTIONS)

VARIABLE .DATAO 200 ALLOT

VARIABLE ANOPT 1 ANOPT I

.AVRG NPOINT I 2' 0 DO DATAO I + I .DATAO I o I + 2 I

DATAO I e I 2 oLOOP :

.GO PREP ANALYZE DPREP ;

4AVE .GO AVRG ;

IAVE .GO AVRG DATAO .DATAO 200 (CMOVE .CO AVRG .AVRG 3

GO ANOPT I DUP 1 - I? .GO ELSE DUP 2 - IP 4AVE ELSE

3 m IP IAVE THEN THEN THEN ;

OPPRMT CR ." Enter analysis option number " ;

OPNUM OPPRMT 0 ANOPT JUST 3
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Table 11 (Cont'd.)

L MICRO.FTHIEIBL 9 29 LP

Block Number: 27

O
V
O
I
I
J
U
N
V
‘
O

1 SP ANALYSIS SEQUENCE)

- PAR CR CR ." Enter the desired values or press return“ CR

.“ to accept default values: “ CR ?LOOK ;

ANA CR CR ." Complete the following steps beiore analysis”

CR CR

.“ 1. Obtain a 100%T reading. Make sure the PMT output“ CR

." has stabilised. Type GETLIGHT. “ CR CR

." 2. Obtain a dark current reading. Close the shutter“ CR

.” until the DVM reads 0.00. Type GETDARK. " CR CR

.“ There are 3 analysis options : “ CR CR

.“ 1. 4 pushes 11 filling) with no averaging. “ CR CR

." 2. 4 pushes 11 tilling) with averaging. The data " CR

.“ are stored in dataset 0 . “ CR CR

.“ 3. I pushes 12 iillings) with averaging. The data ” CR

.“ are stored in dataset 0. “ CR CR OPNUM

CR CR .” Type CD to begin analysis. ”y;

Block Number: 23

a
q
o
u
w
a
u
-
o

1 SP ANALYSIS SEQUENCE CONT.)

' STO CR CR ." Respond to the tollowing prompts before “

.“ storing data : “ CR CR NDSTS DBLOCK LABEL CR CR

." Type SEND to transfer data sets to the 11I23. “ CR :

SEND PREPLUSH BLPILL TRANSFER :

RNS CR CR .” Type CLEAN to rinse system. " CR ;

CLEAN PREP RINSE ;

Block Number: 29

.
‘
I
O
U
.
U
N
w
O

1 USER FRIENDLY COMMENTARY)

OPLIST CR 15 SPACES ." OPTIONS LIST" CR CR

.“ 1. Set parameters : Type PAR" CR

“ 2. Analyse : Type ANA“ CR

" 3. Store data : Type STO" CR

" 4. Rinse system : Type RNS" CR

" 3. Exit program : Hit BREAK key ” CR

“ 6. List options : Type OPLIST " CR 3

. SP CR CR ." WELCOME TO THE STOPPED-PLOW ANALYSIS PROGRAM" CR

CR .“ This program controls the stopped-flow apparatus and " CR

allows the user to collect. prepare. and transter “ CR

.' data to the 11I23 for further data manipulation. '

CR CR OPLIST ;
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Table 11 (Cont'd.)

L MICRO.FTHIEIBL 33 36 LP

Block Number: 33

0 1 DAC STUPF)

1 43336 CONSTANT YDAC

2 43332 CONSTANT XDAC

3 BACKGROUND CREATE )R OVER + DUP HERE + 2+ 2+ , SWAP HERE +

4 2+ . R) + ALLOT :

3 BUILD OPERATOR I OVER 0 96 MOVE 2I DUP OPERATOR I

6 1+ I 3 + I z

7 6O 60 6O BACKGROUND IBACK IBACK BUILD

I VARIABLE BKSTAT O BKSTAT I

9 VARIABLE STNUM 2 ALLOT

10

11

12

13

I4

13

Block Number: 36

0 1 BACKGROUND WORD FOR BLOCK OUTPUT TO SCOPE)

1

2 CODE TRYIT STNUM 2+ LHLD STNUM LEA A D MOV

3 BEGIN M A MOV 240 I ANA A E MOV H IN! N A MOV

4 H IN! 13 I ANA E ORA RRC RRC RRC RRC XDAC STA D DCR Om END

3 NEXT JMP

6

7 SCOPE STNUM 2! IBACK ACTIVATE BEGIN TRYIT PAUSE BKSTAT 0 END

3 BEGIN STOP 0 END 1

9

10 DATAO 100 SCOPE

11

12

13

14

p
.

u
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Table 12. FORTRAN Data Conversion Software

830

331

600

900

901

903

10

330

110

300

100

13

730

9

(CRUNCH.FTN)

EOUIVALENCE (DATA(1.1).ID$ETO<1)).(DATA(S.4),IDSET1(1))

EOUIVALENCE (DATA<9.7).IDSET2<1)).(DATA(13.10).IDSET3<1))

EOUIVALENCE (DATA(1.14).ID(1))

BYTE INSPEC<32).OUSPEC(32).ID(BO)

INTEGER DATA<32.16>.IDSETO(100).IDSET1(100)

INTEGER IDSET2(IOO).IDSET3(100)

DIHENSION DSETOthO).DSET1<100).DSET2(100).DSET3(100)

INTEGER NPOINT.NPUSH.PERIOD.DLY.X.L.K.H

REAL LIGHT.DARK

NN-I

URITE(3.850) .

EORHAT(I' STOPPED-ELOV DATA CONVERSION PROGRAN'I

This program accepts dlgltised voltage values sent tron'l

the microprocessor and converts them to absorbance.'l

The absorbance and tine values are put into a torn'l

readable by NULPLT by assigning the (allowing tags 'I

DATASETO-RD. DATASETl-AA. DATASETZ-BB. DATASET3-CC.')

URITE(5.331)

EORHAT(' One block of data 1s converted at at tlne by'l

readlng the values from an eststlng RSX Input 111e.'l

The output Illenane may be specltted as a new or'l

eslstlng tlle. as deslred.')

URITE<5.900)

EORHAT(' ENTER INPUT FILE 's)

READ(3.901)LEN.INSPEC

EORNATtO32Al)

INSPEC<LEN+1)-O

VRITE(3.902)

EORNAT(' ENTER OUTPUT FILE '3)

READ(3.903>LEN.OUSPEC

EORNAT<O32A1)

OUSPEC<LEN+1)-O

OPEN(UNIT-3.NAHE-INSPEC.CARRIAGECONTROL-‘LIST'.

READONLY.TYPE-'OLD'.ERR-290)

OPEN(UNIT.4.NAHE-OUSPEC.PORN-'PORNATTED'.

ACCESS-'SEOUENTIAL'.TYPE-‘NEV'.ERR-29l>

DO 100 I-l.1£ .

READ(3.BOO.ERR-110.END-999)(DATA(J.I).J-1.32)

EORNAT(32A2)

CONTINUE

DO 13 J-1.100

DSETO<J>uELOATtIDSETO(J))

DSET1(J)-ELOAT(IDSET1<J))

DSET2(J)-FLOAT<IDSET2(J)>

DSET3IJ)-ELOAT(IDSET3(J))

CONTINUE

NPOINT-DATA<1.16)

NPUSH-DATA(2.16)

PERIOD-DATA<3.16)

DLY-DATAt4.16)

LIGHT-FLOAT<DATA<3.16))

DARK-FLOAT(DATA(6.16))

URITE(3.860)ID.NPOINT.NPUSH.PERIOD.DLY.LIGHT

.DARK.INSPEC.OUSPEC

EORNAT(I' BLOCK DESCRIPTION'I' '.80A1.I

'.I3.‘ poInts per push'l' '.I3.‘ pushes per 1111'!

'.13.' msec acquisition rate‘l' '.IS.' nseo delay'l

'.E3.0.' (100%T read1ng)'l' '.E3.0.' (dark current)'l

'.32A1.' - Input Itle'l' '.32A1.' - Output Ille'l

KID

VRITE(3,730)

EORNAT(I‘ Enter 0 to convert all data sets'/

.' Enter 1 to convert a single data set‘)

READ(3,?31)H

PORNAT<I13
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12 (Cont'd.)Table

20

700

701

30

930

300

60

931

301

70

932

302

30

933

303

90

760

IEINN.E0.0)COTO 20

URITE(4.860)ID.NPOINT.NPUSH.PERIOD.DLY.LICHT

.DARK.INSPEC.OUSPEC

IE(N.E0.0)GOTO 30

URITE(3.700)

EORHAT(I' Enter the number at

.‘ to be converted (0 thru 3).

READI3.701.END-999)L

EORNAT(I1)

LILOI

COTO<30.60.70.80.90).L

X-O '

KIKOI

DO 300 I-l.NPOlNT

Yoll<DSETO<I)ILICHT-DARKILICHT)

Y-ALOGIO(Y)

E-XoPERIOD

URITE(4.930)PLOAT(X),Y

EORHATt'RD'.2G13.6)

CONTINUE

1E(K.EO.NPUSH)GOTO 90-

IP(H.EQ.0)COTO 60

GOTO 23

Eco

K-K91

DO 301 I-1.NPOINT

Yul/(DSET1(I)ILIGHT-DARK/LICHT)

Y-ALOGIOCY)

X-XoPERIOD

URITE(4.931)ELOAT(X).Y

EORHAT(‘AA‘.2613.6)

CONTINUE

IPCK.EO.NPU3H)COTO 90

IP(H.E0.0)COTO 70

GOTO 23

X-O

K-K+1

DO 302 1.1.NPOINT

Y-ll(DSET2(I)ILIGHT-DARKILICHT)

Y-ALOCIO(Y)

X-X+PERIOD

VRITE(4.932)ELOAT(X).Y

EORNAT('BB'.2613.6)

CONTINUE

IE(K.EO.NPUSH)COTO 90

IP(N.E0.0)COTO 30

GOTO 23

X-O

KIK+1

DO 303 I-1.NPOINT

Yn1l<D3ET3(I)lLIGHT-DARKILIGHT)

Y-ALOG10(Y)

EuloPERIOD

VRITE(4.933)ELOAT<X).Y

EORNATC'CC'.2613.6)

CONTINUE

IP(K.EO.NPUSN)COTO 90

IE(N.E0.0)GOTO 90

the dataset'l

Enter 4 to eatt')

GOTO 23

URITE<3.760)

PORNATII' DATA CONVERSION CONPLETED')

URITE(3.773)

EORNAT(I' Do you want to convert another block'l

' of data? (Yes-1. No.0) ')

READ(3.731)N

IPIN.EO.1)GOTO 120
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Table 12 (Cont'd.)

CLOSEIUNIT-a)

CLOSE(UNIT-4)

- STOP

120 URITE(3.776)

776 PORNAT(I' New input file? (Enter l)'I

+ ' Present input tile? (Enter 0) ')

READ13.731)NN

IP1NN.E0.0)GOTO 330

CLOSEIUNIT-S)

CLOSE(UNIT-4)

GOTO 600

STOP

290 VRITEIS.939)INSPEC

939 PORNAT1' ERROR OPENING '32A1' RE-ENTER'!)

STOP

291 VRITEI3.939)OUSPEC

999 STOP

END
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Table 13. Analysis Task Routine (TAKE.CMD)

.ENABLE SUBSTITUTION

.1? P1 NE "" .COTO 10

.3:

.ASKS P1 ENTER RSX PILENAME

.ASKS P2 ENTER FORTH BLOCK NUMBER

.10:

EPIP C CO.FTHIEIBL 'PZ‘ 'Pl' IR

RUN CRUNCH/TASK=CRNCH

.VAIT CRNCH

MUL

@RECPLOT

PIP FOROO7.DAT;*IDE

.ASX YESNO DO YOU WANT ANOTHER RUN

.IET YESNO .CTO 5

.EXIT


