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Steven Myron Thomas

The feasibility of solar water heating applications in the food

processing industry has been studied. Warm water usage surveys were

made for three plant sizes; small, medium, and large, for representa-

tive plants in the dairy, meat and fruit and vegetable processing

industries in the midwestern United States. A computer model, TRNSYS,

was used to simulate a solar water heating system. Insolation simula—

tion models were tested for predicting solar insolation data for the

average year. The long—term performance for each plant solar water

heating system was determined. An economic comparison was made for

solar energy with electricity, fuel oil, and natural gas, to determine

the current economic feasibility.

Economic feasibility results indicate a significant solar energy

contribution can be made by replacing up to 90 percent of the electric

and 20 percent of the fossil fuel energy consumption for 11081: plants
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1. INTRODUCTION

Recent years have imposed upon our society a new era of energy

awareness. The energy conservationists along with world inflation and

changes in international markets have made businessmen, consumers, and

legislators realize the urgent need to look to the future and establish

a long needed national energy policy dealing with the conservation of

current energy sources and further research and development of current

and alternate energy sources.

Partially as a result of this increased awareness, more research is

being conducted in all areas of fossil energy production and utilization.

Because of the magnitude of this effort, the urgency of the need, and

economic considerations, researchers are considering all areas of energy

consumption including the agriculture industry which represents a small

percentage of the total consumption. Energy consumption patterns are

very diverse, therefore we must look into every facet and reevaluate

the relative costs of resources and products. Small percentages when

added up can make a significant contribution to decreasing the overall

energy consumption, and therefore concern must be given for every per-

centage point which can be gained through the use of alternate energy

sources or conservation.

The agriculture industry represents 12 to 20 percent (Stout, 1975)

of the total energy use in the United States. Currently researchers are

looking into using more alternate sources of energy to satisfy certain
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energy demands in agriculture such as drying of grain crops, fruits, and

vegetables, heating livestock housing, and using solar heater water for

process cooking, heating of food stuffs , and peripheral functions such

as cleaning machinery, product sterilization, and general washing.

This study deals specifically with the possibility of using solar

energy as an alternate energy source to replace conventional fossil fuel

energy in supplying hot water for processing and cleaning operations in

the food industry. For this study the food industry is divided into

three general areas, namely the dairy, meat, and fruit and vegetable

industries . A small , medium, and large processing plant representative

from each of the three areas was selected and surveyed to determine their

hot water energy consumption . These plants were taken as representative

plants for the midwestern United States and analyzed for solar energy

utilization potential at three locations; East Lansing (Michigan),

Indianapolis (Indiana), and Columbia (Missouri).

Solar energy as an alternate energy source has certain natural

use restrictions which make the system difficult to design and utilize

to its fullest capability. A primary concern is its variability and

uncertainty of collection , thus making it undependable and necessitating

some type of storage or back up energy supply to make it reliable to

satisfy the food industry.

Because the utilization of solar energy is inherently dependent

upon the weather and system interactions of storage, collection , and

usage patterns, the design of such a system requires many calculations

to determine its performance. In View of the complexity of this type of

analysis a computer simulation lends itself as a viable tool to aid in

the design of such a system and to determine its overall use potential.
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Such a computer model called TRNSYS was chosen to fulfill the requirements.

The TRNSYS program is capable of simulating the desired systems as a

function of time, using actual weather data and hot water derand informa-

tion as inputs. Since it is a transient simulation, calculations are

performed at a specified time step over the simulations period. Because

of this the accuracy of the simulation is directly related to the accuracy

of the measured input weather and insolation data, and concern must be

given to the type of data to use.

Hourly weather and insolation data is recommended by the TRNSYS

authors. Unfortunately, hourly insolation data suitable for use with

TRNSYS is scarce and in most cases only available for a short period of

time. Since the performance of any solar installations depends largely

on location it would be desirable to be able to use data measured for

one location, or use available records of daily or weekly values of

insolation and temperature to predict appropriate hourly data. This

study will investigate the extent of current weather data availability

and test other insolation and weather models to determine the best

model to predict the long term performance of the solar water heating

systers in supplying the demands of the food processing plants.

When the simulations are completed, basic economic analysis will

illustrate the degree to which these solar water heating systems can

be economically incorporated into commercial food processing plants.

 



2. OBJECTIVES

The overall objective of this study is to study the economic and

engineering feasibility of heating process water for the food processing

industry with solar energy. Specifically, the objectives are:

1. Use the Transient Simulation Program (TRNSYS) to test different

types of insolation and temperature data models and determine

the applicability, for solar system design, of these models to

generate hourly insolation and temperature data, using currently

available data, to use in areas where actual measured hourly

data is insufficient.

Develop solar water heating design parameters and a system

configuration applicable to the food processing industry.

Use hot water usage surveys and the solar water heating simula-

tion model to predict the long term contribution of solar

energy to the total energy demand for each processing plant ,

system size, and geographic location.

Use the simulation results to investigate the real potential

for saving fossil fuel and the economic feasiblity of using

solar energy at the present state of technology and economics

for heating water for food processing plants.



3. REVIEW OF LITERATURE

The solar energy industry is becoming diversified into all areas

of energy usage ranging from high temperature steam power generation

installations to low temperature drying of agricultural crops (Daniels

and Duffie, 1955), not to mention the natural energy conversion performed

by plants using photosynthesis . The research and publications resulting

from this growing industry is increasing at a fast rate. This study is

concerned only with the low temperature application of solar energy for

water heating. This review will consider only the simulation models,

data inputs and system component designs directly relating to the solar

water heating feasibility corresponding to demands from the food

processing industry.

3 . 1 Computer Models

The design and performance analysis of any solar energy system

requires many energy balance and transfer calculations . Because solar

radiation is a dynamic occurrence , the behavior of the system continues

to change over time requiring more calculations to determine its

transient performance. A solar energy installation is a system of

integrated components such as a collector, heat exchanger, storage tank,

pumps, and controls . Mathematical models have been developed for each

of these components, consisting of energy balances and sets of algebraic
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and/or differential equations . Because of the complexity and magnitude

of solving these integrated models , the application of modern high

speed computers is necessary to determine the long term system performance.

With this capability, the analysis of the transient responses of integrated

solar energy systems is now possible.

Several attempts have been made at developing reliable programs for

this purpose. Ramsey (1975) has developed a flat plate collector

computer program for heating liquids and has studied the non-uniform

temperature characteristics of the collector and the flow distributions

for different collector arrays . Kays and london (1958) presented relation-

ships which describe the performance of different types of heat exchangers .

A few programs have been campleted capable of simulating complete

systems . Edenburn ( 1973) developed a specialized "Systems Analysis

Computer Program" designed to model the total energy requirements of

an entire cammmity. This model is too specific for general use.

Graven (1974) discussed several programs and their status such as the

Post Office Program, Transient Simulation Program - TRNSYS, and the Jet

Propulsion Laboratory program. The Post Office Program deals with

building loads and includes no treatment of collector design or storage

components. The TRNSYS program contains over 20 routines to model the

transient performance of different types of integrated solar energy

systems including collectors, storage tanks, and auxiliary heaters.

According to Graven (1974) the scope of this model is generally

limited to solar energy applications and not applicable to general

building loads and other types of energy supplies. The Jet Propulsion

program is limited to solar water heating only, thus not generally

applicable. Graven (1974) concluded that many programs are still in
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the process of development and that no single readily available model

is generally accepted. Edenburn and Grandjean (1975) and Edenburn (1975)

discussed an "Energy System SiImilation Computer Program" called SOISYS

developed by Sandia Laboratories. This program is capable of simulating

the transient performance of energy systems cemposed of 21 component

subroutines .

'Ihe TRNSYS and SOISYS programs are both capable of simulating solar

water heating systems needed for this study. The TRNSYS program was

chosen based on its availability, ease of operation, and the results

presented by other researchers on its performance and accuracy .

3.2 TRNSYS Program

The development and operation of TRNSYS is completely described by

Klein M. (1974). Instruction is given for connecting the desired

components and determining the appropriate parameters . TRNSYS then

performs the necessary simultaneous solutions of algebraic and differen-

tial equation over a specified time step to determine the system

variables. Duffie and Beckman (1974) presented a detailed discussion

of the procedures used by TRNSYS , individual component model descriptions ,

and methods for determining component parameters based on actual

component design and application . Modeling considerations and recommenda-

tions are also discussed and examples presented to illustrate the

behavior of solar systers.

TRNSYS was used by Oonk, Beclman, and Duffie (1975) to model

residential heating and cooling performance of the Colorado State

University house. Klein 'et a1. (1975) used TRNSYS to simulate a solar
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water heating system for different system configurations and radiation

data inputs. Different runs were made over a.one-month period to

observe the performance of each system configuration. An 8 percent loss

was observed in the amount of solar energy supplied to the load when a

heat exchanger component was included in the model. A simulation compar-

ison of input radiation data was made using hourly measured insolation

data and hourly msan insolation data based on monthly insolation normals

for the same period. The hourly mean insolation data simulation results

indicated a 5 to 25 percent increase in performance over the hourly

msmsmred insolation data.simulation. It was suggested that a probable

cause of this result was suggested as being a muting effect by the

average data on the effects and irregularity of cloud.cover on collector

performance. No conclusion was drawn concerning the type of insolation

data whidh should be used.

Gutierrez §t_al. (1974) used TRNSYS in studying the effects of

auxiliary energy supply, load type, and storage capacity variations on

total system performance; constant collector design parameters, based

on current design practices, were used during this study . It was

concluded that a three-layered stratified storage tank gave the best

results with respect to accuracy and.compute time compared to a higher

degree of stratification; also, that the best.method of adding auxiliary

heat to the warmxwater is directly to the line coming from the storage

tank. The best and worst times of water reroval were also examined

by the authors, with the most favorable time occurring early afternoon

and the least favorable occurring just before sunrise.
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3 . 3 Insolation Data

TRNSYS requires input data values of solar radiation and ambient

air temperature at constant time intervals for the duration of the

simulation period. The time interval is generally one hour. However,

in this study the time interval will be examined for its effect on

system performance. Since two data values are needed at each time

interval, a distinction will be made wherein: solar radiation data will

be referred to as insolation data defined as the total amount of solar

radiation received at the surface of the earth (Kreider and Kreith,

1975) , while all atmospheric conditions including air temperatures and

wind speed will be referred to as weather data.

3 . 3 . 1 General availability
 

Presently, there are 67 collection sites in the United States

which measure daily total insolation (Solar Radiation . . ., 1976).

Of these, 29 also provide hourly insolation values . The information

collected by these stations is gathered and tabulated at the National

Climatic Center in Ashville, North Carolina. The period of these

collection records range as far back as 1952. Baker and Klink (1975)

discussed the quality of this data. Discrepancies of 1p to 10 percent

were accredited to calibration variations, age, and type of absorber

surface of the recording instruments. Due to lack of funds and standard-

ization among the different stations the accuracy and reliability of

these records is generally questionable. In Septerber 1972 the National

Climatic Center ceased publication of radiation data as requested by the
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National Weather Service because the errors incorporated were estimated

to range from 5 to 30 percent (Solar Radiation . . . , 1976).. The

National Oceanic and Atmospheric Administration has proposed that a new

standardized network of collection stations be established. If and when

this occurs, further radiation data will become available for use in solar

system design .

3 . 3 . 2 Local availability
 

This study is concerned with solar energy utilization in the

midwestern United States . Three locations were chosen , based on the

availability of data, geographic location, and the location suitability

of food processing plants, in which to study feasibilities. The loca-

tions chosen were East Lansing (Michigan), Columbia (Missouri), and

Indianapolis (Indiana). All three locations have average daily insola-

tion data available for weekly periods over a period of at least 13

years (Baker and Klink, 1975). Hourly insolation data is also

available for 13 years (1946—1958) at the Columbia station and one

year (1974-1975) at the East Lansing station. Hourly data is currently

not available for the Indianapolis station.

Since proper design requires that system performance is predictable

for both good and bad insolation years , more representative and complete

data on an hourly basis is desirable.

3. 3 . 3 Insolation models
 

Extensive work has been done developing models to predict solar

insolation necessary for calculating heating and cooling loads of
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buildings. Although it is impossible to accurately predict future

insolation, certain models predict insolation to the degree necessary

for certain design problems . Three models have been proposed for

simulating hourly horizontal solar insolation at a given location .

The.American Society of'Heating, Refrigeration, and Air Conditioning

Engineers (ASHRAE) has developed tables which can be used to predict clear

day hourly insolation based.on solar time for different times of the

year at different latitudes (ASHRAE, 1974). The purpose of these tables

is to yield maximum design values of insolation for collector design.

Clear day conditions occur infrequently. Actual insolation will be

influenced by cloud cover, dust, water vapor, and other factors which

affect the atmospheric transmissivity as described by Fritz (1957)

and Threlkeld and Jordan ( 1957). The use of this insolation model in

TRNSYS involves a modification to account for non—clear day operation.

A set of standard curves proposed by Whillier (1956) and further

expanded.by Liu and.JOrdan (1960) uses daily insolation totals to

determine hourly insolation values based on solar time. This second

mrtkfl.was developed.and tested in South Africa and gives reasonable

accuracy for other locations . Duffie and Beckman (1974) recommended

this model to estimate hourly insolation values for input to TRNSYS.

Williams, Ioomis, and Carter (1974) have developed a Fortran computer

program based on the'Whillier curves for calculating hourly insolation

values given total daily insolation, location, daylength, and time of

year.

A third model to be tested consists of using daily transmissivities

together with a.program.that calculates extraterrestrial radiation

(Fumival, et a1., 1969). Equation (3.1) shows the relationship which
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exists between measured daily horizontal insolation (R), the total

horizontal extraterrestrial radiation (R*) , and the atmospheric

transmissivity (T) (Baker and Haines, 1969);

1' = R/R* (3. 1)

or for hourly insolation values:

Rh = TX R*h (3.2)

where Rh is hourly horizontal insolation and R"‘h hourly horizontal

extraterrestrial radiation . Thomas (1977) discussed the behavior of

transmissivity for a one-year (1974-75) period in East Lansing and

gives weekly averages of daily transmissivity. All three models can

be used to predict insolation for an "average" year based on weekly

averages of daily total insolation or daily transmissivity values using

13 year average data contained in Baker and Haines (1969) .

Other models for predicting daily insolation have been proposed.

Fritz (1957), Moon (1940), Sadler (1974), Threlkeld and Jordan (1957),

and Liu and Jordan (1960) discussed the effects of air moisture, dust,

air mass thickness , wavelength , location with respect to industrial

centers, etc. , and other atmospheric properties upon the atmospheric

transmissivity and thus the insolation. Much of this work involves

solar constant influences on insolation and is fundamental to the

basic understanding of solar insolation characteristics. The ASHRAE

model includes many of these findings.

Baker and Haines (1969) conducted a study on finding the correla—

tion between the amount of sunshine received per day and the total daily

insolation. This study correlated sunshine to insolation to about 0.92.

SLmshine duration periods did not give an indication of radiation

intensity according to Baker and Haines (1969) thus resulting in some

error. Also s1mshine records are not widely available for use with such
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a model . Thomas (1977) developed linear models to predict hourly

insolation from hourly inputs of cloud cover, cloud elevation , atmospheric

transmissivity, and extraterrestrial radiation. This type of model

appears to be quite reliable and applicable to use in a simulation

except that hourly cloud information is equally difficult to obtain

as the measured insolation itself.

3.4 Weather Data Availability

Necessary inputs to a simulation also include air temperatures

and wind speeds. Although wind speed information is not used in this

simulation study it should be incorporated for certain collector

designs (Klein M” 1975). Air temperatures are of significant

importance . Hourly ambient air temperatures are generally included

with records of hourly insolation data. local Climatological Data

contains data on dry and wet bulb temperatures, wind speed, and cloud

cover at three hour intervals . These values may be interpolated to

produce hourly values with little error if temperature data is needed

for combination with existing insolation data (Linvill, 1977). This

was done by the author for one year at East Lansing.

Daily average, maximum, and minimum terperatures are also readily

available from local weather stations . Annual mean monthly temperatures

are available for the three test locations for use in conjunction with

long-term average insolation data . East Lansing values are obtainable

from the Michigan Department of Agriculture 1 (1974), Indianapolis values

from U. S. Department of Commerce (1964), and Columbia values from U. S.

Department of Commerce (1968) .
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3.5 Principles of Heat Transfer

Tb evaluate the behavior and feasibility of a solar energy system

a basic understanding of the modes of heat transfer is necessary.

Consideration will be given to three modes of heat transfer, namely

conduction, convection, and radiation. A driving force is necessary

for heat transfer to occur. The magnitude of the driving force is

determined by the temperatures of the bodies involved. From the Second

law of Thermodynamics energy always tends toward a state of greater

entropy and for this discussion corresponds to heat transfer from the

body with the higher temperature to a body at a lower terperature

(Jenkins and Perkins, 1970).

Conductive heat transfer occurs by molecular actions of vibration

or rotation (Kreider and Kreith, 1975) . The equation describing one

dimensional conductive heat transfer is given as:

._ 3TQ _ _kA 336 (3.3)

where Q is the heat transfer rate, k the thermal conductivity, A the

da_'r
area perpendicular to heat flow _, an 8x the terperature gradient in the

material.

Convective heat transfer occurs by the motion of a fluid. The

describing equation is:

Q = hA AT (3.4)

where h is the heat transfer coefficient, and AT the temperature

difference between the surface and the fluid.
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Radiative heat transfer occurs by means of electro—magnetic

radiation and is described by:

Q=erT‘* (3.5)

where O is the Stefan-Boltzmann constant _, 8 the surface enittance, and T

the absolute temperature of the radiating body.

A fourth equation is needed to describe the energy reroved by a

transport fluid. Equation (3.6) relates the mass flow rate 111,

specific heat of the fluid c, and the temperature change of the fluid

AT, to the rate of energy reroval Q.

Q = mc AT (3.6)

These relationships may be used to construct energy balances on

components to determine their performance as a function of the physical

properties of the component and the temperatures at which it is operating.

Basic heat transfer texts such as Holman (1972), Kreith (1973), or -

Kreider and Kreith (1975) may be referred to for a more detailed -

discussion of these principles.

3.6 Principles of Solar Radiation

The amount of energy reaching the earth fran the sun is called the

solar constant, and varies 1.5 percent over the year (Moon, 1940).

The degree of variation for most cases is insignificant for design

purposes. The accepted value of the solar constant measured normal to
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the sun rays outside of the earth atmosphere is 1353 J/s/m2 (ASHRAE,

1974).

The energy which reaches the surface of the earth is dependent upon

:many factors including: sun-earth orientation, atmospheric properties,

and time of day. Figure 3.1 illustrates the spectral distribution

characteristics of solar radiation, shows the distribution if the sun

were radiating as a black body, the actual solar radiation distribution

Outside the atmosphere , and the spectral distribution of the radiation

which reaches the earth's surface. As solar radiation passes through

the atmosphere, a percentagecflfit is absorbed by water vapor, dust, and

gas molecules (Fritz, 1957). As a result, the magnitude of the direct

solar (or beam) radiation is decreased and.the amount of diffuse or

sky radiation is increased. Since the amount of diffuse radiation is

largely a function of scattering, sky emissivity, and cloud conditions,

it is best described by actual measured data. The performance of a

solar collector is dependent upon the relative amounts of direct and

diffuse radiation. Duffie and Beckman (1974) described empirical

relationships distinguishing diffuse radiation originating near the sun

for clear days from that of widely scattered diffuse radiation

occurring on very cloudy or hazy days.

When radiation strikes a material it may be transmitted, reflected,

absorbed, or a combination of these (Siegel and Howell, 1972). When

choosing materials for collector covers and absorbing plates considera-

tion must be given to these properties and how they may influence

collector performance. The transmittance of a material is the ratio of

energy transmitted to the energy incident. The reflectance of a material

is the ratio of reflected energy to the incident energy. Similarly
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absorptance is the ratio of energy absorbed to the amount of energy

incident upon the surface. The sum total of these is numerically equal

to unity. Fhfittance is a property describing the radiating characteristics

of a body and is defined as the ratio of energy emfitted by a material to

the amount emitted if it were a black body. Each of these properties is

a function of the wavelength and incident angle of the incident energy.

When considering collector covers; a low reflectance, emittance, and

absorptance material is desirable for all wavelengths and incident

angles, while a high transmittance is desirable for wavelengths and

incident angles which allow the greatest amount of radiation to pass

through. Desirable properties of the collector absorber plate are:

low reflectance at all wavelengths and incident angles, zero transmittance,

high absorptance for all incident angles and at wavelengths which most

incident energy occurs, and low emittance at all angles and at wavelengths

corresponding to the greatest intensities of the spectral distribution

curve at the plate temperature. A surface in which the absorptance and

emittance are not equal is called a selective surface (Kreider and

Kreith, 1975), and has a greater potential for use in solar collectors.

Materials with these properties are difficult to obtain and generally

expensive.

Figure 3.2 identifies the angles which are important in detennining

the amount of radiation available at a particular location. The alti—

tude angle (a) which the incoming beam radiation makes with the horizontal

surface is given by (Kreider and Kreith, 1975):

sina = sinL sin6 + cosL cosé cosHs (3.7)

7 9—4335?"



 

19

      
wWN

///,,Z€?///,

65%

Figure 3.2 Description of Sun—Earth Orientation Angles.

  



 

20

where L is the latitude, 6 the solar declination, and HS the local solar

hour angle measured from solar noon. Equation (3.7) can be used to

determine the location and elevation of the sun for any time of year,

thus allowing for the calculation of collector tilt angles. Most collectors

are tilted from the horizontal in order to minhmize the angle of incidence

of insolation, thus allowinglnathmn insolation to pass through the

glazing to the absorber plate.

3.7 Solar Component Design and Technology

3.7.1 Solar collectors

The basic principles of flat plate solar collector design are

illustrated in Figure 3.3. ASHRAE (1974) illustrated fourteen common

collector water and air heater designs. The number of covers depends

upon the climate and the specific use for the collector. Kreider and

Kreith (1975) reccmmended double glass glazing for most northern clhmate

solar water heater installations. Other glazing materials such as

plexiglas, polyvinyl flouride (Tedlar), polyethylene, and others are

somethmes used. The choice of such materials depends upon desired

performance, costs, life expectancy, maintenance, etc.

Radiation passes through the transparent covers striking the

absorber plate. As the radiation strikes the absorber plate, energy

is absorbed causing the temperature to increase and heat transfer to occur

from the plate to some transport fluid passing through the collector.

The absorber plate is covered by some material that has a high absorbtivity

and in certain designs, may be a selective surface. Proper collector
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design must take into consideration heat losses by conduction, convec-

tion, and radiation, inefficiencies in transmittance and absorptance

of the incident energy, the cost of materials, and the relative trade

off of each. There are many commercially available collectors of good

quality which have a reasonable long life expectancy. Costs for these

collectors range from 100 to 270 dollars per square meter (Solar Research,

1977 and Owens—Illinois, 1977).

Several design parameters are important when determining collector

performance. Total transmittance describes the amount of insolation

passing through the cover plates which strikes the absorber plate

after accounting for reflection and absorption losses. Duffie and

Beckman (1974) described the dependance of transmittance on cover

thickness, extinction coefficient, number of covers, cover spacing, and

incidence angle of the inccmfing radiation. Based on these relationships

Duffie and Beckman (1974) presented figures for the determination of

collector transmittance.

Collector plate absorptance is given for several plate coating

materials in Table 5.5.1 of Duffie and Beckman (1974). This parameter

describes the ability of the collector to collect and retain the incoming

radiation. Collector absorptance values range from 0.8 to 0.95

depending upon the coating material.

The overall energy loss coefficient (U1) is an important parameter

influencing the collector performance. Klein (1974) presents a method for

calculating this value as a function of top (Qt)’ edge (Q8), and back

(0%) heat losses:

U1 = (Qt + Qb + Qe)/A (Tp — Ta) (3.8)
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where Ul is the overall energy loss coefficient, A the collector area,

Tp the mean collector plate temperature, and Ta the ambient air terpera—

ture. Klein (1974) proposes the use of equations (3.9), (3.10), and

(3.11) to determine the top, back, and edge heat losses, respectively.

Qt = UtA (Tp - Ta) (3.9)

The top loss coefficient Ut in equation (3.9) accounts for radiation

and convection losses from the top surface of the absorber plate and

is related to the number of cover plates, wind speed, tilt angle, mean

plate temperature, and emissivities of the absorber plate and covers.

Whillier (1967) presented relationships to calculate the top loss

coefficient for several collector designs. Duffie and Beckman (1974)

presented curves (Figure 7.4.4 of Duffie and Beckman, 1974) based on an

erpirical relationship developed by Klein (1974), which can be used to

determine the top loss coefficient given the mean collector plate

terperature, number of covers, ambient air terperature, plate emissivity

and wind speed.

Heat loss from the back side of the collector absorber plate may

be obtained fran:

Qb = A (Tp - Ta)/(m/k + l/hb) , (3.10)

Where it is the insulation thickness, k the thermal conductivity of the

insulation, and hb the convection coefficient between the bottom of the

insulation and the ambient air. Edge losses may be determined by:

Q8 = he (Ap) (Tp — Ta) (3.11)



 

where he is the convection coefficient between the edge surface and the

ambient air, and Ap the collector perimeter.

The actual perfonmance of a collector may be described by the

geometric efficiency factor F' (Duffie and Beckman, 1974). This factor

is a ratio of the heat transfer resistance between the absorber plate

and the ambient air and the heat transfer resistance from the fluid to

the ambient air. The collector efficiency factor remains constant for

a given collector design and flow rate. Figure 7.5.4 developed by

Duffie and Beckman (1974) give values for the geometric efficiency

factor given tube spacing, plate conductivity and thickness, overall

loss coefficient, and the heat transfer coefficient between the collecting

fluid and the inside of the tubes.

The collector efficiency (n) is a term helpful to observe actual

collector performance over a simulation period. Kreider and Kreith (1975)

describe collector efficiency as the ratio of energy output to the total

incident radiant energy. This efficiency is a function of the collector

plate temperature and the relative period of operation used to calculate

it. Care should be used when comparing efficiencies of different

collectors so that equal time periods are used.

3.7.2 Other components

Other components such as heat exchangers, storage tanks, and

auxiliary heaters are generally of conventional design. Costs and

performance vary according to materials of construction. These components

require energy balances to describe their performance over time.

Holman (1972) and Kays and London (1958) described the basic theory



 

25

for heat exchanger design. Heat exchanger capacity is described by the

overall heat transfer coefficient UA. The choice of this design parameter

depends upon the heat transfer rate required by the system. Preliminary

calculations may be used to estimate the heat exchanger capacity needed

for a certain installation. A counterflow type heat exchanger is

recommended for applications involving small temperature differentials,

as in solar energy systems, because small temperature differences

between the wanm inlet fluid and the cold exit fluid are characteristically

low, thus allowing for mathun heat transfer.

Storage tanks may be divided into segments for modeling with the

temperatures at each segment described by a set of differential

equations. In order to construct energy balances on these tank segments,

the tank losses must be accounted for. An energy loss coefficient (U)

for an insulated tank can be determined from Holman (1972).

The capacity of the auxiliary heater may be detenmined from

equation (3.6). The capacity of the heater should be great enough to

supply 100 percent of the demand. For simulation testing this criteria

should be assumed. In actual design of the physical system the heater

capacity may be sized allowing for a minimum energy contribution from

the solar collectors and a factor of safety.

3.8 Physical Solar Water Heating Systems

A solar water heating system is a combination of various components

designed to collect incident direct and/or diffuse solar insolation and

convey this energy, by means of a transport fluid, to a place of utiliza—

tion and/or storage for future utilization. Clearly such an installation
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is dependent upon each component in order to give best performance.

Lof (1977) emphasized that although individual components are proven

to perform under certain conditions, the overall performance and

reliability of a system depends upon the proper sizing and combination

of related carponents. Solar water heating is a direct use of solar

energy which has been practiced most extensively in the last two

decades. Kreider and Kreith (1975) predicted water heating will be

the first wide use of solar energy during this period because of the high

use factor and low initial cost.

The basic elements of a solar water heater, illustrated in Figure 3.4,

are a flat plate collector, storage tank, pump, controller, and an

auxiliary heater. For operation in freezing climates an antifreeze

solution may be used in the collector with a heat exchanger used to

transfer the energy to the water. Duffie and Beckman (1974) stated

typical collector dimensions are 1.2 by 1.2 meters with multiple units

being connected in a single installation. Common absorber plates are

copper or steel with tubes thermally bonded to the plate allowing for

the passage of the collector fluid. The absorber plate and glazing

covers are installed in a frame with 5 to 10 centimeters of insulation

on the back.

Storage tanks should be well insulated. Twenty centimeters of

mineral wool insulation is recommended by Duffie and Beckman (1974).

Auxiliary energy may be added in three ways as discussed by Gutierrez

et_al. (1974): directly to the tank, to the water leaving the tank,

or directly to the supply water, bypassing the tank. The authors

concluded the second method resulted in most efficient operation.

Sizing of system components depends upon the type of load, energy
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costs, etc. (Duffie and Beckman, 1974). Kreider and Kreith (1975)

presented the following general guidelines for residential installations:

36.8 square meters of collector to supply 100 kilograms of hot water, a

storage tank capacity should allow a two—day supply, and a collector

fluid flow rate of 40 kilograms per square meter of collector per hour.

Guidelines for industrial applications may vary.

3 . 9 Warm Water Usage

The food processing industry consmmes 9.5 x 1017 Joules annually

(Reding and Shepard, 1975) . The energy consumption for the dairy,

meat, and fruit and vegetable industries is given in Table 3.1 ( U. S.

Department of Commerce, 1974). Recognizing that the warm water use

in these processing plants is a significant percentage of this consump—

tion, a potential exists for saving fossil fuel energy by the replacement

with solar energy .

Representative processing plants, one each of small, medium, and

large from each industry were surveyed by Dansbury (1977) for their

warm water consumption. His findings are shown in Tables 3.2, 3.3,

and 3.4 and Figures 3.5, 3.6, and 3.7.

3.9.1 Dairy plants
 

Dairy plants were chosen with an erphasis on fluid milk processing

operations . Water usage information obtained from all plants consisted

of warm water used for cleaning operations relating to fluid milk pro—

cessing operations. Table 3.2 shows the volumes and temperatures required.
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Table 3.2 - Dairy Plant Warm Water Usage.

 

Small:

Average water temperature 65.53 C

Annual demand schedule 52 weeks

Processing days per week 3 - MWF

Principle use cleaning

Volume - daily 1940 kg

peak flow 692 kg/hr

weekly 5820 kg 5

Energy demand - daily 4.28 X 10 kJ

weekly 1.285 x 106 kJ

annual 6.682 x 107 kJ

Medium: .

Average water temperature 66.ll C

Annual demand schedule 52 weeks

Processing days per week 5 - MTWTHF

Principle use cleaning

Volume - daily 6456 kg

peak flow 7l7 kg/hr

weekly 32,280 kg

Energy demand - daily 1.44 X 106 kJ

weekly 7.20 x 106 kJ

annual 3.747 X l08 kJ

Large:

Average water temperature 79.44 C

Annual demand schedule 52 weeks

Processing days per week 6 - MTWTHFS

Principle use cleaning

Volume - daily 25,000 kg

peak flow l387 kg/hr

weekly l50,000 kg

Energy demand - daily 6.96 X 10 kJ

weekly 4.182 x 107 kJ

annual 2.17 x 109 kJ
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Figure 3.5a,b,c Dairy Processing Plant Water Demand Schedules.
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Usage patterns were determined based on plant scheduling, shifts, etc.

Dairy plants exhibit a uniform cyclic demand over the entire year.

Dansbury (1977) recannended the weekly demand schedules shown in

Figure 3.5 for use in computer simulation.

3.9.2 Meat plants
 

The meat processing plant surveys reflect warm water used for

cleaning and washing in slaughter and processing operations. Meat

plants operate continuously over the year. Results similar to the

dairy plants are given in Table 3.3 and Figure 3.6.

3.9.3 Fruit and vegetable plants
 

The fruit and vegetable industry is widely diversified. The

multitude of agricultural products processed by these plants presented

irregular usage patterns throughout the year. The type of processing

operations, whether canning or freezing also greatly influenced the

warm water energy demand. A cross section of plant operation patterns

is represented by the survey results of the three plants.

The small plant is a canning plant which operated during most of

the year according to Figure 3.7. Energy demnds shown in Table 3.4

include warm water usage for processing and cleaning operations .

The medium plant is a freezing plant that operated 12 months a

year. Although this plant produced more product than the small plant

it was classified according to the relative energy demands of all three

plants .
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Table 3.3 - Meat Plant Warm Water Usage.

 

. Small:

Average water temperature 60.0 C

Annual demand schedule 52 weeks

Processing days per week 5 - MTWTHF

Principle use cleaning

Volume - daily 3,026 kg

peak flow 504 kg/hr

weekly 15,130 kg5

Energy demand - daily 5.98 X 106 kJ

weekly 2.99 X 10 kJ

annual 1.56 X 108 kJ

Medium:

Average water temperature 71.11 C

Annual demand schedule 52 weeks

Processing days per week 5 - MTNTHF

Principle use cleaning

Volume - daily 5,410 kg

peak flow 902 kg/hr

weekly 27,050 kg

Energy demand - daily 1.32 x 106 kJ

weekly 6.61 x 106 kJ

annual 3.44 X 108 kJ

Large:

Average water temperature 71.11 C

Annual demand schedule 52 weeks

Processing days per week 6 - MTWTHFS

Principle use cleaning

Volume - daily 42,000 kg

peak flow 1800 kg/hE

weekly 2.52 X 10 kg

Energy demand - daily 1.03 X 107 kJ

weekly 6.16 x 107 kJ

annual 3.20 x 109 kJ
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Table 3.4

Small:

Type and products

Average water temperature

Annual demand schedule

Period A

35

- Fruit and Vegetable Plant Warm Water Usage

Processing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

Period 8

weekly

total for period

ProcesSing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

Period C

weekly

total for period

Processing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

Period 0

weekly

total for period

Processing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

weekly

total for period

Total_energy demand

Canning: asparagus

cherries

green beans

apples

84.8 C

36 days starting

May 10

6 - MTWTHFS

processing

25,600 kg

2,960 kg/ r

1.53 x 10 kg

7.72 x 106 kJ

4.63 x 107 kJ

2.387 x 108 kJ

18 days starting

June 21

6 - MTWTHFS

processing

7,670 kg

947 kg/hr

46,000 kg

2.31 x 106 kJ

1.39 x 107 kJ

3.006 x 107 kJ

60 days starting

August 1

5 1/2 - MTWTHFS

processing

76,680 kg

4,674 kg/hr

421,700 k

2.31 X 10 8kJ

1.271 X 10 kJ

1.112 x 109 kJ

60 days starting

October 1

6 - MTWTHFS

processing

7,670 kg

947 kg/hr

44,000 kg

2.31 x 106 kJ

1.39 x 107 kJ

1.202 x 108 kJ

1.501 x 109 kJ
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Table 3.4 (continued) Fruit and Vegetable Plant Warm Water Usage ,

Medium:

Type and products

Average water temperature

Annual demand schedule

Large:

Period A

Processing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

weekly

total for period

Period 8

Processing days per week

Principle use

Volume - daily

peak flow

weekly

Energy demand - daily

weekly

total for period

Total annual energy demand

Type and products

Average water temperature

Annual demand schedule
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processing
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processing

60,600 kg

3,670 kg/hr
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1.83 x 10 kJ
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4.92 x 108 kJ

4.632 x 109 kJ

canning: green beans

8 C

60 days starting

August 1

6 - MTWTHFS

507,000 kg

31,200 kg/Er

3.042 x 10 kg

1.382 x 108 kJ

8.29 x 108 kJ

8.28 x 109 kJ
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The large plant, a canning plant, represents an extreme peak

seasonal use pattern characteristic of many canning plants. This

plant is specialized for processing one product for two months during

the year as illustrated in Figure 3.7.

3 . 10 Economic Analysis

Two methods of analyzing solar energy systems described by

Kreider and Kreith (1975) may be used to determine the economic

feasibility. Solar and conventional energy costs are significant

factors in determining overall feasibility.

3.10.1 Life cycle costing method
 

Life cycle costing is useful for observing the annual operation

cost of an installation over its expected lifetime. The annual

additional cost of a solar system can be calculated from:

C11 = (C11, t0.3) (CHE) (3.12)

where Ch 15 the annual additlonal cost of solar system, Ch, tot the total

additional initial investment in the solar system, and CRF the capital

recovery factor obtained from tables (Table C.6, Kreider and Kreith,

1975). The CRF factor is a function of annual interest rate and expected

life of the system.
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3.10.2 Cost effectiveness method 

The method of cost effectiveness for solar systems illustrates the

economic benefits of future increase in the cost of conventional energy

sources. Equation (3.13) relates the future value of a present sum

of money (Kreider and Kreith, 1975):

X = p (1 + i )t’ (3.13)
ann

where X is the value of a future sum, P the present value of the sum,

iann the armual interest rate, and t the period of years. Equation (3.14)

gives the present worth (P) of an initial amount of money (PO) paid

annually for a period of t'years where the annual payment is increasing

at an annual rate 3'.

__ . t’—1 . . t’
P - PO (1 + leff) /leff(l + leff) (3.14)

The effective interest rate (ieff) is given by:

ieff = (1 + iann)/(1 + j) — 1 (3.15)

Using these models the costs of solar energy utilization and conventional

fuel sources may be compared.

3.10.3 Solar system costs

Collector component cost estimates were presented in 1975 dollars
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by Kreider and Kreith (1975). A double glass cover, selective surface

collectorcosts145 dollars per square meter including materials and a

35 percent overhead. Approximate costs of other system components were

also shown as: 0.12 dollars per kilogram of water stored and 5.5 dollars

per square meter of collector for pumps, piping, etc. A constant cost

for controls and miscellaneous items should also be included.

3.10.4 Conventional energy costs 

The present cost of energy to the consumer is dependent upon the

geographic location, type of fuel, and method of conversion. Ckmmon

conversion efficiencies presented by Fryling (1966) are necessary for

estimating the energy costs. Current price ranges for three energy

sources were chosen after discussion with commercial suppliers of oil,

gas, and electricity: 3.5 to 4.5 cents per kilowatt hour for elec-

tricity, 0.10—0.13 dollars per kilogram for #2 fuel oil, and 3.20—4.25

dollars per 1000 cubic meters for natural gas.



4. METHOIDIDGY

4.1 Insolation Test Models

The lack of insolation data necessary for solar energy simulation

design at the chosen test locations has necessitated the construction

of an insolation model for determining hourly insolation and air tempera—

ture data for computer simulation.

Five models for predicting hourly insolation and air temperature data

were chosen for comparison with a control model which uses actual measured

values of hourly insolation and air temperature. All five models use a

constant air temperature obtained by averaging the hourly air temperatures

over the 336—hour simulation period. For non—daylight periods for all

test models, insolation was assumed zero with the ambient air temperature

remaining constant. The five models are: the control model with constant

temperature, the ASHRAE model using daily total insolation, the ASHRAE

model using weekly averages of daily total insolation, the Whillier model,

and the Transmissivity model. The model which best compares with the

control model will be used for simulating long—term performance of the

solar water heating system.

It was also desired to observe the effect of averaging insolation

and air temperature data over periods greater than one hour. Hourly

measured data was averaged for three and six hour periods and sirmrlated

together with the original hourly data for a period of 1000 hours.

Although three, six and other average insolation data, excluding 24 hour

41
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averages (daily totals), are not readily available, the objective was

twofold. First to examine the behavior of average data on the simula—

tion results, and second, to observe the potential for interpolating

daily total insolat ion data into three or six hour averages.

It should be stated that measured hourly insolation values are

hourly averages of instantaneous insolation. The best possible method

would be to use instantaneous data for input to a simulation. Since

TRNSYS calculates transient responses over a designated time step, the

input data need not be averaged over a period less than this time step

in order to maintain the desired accuracy. TRNSYS uses a linear

interpolation routine to calculate insolation at each time step. The

error incurred by using hourly data compared to average data interpolated

over the time step is thus minimized.

4 . 1 . 1 Control model

The control model was used for comparing the simulation results

of the other insolation models. This model uses actual measured values

of hourly insolation and air temperature for 1974 at the East Lansing

test location, based on Eastern Standard Time. This data is also used

to construct daily total insolation and the average air temperature for

the period used in the other test models.

4.1.2 Control model with constant temperature 

The purpose of this model was to determine the influence of air

temperatures on system performance. Since the other insolation models
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use constant average air temperatures for the simulation period, the

effect of constant average air temperature must be distinguished from

that of actual air terperatures. The same temperature used with this

model was used for all test models. The insolation data used for this

model was the same hourly measured values used with the control model.

4.1.3 ASHRAE model using daily totals
 

Chapter 59 of ASHRAE (1974) contains tables of clear day insolation

values based on solar time, for a given day and latitude. These tables

were constructed to give maximum design values for designing a solar

energy system. Hourly insolation values in this table are the same for

morning and afternoon. The procedure consists of using the total and

hourly insolation values taken on a horizontal surface at 40 degrees

north latitude, interpolated according to the time of year of the control

simulation to calculate a ratio of hourly insolation to daily total

insolation for each daylight hour (Appendix A). Daily total insolation

values were obtained by summing the hourly insolation values for each

day of the simulation period. These totals were then multiplied by the

ratios of hourly insolation and total insolation to obtain the simulated

hourly values. The resulting data corresponds to solar time with the

maximum value occurring between 11:30-12:30 during solar noon. Since

the morning and afternoon ratios are the same, a symmetric insolation

curve results, which is not realistic in the strictest sense since

atmospheric conditions influence radiation intensities. The use of actual

daily totals with this model tends to compensate for the clear day condi—

tions on which these ratios are based. This method assumes the ratios
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remain constant for all atmospheric conditions. The validity of this

assumption for use with modeling is questionable and can best be determined

by simulation and comparison with actual insolation data results.

4.1.4 ASHRAE model using weekly averagfi 

Weekly averages of daily total insolation data for 13 years in East

Lansing are available from Baker and ICLink (1975). To use this data,

a model to construct hourly values from these weekly averages is needed.

This ASHRAE model is similar to the one previously described except it

uses weekly averages of daily insolation instead of daily totals to

calculate hourly insolation. The daily total insolation values used

in the first ASHRAE model are averaged over weekly periods and used

as inputs to test this model. This model using the same ratios given in

Appendix A, may be used to predict the hourly insolation values for an

"average" year for all three test locations.

4 .1 . 5 Whillier model

Whillier (1956) developed a set of curves relating the ratio of

hourly insolation to daily total insolation and daylength for all types

of atmospheric conditions. These curves are based on solar time.

The maximum ratio occurs during the hours before and after solar noon

(11:00—12:00 or 12200—1200). Since daylengths are necessary for

determining these ratios, a computer program named EDLAR (Furnival e_t_a_];. ,

1969) was used to obtain daylengths for the test periods. Appendix B

contains a table of daylengths generated by this program for East lensing
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(1974). Using this table ratios were interpolated from the Whillier

curves (Whillier, 1956) and given in Appendix C.

Using this information and daily insolation for the test periods,

a data set similar to the ASHRAE data, was constructed and used in the

test simulations.

The Whillier model also reflects the symmetry described for the

ASHRAE models. Whillier (1956) showed that a difference exists between

morning and afternoon insolation for areas exhibiting effects of industrial

smoke or haze from mountain ranges. East Lansing exhibited none of these

characteristics, and therefore any weighting of morning or afternoon

insolation values was neglected.

4 . 1 . 6 Transmissivity model 

The Transmissivity model uses values of weekly atmospheric

transmissivity and hourly extraterrestrial radiation to predict hourly

insolation. Thomas (1977) analyzed the 1974—75 radiation data at East

lansing and calculated weekly atmospheric transmissivity values based

on hourly measured insolation and hourly extraterrestrial radiation data

obtained from program SOLAR. These transmissivities are given in

Appendix D. The mLAR program was modified to calculate hourly extra—

terrestrial radiation corresponding to Eastern Standard Time. A

listing of the modified program is given in Appendix E. A data file

was then constructed for testing this model. The model may be extended

to predict hourly insolation for the "average" year using data from

Baker and Haines (1969).



46

4.2 Energy'IEmand Loads

Dairy, meat, and fruit and vegetable plant surveys of warm water

usage were conducted by Dansbury (1977). Tables 3.2, 3.3, and 3.4

illustrate the results of these surveys. Tb incorporate this information

into the shmulation, TRNSYS requires a demand function indicating the

water flow rates at different times of the day. Since all plants

operated less than seven processing days per week and were different

in their peak flows, a seven day cycle was used to establish the demami

functions. Special consideration is given to the fruit and vegetable

plants which operate in seasonal patterns.

Information was obtained concerning the number of shifts per day,

working days per week, and time spent for processing cleaning operations.

From this infonnation, functions were developed describing the periods

of wann water use. Figures 3.5, 3.6, and 3.7 show the scheduling used

in the shnulations for the dairy, meat, and fruit and vegetable processing

plants, respectively. These figures along with Tables 3.2, 3.3, and 3.4

adequately describe the amount, temperature, and distribution of water

usage. Each simulation period begins according to these functions and

cycles every seven days. These schedules primarily constitute a daily

cycle corrected by accounting for the slack weekend period.

Dairy and meat plants both exhibit a constant demand cycle during

the year. Fruit and vegetable plants, as shown in Figure 3.7, present

a vastly different situation compared to the dairy and meat plants.

Unless the plant is widely diversified, as the medium plant was in this

survey, the fruit and vegetable plants generally reflect a strong

seasonal dependence for their processing and energy consumption patterns

together with.much higher water flow rates and temperature requirements.
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Since periods of highest production occur during periods of higher insola—

tion, solar energy appears to be well suited to these plants. The

economics of plants with only summer period energy demand depend upon

finding a full-time use for or a storage system to collect the off season

energy.

Simulation rims were conducted on these plants in a slightly

different manner. During the off production periods for the small

and large plants the solar energy system was assumed to produce heat

for space heating of warehouses and offices. Actual simulation runs

for space heating were not performed. Estimates based on simulation runs

made during processing were used to evaluate the total energy contribu-

tion made by the solar system for economic considerations .

4.3 Physical Solar Water Heating System Design

A simple solar water heating concept is employed in this study

to determine the contributions that solar energy can make to decrease

the fossil fuel energy consumption of the food industry. It should be

recognized that new solar energy technology is constantly being developed

in areas of collection, storage, and construction materials. The

solar water heating system presented attempts to represent the state

of the art for the design of flat plate collectors and other system

components.

The physical system considered is represented by Figure 3.4 . Dre

to overall climatic conditions in the midwest region the system was

designed for cold weather operation . South facing selective surface flat

plate collectors with a variable tilt angle were assumed. The collector
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fluid was chosen to be an anti—freeze solution in order to prevent

freezing damage to the collectors during periods of off operation.

Double glazed, insulated collectors carpatible with cold weather opera-

tion were chosen .

The collector fluid is pumped through a closed loop consisting

of a collector and counterflow heat exchanger. A second loop uses water

to remnve the energy from the heat exchanger for storage in a tank to be

delivered to the load. The proposed storage tank is insulated and located

inside of a building maintained at constant terperature. Water is pumped

between the heat exchanger and storage tank by a separate pump . The

tank capacity and pump capacities were chosen based on system parametric

tests. The storage tank will hold approximately twice the daily demand

volume for the plant. Systen operation is controlled by an on/off

themnstatic controller which senses the difference between the collector

plate terperature and storage tank temperature. The controller turns

the pumps on when the collector terperature becomes greater than the

storage tank terperature. Warm water delivered by the system leaves the

storage tank and passes through an auxiliary heater which, if needed,

raises the water to the desired temperature. Replacement water is

supplied directly to the storage tank from the main water supply at a

constant terperature.

This system can be readily modeled by TRNSYS. Other system con—

figurations can also be devised depending upon specific plant requirement

for warm water recycling, remval of heat exchanger , or inclusion of

other components such as a heat pump. These other considerations will

not be analyzed in the basic study of the processing plants.
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4 .4 System Modeling

With the basic solar water heater concept established, a

matching computer simulation model was developed with TRNSYS. An

illustration of the subroutines used and the pattern of information

flow is given in Figure 4 . l . A sample control card deck and output

results are given in Appendix F. Changes, made to the control card

deck, when simulating different plants were accomplished by changing

values on the parameter cards of selected routines.

There are thirteen subroutines together with the main executive

program used in these simulations. Seven of these units correspond

to physical system components, while the other six involve the

manipulation of input and output data necessary for modeling. Each

routine, as shown in Figure 4.1, is identified by a unit number.

This number is used internally by TRNSYS to identify the variables

and allow for commmication and information flow between the executive

program and each subroutine.

Each input, output , and parameter is organized specifically for

each subroutine and is identified in the TRNSYS manual. The function

and purpose of the pertinent units will be discussed in detail. All

of the routines are interconnected. Therefore, units will be

described according to their approximate order of appearance . For

complete discussion of the facilities and necessary considerations for

using TRNSYS, the operation manual should be consulted (Klein, 1974).
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4 . 4 . l SimulatiOn consideratiOns
 

The execution procedure used by TRNSYS consists of calculating the

variables of all the mits during a given time step and then proceeding

to the next time step , repeating the process using the values calculated

during the previous time step. Some variables are commn to more than

one unit . The overall behavior of the system is represented by a set

of algebraic and/or differential equations. During a given time step,

TRNSYS iterate: among the units until the variables converge to within a

specified tolerance fram their value of the previous interation . The

magnitude of the tolerance is set in the control card deck by the

TOLERANCES card. The smaller the tolerance the more iterations necessary

to achieve convergence , the more compute time required, and the more

accurate the results. After a set number of iterations, if the tolerances

are not satisfied, TRNSYS will execute the next time step with the

values of the variables at the last iteration regardless of their con-

vergence status. If this happens repeatedly, the simulation will terminate

in error. The number of iterations allowed is set by the LIMITS card.

The size of the time step has a significant effect upon the calculation

effort, accuracy, and allowable tolerances. The choice of the time

step and tolerances is dependent upon the type of system being simulated.

Units containing sets of differential equations generally require a

smaller time step and a larger tolerance than a system modeled by

algebraic equations .

The values used in this study were selected as a compromise between

compute time and accuracy requirerents. A time step of 0.2 hours and a

tolerance of 0.1 were used for all plant simulations. Preliminary work
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used for selecting those values indicated that the stratified storage

tank unit would not operate satisfactorily under these restraints. In

light of the multitude of simulation runs to be made and the resulting

computer time required, it was decided to exclude the use of a

stratified storage tank. The result of this decision is that the output

data represent a conservative behavior of the solar system with respect

to the amount of energy delivered by the storage tank.

To simulate the solar water heating system for 336 hours approxi-

mately 30 seconds of CP time were required, at a cost of $2.50. For

simulating an entire year of 8712 hours approximately 760 seconds of CP

time were required at a cost of about $62.00. Stability requirements were

generally satisfied. Ebcceptions occurred when an input data point was

in error or during rapid changes in the input insolation data. For

these cases the iteration limit would be exceeded for that time step and

TRNSYS would execute to the next time step, and display a warning message.

The occurrences were infrequent and introduced no significant error into

the final results .

4 .4 . 2 Card reader
 

Unit 9 is a card reader routine used to read input temperature

and insolation data at a designated time interval from the input file.

Since the input variable units of existing data files are degrees

Fahrenheit and Langleys per hour, a unit conversion technique is used to

convert these values to degrees Celcius and kilo~Joules per hour per

square meter, respectively. This unit also performs a linear inter-

polation on the given input data to provide appropriate values
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corresponding to the specified simulation time step.

This unit supplies input data of hourly ambient air temperature

to the collector, unit 1, and.measured horizontal insolation to the

solar radiation processor, unit 16.

4.4.3 Radiation processor

Unit 16 is a solar radiation processing routine which converts

the input total horizontal measured insolation to total radiation

incident on a tilted collector surface. This routine may operate in

one of several modes depending upon the type of input radiation data

and the method of calculating amounts of direct and diffuse radiation.

The techniques used are described in detail by Liu and Jordan (1960).

For this study it is assumed that the diffuse radiation originated near

the sun which is most accurate for clear day conditions. This unit

supplies input insolation data to the collector, unit 1.

4.4.4 Flat plate collector 

The collector routine, unit 1, also has multiple modes of operation.

In this study the collector loss coefficient (U1) and total transmittance

(T) are assumed to remain constant. Other modes consider these parameters

as functions of collector temperature and radiation incidence angle.

All simulations use the same collector design parameters with

exception of collector area.

The collector unit requires four inputs. The first two, fluid

inlet temperature and flow rate, come from the collector pump, unit 3.
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The third input, ambient air temperature comes from the card reader,

unit 9. The fourth input is total incident radiation striking the

collector, and comes from the radiation processor, unit 16.

From the information of temperatures, collector flow rate,

insolation, and the collector loss coefficient an energy balance is

made on the collector. This analysis yields a value for the net energy

collected. This value is then used to calculate the collector fluid

exit temperature.

There are three outputs frtmlunit l. The first and second are fluid

exit temperature and flow rate. These variables are used as inputs to

the heat exchanger and thenmostatic controller. The third output is

the total energy collected during the tnme step; this variable is

integrated and printed out periodically so collector perfonnance can be

evaluated.

4.4.5 Controller

The thermostatic controller, unit 2, detenmines when the collector

system operates by sensing the temperature difference between the

collector outlet fluid and the storage tank. In order to maintain system

stability this unit contains a feedback hysteresis characteristic to

eliminate the possibility of repeatedly switching the system on and

off. The parameters needed are upper and lower dead band temperature

differentials to control the degree of hysteresis. The output of this

unit is a control variable, either on (1) or off (0), which is sent to

the collector and heat exchanger pumps. The control output function is

also used as an input to unit 2, thus acting as a feedback variable to
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indicate the status during the previous time step.

4 .4 . 6 Heat exchanger
 

Unit 5 is a zero capacitance heat exchanger model capable of

modeling crossflow, parallel flow, counterflow or constant effective-

ness heat exchangers . The counterflow mode was used in this system to

allow for maximum heat transfer characteristic of this design. The

overall heat transfer coefficient (UA) is used to calculate heat exchanger

effectiveness for each time step. Fran this value, the fluid exit

terperatures are determined from the flow rates and inlet temperatures .

Inputs to this unit are the fluid temperature and mass flow rates

from the collector, unit 1, and the tank pump, unit 13, respectively.

Five outputs are utilized from this routine. The warm side fluid

temperature and flow rate is input to the collector pump, unit 3.

Cold side fluid terperature and flow rate pass directly to the storage

tank, unit 4. The fifth output is the total heat transferred during the

time step and is integrated and printed out in the results.

4.4.7 Pumps

The system contains two pumps, one for the collector fluid, and

another for the heat exchanger-storage tank loop . These routines are

simple on/off components controlled by the controller, unit 2.

Maximum mass flow rates are specified parameters, and whenever the pump

is operating, this flow rate is used. There is no terperature change

of the fluid in either pump when the fluid passes through. Terperature
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inputs and outputs are used only to maintain uniformity in the information

flow process. Inputs to the collector pump come from the warm side of

the heat exchanger, unit 5, and the controller, unit 2. Inputs to the

tank pump, unit 13, are fren the storage tank, unit 4, and the controller,

unit 2.

4.4.8 Storage tank

The storage tank component is identified as unit 4. This study

assumes an unstratified storage tank. The routine has the capacity

to model a stratified storage tank for determining water temperature

at different heights in the tank. The modeling of such a storage tank

involvee the solving of a set of simultaneous differential equations.

Because of stability problems caused by the choice of time step and the

extra computer time required, it was decided to use an unstratified

storage tank. Since the volumes of water used in processing plants are

large, the accuracy of using a stratified model is suspected.

Inputs to the tank are fluid temperature and flow rate from the

heat exchanger, unit 5, and a constant temperature and variable flow

rate of the replacement fluid as determined by a forcing function routine,

unit 14.

The tank is insulated and assumed to be full at all times. An

energy loss coefficient (U) must be specified for determining tank losses.

Tank volume and height are specified parameters. Given the loss coeffi—

cient, the model calculates the area of the tank, assuming a cylindrical

shape, to determine the total environmental heat loss for the time period.

An energy balance is made on the tank and accounts for energy delivered
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from the heat exchanger, delivered to the load, and lost by conduction

from the tank to its surroundings. The energy lost and the total energy

delivered by the tank to the load are outputs of the unit and are inte-

grated and included in the simulation results. Other outputs of this

unit are the fluid inlet terperature and flow rate to the heat exchanger,

unit 5, and fluid terperature and flow rate to the auxiliary heater,

unit 6.

4 .4 . 9 Auxiliary heater

An auxiliary heating ccmponent, unit 6, is included for determining

the amount of energy needed to supply the total demand when the solar

collector system cannot meet the load. This is an on/off component

routine controlled by an internal thermostat set at the desired

constant demand temperature. Inputs to the unit are water temperature

and mass flow rate from the storage tank, unit 4. The auxiliary heater

adds energy to the water to bring it up to the minimum supply temperature.

If the inlet temperature is greater than the heater terperature setting,

the outlet terperature is set equal to the inlet temperature. For

these cases the water supplied to the load is warmer than necessary.

This condition is not allowed for in the model, since the flow rates,

controlled by the forcing function, determine the system energy

demands. Allowances for this condition are made in the analysis and

discussion. The outputs of unit 6 are fluid temperature, fluid flow rate

and energy added to the water. The energy is integrated for the entire

simulation period and given in the results.
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4 . 5 Design Parameters

Each unit has one or more parameters which need to be established

prior to simulation . These parameters are discussed for each component

in the system. In two cases, parametric test runs were conducted to

determine the best parameter for the processing plant simulations.

Table 4.1 gives a summary of the necessary parameters and their SI units.

4 . 5 . 1 Radiation ‘prOcessor
 

The solar radiation processor, unit 16 , requires seven parameters .

Mode is the first and is equal to 1. The second parameter is the day of

the year at the start of the simulation. Table 4.2 illustrates the day

of the year for which each simulation begins together with the

approximate duration of the simulation . Latitude is the third para—

meter. Values for latitude taken from Baker and Klink (1975) are 42°

42' for East Iansing, 38° 58' for Columbia, and 39° 44' for Indianapolis.

Collector tilt angle, measured from the horizontal is the fourth para—

meter. Kreider and Kreith (1975) ,‘ generally recommend an annual

optimum tilt angle for residential water heating, equal to the latitude.

latitude plus 15 degrees is accepted as best for annual residential space

heating. The design of this solar water heater was assumed to have the

capability of varying the collector tilt. Since no accepted rule exists

for best tilt angles to use at different periods, an assumption was made.

The collector tilt angle was assumed to be optimum when calculated as

the completent angle of the solar altitude calculated at 15 degrees

from local solar noon averaged over the period of the simulation.



 

59

Table 4.l - Summary of Simulation Parameters and Their SI Units.

Radiation Processor - Unit l6

Parameter:

Collector - Unit l

Parameter:

Controller - Unit 2

Parameter:

I

2

C
O
N
—
J

Pump - Units 3 and l3

lParameter:

Heat Exchanger - Unit

Parameter:

Storage Tank - Unit 4

Parameter:

Auxiliary Heater - Unit 6

Parameter:

#
0
0

U
'
I
-
P
-
W
N
-
J

l

2

3

4

Mode

Day of the year at beginning

of simulation

Latitude

Collector tilt angle from

horizontal

Collector southern orientation

Solar constant

Ground reflectance

Mode

Collector surface area, A

Collector geometric efficiency

factor, F‘

Specific heat of collector

fluid

Collector plate absorptance

Collector overall loss

coefficient

Total cover transmittance

Stick control

Upper dead band temperature

Lower dead band temperature

Maximum fluid mass flow rate

Mode

Overall heat transfer

coefficient, UA

Specific heat of warm fluid

Specific heat of cold fluid

Volume

Tank height

Specific heat of storage fluid

Mass density of fluid

Overall loss coefficient, U

Maximum heating rate

Minimum supply temperature

Dead band temperature

Specific heat of fluid

integer

integer

degrees

degrees

degrees

kJ/m2 hr

decimal

I i teger
m3

decimal

kJ/kg C

decimal

kJ/m2 hr c

decimal

integer

C

C

kg/hr

integer

kJ/hr C

kJ/kg C

kJ/kg C

m3

m

kJ/kg C

kg/m

kJ/m2 hr C

kJ/hr

C

C

kJ/kg C
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Table 4.2 - Starting Day of Simulations.

Data Source Season Duration Day of Year Comments

East Lansing, 1974 spring 2160 60 medium dairy

500 131 small F & V

summer 2160 152 medium dairy

2160 172 small F & V

213 all F & V plants

1965 fall 2160 244 medium dairy

336 244 all plants

2160 273 small F & V

winter 2160 334 medium dairy

Columbia, 1949, 52 spring 2160 57 medium dairy

500 131 small F & V

summer 2160 146 medium dairy

2160 172 small F & V

213 all F & V plants

fall 2160 238 medium dairy

336 244 all plants

2160 273 small F & V

winter 2160 330 medium dairy

Average Year spring 2160 60 medium dairy

summer 2160 152 medium dairy

fall 2160 244 medium dairy

winter 2160 334 medium dairy
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Equation (3.7 ) was used to calculate the altitude angle with H3

equal to 15 and declination values interpolated from ASHRAE (1974).

Ground reflectance was assumed to be zero.

4 . 5. 2 Collector

The collector, unit 1, requires seven parameters. The first para-

meter, collector mode is equal to l . The second parameter, collector

area, measured in square meters, is of primary inportance in the design

of the appropriate system size for each food processing plant . This

parameter is used to scale storage tank volume, pump flow rates, and

heat exchanger capacity . The initial collector areas to be simulated

were chosen based on preliminary similations according to the total daily

energy requirement of the processing plant . A method was needed for

selecting proper collector areas to simulate for each processing plant.

It was desired to make runs which would result in a solar contribution

to the total demand, in the range of 30 to 80 percent . Several preliminary

runs were used to determine an approximate ratio of collector area to

energy supplied to use as guideline for selecting collector areas to

simulate. The resulting ratios were: 245 square meters of collector

per million kiloJoules would supply approximately 70 percent of the demand,

and 62 square meters of collector per .- million kiloJoules would supply

approximately 30 percent of the demand. Using these criteria, the

following rule was used to establish the collector areas to be simulated:

the largest initial area was determined by taking the total daily energy

demand in millions of kJ and multiplying it by 245, the smaller area

was determined by using a factor of 62. For some cases of the fruit and
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vegetable plants, a smaller collector area was chosen because of the

limited use characteristics of the plant. Table 4.3 summarizes the

collector areas used in the food processing plant simulations.

The fourth parameter is the specific heat of the collector fluid.

A value of 2.386 kJ/kg C for ethylene glycol at 20 degrees C was obtained

from Holman (1972). The fifth parameter is the collector plate

absorptance. A selective absorber surface approximating lampblack

in epoxy was chosen based on Table 5.5.1 of Duffie and Beckman (1974).

An absorptance of 0.9 was estimated for long term collector performance.

The seventh parameter, cover transmittance, was taken from Figure 6.2.1

in Duffie and Beckman (1974) for a collector with two glass. covers

exhibiting a thickness-extinction coefficient product of 0.0125 per

sheet, at an average incidence angle of 20 degrees. The figure shows

a transmittance of 0.833 allowing for reflection and absorption. This

value was held constant during all simulation runs.

The sixth parameter, collector loss coefficient (U1), was determined

according to the method described by Klein (1974). This method,

discussed in Chapter 3, uses equations (3.8), (3.9), (3.10), and (3.11).

The top (Qt)’ edge (Qe), and back (Qb) heat losses are calculated for a

given collector design. For this analysis a collector with the following

properties was assumed: collector dimension of 2x2 meters, surface area

(A) of 4 square meters, edge perimeter (Ap) of 8 meters, two glass

covers, absorber plate emissivity (8p) of 0.95, average plate temperature

(Tp) of 85 degrees C, ten centimeters of back insulation with a resistance

of 0.697 kJ/mzhr C. The following ambient conditions were assumed: wind

speed of 10 m/s and an ambient air temperature of 10 degrees C. Values

for the edge and back heat transfer coefficients were taken as
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Table 4.3 - Summary of Collector Areas Choosen for

(collector area in square meters).

Testing

 

Scale: a b c d e

Small Dairy 25 _ 40 65 100

Medium Dairy 80 140 200 330

Large Dairy 400 700 1000 1600

Small Meat 35 65 100 150

Medium Meat 80 140 200 320

Large Meat 600 1050 1600 2400

Small F & V 670 1340 2340 3340 5365*

Medium F & V 525 1050 1850 2650 4200*

Large F & V 4015 8030 14050 20070 32100*

 

*for East Lansing location only
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1.8 kJ/m hr C and 45.0 kJ/mzhr C, respectively, as recommended by

Klein (1974) . This results in a collector top loss coefficient of

15.8 kJ/mzhr c using Figure 7.4.c from Duffie and Beckman (1974).

Equation (3.9) was used to calculate the top heat loss. The edge ‘

loss (QG) was calculated as 1080 kJ/hr from equation (3.11) and a back

loss (Qb) of 21 kJ/hr from equation (3.10). A resulting overall loss

coefficient of 20 kJ/mzhr C was calculated using equation (3.8). This

value was assumed constant for all simulations.

The collector efficiency factor, F' , the third parameter, is

important for describing collector performance. The determination of

this value is dependent upon detailed collector design such as: bond

conductance, tube spacing, etc. Figures 7 .5.4b,c from Duffie and

Beckman (1974), were used to choose a typical value. Using a collector

loss coefficient of 20, a plate conductivity thickness product (k)

of 0.4 and a tube spacing of 12 centimeters, an efficiency factor of

0.95 was estimated for use in all simulations.

4.5.3 ' 'Heat’ eXchanger
 

The heat exchanger unit requires four parameters: mode , specific

heats of the cold and warm fluids, and the overall heat transfer

coefficient, UA. Mode 2, the counterflow type, was used. The specific

heat of the cold side water was taken as 4.186 kJ/kg C, and 2.386 kJ/kg C

for the warm collector fluid.

The overall heat transfer coefficient for the exchanger was chosen

based upon a design assumed for a given system capacity in a preliminary

run. Preliminary analysis showed an approximate daily usage of 500,000
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kJ/day for a small dairy plant . Assuming the collector operated 5 hours

per day, a heat transfer rate in the heat exchanger has to be 100,000

kJ/hr . An average temperature difference across the heat exchanger

of 5.6 degrees C, based on recommendations for the design of heat

transfer equipment from Jennings (1970), was used to obtain an overall

design heat transfer coefficient from the following relation:

Q = UA A T _ (4,1)

UA was found to be 19,000 kJ/hr C. This value was standardized with a

collector area of 100 m2. The resulting ratio of 190 kJ/hr C per square

meter of collector was used to determine the heat exchanger capacities for

other processing plants.

4.5.4 Tank pump

The tank-heat exchanger pump, unit 13, requires a maximum flow rate

specification. The choice of this value relates to the determination

of the heat exchanger capacity. In order to remove 100,000 kJ/hr at

5.6 degrees C from the heat exchanger, the fluid flow rate is restricted

by equation (3.6). The maximum flow rate calculated was 4540 kg/hr.

This parameter was also standardized for a collector area of 100 m2.

A ratio of 45.4 kg/hr per square meter of collector area was used to

determine the proper pump size relative to the other units when

simulating different size systems.
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4 . 5. 5 Collector pump
 

The collector pump, unit 3, also requires a flow rate specification.

Initially in preliminary runs this value was set equal to the tank pump

flow rate. This parameter was desired to be partially optimized for a

system size of 100 m2 of collector with a load for the small dairy,

in order to allow for actual operational characteristics of the system

during simulation. Five collector pump flow rates were tested for

collector performance, ranging from 1135 to 5675 kg/hr. From these

results a collector ptmip flow rate to collector area ratio of 34 .11

kg/hr per square meter of collector was obtained and used to scale

collector flow rates for the processing plant simulations.

4.5.6 Storage tank
 

Five parameters: tank volume, tank height, specific heat of the

storage fluid, mass density of fluid, and heat loss coefficient, are

required for unstratified storage tank operation. For simulating

different size systere a ratio of tank volume to collector area was

needed for proper scaling.

The tank volume ratio was chosen from parametric test simulations

based on the tank size which supplied the greatest percentage of energy

to the load. Sizes, ranging from 1.89 to 11.36 ms, were tested. A

final ratio of 0.03785 m3/m2 of collector was used for scaling processing

plant simulations.

The, tank height specification was based on approximate dimensions

of commercially available steel tanks. Where large tanks were needed
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the tank height was assumed to be 4 meters. A height of 2 meters was

chosen for the smaller tanks. These specifications were chosen somewhat

arbitrarily since actual tank design depends upon available space, etc. ,

at each plant.

The specific heat and mass density for water was specified as

4.186 kJ/kg C and 1000 kg/ma, respectively. The loss coefficient for

the tank was taken constant for all simulations. Eight centimeters of

fiber insulation was assumed with a resulting loss coefficient,

including film resistance, of 6.96 kJ/mZC. This loss could be decreased

by the addition of more insulation.

4 . 5 . 7 Auxiliary heater

The auxiliary heater requires the specification of fluid specific

heat, minimum temperature, and maximum heating rate. The temperature

settings, corresponding to the type of processing plant being simulated,

were obtained from Tables 3.2, 3.3, and 3.4. Using these temperatures

and the maximum flow rate for each plant, the maximum heating rate was

calculated using equation (3.6), assuming the auxiliary heater supplied

100 percent of the demand. This condition allows for total system

reliability if the solar energy system fails.

4.6 Simulation Periods

This study deals with simulating a solar water heating system for

2 parametric tests, 9 insolation model tests, 9 energy demand loads,

3 geographic locations, 4 seasons, 5 years, varying durations, and at
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least 4 different collector areas for each demand load. Because of the

number of simulations and complexity in identifying each simulation the

following method was developed to accurately describe each simulation

run.

Each simulation is identified by a code containing information

relating to the type of plant, time of simulation, etc. Table 4.4 gives

the legend which describes the meaning of each category. Each code

contains 8 symbols which identify the: group, type, location, year,

season, model, period, and scale for each simulation.

Runs are classified in one of eight groups labeled A through H.

Group A includes all hourly insolation test model simulations. Group B

contains the simulations performed on the hourly average test models.

Group C contains parametric test simulations for storage tank size

determination. Group D contains parametric tests simulations of

collector :flow rate determination. Groups E, F, and G contain simulations

for the three food processing plants: dairy, meat, and fruit and

vegetable, respectively. Group H contains simulations for the "average"

year.

Each group is identified according to plant type. Three plant

types are outlined: S for small, M for medium, and L for large. Not

every type is specified for each group. This is also true for other

classifications. For example, Group A simulations were only performed

on a small dairy plant. There were no Group A simulations for a medium

or large plant.

The location identifier describes the geographic location corre-

sponding to the data used in the simulation. For each type there are

three possible location specifications: 1 represents East lansing
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Table 4.4 Legend for Simulation Identification.

Group:

Type:

Location:

Year:

Season:

Model:

I
m
m
m
o
n
w
b

U
)

L
O
N
-
4

D
V
O
U
'
l
-
D

t
h
K
O

Z
‘
n
m
m

H
3
>
C
:
'
U

(
D
D
U
O
‘
U
O
Z
Z
F
'
K

Insolution Test Models

Hourly Average Tests

Storage Tank Parametric Tests

Collector Fluid Flow Rate Parametric Tests

Dairy Processing Plants

Meat Processing Plants

Fruit and Vegetable Plants

- "Average" Year Tests

Small size plant

Medium

Large

East Lansing (Michigan)

Indianapolis (Indiana)

Columbia (Missouri)

- 1949

- 1952

- 1965

- 1974

”Average” year according to Baker and Klink (1975)

- Spring beginning March 1

- Summer beginning June 1

- Fall beginning September 1

- Winter beginning November 30

Control model using measured hourly insolution data

Control model using constant air temperature

ASHRAE model using daily total insolution inputs

ASHRAE model using weekly average daily insolution

Whillier model

Transmissity model

1 hour average model

3 hour average model

6 hour average model
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Table 4.4 (Continued) Legend for Simulation Identification.

Period:

Scale:

336 hours

1000 hours

2160 hours

etc.

a - Smallest system size or parameter

specification for the period

' next smallest

etc.

(
D

O
.

O
0
"

l

- Largest system size or parameter specification

 



71

(Michigan), 2 for Indianapolis (Indiana), and 3 for Columbia (Missouri).

The year classification indicates the year the input data was

recorded. Corresponding to each location classification there may be

five year specifications: 65 representing the year 1965, 74 for 1974,

49 for 1949, 52 for 1952, and A for the ”average” year.

The season classification indicates the time of year the simulation

takes place. There may be four season classifications for each year:

SP representing spring, SU for summer, FA for fall, and WI for winter.

The model specification indicates the origin of the input insolation

data. There are 9 models, K through S, which may be used for each

season: Model K is the basic control model which uses measured hourly

values of insolation and air temperature, L is the control model which

uses constant air temperatures, M is the ASHRAE model which uses daily

total insolation, N is the ASHRAE model which uses weekly averages of

daily total insolation, O is the Whillier model, P is the Transmissivity

model, Q is the l—hour average model, R is the 3—hour average model,

and S is the 6—hour average model.

The duration of each simulation is identified by the period

specification. The number of hours for each simulation is equal to

the numerical value of the period specification. Most shmulations

were 336, 1000, or 2160 hours long. Thus following each model specifi-

cation the period is specified: 336,1000,2l60, etc.

Finally, a description of system size is identified by the scale

specification. This specification describes the parameter variations

of collector area, collector flow rate, etc., occurring for each period.

Up to five scale specifications may be given for each period as follows:

a,b,c,d,e. Scale ”a" indicates the smallest and scale ”e" the largest
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collector area, etc. , for each period.

Each category is always specified for each simulation run to eli—

minate confusion. Some repetition exists in the description of models,

types, etc. For the purpose of completeness, this repetition is

tolerated. All simulations use the same solar water heater configuration

as discussed under the System Modeling section. Two examples are given

to illustrate the use of this method.

Example One: A:S:l:74:SP,SU:K,N:336:d

This code describes 4 simulation runs: an insolation model test (A)

for the small plant (S) at the East Lansing location (1) in 1974 (74)

for two seasons, spring (SP) and summer (SU), for models using hourly

measured insolation (K), and ASHRAE weekly model (N) for a simulation

time period of 336 hours with a collector area of 100 or2 (scale (1).

Example Tm: G:M:3:49:FA:K:336:a,b,c,d

This code describes 4 simulation runs: a fruit and vegetable

plant (G) of medium size (M), at the Columbia location (3), occurring

in 1949 (49), during the fall (FA) using actual measured insolation

data (K), for a period of 336 hours for four different collector sizes

(a,b,c,d).

4.6.1 Insolation modeling '— Group A
 

Four time periods, to observe seasonal influences, of 336 hours each
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were used to test the validity of the 5 hourly insolation models with

the control during 1974 at East lansing, Michigan. The four periods

started on March 1, June 1, September 1 and November 30. These test

rms were performed for a small dairy demand with a higher heater

terperature than shown in Table 3.2. A collector area of 100 m2 was

used. Table 4.5 describes the parameters and total energy demand for

each run in this group.

4.6.2 Hourly averages — Group B
 

Group B simulations compare the effect of averaging insolation data

on the simulation results. Three runs were made of 1000 hours each

beginning March 1, 1974 at East lansing, Michigan. A demand function

for a small dairy plant was used with a collector area of 80 m2.

Table 4.6 illustrates the parameters used in these runs.

4.6.3 Storage tank tests - Group C 

Two time periods of 336 hours beginning June 1 and November 30 for

1974 at East Lansing, Michigan were used to evaluate storage tank

parameter selection. Five storage tank sizes ranging from 1.892 to

11.36 m3 were tested. Table 4.7 illustrates the conditions used for

these simulations.

4.6.4 Collector fluid flow rate tests-— Group D

Simulations for optimizing collector flow rate were performed for

the same conditions as the storage tank tests. The collector flow rates



Table 4.5 Group A Simulations:

74

Insolation Test Models.

Type: S

Location: 1

Year: 74

Season: SP

Model: K

Period: 336

Scale: _Q

Collector area1 100.0

Tilt angie2 49.9

Ambient air temperature3 variable

Collector fluid flow rate1 4540

Heat exchanger coefficient1 190.000

Exchanger pump flow rate1 4540

Storage volume 7.57

Tank height1 6.0

Supply water temperature1 10.0

Heater capacity1 105,000

Heater temperature 68.33

Demand flow-weekly1 5820

Energy demand - total1 2.842 x 106

Models: L, M, N, 0, P

Period: 336

Scale: ‘9

Ambient air temperature3 3.5

Season: SU

Model: K

Period: 366

Scale: .9

Tilt angie2 24.3

Ambient air temperature3 variable

Season: SU

Models: L, M, N, 0, P

Period: 336

Scale: 1d

Ambient air temperature3 19.17
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Table 4.5 Group A Simulations: Insolation Test Models (Continued).

Season: FA

Model: K

Period: 336

Scale: d

Tilt angie2 39.0

Ambient air temperature3 variable

Season: FA

Models: L, M, N, 0, P

Period: 336

Scale: .9

Ambient air temperature3 16.11

Season: NI

Model: K

Period: 336

Scale: 9

Tilt anglez 65.9

Ambient air temperature3 variable

Season: WI

Models: L, M, N, 0, P

Period: 336

Scale: d

Ambient air temperature3 -l.56

1Constant for group

2Constant for season

3Constant for model(s)
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Table 4. 6 - Group B Simulations: Hourly Average Tests.

TYpe: S - Small.Dairy

Location: 1 - East lensing

Year: 74

Season: SP

Models: Q; R: 5

Period: 1000

Scale: ‘a

Collector area 80

Tilt angle 50

Ambient air temperature variable

Cbllector fluid flow rate 4540

Heat exchanger coefficient 19,000

Exchanger pump flow rate 4540

Storage volume 9.46

Tank height 3.6

Supply water temperature 10.0

Heater capacity 105,000

Heater temperature 74.0

Demand flow - bi-daily 3240

Energy demand - bi—daily 8.68 x 105

Energy demand - Total 1.823 x 107

 



—
—

w.

Season: WI

Model: K

Period: 336

Scale: a

Tilt angle2 60.0

1Constant for group

2Constant for season
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Table 4.7 - Group C Simulations: Storage Tank Tests.

Type: S

Location: L

Year: 74

Season: SU

Model: K

Period: 336

Scale: 3 b g d e

Collector area1 l00

Tilt angie2 30

Ambient air temperature1 variable

Collector fluid flow rate] 4540

Heat exchanger coefficient1 19,000

Exchanger pump flow rate1 4540

Storage volume l.892 3.785 5.680 7.57 ll.36

Tank height] 6.0

Supply water temperature1 l0.0

Heater capcity l05,000

Heater temperature 68.33

Demand flow-weekly 5820

Energy demand-total] 2.842 x 105
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tested ranged from 1135 to 5675 kg/hr in the sumner and 1135 to 4540

kg/hr in the winter. Table 4.8 presents the specific conditions and

periods for these runs.

4.6.5 Dairy plants — Group E 

A two—week period starting September 1 was chosen to siimilate all

dairy plants for two years (65,74) at East Lansing, Michigan and two

years (49,52) at Columibia, Missouri. Indianapolis insolation data was

not available for simulation. These simulations serve as a base for

comparing the performance of different sizes and types of plants for a

given year. Each plant was simulated for 4 collector sizes. The medium

dairy plant at one collector size (140 m2) was chosen to simulate for an

entire year (1974) at East Lansing, Michigan, and for 2 years (1949,

1952) at Colunb'ia, Missouri. This is the only plant which was simulated

for an entire year. Annual performance of all other plants was projected

from the results of these annual runs. The annual runs were broken into

4 periods of 2160 or 2184 hours each. The purpose for this was to

facilitate the changing of the collector tilt angle.

Table 4.9 describes in detail the parameters and energy demands for

each dairy plant simulation.

4.6.6 Meat plants — Group F 

All meat plants were simulated for 4 collector sizes at the two-

week September period for 2 years (65,74) at East lensing, Michigan

and 2 years (49,52) at Columbia, Missouri. The annual operation of these
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Table 4.8 — Group D Simulations:

Type: S

Location: l

Year: 74

Season: SU

Model: K

Period: 336

Scale:

Collector areaI

Tilt angle2

Ambient air temperature1

Collector fluid flow rate1

Heat exchanger coefficient1

Exchanger pump flow rate1

Storage volume

Tank height1

Supply water temperature1

Heater capacity

Heater temperature

Demand flow-weekly1

Energy demand-total

Season: WI

Model: K

Period: 336

Scale: 3

Tilt angle2 60.0

1Constant for group

2Constant for season

—+:

Collector Flow Rate Tests.

l00

30

variable

ll35

l9,000

4540

7.57

6.0

l0.0

l05,000

68.33

5820

2.842 x 106
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Table 4.9 -Gr0up E Simulations: Dairy Plants.

Type: S

Location: l

Years: 65, 74

Season: FA

Model: K

Period: 336

Scale: 3 b g g

Collector area2 25 40 65 100

Tilt ang1e3 39.0

Ambient air temperature1 variable

Collector fluid flow rate2 853 l364 2217 3411

Heat Exchanger Coefficient2 4750 7600 l2,350 l9,000

Exchanger pump flow rate2 ll35 l8l6 295l 4540

Storage vo1ume2 0.946 1.514 2.460 3.785

Tank height2 2.0

Supply water temperature1 l2.78

Heater capacity2 l70,000

Heater temperature 65.53

Demand flow-weeklyz 5820

Energy demand—total2 2.57 x l06

Location: 3

Years: 49, 52

Season: FA

Model: K

Period: 336

Scale: _

Tilt ang1e3 37.5

Type: M

Location: l

Years: 65, 74

Season: Fa

Model: K

Period: 336
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Table 4.9 - Group E Simulations:

Scale:

Collector area2

Tilt angle3

Collector fluid flow rate2

Heat exchanger coefficient2

Exchanger pump flow rate

Storage volume

Tank height2

Heater capacity

Heater temperature

Demand flow-weekly

Energy demand-total4

Year: 74

Season: SP

Model: K

Period: 2184

Scale:

Tilt angle5

Energy demand-total4

Season: SU

Model: K

Period: 2184

Scale: .9

Tilt angle5 24.3

Season: FA

Model: K

Period: 2160

Scale: 0

Tilt ang1e5 39.0

Season: WI

Model: K

Period: 2184

Scale: 5

Tilt angle5 65.9

9.367 x 10

Dairy Plants (Continued).

9. .9 .9

80 140 200

39.0

2730 4775 6822

15,200 26,600 38,000

3632 6356 9080

3.03 5.30 7.57

2.0

170,000

66.11

32,280

1.411 x 107

9.

49.9

7

9.

330

11,260

62,700

14,980

12.50
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Table 4.9~ - Group E Simulations: Dairy Plants (Continued).

Location: 3

Years: 49, 52

Season: SP

Model: K

Period: 2184

Scale: __

Tilt angles 33.8

Energy demand-total5 9.367 x 107

Season: SU.

Model: K

Period: 2184

Scale: 9

Tilt angle5 23.6

Energy demand-total5 9 367 x 107

Season: FA

Mode1: K

Period: 336

Scale: d

Tilt ang1e6 37.5

Energy demand-total6 1.441 x 107

Period: 21847

Scale: 0

Tilt angle6 48.3

Energy demand-total 9.357 x 107

Season: NI

Model: K

Period: 2160

Scale: 0‘

1111: angles 61.3

Energy demand-totals 9.367 x 107
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Table 14.9-- Group E Simulations: Dairy Plants (Continued),

Type: L

Location: 1

Years: 65, 74

Season: FA

Model: K

Period: 336

Scale: g_ b_ g_ _d

Collector area2 400 700 1000 1600

Tilt angle3 39.0

Collector flow rate2 13,640 23,880 34,110 54,580

Heat exchanger coefficient2 76,000 133,000 190,000 304,000

Exchanger pump flow rate2 18,160 21,780 45,400 72,640

Storage vo1ume2 15.10 26.50 37.85 60.60

Tank height2 2.0 4.0 4.0 4.0

Heater capacity2 405,000

Heater temperature2 79.44

Demand flow-weekly2 149,850

Energy demand-total2 8.363 x 107

Location: 3

Years: 49, 52

Season: FA

Model: K

Period: 336

Scale: .3

Tilt angle3 37.5

 

IConstant for group

2Constant for type

3Constant for location

4Constant for year(s)

5Constant for season

6Constant for period

7late portion of 49 run had bad weather data and was truncated at 1320 hours
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plants is similar to the dairy plants. The operation of the plant during

the September simulation period is the same as for the rest of the

year, similar to the dairy plants. The September simulations serve

as a means of comparing the meat plants with the annual performance of the

medium dairy plant. Table 4.10 shows the parameters used for these

simulations .

4.6.7 Fruit and Vegetable plants — Group G
 

Simulation periods for these plants required individual attention

since each one varied in its periods of production. All plants were

modeled according to their September demand for the same two-week periods

as the meat and dairy plants for comparison. Also, each plant was

modeled for most of one year's processing demand for 1974 at East

Lansing, Michigan and 1952 at Columbia, Missouri.

All vegetable plants required separate runs during the year because

of their seasonal periods of operation as shown in Table 3.4. The small

vegetable plant was simulated for the loads according to Figure 3.7

for 864 hours starting the 131th day for period A, 360 hours starting the

l73rd day for period B, 432 hours starting the 214th day for period C,

and 1440 hours starting the 274th day for period D. The medium plant

exhibits only two different demands, with the largest occurring in

August. This high demand load was used for a 432 hour simulation. The

performance for the remainder of the year was drawn fran previous

yearly dairy runs.

The large vegetable plant exhibited a very high short duration demand.

This period was simulated for 432 hours. Table 4.11 presents the specific
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Table4 10 - Group F Simulations:

Type: S

Location: 1

65, 74

Season: FA

Model: K

Period: 336

Scale:

Years:

Collector area2

Tilt angle3

Ambient air temperature1

Collector fluid flow rate

Heat exchanger coefficient2

Exchanger pump flow rate2

Storage volume

Tank height2

Supply water temperature1

Heater capacity

Heater temperature

Demand flow-weekly

Energy demand-total2

Location: 3

Years: 49, 52

Season: FA

Mode1: K

Period: 336

Scale: _

Tilt angie3 37.5

Type: M

Location: 1

Years: 65, 74

Season: FA

Model: K

Period: 336

Meat Plants.

2 .2 E

35 65 100

39.0

variable

1194 2217 3411

6650 12,350 19,000

1589 2951 4540

1.32 2.46 3.785

2.0 2.0 2.0

12.78

100,000

60.0

15,130

5.98 x106

9

150

4687

28,500

6810

5.68

2.0



 



Table 4.10- Group F Simulations:

Scale:

Collector area2

Tilt angle3

Collector fluid flow rate2

Heat exchanger coefficient

Exchanger pump flow rate2

Storage volume

Tank heightz

Heater capacity

Heater temperature

Demand flow-weekly2

Energy demand-total2

Location: 3

Years: 49, 52

Season: FA

Model: K

Period: 336

Scale: ._

Tilt ang1e3 37.5

Type: L

Location: 1

Years: 65, 74

Season: FA

Model: K

Period: 336

Scale:

Collector area2

Tilt angle3

Collector fluid flow rate2

Heat exchanger coefficient2

Exchanger pump flow rate2

Storage volume

Meat Plants (Continued).

1 e 2

80 140 200

39.0

2730 4775 6833

15,200 26,600 38,000

3632 6356 9080

3.03 5.30 7.57

2.0 2.0 2.0

221,000

71.11

27.050

1.321 x 107

e E g

600 1050 1600

39.0

20,500 35,800 54,580

114,000 199,500 304,000

27,240 47,670 72,640

22.7 40.0 _60.6

d

320

10,920

60,800

1453

12.11

2.0

9

2400

81,860

456,000

109,000

90.1
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Table 4.10 - Group F Simulations: Meat Plants (Continued).

2
Tank height 4.0 4.0 4.0 4.0

Heater capacity2 450,000

Heater temperature 71 11

Demand flow-weekly2 252,000

Energy demand - total2 1.231 x 108

Location: 3

Years: 49,52

Season: FA

Model: K

Period: 336

Scale: 1

Tilt ang1e3 37.5

1Constant for group

2Constant for type

3Constant for location
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parameters and energy demand information for each simulation.

4.6.8 ASHRAE avergrés - Group H 

The medium dairy plant, using the same collector size as previous

annual simulations, was simulated for complete years at East Lansing,

(Michigan) Indianapolis (Indiana) and Columbia (Missouri) for the "average"

year using the ASHRAE model for weekly averages of daily insolation,

Model N. Weekly average values of daily insolation were obtained from

Baker and Klink (1975) for use with this model. Monthly mean tempera—

tures were obtained for the tests locations from the sources indicated

in Chapter 3. The average simulation data files were constructed as

described for the ASHRAE weekly average test model.

Four simulation periods of 2160 hours each were made at each

location. The results of these simulations were used to determine the

long—term performance of solar water heaters for all processing plants.

The complete description of these runs is given in Table 4.12.

Appendices E and F contain temperature and insolation data, respectively,

used to calculate data for the "average” year simulations.

4.7 Description of Simulation Results

4.7.1 Simulation outputs

To observe the behavior and performance of the solar water heating

simulation model, values such as the energy collected and delivered by

the system need to be determined. The TRNSYS model prints out 8
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Table14.12- Group H Simulations - ASHRAE Averages,

Type: M

Location: 1

Year: A

Season: SP

Model: N

Period: 2160

Scale:

Collector area1

Tilt angle2

Ambient air temperature1

Collector fluid flow rate1

Heat exchanger coefficient1

Exchanger pump flow rate1

Storage volume1

Tank height1

Supply water temperature1

. 1
Heater capac1ty

Heater temperature

Demand flow — weekly1

Energy demand - total1

Season: SU

Mode1: N

Period: 2160

Scale: ,_

Tilt ang1e2 24.3

Season: FA

Mode1: N

Period: 2160

Scale: ._

Tilt ang1e2 39.0

‘b

140

49.9

constant monthly averages

4775 4

26,600

6356

5.3

2.0

12.78

170,000

61.11

32,380

9.367 x 107
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Table 4.12 - Group H Simulations - ASHRAE Averages (Continued).

Season: NI

Mode1: N

Period: 2160

. Scale: .9

Tilt angle2 65.9

Location: 2

Year: A

Season: SP

Model: N

Period: 2160

Scale: __

Tilt angle2 34.5

Season: SU

Mode1: N

Period: 2160

Scale: __

Tilt ang1e2 24.2

Season: FA

Mode1: N

Period: 2160

Scale: lg

Tilt ang1e2 49.0

Season: WI

Mode1: N

Period: 2160

Scale: ._

Tilt angle2 60.3

Location: 3

Year: A

Season: SP

Mode1: N ,

Period: 2160

Scale: b_

Tilt ang1e2 33.8
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Table 4.12 - Group H Simulations - ASHRAE Averages (Continued).

Season: SU

Model: N

Period: 2160

Scale:

[
0
'

Tilt angle2 23.6

Season: FA

Model: N

Period: 2160

Scale:

\
J
I
U
'

2

(
.
0

Tilt angle

Season: WI

Mode1: N

Period: 2160

Scale:

[
0
'

2
Tilt angle 61.3

 

1Constant for group

2Constant for season
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integrated system variables in the final results. Six of these are

total energy flows and two are total mass flows during the simulation .

Each of the variables, unique to each run, are included in the tables

of simulation results in Appendices I, J, and K. A sample table is

presented in Chapter 5, Table 5.9.

The total radiation striking the collector surface is identified as

RADPOTAL. This variable is the output of the radiation processor. arm

is the total energy collected by the collector after accounting for

losses encountered in the collector . Q'I‘ANK represents the net energy

reroved from the tank which is delivered to the load. QAUX is the total

energy required by the auxiliary heater to heat the water coming from

the storage tank to the required temperature. The sum of QI‘ANK and

QAUX is given as QIOTAL. This value is the total energy delivered by

the entire system. In most cases this value is equal to the design

load specified for each plant. However, QIDTAL may be larger than this

value due to collection periods which cause the tank temperature to exceed

the demand temperature . For these cases the system delivers more energy

than required.

QENV is the total energy loss to the enviromment by the storage tank.

This value is only used to observe the increase in system losses at

higher operating temperatures. The total energy passing through the heat

exchanger is identified by QHX. This value is not used directly in the

results analysis , however the overall effect of the heat exchanger may

be observed by calculating the. system efficiency.

The total water demand during the simulation is also printed out by

the model. This value is not included in the results and was used only

as a check to make sure the energy demand simulated was the same as the
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desired demand. For all cases this value was the same as the design

demand and can be observed in the tables describing the simulation para-

meters and energy demands .

The total mass flow through the collector is identified as NIDL.

This value was obtained for determining the average daily operation of

the collectors. Since the mass flow rate of the collector pump is

constant when the pump is on, this total mass flow directly relates the

length of time which the system collected energy.

4.7.2 Description 'Of per-romance 'réSultS
 

The integrated values from the simulation results are used to

calculate 6 values useful for observing the system performance all of

which are shown in the tables of simulation results in Appendices I ,

J, and K.

The overall collector efficiency, CDLEF, describes the collector

performance during all periods of poor insolation and changing air

temperatures. This value is determined by dividing Q(I)L, the total

energy collected, by RADIUl‘AL, the total incident energy.

The energy delivered to the demand by the solar collector is

represented as SOLAR. This value is the percent calculated by dividing

QTANK, the energy delivered by the collector to the load, by the total

design loadfor the plant. This value assumes any oversupply, due to

temporary high tank temperatures, is used as part of the design load.

This is reasonable for most cases since the duration of the higher tank

temperature lasts only until sufficient cool supply water lowers the

temperature below the demand temperature. If a thermostatically
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controlled mixing value were used to control the maximum temperature of

the water supplied to the load this oversupply could easily be utilized,

thus causing the auxiliary energy demand to decrease. For periods during

the summer and where large collectors are used, this assumption is less

accurate. For these cases, the effects of long cloudy periods, which

require a significant auxiliary energy supply, wdll be overshadowed

by the oversupply during peak insolation periods. This results in a

larger error as the percent SOLAR approaches 100 percent.

When the degree of oversupply is significant, the "SOLAthotal"

value is calculated. This quantity indicates the percent of solar energy

supplied with respect to QTOTAL. SOLAthotal is presented in the simula-

tion results for cases where a significant deviation occurs from.the value

of SOLAR.

The average period of daily system operation is given by SYSOP

in hours per day. This value is calculated by dividing the total

collector flow, MOOL, by the number of days and the maximum flow rate

of the collector pump. This value is an average for the simulation

period and.does not indicate a maximum.or*mfinimmm1daily operation period.

The percentage of collected energy (QOOL) lost by the storage tank

to the environment is calculated as TANK LOSS.

The average temperature of water supplied by the storage tank is

represented in the simulation results as "Avg. Temp". This value

is calculated by dividing the energy delivered by the tank, QTANK; by

the mass flow'and.specific heat of the water. This results in an.average

temperature increase of the water as it passes through the tank. The

exit temperature is then determined by summing this temperature increase

and the constant cold water supply temperature.
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4.8 Projection of Results

4.8.1 Method

The amount of energy delivered by the solar energy system to the

demand load, SOLAR, is of interest for economic considerations . Perfor-

mance projections for each plant are made only for this performance

criteria.

The method for determining the annual system performance was chosen

based on preliminary simulation results. One reference plant is

simulated for a short period and an annual period. The ratio of SOLAR

for the short period to SOLAR for the annual period is considered a

function of the year and is assumed constant for that year. Other

plants are simulated for the same short period as the reference plant .

The SOLAR for the short period of each plant is then multiplied by the

ratio for the reference plant to determine annual performance. The

annual demand characteristics for each plant are necessary for determining

the base periods for comparison of performance. The dairy and meat

plants are similar in their derands and thus allowed the annual performances

of each plant to be determined from one reference plant simulation, while

the fruit and vegetable plants required a slightly different method as

described in the following sections .

4.8.2 Dairy and meat plants
 

The dairy and meat plants exhibit similar annual derand schedules

which enable a direct comparison between the plants during different times
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of the year. All dairy and meat plants were simulated for 336 hours in

Septerber. The medium dairy plant was simulated for the entire year at

one collector area. A ratio of the Septerber to the annual performance

was used to project the annual performance for each plant and collector

area for that year using the September simulation results. "Average"

year simulation results for the medium dairy plant at East lansing and

Columbia, using the ASHRAE weekly insolation model were used to construct

a ratio using the September results, to predict the average long—term

performance of the dairy and meat plants. The average long-term results

for Indianapolis were then interpolated from the average year simulation

results for all three locations and the projections for each plant from

East Lansing and Columbia.

For East Lansing and Columbia, two years of September data were

available for simulation. For determining the average long-term perfor-

mance, the results of the Septerber simulations for each loaction were

averaged .

4.8.3 Fruit and vegetable plants
 

Fruit and vegetable plants do not exhibit a constant annual demand

schedule. September simulations similar to the dairy and meat plants

were performed on the fruit and vegetable plants for means of comparison

with the dairy and meat plant results. The medium fruit and vegetable

plant results for Septerber were used to partially predict the annual

performance.

Each fruit and vegetable plant was simulated for their seasonal demand

periods for one year using one collector area at East Lansing and Columbia.
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These results were used to determine the annual performance of each plant

by summing up the seasonal energy demands and the contributions made by

the solar collector to each demand period. The average long-term per-

formance pr'oject-ions at East Lansing and Columbia were then calculated

using the fruit and vegetable plant annual results and the medium dairy

plant ratio of annual results for the same year and the average simulation

results using the ASHRAE weekly model.

4 . 9 Economic Analysis

4 .9 . l ConVentional energy c0sts
 

The cost of solar energy was compared with conventional energy

sources of electricity, fuel oil, and natural gas. All energy costs

were described as the cost in dollars to supply one million kilo-Joules.

Typical emery conversion efficiencies for industrial boilers were

taken from Fryling (1966) . Electricity was assumed to have a conversion

efficiency of 85 percent. The current price to residential consumers was

chosen for this analysis as 3.32 cents per kilowatt-hour. The result is

an energy cost for electricity of 10.85 $/MKJ.

The current price of No. 2 fuel oil was found to be 45.9 cents per

gallon . Using a conversion efficiency of 80 percent and a heat content

of 132,000 BTU per gallon a final cost of 4.12 $/MKJ was calculated.

Natural gas was taken at a price of 3.2 dollars per 1000 cubic feet,

a heat content of 1000 BTU per cubic foot , and a conversion efficiency

of 76 percent to yield a cost of 3.98 $/MKJ.
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4.9.2 Solar system capital investments
 

The following equation based on estimates from Kreider and Kreith

(1975) was used to calculate the capital investment (CI in dollars)

for constructing solar water heating systems:

CI = 2000 + 150(A) + 120(V) (4.1)

where A is the collector area in square meters and V the storage volume

in cubic meters. The cost of collector and piping were estimated from

Kreider and Kreith (1975). A constant value of 2000 dollars was

estimated for fixed costs such as controls and thermostats.

4.9.3 Solar energy costs
 

A life cycle cost technique was used to determine the annual

operating cost of the solar energy system. A 20—year solar energy

system life expectancy and an annual interest rate of 10 percent were

used to determine a Capital Recovery Factor (CRF) of 0.1175. The

annual operating cost was then calculated from equation (3.12) for each

collector size. The annual operating cost for each solar water heating

system was divided by the annual amount of energy supplied by the system

to determine the cost of each million kilo-Joules for comparison with

the cost of conventional energy sources .
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4.9.4 Cost effectiveness using capital investment analysis
 

The cost effectiveness of the solar water heating system is

(btermined by comparing the capital investment of a solar emery

system and the allowable investment determined from the value of the

conventional emery replaced by solar emery over a 20—year period,

at an annual interest rate of 10 percent and a fuel increase of 5 per-

cent per year. Equations (3.14) and (3.15) were used to determine the

relationship between the allowable investment and the present value of the

conventional emery saved, Po' A simplified relationship of equation

(3.14) for the above criteria is shown in equation (4.2):

P = (PO)(16.6) (4.2)

The value of P0 was determined by multiplying the annual energy supplied

by the solar emery system, by the emery cost in dollars per million

kilo—Joules, for each conveltional fuel; electricity, oil, or gas. The

allowable investment , P , was then determined for each emery source for

comparison with the investments required by the solar water heating

system .



 

5. SIMULATION RESULTS AND DISCUSSION

5.1 Insolation Models — Group A

The simulation results for the 6 insolation models for each season

are given in Tables 5.1, 5.2, 5.3 and 5.4. Each table shows the total

insolation striking the collector (RADIUI‘AL), the total emery collected

(QCDL), the total emery delivered to the load by the tank (QI‘ANK), and

the total fluid flow through the collector (MCOL). From this information,

the overall collector efficiency (CDLEF), percentage of the demand

supplied by collectors (SOLAR), and the average temperature of the water

supplied by the tank were determined for each model.

The seasonal behavior of each model generally resulted in a decrease

in the solar emery supplied to the load. Table 5.5 smmarizes the per—

cent SOLAR for each run and compares the annual percentage for each

model. The annual percentages were calculated by summing the emery

delivered by the tank for each season and dividing it by the total

design load. The percent deviation of each test model from the

control model and the control model with constant temperature is illus—

trated.

The seasonal performance variations of each model is further illus—

trated in Figure 5.1. This figure shows the total insolation (RADIUI‘AL)

striking the collector for each test model. The daily ASHRAE model (M)

shows a higher insolation in the summer period and a lower insolation
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during the winter. Just the opposite is true for the weekly ASHRAE

model (N). During the spring and fall, only slight variations are

apparent among all models . For the winter, only the weekly ASHRAE

model (N) showed an increase in insolation.

Figure 5.1b shows the total mass flow through the collector. This

value reflects the time which solar emery was collected. For the spring,

summer, and fall, most models showed an increase in, operation time.

Actual measured insolation data reflects periods of high and low inso-

lation intensity which results in a variable rate of emery collection

during the periods of operation. The symmetry characteristic of the

other insolation models tends to remove any rapid changes in intensity,

caused by temporary cloudy periods, etc. The result is a uniform

distribution of insolation allowing the system to operate every day

during the peak insolation periods regardless of cloud cover, thus

accounting for these increases in operation tine .

The winter simulation shows a drastic decrease in the collector

mass flow. Cloud cover during this period is greater than for other

periods . The peak insolation periods produced by the test models are

apparently not sufficient to raise the collector to a temperature greater

than the storage temperature . The control however still accounts for

short periods of high insolation, thus accounting for the higher

collector flow rate. The effect of weekly average insolation data

used by the ASHRAE model (N) apparently compensates for the day to day

variability of the other models, resulting in a greater collector flow

rate.

Figure 5.1c illustrates the system efficiencies for each season and

the total year. All models except the ASHRAE weekly model (N), show a
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decrease in system efficiency for all seasons compared to the control (K).

The ASHRAE model (N) shows an increase in system efficiency during the

spring and fall periods, with an annual efficiency within 0.2 percent

to that of the control (K).

Based on these results the ASHRAE weekly model (N) is recommended

for generating insolation data for simulation on the long—team basis.

For short—term periods either the ASHRAE daily model (M) or the Whillier

model (0) appear acceptable. The Transmissivity model (P) is inadequate

for predicting insolation within the accuracy needed for design. If

accuracy with 5—10 percent is acceptable, the Whillier (O) and ASHRAE

daily model (M) may be used for simulating annual system perfonmance.

The effect of using constant temperature in Model L results in

a 3.8 percent decrease in annual predicted system performance. The

ASHRAE weekly model (N) compensates for this loss, and allows for the

continued use of constant temperatures for predicting simulation data.

The performance of the ASHRAE weekly model (N) in these tests has

made it the reasonable choice for predicting the long—term performance

of solar energy systems for food processing plants. Because of the close

correlation with this model and the control model, the performance of

the ASHRAE weekly model (N) was assumed to predict accurately the per-

formance of a solar system for any year.

5.2 Heurly Average Models — Group B

The effect of averaging insolation data over periods greater than

1 hour results in a significant decrease in system performance as shown
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in Table 5.6. A decrease of over 6 percent resulted from averaging 1—

hour data over a 3-hour period. A 14 percent decrease occurs using 6—hour

averages . The advantages of using a transient computer simulation are

destroyed when using such averages . It appears that hourly insolation

data is necessary for accurately simulating a solar system. When hourly

data is not available, it is recoxmended that a method of predicting

hourly insolation , as described in the previous section, be used. Hourly

averages for insolat ion over a period greater than one hour are

unacceptable .

5.3 Storage Tank Simulation Results - Group C

Parametric test results for storage tank volume determination are

shown for the summer and winter periods in Table 5.7. Five tank

volumes were tested with a collector of 100 m2.

The function of a large storage tank serves to increase the

reliability of the system during cloudy periods and for demands which

require a reliable hot water supply. A large storage tank also increases

the amount of emery lost to the tank environment.

As the size of the tank increases the capacity of the system to

collect emery during periods of high insolation increases, resulting

in a more constant average storage temperature. Figure 5.2 illustrates

the effects of storage tank variations on’ system performance.

As the tank volume increases, the emery collected (Q(X)L) increases

in a linear fashion. However, due to system losses, the emery supplied

to the load indicates a maximum, clearly indicating a point of optimum

performance. For economic considerations of storage tank cost , etc . ,
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Table 5.6 -Group B Simulation Results for Hourly Averages-

B:S:1:74:SP:Q, R, S:lOOO:a

 

Model: 0 R 5

' (1 hour) (3 hour) (6 hour)

RAD TOTAL (x107K0) 4.769 4.542 3.582

QCOL (x107K0) 1.484 1.426 1.040

QTANK (X106KJ) 7.965 6.755 5.344

COLEF (%) 31.1 31.4 29.0

SOLAR (%) 43.7 37.1 29.3

 

Table 5 7-Storage Tank Design Simulation Results.

Run - C:S:1:74:SU, WI:K:336:a, b, C, d, e

Season: SU

 

 

 

Scale: 6 b c d e

STORAGE VOLUME (m3) 1.892 3.785 5.680 7.570 11.36

QCOL (106KJ) 6.983 7.080 7.326 7.607 8.177

QTANK (106KJ) 2.221 2.376 2.338 2.265 2.109

QAUX (106KJ) 0.715 0.519 0.526 0.586 0.733

MCOL (105Kg) 4.358 4.404 4.522 4.613 4.949

SOLAR (%) 78.1 83.6 82.3 79.7 74.2

Season: NI A

Scale: a b c d e

STORAGE VOLUME (m3) 1.892 3.785 5.680 7.570 11.36

QCOL (106KJ) 3.621 3.735 3.840 3.953 4.203

QTANK (106KJ) 1.446 1.511 1.475 1.416 1.293

QAUX (106KJ) 1.315 1.268 1.302 1.357 1.473

MCOL (105Kg) 2.579 2.515 2.579 2.615 2.742

SOLAR (%) 50.9 53.2 51.9 49.8 45.5
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the tank size which srpplies the greatest percentage of emery to the

load is optimum. For this study a tank size of 3.785 m3 was chosen

(see Table 5.7). For the purpose of system scaling, a storage volume

to collector area ratio was determined as 0.03875 m3 of storage volume

per 1112 of collector area.

5.4 Collector Fluid Flow Rate Test Results — Group D

The collector fluid flow rate, in effect, controls the mean collector

plate temperature and the teIperature rise across the collector. At a

higher flow rate the mean plate temperature is decreased which decreases

the instantaneous environmental emery loss of the collector. Thus,

the flow rate has a direct influence on collector efficiency.

Results of the parametric tests on collector fluid flow rates

are given in Table 5.8. Tests were run for the summer and winter period.

The table shows the energy collected (QOOL), emery delivered to load

(QI‘ANK), auxiliary emery (QAUX), mass flow through the collector

(MCDL), and system efficiency (SOLAR). Figure 5.3 illustrates the

behavior of these variables. The flow rate which yields the maximum

system performance is 3411 kg/hr. This value was assumed optimum for

these conditions and scaled for the processing plant simulations.

5.5 Processing Plant Results and Projections

5.5.1 Sample simulation results 

A sample computer printout for a small dairy plant is given in
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Table’ 5.8-Collector Flow Rate Simulation Results.

Run - D:S:1:74:SU, NI:K:336:a, b, c, d, e

Season: SU

 

 

 

Scale: 8 b c d e

Collector Flow Rate (Kg/hr) 1135 2270 3411 4540 5675

QCOL (106KJ) 6.650 7.249 7.471 7.607 7.725

QTANK (106KJ) 2.134 2.261 2.274 2.265 2.250

QAUX (106KJ) 0.711 0.590 0.477 0.586 0.599

MCOL (105Kg) 1.217 2.311 3.459 4.613 5.823

SOLAR (%) 75.1 79.6 80.0 79.7 79.2

Season: RI

Scale: a b c d

Collector Flow Rate (Kg/hr) 1135 2270 3411 4540

QCOL (106KJ) 3.445 3.810 3.887 3.953

QTANK (105k0) 1.313 1.403 1.423 1.416

QAUX (106KJ) 1.457 1.371 1.350 1 357

MCOL (105Kg) 0.683 1.317 1.958 2.615

SOLAR (%) 46.2 49.4 50.1 49.8
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Tables H.1, H.2, and H.3 in the Appendix. Table H.1 is a listing of the

control cards which determine the type of system to be simulated.

At the end of the control card deck an output reference map describes

the configuration and information flow for the simulation. Table H.2

is the output results for this sample simulation. The first column

indicates the time of the simulation. The remaining collmlns contain

emery flows , etc . , as described in the control card deck and in

Chapter 4. Table H.3 is a plot of the terperature profiles for the

storage fluid, collector and ambient air. This aids in visualizing

the transient behavior of the system.

Selected variables from the printouts are tabulated for each

plant simulation in Appendices I, J, and K. A sample table for small

dairy simulations results for September, 1974, at East Lansing, Michigan,

is given in Table 5 .9 . This table contains eight values taken directly

from the computer output . Six other values, as described in Chapter 4,

are also presented.

The system behavior represented in this table is characteristic

of all plant simulations. Each column from left to right. corresponding

to increasing system scale. describes the performance of a different

system size. Observe that RADIOI‘AL. QmL. QI‘ANK. QENV, and QHX all

increase with an increase in system scale and collector area. while

QAUX decreases. Q'IO'I‘AL remains relatively constant . The mass flow

rate through the collector also increases with collector size and

corresponds to the" average daily operation of the system, SYSDP.

Collector efficiency, CDLEF, consistently decreases with increasing

scale. This is because the higher operating temperatures in the

collector SOLAR percentages increase with increasing scale. SOLAR-tOtal
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Table 5.9 - Small Dair Plant Simulation Results

For Septem er 1974 - East Lansing,

Run: E:S:1:74:FA:K:336:a,b,c,d

 

Scale: a ’ b c d

Collector area (m2) 25 40 65 100

RADTOTAL (106KJ) 5.685 9.096 14.78 22.74

QCOL (106KJ) 2.099 3.036 4.310 5.802

QTANK (106KJ) 1.190 1.567 1.966 2.297

QAUX (106KJ) 1.390 1.025 0.654 0.385

QTOTAL (106KJ) 2.580 2.592 2.620 2.682

QENV (106KJ) 0.324 0.521 0.860 1.321

QHX (106KJ) 1.886 2.697 3.805 5.094

MCOL (105Kg) 0.947 1.419 2.124 3.084

COLEF (%) 36.9 33.4 29.2 25.5

SOLAR (%) 46.3 61.0 76.5 89.4

SOLAR - t0ta1 (%) 46.1 60.5 75.0 85.6

SYSOP (hrs/day) 7.9 7.4 6.8 6.5

TANK LOSS (%) 15.5 17.2 19.9 22.8

Avg. Temp. (°C) 37.2 44.9 53.1 59.9
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is not included in all tables. This value indicates the amount of emery

supplied by the system relative to QTOI‘AL. For some collector sizes

QIOI‘AL is greater than the design load Q, representing a degree of

oversupply during periods of large insolation. For cases when QIUI‘AL

is equal to the design load, the SOLAR—total values are identical to the

SOLAR values and not included in the tables. TANK LOSS percentages

increase with increasing scale because of the higher storage tank

temperatures. The average tank temperature is given at the bottom of

each table and is seen to increase with an increase in the collector

size .

5.5.2 Dairy plants — Group E
 

A summary of the percent solar emery supplied to the demand loads

of the daily plants is given in Table 5.10. This table shows the

results of the two-week Septerber simulations which were made on all

processing plants for tvo years at East Lansing, Michigan, and Columbia,

Missouri. Percentages range from 32 for the small scale medium dairy

at East Lansing, 1974, to 135 for the large scale small dairy at

Columbia, 1952. A significant increase in the amount of emery delivered

by the collector is evident in the Columbia test results compared to

the East Lansing results. Several runs indicate over 100 percent solar

energy supply for Columbia. This is expected since Columbia is at a

lower latitude with a higher average daily insolation. For the two

years at East Lansing, 1974, gives a slightly better system performance

than the 1965 year for the larger collector areas. For the lower collec—

tor areas, the results for 1965 tend to be slightly higher. The exact
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Tab1e5.10‘ Summary of September Simulation Results for Dairy Plants

(Percentage of demand supplied by solar energy).

Scale: a b c d

 

Small Plant

Collector area 25 4O 65 100

East Lansing,1965 46.7 60.4 74.7 86.6

1974 46.3 61.0 76.5 89.4

Columbia, 1949 67.0 87.5 107.3 124.0

1952 77.4 98.0 117.7 135.2

Medium Plant

Collector area 80 140 200 330

East Lansing,1965 33.5 48.2 58.8 73.8

1974 32.4 48.0 59.2 75.5

Columbia, 1949 46.7 67.4 82.5 104.6

1952 51.9 74.0 90.1 113.1

Large Plant

Collector area 400 700 1000 1600

East Lansing,l965 33.9 46.0 54.1 65.0

1974 33.2 46.0 54.9 66.8

Columbia, 1949 41.5 58.4 70.5 87.2

1952 51.7 70.7 83.6 100.7
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cause of this is not obvious. It is suspected that a combination of

insolation values and air temperatures caused greater energy losses

for the larger systems during 1965. The simulations for Columbia

show a distinct decrease in system performance for 1949 compared to 1952.

The annual simulation runs for the medium dairy plant are presented

in Table 5.11. This table contains one full year run for 1974 at

East Lansing, Michigan, and two full year runs for 1949 and 1952

at Cblumbia, Missouri, using actual measured insolation data, and an

average year for Indianapolis, Indiana. Also presented are the ASHRAE

"average” year results for all three test locations. The seasonal

results for each year are presented together with the annual percentage.

The average year results are assumed to be indicative of the results

obtained if an ”average” year of measured data were used. This assump-

tion is made based on the results presented earlier for this ASHRAE

test model.

Frtanable 5.11 the 1974 year at East Lansing appears to be a

relatively poor year for insolation compared to the average year.

This agrees with the conclusion of Thomas (1977), when he compared

the weekly average daily insolation values for 1974 with l6—year

average values.

For Columbia, both test years, 1949 and 1952, are found to give

better results'than the average year. The differences between these

results may reflect several possible factors: (1) an inaccuracy of the

ASHRAE weekly model for Columbia, (2) differences in the Columbia data

compared to the averages due to age or type of instruments used, and

(3) the possibility that 1949 and 1952 were above average insolation
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Table 5.11-Summary of Annual Simulation Results for Medium Dairy Plant

(Percentage Of demand supplied by solar energy),

 

Annual

Season: SP?‘ SU FA” NI Total

East Lansing, 1974 38.5 59.5 40.7 27.9 41.7

Average Year 41.5 61.9 46.4 32.7 45.6

Indianapolis

Average Year 45.9 64.4 54.9 36.7 50.5

Columbia ,1949 53.9 74.8 69.7 32.7 56.5

1952 57.0 75.4 77.2 47.8 64.3

Average Year 49.9 67.7 57.8 42.2 54.6
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years.‘ The latter condition will be assumed since there is no evidence

to indicate otherwise.

The results from the Indianapolis average simulation cannot be

compared to actual measured data. However, the annual percentage of

50.5 follows the trend expected for the performance at the three test

locations.

Dairy plant projections for the annual percent solar emery

supplied to the load for 1974, East Lansing and for 1949 and 1952,

Columbia are given in Table 5.12. These projections are based on the

annual and Septerber period results for these three years. The values

underlined for the medium dairy plant are the actual simulation results.

The results presented in Table 5.12 are not used for projecting

the average year plant performance. They are presented to compare the

annual performance of the dairy plants with the meat and fruit and

vegetable plants.

The long—term dairy plant results are given in Table 5.13. These

values were obtained from the average year and the September period

simulation as described in Chapter 4. A small dairy system with a

collector size of 40 m2 is shown to supply 14 percent more emery for

a plant located in Columbia than for one located in East Lansing. This

trend is consistent for all size plants and collector areas and will

have a definite effect upon the economic feasibilities of solar water

heating systems for each location. The percentages presented in

Table 5.13 are used to construct performance curves for determining

the economic feasibility of solar water heating for dairy plants.
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Table 5.12 —Annual Projected Performance Of Solar Water Heating System

For Dairy Plants (Percentage of demand supplied by solar energy).

Scale: ' a b c d

 

Small Plant

Collector area 25 4O 65 100

East Lansing,l974 40.2 53.0 66.5 77.7

Columbia,1949 56.2 73.3 89.9 103.9

Columbia,1952 67.3 85.2 102.3 117.5

Medium Plant

Collector area 80 140 200 330

East Lansing,l974 28.1 41;Z( 51.4 65.5

Columbia,1949 39.1 56L5] 69.1 87.7

Columbia,1952 45.1 QALEI 78.3 98.3

Large Plant

Collector area 400 700 1000 1600

East Lansing,1974 28.9 40.0 47.7 58.0

Columbia,1949 37.8 49.0 59.1 73.9

Columbia,1952 44.9 61.4 72.6 87.5

 

1Actual simulation results
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Table 5.13 Long Term Annual Performance of Solar Water Heating System

For Dairy Plants At All Test Locations (Percentage of Demand

Supplies By Solar Energy).

 

Scale: a b c d

Small Plant

Collector area 25 40 65 100

East Lansing 44.1 57.5 71.7 83.4

Indianapolis 50.4 65.2 80.0 92.5

Columbia 55.7 71.6 86.9 100.1

Medium Plant

Collector area 80 140 200 330

East Lansing 30.7 45.6 56.2 71.6

Indianapolis 34.7 50.5 61.9 78.4

Columbia 38.0 ' 54.6 66.7 84.1

Large Plant

Collector area 400 700 1000 1600

East Lansing 31.8 43.6 51.7 62.5

Indianapolis 34.0 47.0 55.9 67.9

Columbia 35.9 49.8 59.4 72.5
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5.5.3 Meat plants - Group F
 

The method used for determining the average year performance of the

meat processing plant systems is similar to that used by the dairy plants.

Because of the similarity of the demand loads for the two plant types

(see Figure 3.6), yearly simulation runs were not made for the meat

plants. Annual projections are made using the yearly simulation results

for the medium dairy plant.

September simulation results, showing the percent solar emery

supplied to each meat plant demand are summarized in Table 5.14. The

collector areas for the small, medium, and large meat plants are

approximately the same as the dairy plants. The demand for the meat

plants generally require a lower supply temperature . The percent

supplied by the solar system for the meat plants is generally higher than

the dairy plants. The relative performance of each year with respect

to the year and location is the same as described for the dairy results

for September since the same data files were used for both plants.

Using these results and the annual results for the medium dairy

plant , projections were made for annual performance of the meat plants

for 3 years: 1974 at East Lansing, 1949 and 1952 at Columbia. These

results are presented in Table 5.15. This table is similar to Table 5.12

and shows the same characteristics of a decrease in performance at East

Lansing compared to Columbia.

Table 5.16 shows the long-term average performance of the meat

plants at each test location. This table was constructed using the

ASHRAE average results for the medium dairy from Table 5.11 and the
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Table 5.14 - Summary of September Simulation Results for Meat Plants

(Percentage of demand supplied by solar enerQY).

Scale: a b c d

Small Plant

Collector area 35 65 100 150

East Lansing 1965 44.6 62.7 75.8 87.9

1974 44.8 63.3 77.1 90.4

Columbia 1949 59.0 85.4 105.9 134.7

1952 68.4 95.8 115.9 134.7

Medium Plant

Collector area 80 140 200 320

East Lansing 1965 42.2 56.0 65.0 76.2

1974 42.4 56.6 66.1 78.7

Columbia 1949 56.7 77.1 90.5 107.6

1952 64.3 84.2 99.5 117.0

Large Plant

Collector area 600 1050 1600 2400

East Lansing 1965 35.6 49.2 60.3 71.1

1974 35.0 49.4 62.3 73.1

Columbia 1949 43.1 62.1 78.3 94.9

1952 53.8 75.0 92.4 109.6
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Table 5.15 - Annual Projected Performance of Solar Water Heating

System for Meat Plants (Percentage of demand supplied

by solar energy).

Scale: a b c d
 

Sma11 P1ant

Collector area 35 . 65 100 150

East Lansing, 1974 38.9 55.0 67.0 78.6

Columbia, 1949 49.4 71.7 88.0 103.2

Columbia, 1952 59.4 83.3 100.7 117.1

Medium Plant

Collector area 80 140 200 320

East Lansing, 1974 36.8 49.2 57.4 68.4

Columbia, 1949 47.5 64.6 75.8 90.2

Columbia, 1952 55.9 65.4 86.5 101.7

Large Plant

Collector area 600 1050 1600 2400-

East Lansing, 1974 30.4 42.9 53.3 63.5

Columbia, 1949 36.1 52.0 65.6 79.5

C01umbia, 1952 46.8 65.2 80.3 95.2
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Table 5.16-Long Term Annual Performance of Solar Water Heating System

For Meat Plant At All Test Locations (Percentage of Demand

Supplied By Solar Energy).

Scale: a b c d

Small Plant

Collector area 35 65 100 150

East Lansing 42.4 59.7 72.4 84.6

Indianapolis 46.1 65.3 79.4 92.8

Columbia 49.2 69.9 85.3 99.6

Medium Plant

Collector area 80 140 200 320

East Lansing 40.1 53.4 62.1 73.4

Indianapolis 43.7 56.4 68.2 80.6

Columbia 46.7 59.0 73.3 86.7

Large Plant

Collector area 600 1050 1600 2400

East Lansing 33.4 46.7 57.6 68.3

Indianapolis 35.5 50.0 62.1 74.1

Columbia 37.3 52.8 65.8 78.9
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SepteTber meat plant simulations results from Table 5.14. The performance

results in Table 5.16 are used for construction performance curves for

economic feasibility analysis in Chapter 6.

5.5.4 Fruit and vegetable plants - Group G
 

The Septerber simulation results for the fruit and vegetable plants

are shown in Table 5.17 . These results correspond to the September

results obtained for the dairy and meat plants.

Fruit and vegetable plant simulation results for the seasonal

demand loads are given in Table 5.18. The demand periods illustrated

in this table correspond to the demand schedules for each plant shown

in Table 3.4. The small plant has four different seasonal demands,

the medium plant two, and one for the large plant. The results for the

large plant and the small plant for scale C show two values. The first

one is the result of the August simulation, the second is for September.

Both use the same demand load. For the small plant, results indicate

that for periods B and D the solar emery supplied over 100 percent of

the demand. The demand loads for these periods are less than period C.

This illustrates a problem unique to the fruit and vegetable plants,

namely that for periods of low demand, the solar system produces more

emery than needed. The emery delivered by the collectors above the

100 percent demand load cannot be justified as usable emery in the

economic analysis. In order to get the full usefulness from the solar

system, a use should be found for this emery. This problem is further

illustrated when considering the off season emery production potential

of the system. In the following chapter, consideration is given to
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Table 5.18 - Summary of Yearly Simulation Results for Fruit and

Vegetable Plants (Percentage of demand supplied

by solar energy).

 

Demand Period: A B C 0

Small Plant

Collector area 1340

East Lansing, 1974 57.8 75.9 32.1 134.2

(35.2)*

Columbia, 1952 86.8 118.8 50.7 184.1

(52.6)*

Medium Plant

Collector area 1050

East Lansing, 1974 38.6 31.0

Columbia, 1952 58.1 49.1

Large Plant

Collector area 8030

East Lansing, 1974 32.7

(35.9)*

Columbia, 1952 51.9

(54.4)*

 

*September results
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off season demand and its contribution to the overall economic feasibility.

Table 5.19 gives the annual performance projections for the small

fruit and vegetable plant for two years: 1974 at East Lansing and

1952 at Columbia. For each location the performance for each demand

period is given. For demand period C, scale b at both locations the

value is the average for two simulations, indicated by the bar over the

number, occurring at different times during the plant demand. Several

periods indicate over 100 percent supply to the load. A low and high

annual percentage is given for both locations. The difference between

these two percentages represents the amount of oversupply of the solar

system for certain periods of the year. For the large scale, the amount

of oversupply for each location is over 14 percent. Since only the

low annual percentage can be justified for the normal plant demand,

it is used to determine the average annual percentage for each location.

The annual performance results for the medium fruit and vegetable

plant are presented in Table 5.20. The medium plant exhibits a demand

12 months per year. For a period in August the demand is greater

corresponding to demand period B. To determine the annual performance

for this plant the annual percentage of solar supply taken for the

September demand was calculated and is shown as demand period A (annual)

in the table. An allowance for high demand period B was made to determine

the actual annual system performance. The annual performance for the

East Lansing location ranges from121.6 to 58.9 percent for scales a

through e and 32.9 to 75.5 for scales a through d at the Columbia

location. These values are used to predict the average annual perfor-

mance for fruit and vegetable plants at all three test locations.
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Table 5.19 - Annual Projected Performance of Solar Water Heating System

for Small Fruit and Vegetable Plants (Percentage of

demand supplied by solar energy).

Scale: a b c d e

Collector area 670 1340 2340 3340 5365

East Lansing, 1974

Demand Period

 

A 37.7 57.8 77.3 90.5 107.4

8 49.2 75.9* 101.6 118.8 141.0

C 21.8 45.1 52.8 62.6

D 86.9 134.2 179.2 210.0 249.3

Annual

High 30.0 38.2 62.1 73.0 86.3

Low 30.0 35.3 55.7 63.5 72.3

Columbia, 1952

Demand Period

. A ‘ 56.6 86.8 115.5 134.3

8 77.5 118.8* 158.1 184.0

C 33.6 5 68.7 79.9

D 120.0 184.1 245.0 285.0

Annual

High 45.0 69.2 92.0 107.0

Low 43.5 62.0 76.8 85.1

 

*actual simulation results
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Table 5.20 - Annual Projected Performance of Solar Water Heating

System for Medium Fruit and Vegetable Plant

(Percentage of demand supplied by solar energy).

Scale: a b c d e

Collector area 525 1050 1850 2650 4200

East Lansing, 1974

Demand Period

A 25.3 38.6 51.1 59.2 69.2

A (annua1) 22.0 33.5 44.4 51.4 60.1

B 20.3 31.0 41.0 47.5 55.6

Annua1 21.6 32.9 43.5 50.4 58.9

Columbia, 1952

Demand Period

A 38.4 58.1 76.4 88.1

A (annua1) 33.4 50.5 66.4 76.6

B 32.5 49.1 64.6 74.5

Annua1 32.9 49.8 65.5 75.5
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Table 5.21 gives the annual projections for the large plant.

Since this plant has only one demand period, determining the annual

solar contribution can be simplified. Runs for August and September

periods were made for this plant at the two locations shown. These runs

were assumed to give reasonable indication of the performance of the

system for the total 8-week derand period. The September and August

percentages were averaged to give the annual performance . These annual

results for each system scale are used to predict the average long-term

performance for the large plant at all three test locations.

The final results of all three fruit and vegetable plants are shown

in Table 5.22. The results were obtained using the ASHRAE weekly average

model similar to the dairy and meat plants except that the simulated

annual performance for each plant was used instead of the September

simulation results in the other plants. The Indianapolis results were

interpolated from the projections at East Iansing and Columbia based

on the average year simulations for the medium dairy plant . These results

are combined with similar results for the dairy and meat plants in the

next chapter for a discussion of the economic feasibility.

The overall simulation results for the processing plants are

presented as the percentage of the annual demand which can be supplied by

the solar collectors. This long-term annual percentage, used for economic

considerations, does not indicate the actual seasonal or year to year

performance of these systers. It must be understood that day to day

performance may fluctuate from 0 to 100 percent. Actual design of a

solar system needs to be based on other factors besides the long-term

performance .
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Table 5.21 - Annual Projected Performance of Solar Water Heating System

for Large Fruit and Vegetable Plant (Percentage of

demand supplied by solar energy).

Scale: a b c d e

Collector area 4015 8030 14050 20070 32100

East Lansing, 1974

Demand Period

August 32.7*

September 22.7 35.9* 49.0 58.0 69.8

Average 21.7 34.3 46.8 55.4 66.7

Columbia, 1952

Demand Period

August 51.9*

September 34.7 54.5* 73.7 86.6

Average 33.9 53.2 71.9 84.5

 

*actual simulation results



143

Table 5.22 Long Term Annual Performance of Solar Water Heating System

for Fruit and Vegetable Plants at all Test Location

(Percentage of demand supplied by Solar energy).

Scale:

 

a b c d e

Small plant

Collector area 670 1340 2340 3340 5365

East Lansing 32.8 38.6 60.9 69.5 79.1

Indianapolis 35.0 46.2 63.2 71.0

Columbia 36.9 52.6 65.2 72.3

Medium Plant

Collector area 525 1050 1850 2650 4200

East Lansing 23.6 36.0 47.6 55.1 64.4

Indianapolis 25.9 39.4 52.0 60.0

Columbia 32.9 49.8 65.5 75.5

Large Plant

Collector area 4015 8030 14050 20070 32100

East Lansing 23.7 37.5 51.2 60.6 73.0

Indianapolis 26.5 41.7 56.6 66.6

Columbia 28.8 45.2 61.1 71.7

 



6. FEASIBILITY RESULTS AND DISCUSSICN

This chapter discusses the economics of solar water heating for each

size dairy, meat, and fruit and vegetable plant. Each plant type; dairy,

meat, and fruit and vegetable is discussed separately.

The economic analysis presented shows only the general feasibility

trends. The costs of conventional energy, life time of the system, and

interest rates assumed for this discussion represent present day

economic conditions . It should be realized that changes in or deviations

from these assunptions can significantly affect the economic results.

In future years changes in these assumptions will have a positive effect

upon the feasibility of solar water heating for food processing plants.

6.1 Dairy Plant Feasibility

Dairy plant solar water heating annual performance curves, shown

in Figures 6.1a, b, c, were constructed from simulation results given in

Table 5.13. The abscissa shows the collector areas (system size), the

left ordinate shows the predicted annual percentage of total energy

demand supplied by the solar water heater, and the right ordinate gives

the corresponding value of this energy. Each geographic test location

is shown by a single curve. Identification is made using the method

described in Table 4.4. For example: E:S:2 represents the small dairy

plant at the Indianapolis test location. Table 3.2, showing the warm
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water usage, and Figure 3.5, showing the demand schedules for each plant

size are useful. for interpreting these results.

All performance curves in Figure 6.1 exhibit a decreasing rate of

increase of the percent of energy supplied by the solar energy system as

the collector area increases. This is expected since at the higher

system operating temperatures, corresponding to large collector areas,

energy losses increase and collector efficiencies decrease because higher

collector operating temperatures cause a decrease in the daily period

of energy collection. Each size plant; small, medium, and large,

exhibits a similar performance trend. Differences in performance due

to the energy demand loads for each plant are not evident in these curves.

The effect of geographic location is clear. The East Lansing test

location shows the worst perfomance while the Columbia location the

best . The Indianapolis location appears approximately midway between

the Columbia and East Lansing locations.

The values for percent of demand supplied by solar (is shown in

Figure 6.1) are used in the following analysis as an indication of

system size. These curves serve to relate a given percentage to the

appropriate collector size for determining the cost of the solar energy

system.

The present day1 energy costs, for each size plant, of solar energy,

electricity, fuel oil, and natural gas are shown in Figure 6.2. The

abscissa indicates the percentage of demand supplied by the solar energy

system. The ordinate indicates the energy costs for each source for

one million kilo-Joules, on an annual basis.

 

1These costs include boiler inefficiencies, operating costs, etc. , as

recommended by Fryling (1966).
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The costs of conventional sources (electricity, fuel oil, and

natural gas) are constant. Since each of these is a high grade (meaning

capable of producing high.temperatures) energy source, the cost is

the same for producing one million kilo-Joules at any temperature.

In actual practice, energy losses, due to low efficiencies, also increase

for these energy sources at high.temperatures. Also, large volume

consumers of petroleum fuels and electricity often receive rate cuts

for using more energy. However, these factors of conversion efficiency

and unit costs are assumed constant for this analysis.

Each plot of solar energy costs in Figure 6.2 shows a gradual and

then rapid increase in the cost of energy as the percent of demand

supplied by the collectors increases. The East Lansing curves for each

plant size exhibit the largest cost and the Columbia curves the lowest.

The small dairy plant shows a.mmch higher energy cost than either

the medium or large plant. Costs for the small plant nearly level off

below the 40 percent supply level at the East Iansing location at a

cost of 23 $/MKJ and'below*the 50 percent supply level for the

Cblumbia location at a cost of 18 $/MKJ. At higher percentages the

costs increase rapidly. The medium and large plants show costs below

15 and 13 $/MKJ , respectively, at the same percentages. One reason for

the high costs of the small plant is evident from Figure 3.5. The small

plant uses energy only 3 days per week at a temperature lower than the

other plants (Table 3.2). Although the lower temperature tends to

increase the percentage of solar delivered to the load, the off days and

‘weekends appear to decrease the economic usability of the systemn

The medium size dairy plant curve for Cblumbia.fromIF&gnre 6.2, shows

a comparable present day cost to that of electricity at the 20 to 25 percent
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supply level. The cost of solar energy at Indianapolis and East Iansing

approaches the cost of electricity at a much lower percentage. Costs for

oil and gas remain far below the costs of solar energy at the lowest

percentages.

The large dairy plant shows the most favorable result. At 33 to 45

percent of the energy demand, solar energy compares favorably with

electricity for all locations. As the percentage supplied approaches

zero, the cost of solar energy nears the cost of oil and gas. The lower

costs of the large plant compared to the medium plant appear to be

related to the demand schedule. Figure 3. 5 shows a longer and more

constant demand for the large plant compared to the intermittent 5-day

demand of the medium plant. From Table 3.2 the large plant also requires

a higher terperature than either of the smaller plants. Thus, the overall

use capacity appears to be higher for the large plant.

Based on this cost comparison, the benefit of using a solar water

heater appears negative for the small dairy and limited to less than

30 percent for the large and medium plants when the current energy

source is electricity. For oil and gas, there is still a large cost

differential. Since most dairy plants use petroleum fuel to generate

warm water, the benefit of using solar energy for this purpose appears

unacceptable at this time. As oil and gas prices increase the cost

differential will decrease. However, the present day energy cost

comparison presented in this section does not consider future energy

price increases.

The long—term feasibility of solar water heating can be evaluated by

comparing the total cost of supplying hot water using different types of
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energy over a 20-year t ime period . A break even point is reached when

the capital investment cost of a solar energy system becomes equal to

the allowable investment. The allowable capital investment, for oil and

electricity, is equal to the present value of the future cost of energy

which can be supplied by the solar system over a period of 20 years

at an interest rate of 10 percent and a fuel price increase of 5 percent

per year. From this comparison the size of solar water heater which is

justified can be determined. This comparison was made for the solar

energy system, electricity, oil, and gas in order to observe the possible

benefits of using solar energy in the long term.

Figure 6.3 shows the result of the capital investment analysis for

each size dairy plant. For each plant a plot of capital investment is

drawn as a function of percent of demand supplied by solar. The capital

investment 1 (from equation 4.1) required to construct solar water heaters

at each test location and the allowable capital investments for electricity

and oil are shown . Curves for natural gas are not included because of

the present day small price difference between oil and natural. gas.

From Figure 6.3a the small dairy results indicate a capital invest-

ment break even point with electricity for all test locations below the

50 percent range. This result appears marginal and offers no real incen-

tive to invest in a solar energy system. The medium and large plants

shown in Figure 3.6b, c, show a significant advantage compared to

electricity below the 70 percent supply range.

The break even point of the solar energy system compared to oil is

nearly reached by the large and medium plant at the 20 percent supply

level. Compared to the present energy costs in Figure 6.2, these results

 

1The capital investment for the solar energy system does not include annual

operating costs for maintenance and electricity. These factors must be

considered along with similar considerations for conventional energy

installations.
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indicate a significant advantage in the long run for using solar energy

to replace 30 to 60 percent of the electric energy demand for the large

and medium plants. A small contribution can be made to replace the

petroleum demand.

The overall feasibility in the dairy industry appears to be limited

to a solar energy contribution of less than 20 percent of the total demand

in View of the present day primary industry dependence on oil and gas.

The use factor has an important effect upon the overall feasibility.

The small dairy may be able to justify solar energy use by expanding its

processing periods or finding other uses for the solar heated warm

water .

6.2 Meat Plant Feasibility

Meat plant solar water heater performance curves are shown in

Figure 6.4a, b, c. These curves are similar to those described for the

dairy plants. The decreasing rate of supply with increasing collector

area and the increase in system performance for Columbia over East

Iansing is easily observed.

Figure 6.5 gives the energy cost comparisons for the meat processing

plants. All three plants show a favorable comparison of solar energy

with electricity at the 30 to 50 percent supply range, with the medium

and large plants showing an advantage over the small plant. Both of

these larger plants also show a slightly greater decreasing rate of energy

cost compared to the small plant. This trend indicates a favorable

comparison of these plants with oil and gas at the less than 10 percent

supply range .
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A look at the demand schedules for the meat processing plants, Figure

3.6, illustrates that the small and medium plants have a time varying

schedule, while the large plant schedule is constant during the total

6—day period. Since the medium and large plants Show an energy cost

curve similarity, the effect of demand schedule appears insignificant.

The medium and large plants, however, both require the same warm water

temperature, as shown in Table 3.3. Thus, effect of increasing

temperature above that of the small plant is responsible for the increase

in performance and lower energy costs of the medium and large plants

belOW’the 50 percent supply level. Above this level, the rate of

increase in energy cost for the two larger plants is greater than for

the small plant. This illustrates the limiting effect of the higher

collector operating temperature as the system supplies more of the

energy demand load.

The capital investment analysis results for the meat plants are

given in Figure 6.6. All three plants show a cost advantage over

electricity below the 70 percent supply level. The small plant shows a

justified.percent supply level greater than the mediumIand large plants

of 20 to 30 percent. This illustrates the effect of the lower warm

water supply temperature delivered by the solar water heater for the small

plant relative to the medium and large plants. Near the 30 percent

supply level all three plants approach the break even point for oil.

The benefits of solar water heating for the meat processing industry

appear to be real and independent of plant size. The effect of warm water

temperatures appears to be minor with respect to the overall performance.

The feasibility of using solar energy shows real promise for replacing
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electricity. The replacement of petroleum fuel is real for only small

demand percentage applications, while a future potential exists for a

significant contribution with an increase in oil and gas prices.

6.3 Fruit and Vegetable Plant Feasibility

Performance curves for the fruit and vegetable plants are presented

in Figure 6.7a,b,c. These curves follow similar trends established by

the dairy and meat plants even though the fruit and vegetable plants are

generally seasonal in their operation. The medium plant has an annual

demand schedule according to Table 3.4 compared to the seasonal demand

schedules of the small and large plants. This factor does not noticably

affect the performance curves. For the East Iansing test location the

curves are extended beyond the Indianapolis and Columbia curves. This

is a result of the extra simulation performed at East Iansing.

Energy cost comparisons for the fruit and vegetable plants are

shown in Figure 6.8. The small and large plants show a greater solar

energy cost compared to the medium plant. This is primarily a result of

the seasonal usage patterns characteristic of many canning plants. The

large plant has a greater solar energy cost than the small plant because

of the extremely short processing period, as shown in Table 3.4. The

small plant indicates a favorable cost comparison with electricity near

the less than 10 percent supply level. The effect of daily demand

schedules cannot be observed because of the extreme variations due to the

seasonal use patterns. The medium plant exhibits an energy cost comparable

to electricity near the 40 percent supply level and approaches a break

even point with oil in the less than 10 percent range.
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Since the medium plant has year around operation, the comparison

of present day costs appears quite favorable to a solar energy application.

The other plants do not show this result. If a different energy demand

can be justified for these plants in order to increase their use factor,

the cost comparison is likely to be favorable.

The long range results for the fruit and vegetable plants are shown

in Figure 6.9. It is notable that even with the very high costs of

solar water heating systems in these plants, the capital investment

approaches a break even point with electricity near the 30 percent level

for the small plant and 10 percent for the large plant. This indicates

that a potential does exist for these plants also because an off season

energy demand could significantly improve the solar energy feasibility.

The medium plant shows favorable results (see Figure 6.9) for

longktermlreplacement of petroleum fuel at the 30 percent supply level.

The feasibility associated with this plant appears very favorable,

since the energy demand remains constant during the winter months and

increases during the summer period when the availability of solar energy

also increases.

The results of this analysis indicate a definite benefit for solar

energy applications for those fruit and vegetable processing plants

(in this case a freezing plant) which exhibit a uniformIannual demand

schedule. A possible application exists for the seasonal canning plants

if an appropriate use of the water heating capactiy can be found to

increase the overall use factor.
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Five insolation models were tested for their accuracy in predicting

hourly insolation data for simulating solar water heaters. The ASHRAE

weekly model shown in Appendix A, which uses weekly averages of daily

total measured insolation (Appendix F) and average air temperature

(Appendix E) data to calculate hourly data, was chosen for simulating

input insolation data for the “average" year. This model was shown to

give annual simulation results within 0.2 percent of a control model which

used actual measured hourly values of insolation and air temperatures

for the same period. The ASHRAE daily and the Whillier models also gave

results within 10 percent of the control model. Tests using 1, 3, and

6—hour average insolat ion data showed an unacceptable decrease in per—

formance, when using averages greater than one hour.

Parametric tests were performed to determine the best storage tank

volume and collector fluid flow rate for a solar water heater of 100 m2

and a small dairy demand load. Results from these tests produced ratios,

of storage volume and collector fluid flow rate to collector surface

area, which were used to simulate the food processing plants. Values of

the storage tank volume ratio of 0.03875 m3/m2 of collector and the

collector fluid flow rate ratio of 34.11 kg/hr/m2 of collector were

obtained.

A solar water heating model developed with TRNSYS, was used to

simulate a solar water heater using water usage surveys for three sizes
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of dairy, meat, and fruit and vegetable processing plants chosen as

representative of the Midwest region. Each plant was simulated for

a period of two weeks in September using data for two years at two

locations: 1965 and 1974 at East Iansing, Michigan, and 1949 and 1952

at Columbia, Missouri. The medium dairy plant with a collector area of

140 m2 was simulated for three actual years: 1974 at East Lansing,

Michigan and 1949 and 1952 at Columbia, Missouri, and for the average

year using the ASHRAE weekly insolation model for all three test locations:

East Lansing, Michigan, Indianapolis, Indiana, and Columbia, Missouri.

Projected results of these simulations are presented in Tables 5.3,

5.16, and 5.22, and Figures 6.1, 6.4, 6.7. The long—term annual

percentage of solar energy whidI can be delivered to the load as a func—

tion of collector area, for each plant and geographic location is given.

From the resulting annual performance projections, an economic

comparison of present day energy costs and long-term capital investments

was made between solar energy, electricity, fuel oil, and natural gas.

A summary of these results is given in Table 7.1. The present day cost

of solar energy for most plants compares favorably with electricity when

replacing 20 to 45 percent of the demand. The small dairy and the small

and large fruit and vegetable plants indicated an overall higher cost

of solar energy compared to electricity, oil, and gas. Only the large

dairy, medium and large meat plants and the medium fruit and vegetable

plant indicated a favorable cost comparison with oil and gas at a supply

level below 10 percent.

The long—term capital investment analysis showed a favorable compar-

ison of solar energy with electricity for all plants, ranging from 100
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Table 7.l - Summary of Economic Results of Solar Water Heating and

Conventional Energy Sources (Location of the break

even point of percentage of demand supplied by solar).

 

Solar Energy Unit Cost Comparison Capital Investment

Plant Electric Oil Gas Electric Oil

% % % % %

Small

Dairy high high high below 50-70 near 0

Medium

Dairy below 20 high high below 65-80 near 0-5

Large

Dairy 30-40 O-lO O—lO below 60—75 below 20

Small

Meat 0—40 high high below 80-lOO near 20

Medium below

Meat 35-45 O—lO O-lO below 70-85 near 20

Large below

Meat 35-50 0-5 0-5 below 65—80 near 25

Small

F & V near 0 high high below 30-35 near 20

Medium below

F & V 30-45 O-lO D-lO below 60—70 below 25—35

Large

F & V high high high near 20 high

 



165

percent supply for the small meat plant to 20 percent supply for the large

fruit and vegetable plant. The long—term results of solar energy and

oil showed an advantage of solar energy, below 35 percent for all plants.

The small dairy and the large fruit and vegetable plants indicated an

overall higher cost of solar energy compared to oil .

Generally the application of solar water heating to food processing

plants is economically feasible for supplying a major percentage of the

energy demand when replacing electricity and a significant percentage

when replacing fuel oil and natural gas over the long run. The

differences between the type and size of processing plant generally

reflected the plant solar water heater use factor. A constant annual

demand schedule and a lower warm water supply temperature were shown to

improve the overall use factor and feasibility.

These economic results showed the future contribution solar energy

can make in supplying energy for food processing plants. Future changes

in energy prices and economic trends will realize a greater potential

for solar water heating applications.



8 . OCNCLUSICNS

The following conclusions of this study are:

l.’ The simulation of hourly insolation and temperature data using

the ASHRAE weekly model is acceptable for simulating a solar

energy system for long-term periods and for locations where

hourly insolation data is unavailable.

An engineering feasibility exists for solar water heating for

food processing plants for supplying up to 90 to 100 percent

of the annual energy demand. Over 100 percent of the demand

may be supplied during the summer periods. Auxiliary energy is

still necessary for winter time operation and periods of low

insolation .

Geographic location has a definite effect upon solar water

heating feasibility for food processing plants. The Columbia

test location showed a significant advantage over East Lansing

for solar water heating.

The current economic feasibility of solar water heating for

food processing plants in the midwestern United States is

limited to saving 20 to 50 percent of the conventional energy

sources . The realization of this savings is dependent upon

the type of plant, use factor, annual demand schedule, warm

water supply temperature, type of conventional energy currently

employed in the plant, the cost of this energy, and the required
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payback period of the capital investment . Larger savings may be

realized by the replacement of electricity than of fuel oil

or natural gas.

All processing plants studied (dairy, meat, and fruit and

vegetable) show some degree of energy savings potential . Fruit

and vegetable processing plants show a lower use potential

because of tlreir seasonal demands. In order to realize the

fossil fuel savings, a capital investment is required with a

payback period of up to 20 years.



9. SUGGESTIONS FOR FUTURE RESEARCH

The economic analysis performed on solar water heaters for food

processing plants generally illustrates the current overall feasibility.

Further simulation work should be conducted. In particular:

1. Test other solar water heating models using TRNSYS, to

determine the potential of using heat pumps, and of other

types of collectors.

2. Study the effects of daily processing plant demand schedules

and water temperatures on solar water heater performance.

3. Test the validity of the ASHRAE weekly data simulation model

for other geographic locations.
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APPENDIX.A

Table A. ASHRAE Insolation Model Ratios (Hourly horizontal insolation

per daily total horizontal insolation)?

Solar Time1

Periodsz 11 30/ 10 30/ 9:30/ 8 30/ 7 30/ 6:30/ 5 30/ 4 30/

l2z30 ll 30 l0:30 9:30 8:30 7:30 6:30 5:30

3/1-3/143 .146 .139 .123 .093 .057 .016

3/l5-3/28 .139 .133 .118 .093 .062 .025

3/29-4/11 .132 .127 .114 .080 .050 .016

4/12-5/2 .126 .122 .110 .067 .038 .009

5/3-5/15 .122 .118 .108 .078 .053 .018 .090

5/17-5/30 .118 .115 .105 .089 069 .045 .019

5/31-6/133 .116 .114 .104 .089 .069 .046 .021

6/14-6/27 .115 .112 .103 .088 .069 .047 .023 .002

5/28-7/11 .113 .113 .104 .088 .069 .046 .021

7/l2—8/l .118 .114 .105 .089 .069 .045 .020

8/2-8/l5 .122 .118 .108 .090 .069 .042 .015

8/16-8/29 .126 .122 .110 .091 .067 .039 1009

8/30—9/123 .132 .128 .114 .092 063 .042 .005

9/13-10/3 .139 .134 .118 .093 .061 .039

10/4-10/17 .146 .141 .122 .093 .056 .031

l0/l8-lO/3l .145 .148 .126 .094 .050 .024

11/1-11/14 .164 .155 .130 .090 .040 .014

11/15—11/28 .173 .162 .134 .087 .030 .005

11/29-12/123 .178 .167 .136 .085 .024 .003

13/13-12/25 .183 .171 .137 .083 .018

l2/27-l/l6 .178 .166 .135 .086 .024

1/17-1/30 .173 .162 .134 .088 .030

1/31-2/13 .163 .154 .130 .090 .041 .0036

2/14-2/28 .153 .146 .125 .093 .052 .007

 

\
)
.
.
.
J

(
A
)

ll

’From ASHRAE 1974

Ratios used for the insolation model

Ratios are the same for morning and afternoon

tests

Based on climatological weekly periods beginning March l
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, APPENDIX D

Tabie D. Atmospheric Transmissivity Inso1ation Mode] Ratios (Average

weekly ratio of hourly totai horizonta] insoiation to

extraterrestrial houriy horizonta1 radiation)1.

 

Period ' Atmospheric Transmissivity

3/1-3/7 .370

3/8-3/14 .421

6/1-6/7 .494

6/8-6/14 .446

9/1-9/7 .470

9/8-9/14 .417

11/30—12/6 .395

12/7-12/13 .292

 

1From Thomas 1977
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APPENDIX E

Tab1e E. Average Ambient Air Temperature Used In Average Year ASHRAE

Week1y Inso1ation Mode1.

 

1974 East Lansing1 Indianapo1is2 Co1umbia3

Month (MI) (IN) (M0)

January 22.2 30.3 29.1

February 22.2 33.8 31.1

March 32.3 41.9 38.9

Apri1 44.8 54.6 50.8

May 56.5 64.4 61.4

June 66.2 74.0 71.1

Ju1y 70.7 78.7 75.2

August 68.9 77.2 73.7

September 61.9 69.3 66.5

October 50.8 58.7 55 4

November 38.0 43.3 40.9

1December 26.6 33.8 31.

1Michigan Department of Agricu1ture 1974

2U. S. Department of Commerce 1964

U. S. Department of Commerce 1968
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(Continued) .Table G.
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APPENDIX I

Table I.l Small Dairy Plant Simulation Results

For September 1965 - East Lansing.

Run: E:S:l:65:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m 25 40 65 lOO

RADTOTAL (l06KJ) 5.753 9.200 14.96 23.01

QCOL (105K0) 2.091 3.007 4.257 5.714

QTANK (106KJ) 1.199 1.551 1.921 2.225

QAUX (l06KJ) 1.382 1.044 0.717 0 477

QTOTAL (lO6KJ) 2.581 2.595 2.638 2.702

QENV (106KJ) 0.326 0.517 0.842 1.283

QHX (106KJ) 1 892 2.689 3.769 5.044

MCOL (105Kg) 1.029 1.547 2.346 3.356

COLEF (%) 36.3 32.7 28.5 24.8

SOLAR (%) 46.7 60.4 74.7 86.6

SOLAR - total (%1 46.5 59.8 72.8 82.3

sysop (hrs/dav) 8.6 8.1 . 7.6 7.0

TANK LOSS 1%) l5.6 17.2 19.8 22.5

Avg. Temp. (°C) 37.4 44.6 52.2 58.4
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Table 1.2 Small Dair Plant Simulation Results

For Septem er l974 - East Lansing.

Run: E:S:l:74:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m 25 40 65 l00

RADTOTAL (l06KJ) 5.685 9.096 14.78 22.74

QCOL (106KJ) 2.099 3.036 4.310 5.802

QTANK (105K0) 1 190 1.567 1.966 2.297

QAUX (lO6KJ) 1.390 1.025 0.654 0.385

QTOTAL (l06KJ) 2.580 2 592 2 620 2.682

QENV (l06KJ) 0.324 0.521 0.860 1.321

QHX (l06KJ) l.886 2.697 3 805 5.094

MCOL (105Kg) O 947 1.419 2.124 3.084

COLEF (%) 36.9 33.4 29.2 25.5

SOLAR (z) 46.3 61.0 76.5 89.4

SOLAR - total (%) 46.1 60.5 75.0 85.6

SYSOP (hrs/day)' 7.9 7.4 6.8 6.5

TANK LOSS (%) 15.5 17.2 19.9 22.8

Avg. Temp. (°C) 37.2 44.9 53.1 59.9
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Table 1.3 Small Dairy Plant Simulation Results

For September l949 - Columbia.

Run: E:S:3z49zFA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 25 40 65 100

RADTOTAL (l06KJ) 6.865 10.98 17.85 27.46

QCOL (l06KJ) 2.772 3.946 5.666 7.746

QTANK (106KJ) 1.723 2.249 2.758 3.177

QAUX (l06KJ) 0.892 0.449 0.150 0.035

QTOTAL (lO6KJ) 2.615 2.698 2.808 3.212

QENV (l06KJ) 0.426 0.700 1.158 1.784

QHX (l06KJ) 2.560 3.619 5.108 6.903

MCOL (105Kg) 0.884 1.290 1.920 2.783

COLEF (%) 40.4 35.9 31.7 28.2

SOLAR (%) 67.0 87.5 107.3 124.0

SOLAR - total (%) 65.9 83.4 98.2 98.9

SYSOP (hrs/day) 7.4 6.8 6.2 5.8

TANK LOSS (%) 15.4 17.7 20.4 23.0

Avg. Temp. (°C) 48.2 58.9 69.4 78.0
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Table I54 Small Dairy Plant Simulation Results

For September l952 - Columbia.

Run:l E:S:3:52:FA:K:336:a,b,c,d

 

Scale a b c d

Collector area (m2) 25 40 65 100

RAOTOTAL (l06KJ) 8.795 14.07 22.90 35.18

QCOL (105K0) 3.312 4.768 6.831 9.223

OTANK (l06KJ) 1.988 2.518 3.024 3.474

OAux (10 KJ) 0.743 0.364 0.117 0.042

QTOTAL (l06KJ) 2.731 2.882 3.141 3.516

QENV (l06KJ) 0.558 0.869 1.381 2.086

QHX (l06KJ) 3.071 4.316 6.091 8.163

MCOL (105Kg) 1.027 1.536 2.315 3.309

COLEF (%) 37.7 33.9 29.9 26.2

SOLAR (%) 77.4 . 98.0 117 7 135.2

SOLAR - total (%) 72.8 87.4 96.3 98.8

SYSOP (hrs/day) 8.6 8.0 7.5 6.9

TANK LOSS (%) 16.9 18.2 20.2 22.6

Avg. Temp. (°C) 53.6 64.5 74.8 84.1
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Table I.5 Medium Dairy Plant Simulation Results

For September l965 - East Lansing .

Run: E:M:l:65:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (me) 80 l4D 200 330

RADTDTAL (107K0) 1.841 3.221 4.602 7.593

QCOL (107K011 0.774 1.208 1.559 2.174

OTANK (107K0) 0.482 0.695 0.846 1.0627

QAUX (107K0) 0.959 0.747 0.596 0.388

OTOTAL (107K0) 1.441 1.441 1.442 1.450

QENV (105K0) 0.509 0.961 1.458 2.573

QHX (107K0) 6.813 1.057 1.362 1.899

MCDL (106Kg) 0.358 0.566 0.771 1.164

COLEF (%) 42.0 37.5 33.9 28.6

SOLAR (%) 33.5 48.2 58.8 73.8

SOLAR - total (3) 33.5 48.2 58.7 73.2

SYSOP (hrs/day) 9.4 8.5 8.l 7.4

TANK LOSS (7) 6.6 8.0 9.4 11.8

Avg. Temp. (°C) 30.6 38.5 44.1 52.1
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Table 1.6 Medium Dairy Plant Simulation Results

For September l974 - East Lansing,

Run: E:M:l:74:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 80 140 200 330

RAOTOTAL (107K0) 1.819 3.184 4.548 7.500

QCDL (107K0) 0.761 1.195 1.553 2.176

OTANK (107K0) 0.466 0.691 0.852 1.087

QAUX (107K0) 0 978 0.758 0.600 0.383

OTOTAL (107K0) 1.445 1.448 1.453 1.470

QENV (l06KJ) ' 0.513 0.970 1.471 2.611

QHX (107K0) 0.668 1.043 1.353 1.899

MCDL (l06Kg) 0.335 0.538 0.731 1.099

CDLEF (%) 41.8 37.5 34.1 29.0

SOLAR (%) 32.4 48.0 59.2 75.5

SOLAR - total (2) 32.3 47.7 58.7 73.9

SYSDP (hrs/day) 8.8 8.0 7.7 7.0

TANK LOSS (%) 6.7 8.1 9.5 12.0

Avg. Temp. (°C) 29.9 38.3 44.3 53.0
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Table 1.7 Medium Dairy Plant Simulation Results

For September l949 - Columbia.

Run: E:M:3:49:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 80 140 200 330

RAOTOTAL (107K0) 2.197 3.844 5.492 9.062

QCOL (107K0) 1.012 1.586 2.060 2.932

OTANK (107K0) 0.673 0.971 1.188 1.506

OAux (107K0) 0 770 0.492 0.310 0.099

QTOTAL (107K0) 1 442 1.463 1.498 1.605

QENV (106K0) 0.544 1.099 1.738 3.231

QHX (107K0) 0.907 1.403 1.814 2.567

MCOL (lO6Kg) 0.346 0.505 0.671 0.986

CDLEF (%) 46.1 41.2 37.5 32.4

SOLAR (7) 46.7 67.4 82.5 104.6

SOLAR - total (%) 46.6 66.4 79.3 93.8

SYSDP (hrs/day) 9.0 7.6 7.0 6.3

TANK LOSS (%) 5.4 6.9 8.4 11.0

Avg. Temp. (°C) 37.7 48.7 56.7 68.5
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Table 1.8 Medium Dairy Plant Simulation Results

For September l952 - Columbia.

Run: E:M:3:52:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m 80 l40 200 330

RAOTOTAL (107K0) 2.814 4.930 7.040 11.61

QCDL (107K0) 1.207 1.891 2.459 3.470

OTANK (107K0) 0.748 1.066 1.297 1.629

OAux (107K0) 0.709 0.431 0.260 0.102

QTOTAL (107K0) 1.457 1.496 1.557 1.731

QENV (l06KJ) 0.866 1.598 2.389 4.161

QHX (107K0) 1.074 1.659 2.151 3.026

MCOL (l06Kg) 0.354 0.560 0.756 1.144

COLEF (%) 42.9 38.4 34.9 29.9

SOLAR (%) 51.9 47.0 90.1 113.1

SOLAR - total (7) 51.3 71.3 83.3 94.1

SYSOP (hrs/day) 9.3 8.4 7.9 7.3

TANK LOSS (%) 7.2 8.5 9.7 12.0

Avg. Temp. (°C) 40.4 52.2 60.8 73.1
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Table 1.9 Large Dairy Plant Simulation Results

For September l965 - East Lansing

Run: E:L:l:65:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 400 700 1000 1600

RAOTOTAL (l08KJ) 0.920 1.611 2.301 3.682

QCDL (107K0) 3.942 5.797 7.290 9.716

OTANK (107K0) 2.832 3 844 4.524 5.432

QAUX (107K0) 5.531 4.519 3.839 2.931

QTOTAL (107K0) 8.363 8 363 8.363 8.363

QENV (l06KJ) 1.468 3.052 4.648 7.846

QHX (107K0) 3.574 5.210 6.504 8.635

MCOL (106Kg) 1.864 2.918 3.820 5.567

CDLEF (%) 42.8 36.0 31.7 26.4

SOLAR 1%) 33.9 46.0 54.1 65.0

' SOLAR - total 1%) 33.9 46.0 54.1 65.0

SYSOP (hrs/dav) 9.8 8.7 8.0 7.3

TANK LOSS 1%) 3.7 5.3 6.4 8.1

Avg. Temp. (°C) 35.4 43.4 48.8 56.1
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Table I.l0 Large Dairy Plant Simulation Results

For September l974 - East Lansing.

Run: Eszl:74:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 400 700 1000 l600

RAOTOTAL (108K0) 0.910 1.592 2 274 3.638

QCDL (107K0) 3.944 5.886 7.436 9.925

QTANK (107K0) 2.774 3.845 4.588 5.582

QAUX (107K0) 5.589 4.519 3.776 2.784

OTOTAL (107K0) 8 363 8.364 8.364 8.366‘

QENV (l06KJ) 1.502 3.121 4.778 8.108

QHX (107K0) 3.551 5.258 6.594 8.756

MCDL (l06Kg) 1.670 2.670 3.561 5.152

CDLEF (%) 43.4 37.0 32.7 27.3

SOLAR (%) 33.2 46.0 54.9 66.8

SYSOP (hrs/day) 3.7 8.0 7.5 6.7

TANK LOSS (%) 3.8 5.3 6.4 8.2

Avg. Temp. (°C) 34.9 43.4 49.4 57.3
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Table I.ll Large Dairy Plant Simulation Results

For September l949 - Columbia.

Run: E:L:3:49:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 400 700 1000 1600

RAOTOTAL (108K0) 1.098 1.922 2.746 4.394

QCDL (107K0) 5.018 7.584 9.702 13.29

OTANK (107K0) 3.466 4.881 5.894 7.292

QAUX (107K0) 4.897 3.483 2.506 1.315

OTOTAL (107K0) 8.363 8.364 8.400 8.607

QENV (lD6KJ) 1.786 3.845 6.005 1.047

QHX (107KJ) 4.531 6.784 8.644 11.76

MCOL (l06Kg) 1.591 2 460 3.152 4.628

COLEF (%) 45.7 39.5 35.3 30.2

SOLAR 1%) 41.5 58.4 70.5 87.2

SOLAR - total (%) 4l.4 58.4 70.2 84.7

SYSOP (hrs/day) 8.3 7.4 6.6 6.l

TANK LOSS 1%) 3.6 5.1 6.2 7.9

Avg. Temp. (°C) 40.4 51.7 59.8 70.9
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Table I.l2 Large Dairv Plant Simulation Results

For September l952 - Columbia.

Run: E:L:3:52:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 400 700 1000 1600

RAOTOTAL (108KJ) 1.407 2.463 3.518 5.629

QCOL 1107K0) 6.232 9.284 11.75 15.78

QTANK 1107K0) 4.319 5.908 6.990 8.420

OAux 1107K0) 4.046 2.479 1.588 0.849

OTOTAL (107K0) 8.365 8.387 8.578 9.269

OENV (l06KJ) 2.511 5.094 7.685 12.83

QHX 1107K0) 5.632 8.315 10.45 13.96

MCOL (l06Ka) 1.768 2.784 3.691 5.491

COLEF 1%) 44.3 37.7 33.4 28.0

SOLAR 1%) 51.7 70.7 83.6 100.7

SOLAR - total 1%) 51.6 70.4 81.4 90.8

SYSOP (hrs/day) 9.3 8.3 7.7 7.2

TANK LOSS 1%) 4.0 5.5 6.5 8.1

Avg. Temp. (°C) 47.2 59.9 68.5 79.9
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Table I.l3 Medium Dairy Plant Simulation Results for East Lansing

1974-75.

Run - E:M:l:74:SP, SU, FA, NI:K:2184, 2184, 2160, 2184:b

 

Season: _ ;SP SU ‘FA HI

Collector area (m2) 140 140 140 140

RAOTOTAL (l08KJ) 1.837 2.481 1.793 1 498

QCOL (107K0) 5.833 8.930 6.138 4.245

QTANK (107K0) 3.606 5.578 3.813 2.617

QAUX (107K0) 5.781 3.912 5.577 6.751

QTOTAL 1107K0) 9.387 9.490 9.390 9.368

QENV 1105K0) 5.390 8.341 5.770 3.874

QHX (107K0) 5 l08 7.830 5.393 3.743

MCOL (l06Kg) 2.955 3.802 2.731 2.212

CDLEF 1%) 31.8 36.0 34.2 28.3

SOLAR 1%) 38.5 59.5 40.7 27.9

SDLAR--Total 1%) 38.4 58.8 40.6 27.9

SYSOP (hrs/day) 6.8 8.7 6.3 5.1

TANK LOSS 1%) .2 9.3 9.4 9.1

Average Temperature (°C) 33.3 44.5 34.5 27.7
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Table I.l4 Medium Dairy Plant Simulation Results for Columbia 1949

Run - E:M:3:49:SP, SU, FA, WI:K:2l84, 2184, 1320, 2l60:b .

Season: SP SU FA MI

 

Collector area (m2) 140 l40 l40 l40

RADTDTAL 1108K0) 2 460 2.923 1.688 1.607

QCOL (107K0) 8.148 10.90 6.102 5.039

OTANK 1107K0) 5.045 7.010 4.015 3.061

QAUX 1107K0) 4.466 2.813 2.022 6.396

QTDTAL (107K0) 9.511 9.823 6.037 9.457

QENV (lD6KJ) 7.417 10.12 5.420 4.835

QHX (107K0) 7.124 9.641 5.391 4.413

MCOL 1105Kg) 3.118 3.907 2.154 2.005

COLEF 1%) 33.1 37.3 37.2 31.4

SOLAR 1%) 53.9 74.8 69.7 32.7

SOLAR--Total 1%) 53.0 71.4 66.5 32.4

SYSOP (hrs/day) 7.2 9.0 8.2 4.7

TANK LOSS 1%) 1 9.3 .9 9.6

Average Temperature (°C) 4l.5 52.7 49.9 30.2
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Table I.l5 Medium Dairy Plant Simulation Results for Columbia 1952.

Run - E:M:3:52:SP, SU, FA, WI:K:2184, 2184, 2184, 2160:b

 

Season: SP SU FA NI

Collector area (M2) 140 140 140 140

RAOTOTAL (l08KJ) 2.554 3.037 3.200 2.279

QCOL (lO7KJ) 8.646 11.27 11.37 7.289

QTANK (107K0) 5.337 7.065 7.229 4.478

QAUX (107K0) 4.200 2.784 2.618 5.052

OTOTAL (107K0) 9.537 9.849 9.847 9.530

QENV 1107K0) 0 771 1.053 1.020 0.680

QHX 1107K0) 7.556 9.891 9.985 6.413

MCOL (105Kg) 3.071 3.910 3.442 2.481

COLEF 1%) 33.9 37.1 37.1 32.8

SOLAR 1%) 57.0 75.4 77.2 47.8

SDLAR--Total 1%) 56.0 71.7 73.4 +47.0

SYSOP (hrs/day) 7.1 9.0 7.9 5.8

TANK L055 1%) 8.9 .3 8.9 9.3

Average Temperature (°C) 43.2 53.0 53.9 38.3
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Table I.l6 ASHRAE Average Simulation Results for Medium Dairy Plant--

East Lansing.

Run - H:M:1:A:SP, SU, FA, NI:N:2160:b

 

Season: SP SU FA WI

Collector area (m2) 140 l40 l40 l40

RAOTOTAL (lD8KJ) 2.076 2.692 2.100 1.775

QCDL (107K0) 6.193 9.244 6.949 4.736

QTANK (107KJ) 3.889 5.799 4.342 3.064

QAUX (107K0) 5.479 3.676 5.059 6.304

QTDTAL (107K0) 9.368 9.475 9.401 9.368

QENV (lD6KJ) 5.434 8.641 6.446 4.208

QHX (107K0) 5.421 8.091 6.094 4.215

MCOL (106Kg) 3.384 3.932 3.171 2.614

COLEF 1%) 29.8 34.3 33.1 26.7

SOLAR 1%) 41.5 61.9 46.4 32.7

SOLAR--Total 1%) 41.5 61.2 46.2 32.7

SYSOP (hrs/day) 7.9 9.1 7.4 6.1

TANK LOSS 1%) 8.8 9.3 9.3 8.9

Average Temperature (°C) 34.9 45.8 37.5 30.2
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Table I.l7’ASHRAE Average Simulation Results for Medium Dairy Plant--

Run - H:M:2:A:SP, SU, FA, NI:N:2160:b

 

Season: SP SU FA WI

Collector area (m2) 140 140 140 140

RAOTOTAL (108K0) 2.202 2.720 2.412 l.886

QCOL (107K0) 6.838 9.627 8.223 5.364

OTANK (107K0) 4.297 6.037 5.139 3.447

QAUX (107K0) 5.081 3.464 4.306 5.925

QTOTAL 1107K0) 9.378 9.501 9.445 9.367

QENV 1106K0) 6.106 9.010 7.776 4.849

QHX 1107KJ) 5.989 8.433 7.215 4.759

MCOL (106Kg) 3.543 3.972 3.221 2.741

CDLEF 1%) 31.1 35.4 34.1 28.4

SOLAR 1%) 45.9 64.4 54.9 36.7

SDLAR--Total 1%) 45.8 63.5 54.4 36.7

SYSOP (hrs/day) 8.2 9.2 7.5 6.4

TANK LOSS 1%) 8.9 9.4 9.5 7.6

Average Temperature (°C) 37.2 47.2 42.0 32.4
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Table I.lEBASHRAE Average Simulation Results for Medium Dairy Plant--

Columbia .

Run - H:M:3:A:SP, SU, FA, NI N:2160:b

 

Season: SP SU FA NI

Collector area (m2) 140 140 140 140

RAOTOTAL (lD8KJ) 2.335 2.814 2.533 2 086

QCOL (107KJ) 7.446 10 12 8.780 6.133

QTANK 1107K0) 4.676 6.342 5.474 3.941

QAUX (107K0) 4.719 3.208 4.001 5.418

QTDTAL (107K0) 9.395 9.550 9.475 9.369

QENV (l06KJ) 6.727 9.509 8.312 5 704

QHX (107K0) 6.524 8.864 7.701 5.464

MCDL (106Kg) 3.587 4.021 3.265 2.782

COLEF 1%) 31.9 36.0 34.7 29.4

SOLAR 1%) 49.9 67.7 57.8 42.2

SDLAR--Total 1%) 49.8 66.4 57 8 42.2

SYSOP (hrs/day) 8.4 9.4 7.6 6.5

TANK LOSS 1%) 9.0 9.4 9.5 9.3

Average Temperature (°C) 39.4 48.9 43.9 35.3
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APPENDIX J

Table J.l Small Meat Plant Simulation Results

For September l965 - East Lansing-

Run: E:S:1:65:FA:K:336:a.b.c.d

 

Scale: a b c d

Collector area (m2) 35 65 100 150

RAOTOTAL (l06KJ) 8.054 14.96 23.01 34.52

QCOL (l06KJ) 3.430 5.429 7.313 9.522

QTANK (lD6KJ) 2.670 3.748 4.535 5.258

QAUX (106KJ) 3.311 2.233 1.458 0.98

OTOTAL (lD6KJ) 5.981 5.981 5.993 6.156

QENV (lO6KJ) 0.307 0.617 0.991 1.521

QHX (106KJ) 3.301 5.121 6.805 8.817

MCDL (105Kg) l.607 2.669 3 820 4.865

CDLEF 1%) 42.6 36.3 31.8 27.6

SOLAR 1%) 44.6 62.7 75.8 87.9

SOLAR - total 1%) 44.6 62.7 75.7 85.4

SYSOP (hrs/day) 9.6 8.6 8.0 7.4

TANK LOSS 1%) 8.9 11.4 13.6 16.0

Avg. Temp. (°C) 33.9 43.4 48.6 54.3
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Table J.2 Small Meat Plant Simulation Results

For September 1974 - East Lansing,

Run: F:S:l:74:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m 35 65 lOD l50

RAOTOTAL (lD6KJ) 7.959 14.78 22.74 34.11

QCDL 1105K0) 3.401 5.458 7.397 9.674

OTANK (l06KJ) 2.679 3.784 4.613 5.403

QAUX (l06KJ) 3.319 2.258 1.513 0.913

OTOTAL 1105K0) 5.998 6.042 6.126 6.316

QENV (l06KJ) 0.294 0.592 0.963 1.500

QHX (l06KJ) 3.280 5.118 6.815 8.864

MCOL 1105Kg) 1.555 2 567 3.629 4.612

COLEF 1%) 42.7 36.9 32.5 28.4

SOLAR 1%) 44.8 63.3 77.1 90.4

SOLAR - total 1%) 44.7 62.6 75.3 85.5

SYSOP (hrs/day) 9.3 8.3 7.6 7.0

TANK LOSS 1%) 8.6 8.3 7.6 7.0

Avg. Temp. (°C) 33.9 42.7 49.2 55.4
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Table J,3 Small Meat Plant Simulation Results

For September l949 - Columbia.

Run: F:S:3:49:FA:K:336:a,b,c,d

 

Scale: a b c d

Collector area (m2) 35 65 lOD l50

RADTDTAL (105K0) 9.611 l7.85 27.46 41.19

QCDL (l06KJ) 4.458 7.094 9.637 12.72

QTANK (l06KJ) 3.528 5.109 6.274 7.367

QAUX (106KJ) 2.453 0.932 0.376 0.130

QTDTAL (lD6KJ) 5.98l 6.041 6.650 7.497

QENV 1105K0) 0.383 0.804 1.312 2.056

QHX (lD6KJ) 4.336 6,800 9.107 11.92

MCDL 1105Kg) 1.364 2 297 3.179 4.003

CDLEF 1%) 46.4 39.7 35.1 30.9

SOLAR 1%) 59.0 85.4 105.0 123.2

SOLAR - total 1%) 59.0 84.6 94.3 98.3

SYSOP (hrs/day) 8.2 7.4 6.7 6.l

TANK LOSS 1%) 8.6 11.3 13.6 16.2

Avg. Temp. (°C) 40.6 53.1 62.3 70.9
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Table J.4. Small Meat Plant Simulation Results

For September l952 - Columbia.

Run: F:S:3:52:FA:K:336:a,b,c,d

 

Scale: a -b c d

- Collector area (m 35 65 lDO l60

RADTDTAL 1105K0) 21.31 22.87 35.l8 52.77

QCOL (l06KJ) 5.389 8.529 11.55 15.17

QTANK (106KJ) 4.088 5.726 6.932 8.057

QAUX (lO6KJ) 1.994 0 671 0.390 0.244

OTOTAL (lD6KJ) 6.082 6.397 7.322 8.303

QENV (106KJ) 0.552 1.073 1.675 2.521

QHX (l06KJ) 5.199 8.093 10.79 14.05

MCOL 1105Kg) 1.562 2.660 3.752 4.790

COLEF 1%) 43.8 37.3 32.8 28.7

SOLAR 1%) 69.4 95.8 115.9 134 7

SOLAR - total 1%) 67.2 89.5 94.7 97.0

SYSOP (hrs/day) 9.3 8.6 7.9 7.3

TANK LOSS 1%) 10.3 12.6 14.5 16.6

Avg. Temp. (°C) 45.1 58.0 67.5 76.4
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'Table J.5 Medium Meat Plant Simulation Results for September l965--

East Lansing.

Run - F:M:l:65:FA:K:336:a, b, c, d

 

Scale: a b c d

0611ector area (m2) 80 140 200 320

RAOTOTAL 1107K0) 1.841 3.220 4 602 7.363

QCOL 1107K0) 0.733 1.093 1.388 1.889

QTANK 1107K0) 0.558 0.740 0.858 1.006

QAUX 1107K0) 0.763 0.581 0.463 0.315

QTDTAL 1107K0) 1 321 1 321 1.321 1.321

QENV (lD6KJ) 0.594 1.127 1.676 2.769

QHX (107K0) 0.700 1 027 1.289 1.730

MCDL 1105Kg) 3.456 5.549 7 436 10.81

COLEF 1%) 39.8 33.9 30.2 25.7

SOLAR 1%) 42.2 56.0 65.0 76.2

SOLAR--Total 1%) 42.2 56.0 65.0 76.2

SYSOP (hrs/day) 9.0 8.3 7.8 7.l

TANK LOSS 1%) 8.1 10.3 12.1 14.7

Average Temperature (°C) 37.4 45.5 50.7 57.2

“—
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Table J.6 Medium Meat Plant Simulation Results for September l974--

East Lansing-

Run - F:M:l:74:FA:K:336:a, b, c, d

 

Scale: a b c d

Collector area (m2) 80 140 200 320

RADTOTAL (107K0) 1.819 3.184 4.548 7.277

QCOL (107KJ) 0.731 1.101 1.406 1.919

QTANK (l07KJ) 0.560 0 748 0.874 1.039

QAUX 1107K0) 0.762 0.577 0.456 0.306

QTOTAL (107K0) 1.322 1.324 1.329 1.344

QENV (106KJ) 0.564 1.084 1.631 2.747

QHX 1107K0) 0 695 1.024 1.293 1.737

MCOL (105Kg) 3.358 5.329 7.040 10.24

COLEF 1%) 40.2 34.6 30.9 26.4

SOLAR 1%) 42.4 56.6 66.1 78.7

SOLAR--Total 1%) 42.4 56.5 65.7 77.3

SYSOP (hrs/day) 8.8 O 7.4 6.7

TANK LOSS 1%) 7.7 .8 11.6 14.3

Average Temperature (°C) 37.5 45.8 5l.4 58.6
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Table J,7 Medium Meat Plant Simulation Results for September l949--

Columbia.

Run - F:M:3:49:FA:K:336:a, b, c, d

 

Scale: a b c d

Collector area (m2) 80 140 200 320

RADTOTAL (107KJ) 2 197 3.844 5.492 8.787

QCDL 1107KJ) 0.955 1.430 1.835 2.542

QTANK 1107K0) 0.749 1.019 1.195 1.421

OAux (107K0) 0.572 0.302 0.155 0.055

QTOTAL 1107K0) 1.321 1 321 1.350 1.476

QENV (lO6KJ) 0.756 1.482 2.237 3.787

QHX (107K0) 0.925 1.364 1.726 2.351

MCOL 1105Kg) 2.987 4.699 6.126 8.950

CDLEF 1%) 43.5 37.2 33.4 28.9

SOLAR 1%) 56.7 77.1 90.5 107 6

SOLAR--Total 1%) 56.7 77.1 88.5 96.3

SYSOP (hrs/day) 7.8 7.0 6.4 5.9

TANK LOSS 1%) 7.8 10.4 12.2 14.9

Average Temperature (°C) 45.9 57.8 65.5 75.5

 _v’
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Table .JJB Medium Meat Plant Simulation Results for September l952--

Columbia.

Run - F:M:3:52:FA:K:336:a, b, C, d

 

Scale: a b c d

Collector area (m2) 80 140 200 320

RADTOTAL (lD7KJ) 2 814 4.925 7.036 11.26

QCOL (107KJ) 1.149 1.717 2.195 3.015

QTANK (107K0) 0 849 1.133 1.314 1.545

QAUX 1107K0) 0.478 0.213 0.134 0.088

QTOTAL 1107K0) 1.327 1.346 l.448 1.633

QENV (lD6KJ) 1.055 1.931 2.811 4.557

QHX (107KJ) 1.104 1.620 2.040 2.760

MCOL 1105Kg) 3.473 5.482 7.286 10.78

CDLEF 1%) 40.8 34.9 31.2 26.8

SOLAR 1%) 64.3 75.3 99.5 117.0

SOLAR--Total 1%) 64.0 84 2 90.7 94.6

SYSOP (hrs/day) 9.1 8 2 7.6 7.1

TANK L055 1%) .2 11.2 12.8 15.1

Average Temperature (°C) 50.3 62.8 70.8 8l.D
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Table 11A) Large Meat Plant Simulation Results for September l965--

East Lansing .

Run - F:L:l:65:FA:K:336:a, b, C, d

 

Scale: a b c d

Collector area (m2) 600 1050 1600 2400

RAOTOTAL (lD8KJ) 1.381 2.416 3.682 5.522

QCDL (l08KJ) 0.605 0.897 1.178 1.512

QTANK (l08KJ) 0.439 0.606 0.742 0.875

QAUX (lO8KJ 0.792 0.625 0.489 0.357

QTOTAL (lD8KJ) 1.231 1.231 1.231 1.232

QENV 1107K0) 0.192 0.394 0.648 1.017

QHX (lO8KJ) 0.549 0.808 1.054 1.345

MCOL 1106Kg) 2.800 4.425 6.091 8.432

COLEF 1%) 43.8 37.1 32.0 27.4

SOLAR 1%) 35.6 49.2 60.3 71.0

SOLAR--Total 1%) 35.6 49.2 60.3 71.0

SYSOP (hrs/day) 9.8 8.8 8.0 7.4

TANK LOSS 1%) 3.2 4.4 5.5 6.7

Average Temperature (°C) 33.6 4l.5 47.9 54.3
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Table J.l0 Large Meat Plant Simulation Results for September l974--

East Lansing.

Run - F:L:l:74:FA:K:336:a, b, c, d

 

Scale: a b c d

Collector area (m2) 600 1050 1600 2400

RADTOTAL 1108K0) l.364 2.388 3.638 5.458

QCOL (l08KJ) 0.604 0.906 1.197 1.539

QTANK (l08KJ) 0.431 0.608 0.755 0.900

QAUX (l08KJ) 0.800 0.623 0.477 0.338

QTOTAL (108K0) 1.231 1.231 1.232 1.238

QENV 1107K0) 0.196 0.402 0.664 1.047

QHX (lD8KJ) 5.455 8.124 1.067 l.362

MCOL (106Kg) 2.513 4.053 5.687 7.826

COLEF 1%) 44.2 37.9 32.9 28.2

SOLAR 1%) 35.0 49.4 6l.3 73.1

SOLAR--Total 1%) 35.0 49 4 61.3 72.7

SYSOP (hrs/day) 8.8 1 7.4 6.8

TANK LOSS 1%) 3.2 .4 5.5 6.8

Average Temperature (°C) 33.2 4l.6 48.6 55.4
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Table J.ll Large Meat Plant Simulation Results for September l949--

Columbia.

Run - F:L:3:49:FA:K:336:a, b, C, d

 

Scale: a b c d

Collector area (m2) 600 1050 1600 2400

RAOTOTAL (l08KJ) 1.648 2.883 4 394 6.590

QCOL (108K0) 0.770 1.173 1.575 2 065

QTANK (lD8KJ) 0.531 0.764 0.964 1.169

QAUX (l08KJ) 0.699 0.471 0.292 0.144

OTOTAL (lD8KJ) 1.231 1.235 1.256 1.313

QENV 1107K0) 0.232 0.490 0.827 1.337

QHX (l08KJ) 0.692 1.049 1.397 1.823

MCOL (lO6Kg) 2.435 3.745 5.076 6.991

CDLEF 1%) 46.7 40.7 35.8 31.3

SOLAR 1%) 43.1 62.1 78.3 94.9

SDLAR—-Total 1%) 43.2 6l.9 76.8 89 0

SYSOP (hrs/day) 8.5 7.5 .6 1

TANK LOSS 1%) 3.0 4.2 5.3 .5

Average Temperature (°C) 37.9 49.0 58.5 68.2
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Table J.12 Large Meat Plant Simulation Results for September l952--

Columbia.

Run - F:L:3:52:FA:K:336:a, b, C, d

 

Scale: a b c d

Collector area (m2) 600 . 1050 ?1600 LZAOO

RAOTOTAL 1108KJ) 2.111 3.694 5.630' 8.443

QCOL (l08KJ) 0.953 1.432 1.898 2.451

QTANK (l08KJ) 0.662 0.923 1.138 1.349

QAUX 1108K0) 0.570 0.330 0.183 0.103

QTDTAL (l08KJ) 1.232 1.253 1.320 1.452

QENV (107K0) 0.329 0.658 1.068 1.660

QHX (l08KJ) 0.859 1.280 1.687 2.171

MCDL (106Kg) 2.673 4.196 5.971 8.317

COLEF 1%) 45.2 38.8 33.7 29.0

SOLAR 1%) 53.8 75.0 92.4 109 6

SOLAR--Total 1%) 53.7 73.7 86.2 92.9

SYSOP (hrs/day) 9.3 8.4 8 7.3

TANK LOSS 1%) 3.5 4.6 .6 6.8

Average Temperature (°C) 44.2 56.5 66.7 76.7
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Table K.l3 Small Fruit and Vegetable Plant Simulation Results for

Period A

Runs - G:S:1:74:SP:K:864:b

G:S:3:52:SP:K:864:b

 

Location: l (East Lansing, 74). 3 (Columbia, 52)

Collector area (m2) 1340 1340

RADTOTAL 1109K0) 0.767 1.146

QCOL (108KJ) 1.940 2.902

OTANK (108KJ) 1.379 2.073

QAUX (108KJ) 1.008 0.374

OTOTAL (lO8KJ) 2.487 2.447

QENV (107K0) 1.990 3.166

QHX (108K0) 1.818 2.738

MCOL 1107Kg) 1 087 1.188

COLEF 1%) 25.3 25.3

SOLAR 1%) 57.8 86.8

SOLAR-—Total 1%) 55.4 84.7

SYSOP (hrs/day 6.6 7.2

TANK LOSS 1%) 10.3 10.9

Average Temperature (°C) 54.4 75.3
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Table IQJHASmall Fruit and Vegetable Plant Simulation Results for

Period 8.

Runs - G:S:1:74:SU:K:360:b

G:S:3:52:SU:K:360:b

 

Location: 1 (East Lansing, 74) 3 (Columbia, 52)

Collector area (m2) 1340 1340

RADTOTAL (l08KJ) 2.892 4.823

QCOL (107K0) 6.221 9.699

OTANK (107K0) 2.283 3.570

QAUX (107K0) 0.735 0.129

OTOTAL 1107K0) 3.020 3.699

QENV 1107K0) 1 169 1.758

QHX (107K0) 5.499 8.640

MCOL (106Kg) 3.602 4.566

COLEF 1%) 21.5 20.1

SOLAR 1%) 75.9 118.8

SOLAR-4Total (%) 75.6 96.5

SYSOP (hrs/day) 5.2 6.7

TANK LOSS 1%) 18.8 18.1

Average Temperature (°C) 67.5 98.3
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Table K.lS Small Fruit and Vegetable Plant Simulation Results for

Period C.

Runs - G:S:1:74:SU:K:432:b

G:S:3:52:SU:K:432:b

 

Location: 1 (East Lansing, 74) 3 (Columbia, 52)

Collector area (m2) 1340 1340

RADTOTAL (108KJ) 3.274 5.171

QCOL 1108K0) 1.531 2 261

QTANK (108KJ) 1.119 1 766

QAUX (108KJ) 2.363 1.716

QTOTAL (108KJ) 3.482 3 482

QENV (l06KJ) 5.839 8.728

QHX 1108K0) l.388 2.096

MCOL (106Kg) 6.166 7.775

COLEF 1%) 46.8 43.7

SOLAR 1%) 32.1 50.7

SOLAR--T0tal 1%) 32.1 50.7

SYSOP (hrs/day) 7.5 9.5

TANK L055 1%) 8 .9

Average Temperature (°C) 35.9 49.3
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Table K.l6 Small Fruit and Vegetable Plant Simulation Results for

Period D.

Runs - G:S:1:74:FA:K:1440:b

G:S:3:52:FA:K:1440:b

 

Location: l (East Lansing, 74) 3 (Columbia, 52)

Collector area (m2) 1340 1340

RADTOTAL (109K0) 1 451 1.931

QCOL (108K0) 3.110 4.362

QTANK (108KJ) 1.613 2.213

QAUX (108KJ) 0.021 0.023

QTOTAL (108KJ) 1.634 2.236

QENV (107K0) 7.784 10 79

QHX (lO8KJ) 2.937 4.123

MCOL (106Kg) 8.612 8.694

COLEF 1%) 21.4 22.6

SOLAR 1%) 134.2 184.1

SOLAR--Total 1%) 98.7 99.0

SYSOP (hrs/day) 3.1 3.2

TANK LOSS 1%) 25.0 24.7

Average Temperature (°C) 109.4 l45.3
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Table K.l7 Medium Fruit and Vegetable Plant Simulation Results for

Period 8

Runs - G:M:l:74:SU:K:432:b

G:M:3:52:SU:K:432:b

 

Location: l (East Lansing, 74) 3 (Columbia, 52)

Collector area (m2) 1340 1340

RADTOTAL (l08KJ) 2.565 4.052

QCOL (l08KJ) 1.234 1.836

OTANK (108KJ) 0.905 1.432

QAUX (108KJ) 2.012 1.485

OTOTAL 1108K0) 2 917 2 917

QENV (106KJ) 4.470 6.658

QHX (108KJ) 1.118 1.698

MCOL (106Kg) 4.944 6.233

COLEF 1%) 48.1 45.3

SOLAR 1%) 31.0 49.1

SOLAR--Total (%) 3l.O 49.l

SYSOP (hrs/day) 7.7 9.7

TANK LOSS 1%) 6 .6

Average Temperature (°C) 35.0 47.9
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Table K.l8 Large Fruit and Vegetable Plant Simulation Results for

Summer Period.

Runs - G:L:l:74:SU:K:432:b

G:L:3:52:SU:K:432:b

 

Location: 1 (East Lansing, 74) 3 (Columbia, 52)

Collector area (m2) 8030 8030

RAOTOTAL 1109K0) 1.962 3.099

QCOL 1109K0) 0.959 1.433

OTANK (109K0) 0.721 1 146

QAUX 1109K0) 1 485 1.060

OTOTAL (109KJ) 2 206 2 206

QENV 1107K0) 2.341 3.463

QHX (108KJ) 8.717 1.330

MCOL (107Kg) 3.806 4 847

COLEF (%) 48.9 46.2

SOLAR (%) 32.7 51.9

SOLAR--Total (%) 32.7 51.9

SYSOP (hrs/day) 7.7 9.8

TANK LOSS (%) 4 2.4

Average Temperature (°C) 34.0 46.5
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