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ABSTRACT
ANALYSIS OF THE ERROR VARIANCE-COVARIANCE MATRIX

OF FIRST, SECOND AND THIRD LACTATIONS
IN MEXICAN HOLSTEINS

by

Manuel Villarreal

Errors from each record of the same cow have been
treated as independent of each other when analyzing later
lactations. Need to incorporate more flexibility to this
relation by allowing errors from each lactation to be
correlated with each other and to vary from lactation to
lactation in accordance with a first order non-stationary
autoregressive process has been suggested. Use of recursive
estimation techniques would be possible if residual errors
follow this pattern. More accurate estimates of a cow's
real ability could be obtained from these relationships.

This study tests the assumptions that there is
homogeneous error variance-covariance among lactations; and
examines the hypothesis that errors might follow a first
order non-stationary autoregressive process.

Milk yield records of 3999 Mexican Holsteins with three
consecutive lactations were used.

The model applied to each lactation included random
effects of sire, fixed effects of herd-year-season, and days
in lactation fitted as a covariable. Residuals were

computed from solutions to the mixed mcdel equations. The
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variance-covari;nce matrix S was produced from a vector of
residuals for each lactation from each cow.

The S matrix is not homogeneous (p < 0.0l1l) according to
the Box test for homogeneous variance. In the S, matrix
error variance increases with time and error covariances are
higher in adjacent lactations. Using a maximum likelihood
procedure to test the hypothesis that errors follow a first
order autoregressive model was rejected (p < .0l1). A model
that incorporated a parameter representing the possible
variance increment caused by the maturing effect of the cow
was also rejected (p < .0l1l). Although these models were
rejected they fitted S better than a model with no
correlation of errors. Justifications would be that if a
cow produces an unusually good or bad yield initially her
caretaker would have a high or low expectation of her
ability managing her accordingly, also cumulative effects of
accidents or diseases could be carried over lactations. To
model the error structure of repeated lactations, a first

order non-stationary process should be used.
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I INTRODUCTION

The amount of milk that a cow produces varies from one
lactation to another. The variation in milk yield from
lactation to lactation may be attributed to variations in
the environment prevailing at the time the observation is
made.

A goal of animal breeders has been to estimate
effects of environment and correct the cow's production for
those effects. For dairy cattle, it is common to correct
records for age, times milked per day, days in milk, and
season of freshening. This process corrects or standardize
to the average of the whole population.

Each adjusted or corrected record can be considered to
represent the real ability of the cow under those "standard
conditions" plus or minus some random error. The corrected
record of the same cow in the next lactation has the same
real ability of the animal plus or minus another error for
environmental conditions. As pointed out by Lush (1945):

"So far as temporary environmental conditions are
concerned, these errors remaining in the correc-

ted records will be independent of each other.

Hence if all the records of the animal are

averaged together, some of these will have posi-

tive errors, and others will have negative

errors which will tend to cancel the positive

ones."

The average lifetime production of a cow can be expressed as:

1



Avi

he
anin
The

nore

valj

assy;

iz,

lact;

a—



Real ability
Average Lifetime Production = of the animal + SUM (errors)/n

where: SUM is the summation of all n errors.

The average of n observations is the real ability of the
animal and the average of the errors that did not cancel.
The amount of error in this average becomes smaller with
more observations if errors were really random.

Animal breeders have considered this assumption to be
valid and random nature of the errors is a standard
assumption in most of the research in animal breeding.

A linear model for estimating breeding value of dairy
animals and predicting future milk production from repeated

lactations follows:

Yijkn = hys; + 84 + cijk+ e4jxn

where:

Yiyxn is the milk production for the nth lactation of
the k*P cow in the ith herd-year-season sired
by the jth sire,

hysy is the fixed effect of the ith herd-year-season
in which this lactation was initiated,

84 is the random effect of the jth sire,

Ciyx is the random effect of kR cow; daughter of the
jth sire in the ith herd,
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°ijkm is the residual or random error.

From genetic theory, the cow effect in a given lactation,

Cijkns ©€an be expressed as:

Cijkn ™ 2ijkn * ijkn

with aj4kn being viewed as the genetic and unseparable
permanent environmental contribution and dijkn as a
temporary environmental contribution.

The sj sire, the aijkn and, dijkn effects are taken to
be random having zero means and variances Vs, Va, Vd. The
residual effects ejjkn have zero mean and common variance
Ve and are uncorrelated with each other and with 84 and
a44kn*

Inherent to this model are the assumptions that a cow's
real producing ability remains constant over her productive
lifetime, that the variance of the milk yields is constant
for all lactations and the covariances for all pairs of milk
yields are constant.

The assumptions that the cow's effect remains the same
over time has been challenged. Harville (1979) pointed out
that a cow might incur an ailment, such as acute mastitis
that would affect adversely her producing ability in the
lactation of initial occurence and in all sequent
lactations. He suggested that more flexibility could be
incorporated into the model by letting the temporary
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environmental part of the cow effect vary from lactation to
lactation in accordance with a first order autoregressive

process, i.e., by replacing dijkn by dijknt’

dijknt = 2 9ijkn,t-1 * Vijknt
where:

2 = autogregressive coefficient

dijkn,t-l = temporary environmental effect in previous

observations

vijknt = uncorrelated random variable with zero mean

and variance Vv.

Mansour, Nordheim, and Rutledge (1985) presented a model to
estimate variance components in a repeated measurements
design, assuming non-stationary autoregressive errors.
Their rationale was that in many sets of data the
assumptions of constant variance and constant covariance do
not appear warranted.

They presented as an example, the variance-covariance matrix
of lactational yield of milk fat for the first three lacta-

tions of 11,613 cows reported by Butcher and Freeman (1969):
6398 3322 2623

3323 7003 3514

2623 3514 7467
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Note the increasing value along the principal diagonal, the

increasing value 3323, 3514 on the first minor diagonal, and

the decreasing value of the covariances in the first row.
Mansour, Nordheim, and Rutledge (1985) proposed to

relax the assumption of independence of the error terms.

An example is a two way mixed linear model:

yij-M+ai+tj+eij

where:

Yi4 is the milk yield recorded for the ith subject
at the jth time,

M is the overall fixed mean,

aj is the random effect of the ith animal,

tj is the fixed effect of the jth time and

e is a random error term,

ejy and a; are independently and identically
distributed (i.i.d.) with N(O,Ve ) and N(O,Va) .

In this model Ve represents the temporary environmental

factors and Va the genetics and permanent environmental

factors.
For the same conditions on a; but now assuming that eiy

follows a first order autoregressive model:

eiy = 8 ef (3-1) * Vijy
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where:

i (3-1) is error term in time j-1,
Vij is uncorrelated random variable i.i.d. N(0O,Vv),

. is autoregressive coefficient.

The symmetric variance-covariance structure of three

milk yields associated with the model is:

Va+Ve Va+gVe Va+@2Ve
Va+(1+82) Ve Va+g (1+92) Ve
Symmetric Va+(1+p2+g%)ve|

wWith simulated data, the authors calculated maximum
likelihood estimates of Va ,X?e, and ﬁ They found
substancial improvement of the autoregressive model in the
Butcher and Freeman (1969) data over the model that did not
use autoregressive statistics. These findings could have a
biological justification. The authors' arguments for the
positive association among errors are: First, if a cow
initially produces an unusually good or bad yield, it
would be natural to think that her caretaker would have a

high or low expectation of her ability and would provide



sequent management, accordingly. Although a portion of the
initial yield is due to genetic and permanent environmental
effects, when Ve is large relative to Va, the major impact
of the differential management would be reflected better by
autoregression. A pathogenic infection carried over from
one lactation to the next might cause a 1ow production in
both lactations.

. Rothchild and Henderson (1979b) also relaxed the
assumption of error covariance being set to zero. They
explained that in a sire evaluation model with no cow
component, to estimate variances and covariances for first
and second lactations an error covariance must be included
because the same cow has both records, and covariances
between errors must exist.

If errors are correlated and if this correlation has a
first order autoregressive pattern, there would be the
potential to use recursive estimation techniques in the sire
evaluation for later lactations case. These techniques are
such that it is unnecessary to store old data to process
new data. Also, more accurate estimates of the real ability
of the cow could be obtained from these relationships.

Objectives of this study are:

--Estimate the error variance-covariance structure of a
series of three lactations.

--Test the assumptions commonly made by animal breeders
that there is homogeneous error variance and constant
covariance between each pair of lactations.



--Examine the hypothesis presented by Harville (1979)
and Mansour, Nordheim, and Rutledge (1985) that errors might
follow a first order non-stationary autoregressive process.

Because of the computational simplicity of the follo-
wing tasks, they too were performed:

--Estimate sire variance components for each
lactation.

--Estimate heritability of milk yield for each
lactation.

--Estimate sire solutions for each lactation.
-=-Rank the sires for each lactation.

--Calculate the rank correlation among sires.
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II LITERATURE REVIEW

II.1 Studies on Later Lactations

II.1.1 Overview: First vs. Later Lactations
in Sire Evaluation

Milk yield is and will continue to be the most
important trait selected for in dairy cattle. Currently,
dairy cattle improvement depends on the emphasis placed upon
increasing milk yield.

Cows are ranked by Dairy Herd Improvement Associations
according to criteria such as actual production, production
ability, or cow index. Bulls are rankedonmilk yield of
their daughters. These methods have excelled for selecting
those cows and bulls to maximize milk output of the herd.

Sire evaluation methods have evolved rapidly. Up to 25
years ago most methods of evaluating bulls used dam-daughter
comparisons. The spread of artificial insemination, which
gave the possiblity of having daughters of a bull in many
herds, facilitated the introduction of methods comparing
daughters with their herdmates. Onset of the computer made
it possible to implement recent advances of variance
component estimation on which most sire evaluation methods
depend. One important development has been the introduction
of the Best Linear Unbiased Prediction (BLUP) by Henderson

(1975). This methodology could compensate for the effect of



10

selection and relationships between sires.

Because milk yield of the dairy cow is measured through
her productive life, several records of a daughter could be
used to evaluate a dairy bull. The first, second or any or
all the lactations of daughters would be adequate to
estimate the genetic value. However, developers of each
sire evaluation system have chosen to use one lactation over
the others. In the progeny test of dairy bulls, selection
decisions are based principally on production by daughters
in first lactation. The rationale behind the use of first
lactation was summarized by Cassell and McDaniel (1983), who

said:

"Yield of first lactation offers advantages to
dairy breeding researchers. Results

are available earlier, and measurements exist
for more cows than from later records. Extra-
neous sources of variation such as injury,
days dry following lactation, and preferential
treatment are less likely to influence yield
of first lactation.”

Mao (1982) pointed out other arguments for the use of

first lactation records.

"-that the first lactation is an adequate
indicator of a cow's lifetime performance:;
-that the computation is much simpler without
having had to include a cow effect in the
model;

-that the supposition of different genes
and genic actions for each lactation can be
avoided;

-that the assumption of no sire by age of cow
interaction can be avoided;

~that the potential bias due to selection can
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be also avoided, since not all cows are
allowed by farmers to continue for more lacta-
tions, and those who did make later lactations
records are superior for one reason or the
other to those cows that were culled; and
-that the inclusion of all lactations

records would only increase the accuracy of
evaluation on those bulls who already had
plenty of daughters, but the accuracy of their
evaluation is of primary interest."

There are advantages for using later lactations for
sire evaluation. Shaeffer (1982) summarized some of these:

"-increase the number of records;

-increase the number of records per
fixed effect e.g. per like herd-year-seasons;
~-reduces the standard error of prediction for sire"

Let us document these arguments. An implicit condition
for using first lactations is that the same genes influence
production in first and later lactations. A genetic
correlation less than unity would mean that some genetic
control of later lactations is independent of genetic merit
for yield of first lactation. The range of estimates of
genetic correlation between first and second lactations is
from .75 to .92 (Cassell and McDaniel, 1983).

The inclusion of later lactations in sire evaluations
systems has some advantages over first lactation evaluation
systems. One of the advantages of the use of all lactations
is the increase in accuracy in evaluation of sires for milk
yield. Ufford et al. (1979) in a study comparing first
versus all lactations by Best Linear Unbiased Prediction

(BLUP) found that the use of all lactation records decreased
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the variance of prediction error of sire solutions so that
15 daughters per sire with all lactations gave accuracy of
sire values, equivalent to 25 daughters with only first
lactations. He concluded that the genetic progress per year
from selection of bulls to sire daughters would be expected
to be 10 to 15% greater for all lactation records than for
only first lactation records.

A major criticism of evaluation systems employing first
lactation records as estimates of performance is that the
working life of dairy cattle may be reduced by placement of
too much emphasis on early lactations. If acow lasted in
the herd for several lactations, it means that on several
occasions the milk producer has assessed her and found her
satisfactory. The length of life of a cow in a herd, or
longevity, does not only depend upon milk yield but on other
characteristics including reproductive efficiency and
health.

Robertson and Barker (1966) said:

"We can then look on longevity as the ulti-
mate character in the evaluation of different
ways of selecting dairy sires, not for its own
sake but as a numerical indicator of the
judgements of milk producers."

Lifetime performance of the cow is a determining factor
of her profitability in a dairy operation, and later records
may contain useful information relative to lifetime

profitability. A positive correlation between yield of first
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lactation and traits of lifetime performance such as
survival, length of herdlife, total performance, total
lifetime yield and lifetime profitability are found in all
published work concerning these matters, the remaining ques-
tions to be answered are: how accurate are they predicted
by yield of first lactation and will optimum progress for
genetic gain in economically important traits be reached by
selecting only on first yield? (Cassell and McDaniel, 1983).
There are just as many literature references concerned
with disadvantages of later records in sire evaluation. Per-
haps a valid criticism of later lactation is that cows with
second or later lactations have been selected. This
introduces selection bias into the sire evaluation. Wickham
and Henderson (1977) suggested that large biases seem
unlikely because a small percentage of cows is culled at the
end of the first lactation. Some other authors have
investigated whether survivors of first lactations are not
a random sample of all first lactation cows with respect to
milk yield. Van Vleck and Henderson (1963) approached this
problem by studying daughters of sires in six classes of
production (based on their proofs). They found that a
higher proportion of daughters of 1lower production bulls
were culled at the end of the first lactation. In their
study, cows not having second records were 11 to 18% of all
daughters of high sires versus 27 to 30% of all the

daughters of low production sires. Keown et al. (1976)
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studying effects of selection bias on sire evaluation in
1969 records, found that those cows culled following second
records exceeded those culled after first by 675 kg in first
lactation yield. A similar positive relationship between
first lactation deviation and sequent performance and
survival was found by Hinks (1966). He reported that
whereas the starters had a positive deviation from herd
average of +51, the survivors to second lactation had a
average deviation of +363. These results indicate that
survivors of first lactations are not a random sample of all
first lactation cows with respect to milk yield.

Another difficulty for the use of later records is
genetic differences in rate of maturity. Hargrove (1974)
studying the rate of maturity of dairy females, examined
differences between first and later lactations from 19,000
records. Deviations were not subject to influences of
genetic trend and selection on first yield. He reported
heritabilities of differences in rate of maturity of .1,
approximately one-fourth the heritability for milk yield.
Hickman and Henderson (1955) studied the milk yield increase
from first to second lactation records and age at first
freshening for data from 4,000 cows. They also found the
heritability for rate of maturity was one-third to one-
fourth the heritability of milk yield.

Hillers and Freeman (1965) took another approach to

measure differences between sires in rate of maturity. They
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used the regression within actual production on age at
first calving as a measurement of rate of maturity. Data
were from 76 California herds with freshenings between 23
and 35 months of age. Sire differences in rate of maturity
were significant. A general conclusion of this study
indicates that differences among sires in rate of maturity
are real, but heritabilities are low enough to discourage
direct selection. Freeman (1973) in a review article on age
adjustment of production records concluded that sire
differences in rate of maturity imply that age factors to
adjust records to some base by a common curve may obscure
genetic differences between sires. This will cause unequal
ranking for sires on first and later lactation. Cassell and
McDaniel (1983) concluded to the discussion on this matter:
"Thus we face the problem of knowing that age

adjustment factors may obscure genetic diffe-

rences yet to make no adjustment for age in sire

evaluation places such evaluation at the mercy

of progeny age distribution. Effective removal

of only those effects of age common to all cows

across all herds and progeny groups is a

challenge for future work."

There are sire evaluation systems that use all lacta-
tions (USDA-Modified Contemporary Comparison), only first
lactations (Canadian Record of Performance, Northeastern
Sire Evaluation Program) and a combination of two separate
evaluations, for first and first and second combined (Israel

sire evaluation system).

Although it may be safer to avoid potential problems of
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including later lactation records in sire evaluation, there
are advantages such as cow evaluations generated as a by-
product of all records of acow in a sire evaluation system.
The use of all records in sire evaluation may be even neces-
sary for progeny testing programs of small populations or

populations with fewer dairy records, as for less developed

countries 1like Mexico (McDowell, 1983).
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II.1.2 Studies Comparing Sire Values Using
First and Later Lactations

Considerable effort has been directed to study results
of sire evaluation methods using first, second, or later
lactations. One purpose of these studies has been to
validate the assumption of equality of the ranking of bulls
using different lactations.

Tomaszewski et al. (1975) from data from two samples of
daughters of 133 Holstein bulls for only first lactations
and only second lactations, reported correlations of .64
between sire values for milk yields. They also found that a
sire value for first lactation can predict with 85% accuracy
the sire value for second lactation.

Wickham and Henderson (1977) studied the effect of
selection in evaluating sires by second lactation data.

They developed a BLUP procedure to estimate biases. This
procedure was used to obtain estimates of biases for 1109
Holstein sires. Evaluations for first and second lactations
were estimated with a set of equations for a mixed model.
The authors found that the magnitude of the bias was small
in relation to the rank correlation of .8 between sire
evaluations by first and second lactation.

First, second and third lactation Ontario Records of
Performance were analyzed separately by Nicholson et al.

(1978) to evaluate 246 Holstein sires. These authors also
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analyzed second and third records, correcting for selection
with the method suggested by Lush and Shrode (1950). This
method consisted of subtracting the average of the first
yield to the yield of those that made a second lactation
record times the regression of second lactation on first
lactation yield. This adjustment for selection tends to
increase the variation known to be reduced by selection.

The correlation among proofs was higher for second and third
lactations adjusted for selection. This range was.71 to .75.
However, there were differences in the ranking of the sires.
Nicholson et al. (1978) did not see any need to use later
lactation for sire evaluation.

Bar-Anar (1975) studied the relationship between first
and second lactations using the Israeli method (cumulative
difference) and data representing 106 sires with two lacta-
tions from each daughters. For each sire there were at
least 60 daughters in each lactation group. The author
found the correlation between tests to be of .76. He
suggested that for the sire test program in Israel and
because no extra cost is incurred by evaluating the second
lactation a gain of A in accuracy in the estimation of
sires will give an estimated yield increase of 7.5 kg milk
cow/year in daughters of proven bulls.

Modified Contemporary Comparisons for first and second
lactations in the same and different herds were analyzed by

Cassell et al. (1983a). Data were from 200 Holstein sires
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with 500 or more daughters in each data set. They also used
an adjustment to account for effects of selection on later
lactations for evaluations by the same method used by
Nicholson (1978) and originally proposed by Lush and Shrode
(1950). Correlations between first lactation evaluations in
one independent data set and second lactation evaluations in
the other were .87 and .84. The correlation between first
and adjusted second evaluation was .87 for both independent
data sets. First lactation evaluations accounted for only
about 75% of the variation in second record evaluation
convinced the authors of a need for some form of later
record sire evaluation at least for selection of sires of
sons.

Lofgren et al. (1983) studied effects of culling on
sire evaluation using the same data of 677,800 daughters of
200 widely used Holstein sires, those used by Cassell et
al. (1983a). From these data, 10, 20, and 30% of second
records were eliminated based upon 1least yield of milk in
first lactation. Evaluations by BLUP of sires were obtained
separately for both records and for culled groups. They
used a model that included effects of cow when more than one
lactation was used. Second lactations were adjusted for
selection following the method of Lush and Shrode (1950).
All correlations between evaluations of first and both were
.95 and were unaffected by increased culling. Because these

data are the same as those used by Cassell et al. (1983a),
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authors were able to compare two methods of sire evalua-
tions. Evaluations by BLUP and MCC procedures were affected
similarly by culling. In both cases, culling reduced
standard deviations of evaluations by second records and re-
duced correlations between evaluations by first and second
records. The two sire evaluation procedures also ranked
bulls nearly identically.

Cassell et al. (1983b) in another study compared the
impact of culling or selection on sire evaluation by three
mixed model procedures: 1) single trait evaluation of first
and second lactations, 2) evaluation of both lactations
together including a random component for cow effect, and 3)
a multiple trait procedure where first and second lactation
evaluations were calculated simultaneously. Data were first
and second lactation records from the dairy herd at North
Carolina State University where each of 130 females produced
second records regardless of first lactation yield. The
relationship matrix of the 45 sires represented in the data
was included in all models. Culling was simulated at
intensities of 10, 20, and 30% on deviations of first
lactation from population means. The main conclusion of
this study favor the use of the multiple trait approach
because of its reduction of standard errors of prediction.
The use of both lactations, according to the authors,
appears to be a reasonable alternative for sire evaluation

until multiple trait procedures become computationally
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feasible.

One can summarize the results of these studies
comparing the sire evaluations using first and later
lactation. The correlation among them is high but not
perfect. Rankings of sires change from one evaluation to
the other. Sire values for first lactation account for only
from 75 to 85% of the sire evaluations for the second
indicating a need for the evaluation for later lactations at
least for sires of sons. These studies also indicate that
selection bias cannot be completely responsible for

differences in sire evaluations.
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II.1.3. Genetic Parameters of Milk Yield for First
and Later Lactations.

Emphasis on selection on first lactation yield has cen-
tered attention on the same genes influencing production in
first and later lactations. A number of authors have
conducted studies with the purpose of estimating genetic
parameters for first, second, and later lactations. Freeman
(1960) found by daughter-dam regression heritabilities for
milk of .36, .24, and .26 for first, second, and third
lactations. Genetic correlations among first, second, and
third lactations were between .93 and .98. He suggested
that because these correlations are consistently less than
unity, different sets of genes influence milk in different
lactations.

Barker and Robertson (1966) using records of 10,965
animals, 80 bulls, and a model with all random effects
nested within fixed effects reported heritabilities of
.35, .24, and .23 for milk yield of first, second, and third
lactations. Genetic correlations of first yield with later
ones averaged .80 but between second and third yields
averaged .91.

Butcher and Freeman (1968) using 12,500 Holstein lacta-
tion records estimated the relationship between various
Pairs of lactations of the same cow and heritabilities of
first through fourth lactations. Heritability estimates

Were obtained by intrasire regression of daughter on dam.
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Heritabilities were .37, .25, .35, and .40 for first,
second, third, and fourth lactations. Repeatabilities
estimated by intracow correlation were from .54 to .50 for
the first through fifth lactation.

The same authors in another study (Butcher and
Freeman, 1969) used the same data to estimate genetic
parameters and relationships between pairs of lactation by
five procedures.

1) Intraclass correlations for all cows that have

the first record of the pair, regardless of

whether the second record was present.

2) Intraclass correlations using only those cows with
both records of the pair under consideration.

3) The regression of the second record of the pair on
the first record of the pair.

4) A Maximum Likelihood procedure described by Curnow
(1961).

5) A procedure to estimate parameters free of the
effects of selection on the independent
variable developed by the author.

The maximum likelihood procedure (Curnow, 1961) works
as if the only factor that determines if a cow has a second
record is the magnitude of her first one, with no culling,
variances of all records are equal, and all first records
are available, whether the cow has a second record.

The method derived by Butcher and Freeman (1969)
constructs estimates of variances and covariances free of
effects of selection by regression techniques, and then

these relationships are computed by simple correlations.
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Ranges for heritabilities for first to third lactations
were .17 to .39, .11 to .35 and .11 to .40. These results
indicate differences in methods of computing heritabilities.
The authors suggested that the method used to estimate these
parameters should be determined by how well the data conform
to conditions necessary for unbiased estimates. The
procedure derived to remove effects of selection seemed to
accomplish the desired results. The authors suggested,
however, that to establish firmly that the procedure removes
effects of selection would have to be done by simulation
procedures.

Perhaps the most comprehensive attempt to investigate
variance and covariance components, heritabilities, and
genetic and phenotypic correlations between first and second
lactations milk records was the study of Rothschild and
Henderson (1979a). They used data of 423,314 first records
and 339,182 selected second records. The authors extended
the Maximum Likelihood (ML) algorithm presented by Henderson
and Quaas (1977) to estimate sire and error variance and
covariances for the two trait model when records on one
trait were missing. The authors included the error covari-
ance because in a sire evaluation model, no cow component is
included. Therefore, to estimate variances and covariances
for first and second lactations an error covariance must be
included because the same cow has both records, and

therefore covariances between errors must exist. From



result
nates ¢
select
practi
requir
hours :
ties £
correl
uthop,

first .

Corre)
to oy
Yaugny
Maxip,
Taje

iy,
Rirg

hel‘d-y

Q‘teCt

R thy



25

results with simulated data the authors found that ML esti-
mates of variances and covariances were unaffected by 50%
selection within fixed effects. The authors discussed the
practicality of ML estimation, and they mentioned that time
required for one round of iteration was between 28 and 30
hours for an IBM 370-138 with 512 K of memory. Heritabili-
ties for first and second records were .41 and .35. Genetic
correlation between first and second records was .92. The
authors estimate matrix of error variance-covariance for the

first two lactations is as follows:

900,561 507,430

507,430 1,032,391 .

Tong et al. (1979) estimated heritabilities and genetic
correlations for the three lactations from records subject
to culling. Lactation records on 13,544 cows representing
daughters of 90 sires. The authors used a Restricted
Maximum Likelihood (REML) procedure derived from a multiple
trait model discribed by Schaeffer et al. (1978). After
editing, the data yielded 5,036 second lactations and 1,500
third lactations. Their model contained fixed effects of
herd-year-season and age of cow at calving and random
effects of sire and error. Error covariances were ignored

in this model. After ten rounds of iterations
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heritabilities of milk yield for first, second, and third
lactations were .26, .19 and .l17. The genetic correlations
were between first and second .89, first and third .85, and
second and third .89. This study shows that genetic
correlations between adjacent lactations are higher than
between nonadjacent lactations.

Meyer (1983) developed a REML procedure for estimation
of genetic parameters for later lactations of dairy cattle.
She derived an algorithm for a two way mixed model allowing
for missing observations while taking account of residual
covariances.

The author presented an example of data consisting of
2,247 first lactations, 1701 second lactations, and 1,186
third lactations of British Friesians. With small herd-
year-season (HYS) subclasses, the data structure was
improved by adding records for daughters of proven sires
calving in the same herd-year-season. As variation between
proven sires is expected to be reduced by selection of
proved sires, these sires were treated as fixed effects
(i.e., their daughters contributed information to the
components within but not between sires). The model was
also extended further by adding four regression coefficients
per lactation to correct for the systematic effects of
lactation length (linear), month of calving within season
(l1inear), and calving age (linear and quadratic).

Heritabilities of milk yields for first, second, and third
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lactations were .33, .34, and .28. Estimates of genetic
correlations were 1. between first and second lactation .98
between second and third, and.83 between first and third.
The author mentioned that the data set considered was chosen
merely to illustrate the procedure; therefore, sampling
variation was too large to allow inferences. Authors' esti-
mate of error variance covariance matrix for the three

lactations is as follows:

557.31 371.67 405.91
371.67 928.51 565.45

405.91 565.45 1,008.67]}.

The papers of Rothschild and Henderson (1979), Tong et
al. (1979), and Meyer (1983) are attempts to apply Maximum
Likelihood and Restricted Maximum Likelihood procedures to
account for bias from cow selection. The REML algorithm
used by Tong et al. was for residual covariances of zero.
Because they are repeated measures on the same cow, this is
not appropriate. The authors argued however, that the error
covariances are likely to be small relative to error
variances.

The algorithm derived by Rothschild and Henderson
(1979) is a ML procedure, which means that variance
components estimates were biased upwards by loss of degrees
of freedom from estimating herd-year-season effects. This

bias from ML is greatest for error components because the
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denominator is the number of observations. For REML the
degrees of freedom are the number of observations minus the
number of fixed effects that is used to estimate variance
components.

Estimation of genetic parameters for later lactations
has been an important subject of study for animal breeders.
A purpose has been to try to demonstrate that different
lactations are genetically the same trait. Failing to
demonstrate this would justify the use of first only records
or multiple trait procedures for sire evaluation for milk
yield.

Estimation procedures often are subject to bias from
selection because cows that remain in the herd are likely to
have been selected for higher yields. Later lactations have
been used as typical example for analysis of data under
selection (Henderson, 1975).

The genetic correlation between lactations is greater
than.80 and genetic correlations between adjacent
lactations are higher than between nonadjacent lactations.
Several authors have speculated that the significant
difference of the genetic correlation between lactations may
have something to do with a interaction of sire by age or
sire by parity. Sire variance across all three lactations
also differed (Tong et al.,1979). This may indicate that
the sire effect is different for each lactation. The

difference of genetic correlations could be explained by
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differences in sire effect in rate of maturity. This could
be used to support that milk yield in different lactations
is genetically the same trait.

Heritabilities for milk yield are consistently lower
for later lactations. Butcher and Freeman (1968), listed
possible explanations for these differences as they said:

"a) If all genes have equal effects, first
lactations are controlled by more pairs of
genes than second lactation or, if the same
number or genes control both lactations, they
have larger effects on first lactation.

b) The presence of a genetic maternal effect
that gradually decreases in importance could
cause the estimate of heritability of first
lactation to be larger.

c) The presence of constant genetic effects
on second lactations would lower estimates of
heritability of second lactations."

Most authors seem to favor the opinion that environ-
mental factors in the lifetime of the cow, such as diseases
and management, will increase variation of later
records.This could obscure genetic variation resulting in

different estimates of genetic parameters.
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II.2 Analysis of Sequential or
Repeated Observations

II.2.1 Repeated Measurements Experiments

It is practice in a wide range of experiments to repeat
measurements over time on the same experimental units which
may be a plot, animal, or plant. Experimental designs which
are used in these situations are:

(1) Those in which experimental units are treated
once only during the experiment or receive the same
treatment repeatedly. These include those experiments that
investigate growth curves and profile studies like block and
treatment designs.

(2) Those in which each experimental unit receives
a sequence of treatments over successive times. These
include rotational trials, change over and superimposed
designs.

In animal experiments, analysis by repeated measurement
methods has some advantages. Gill (1978) reviewed the
rational for performing experiments in this manner. He
pointed out three major reasons, (1) to use each subject as
a block to conserve resources and reduce experimental error,
(2) to test for residual effects of treatment, and (3) to
study trends of individual responses to treatments.

Time is a factor in such experiments and the issue

which arises relates to possible correlation between
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successive observations. Gill and Hafs (1971) referring to
this problem said:

"the structure of underlying causes of
variation often is over-simplified in
analysis of such data. Simplifications
usually fall into one or two categories;
1) Analyzing factorial experi ments as if
completely randomized, when the structure
is really asplit plot and 2) Ignoring the
correlations of errors induced by repeated
measurements."

Recognition that measurements within animals are likely
to vary less than those among animals leads to the study of
the random effect of individual subjects. This
characterizes the split plot design where the error term no
longer represents variation among homogeneous subjects
treated alike but measures variation within subjects treated

alike.
Constancy of error variance and independence of errors,

the underlying assumptions for univariate analysis of
variance, often are violated in the analysis of repeated
measurements.

In the analysis of repeated observations, error terms
from different times are correlated. When this occurs, it
is said that the error terms are autocorrelated or serially
correlated. This happens when the errors associated with
observations in a given time carry over into future times.

When error terms are functionally related to the mean,

for example, periods with larger means also have larger
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variances, and constant error variance or homoscedasticity
will be unreasonable. When the variance is not constant
over observations, it is said that heteroscedasticity
occurs.

To illustrate these conditions in the repeated measure-
ment case, let us examine a simple model in which n animals
are treated alike and each animal is measured r times to
monitor changes of variable y.

Let us write a model describing this relatonships.

Yil 11 *1,t *1,t-1 X1,t-2 - - - X1,r by e

Yal |1 X2,¢ X3,t-1 X2,t-2 - -+ ¢« X3,r by e,

[ ] [ ] L] o L ] L ] L] L] L] b2 L ]
= +

Ynl |t *n,t *n,t-1 ¥*n,t-2 - - - ¥a,r by n

where:

Yy = column vector of observations for the
dependent variable vy,

X = matrix giving r repeated measurements
of variable x, the first column of 1l's
representing the intercept term,

b = column vector of unknown parameters bi,...,by,

e = column vector of n error terms associated
with each observation.

- The previously mentioned underlying assumption of
least squares methods on the error term can be represented

more explicitly by deriving the error variance by rules of
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expectations.

We can write:

e, (e;, @3 . . . en).

E (e e') = E .

Performing the multiplication we obtain:

E= ezel ezez...ezen

en €3 en €2 €n ©n
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Applying the expectation operator E to each element of

the preceding matrix we obtain:

E (e e')

E(elel)

E(eye;)

E(enel)

E(eje,) . « « E(ejeq)
E(ezez) o o o E(ezen)
E(epey) . « « E(epeq)

With homoscedasticity and no correlation serial or

otherwise, the matrix reduces to:

E(e e')

because

E(epey) = Ve and E(ey

where r » t .

This is a homogeneous

Ve

Ve

L ] L ] o
.« o 0
o o Ve

er) = COV e, e, =0

variance-covariance matrix. In
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other words, each error term, observed across all possible
replications, has the same variance regardless of the
observations and there is no correlation among the error

terms associated with different observations.

E(e e') also can be written by an identity matrix:

1l 0] 0 e o o 0
Ve o 1 0 o« o o 0 = VeI.
0 0 o« o 1l

To visualize the heteroscedastic (heterogeneous)
situation where the error term for each observation is drawn
from distributions with different variances but without

correlation among error terms, we write E(e e') as:

Vel 0 0 . . . 0
g(‘ e.) = o Vez e o o 0
0 0 . . o Ve,
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To illustrate a heterogeneous variance-covariance
matrix let the error term in period t, e, be a function of

the error term in period t-1 plus a random component v,
e = P ep_q + V¢ o

By extending this equation backwards one can write each

e as a function of only previous Ve

e = 8% Ve + B Ve +

=82 Ve + 82 Ve + B Ve + Ve

- suM(i= 1,t) gt ve ;-

This is if that the series extends prior to the
beginning of our sample of observations, so that even our
first observation corresponds to a high value for t. As t

becomes large with @g<1, the series becomes:
L+p2+p3+ . .. v =1/(1-9%) v,

The variance of the error term in autocorrelation can

be obtain from the expectation, this can be written:

E(e?,) = E (e2y) + p2 B(e? _y) + 2% E(e? ) + . .

= Ve (1+¢2 +,04 + . . .) = Ve/(1=9)
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E(ey e'y_g) = Veg.

This expressions for B(etz) and E(e e') imply that the
expected correlation between e, and e._; 1is g.

Consequently, E(ey e._;) for first order serial

correlation the variance covariance matrix could be written:

1 2 g2 ... gn-1
VeV = Ve 2 1 g ... gh=2
ﬂn-l ﬂn-Z ﬂn-:’ e 1

There are several ways in which the errors can be asso-

ciated; periods of this association also could extend more
than a previous observation. The number of periods of this
association is known as the order; i.e., a second order
process assumes that observations made 2 and 1 periods
before the present observation are correlated with the
present observation. Later in this review some other types
of relationships will be presented.

Whatever the extent or number of lags influencing the
current observation, there is a correlation of repeated
observations. This is a major problem in analyzing

repeated measurements.

Gill and Hafs(1971) indicated that experience calls for
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examination of the variance covariance matrix before
deciding the analytical approach because the validity of the
univariate split-plot analysis depends on the homogenous
variance-covariance matrix. The authors in presenting the
typical split-plot case to animal scientists, pointed out
the importance of random assigment of animals. They also
illustrated the severe errors of interpretation if one fails
to split residual errors into portions among and within ani-
mals. It seems to be a concensus that for balanced data
having a homogeneous variance-covariance matrix the
standard univariate analysis of variance is the best
procedure for analysis of repeated measurements.

There are other procedures used to analyze repeated
measurements. Multivariate procedures do not require the
basic assumptions of homogeneity of variance and
independence of errors because they deal with simultaneocus
variation of two or more variables (Sokal and Rohlf,1969).
By this method repeated observations are treated as if they
were different variables. Gil1(1981) listed some of the
advantages of multivariate procedures:

"It offers opportunity to examine not only

the original data but multivariate sets of
linear functions (usually contrast) of
observational units without requiring equal
variances and covariances among these units."
He also added: "The principal advantage of
multivariate analysis is that it permits valid
tests of the repeated factor(e.g. time) and its
interactions with treatments without
justifications."

However, Morrison (1967) demonstrated that unless the
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serial correlation between two periods exceeds .5 in
absolute value, univariate procedures are more sensitive
than the multivariate T? test (Hotelling's T). It has been
recommended (Gill,1978) that lowly but uniformly correlated
data should be analyzed by univariate methods.

Another drawback of the multivariate procedures has
been pointed out by Gupta and Perlman (1974). They found
that the power of the test declined as the number of
repeated measurements in one animal (unit) increased;
therefore, one has to be careful with inferences when there
are fewer animals than sampling points.

There are other approaches to the analysis of repeated
measurements, Gill (1979) presented a procedure that
combines significance levels of correlated univariate tests,
each performed on data from a different periods of
measurement. This method is based in intratreatment
correlations between data from all pairs of periods.

Another approach to deal with the problem of serial
correlation is to adjust for serial correlation or to use
time methods such as autoregression analysis. Chistian et
al. (1978) opted to remove serial correlation by a moving
average time series process of first order as described by
Box and Jenkins (1970). The data generated by the time
series analysis later were analyzed by conventional methods.
The authors fail to provide theoretical support to the basis
of their analysis.” Gill (1981) mentioning this method
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commented that users of this procedure were skeptical of its
value because of its low power.

Gallant and Goebel (1976) demostrated in a monte carlo
study that the autoregressive estimators are the most
efficient linear unbiased estimators in finite samples.

Anderson (1981) in a study of the Tribolium egg
production curves as a model for dairy cattle lactation
curves used this approach. He compared estimates of
parameters obtained with the autoregressive process with
those obtained with standard regression. In this study, it
was assumed that only three previous egg counts were
correlated with the current count, 1i. e., only three lags.
The autoregression coefficients of each of the three lags
were solved by Yule-Walker equations. To determine the
value of the autoregression coefficients, autocorrelation
from ordinary least squares was estimated. The original
data then were adjusted by the coefficients to remove
autocorrelation. The author postulated that
autoregression, which is based on the autocorrelation
between ordinary least squares residuals may be considered a
transformation of the data. Estimates of parameters were
similar for each method (autoregressive and ordinary least
squares). Therefore, the author concluded, "Autoregression
analysis improved the accuracy of the estimates of error
variance and not the accuracy of estimates the model parame-

ters."
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Kesner et al. (1981) in a study to show that estradiol
induces preovulatory Luteinaizing Hormone (LH) surge in
cattle, used a similar approach to that of Anderson (1981)
to correct for autocorrelations caused by the repeated
measurement nature of the experiment. Facing a
heterogeneous variance-covariance matrix the authors opted
for a logarithmic transformation to correct for
heterogeneous variance and an autoregressive process to
correct for serial correlation. Further, they performed a
split-plot analysis with transformed data improving in this

way the accuracy of the estimate of error.



St

observe
princi;J.
researc
linear

standar
mltiva
cpinion
lineay

lodels,
Partiey
the sap

time Se



42

IT.2.2 Analysis of Time Series Data

Studies in which the responses of each individal are
observed on two or more occasions represent one of the
principle research strategies in animal and medical
research. Much of the literature on specifying and fitting
linear models for serial measurements use methods based on
standard regression, analysis of variance (ANOVA) and
multivariate linear models (Ware, 1985). Harville's (1977)
opinion on this matter is that it is a mistake to think of
linear models only in terms of ordinary regression and ANOVA
models. To do so is to miss many potential applications. In
particular, not all the observations may have been taken at
the same time so that the observations are regarded best as
time series. Such time series data are common in many
fields, such as economics. Ware (1985) indicated that
analysis of serial measurements should be viewed as a
univariate regression analysis of responses with
correlated errors. Such a formulation suggests new and more
flexible approaches to modeling and estimation of parameters
For example, Wilson et al. (1981) presented the methodology
for estimation of biological parameters when the within
individual observations errors are autocorrelated.

It is timely now to discuss approaches to the study of
change or behavior of a variable throughout time. This can
be derived intuitively from the study of repeated

measurements. As an example, consider a series of
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measurements of the variable y throughout time. This could
be represented as a time function y(t), which may represent
the historical performance of some biological variable; it
may have moved up or down partly in response to other
variables. However, much of its movement may have been due
to factors that one simply may have not been able to
explain. It may be difficult to relate to other biological
variables, or data are not available for those explanatory
variables that are believed to affect y(t). In this case,
it is no longer possible to predict future movements in a
variable by relating it to a set of other variables; instead
the basis of prediction depends solely on past behavior of
the variable and that variable alone.

The study of a single sequence of observations is
called time series analysis. This is the study of repeated
observations of a single variable, e.g., the study of a
hormone during the estrous cycle. If some kind of
systematic behavior like a trend or a cyclical pattern is in
the variable to study, one can attempt to construct a model
for the time series which does not offer an explanation for
its behavior in terms of other variables but does replicate
its past behavior in a way that might help to forecast its
future behavior.

The choice of a time series model usually will result
in cases where little information is known of the

determinants of the variable of primary concern, and a
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sufficiently large amount of data is available to construct
a time series of reasonable length (number of measurements
throughout time).

A time series model accounts for patterns in past
movements of a particular variable. Durbin (1960) pointed
out the purposes for studyng time series was to 1) describe
the data, 2) explain the behavior of the data, 3) forecast
the behavior, 4) control the system, and 5) study
simultaneous variation of several series.

A simple view of the time series model is to think of
it as a sophisticated method of extrapolation; however,
difference arises because time series analysis presumes
that the series has been generated by a random process; it
is assumed that each y;, Y5, .+« Y¢ in the series is drawn
randomly from a probability distribution. In this way, it
is possible to infer something about the probabilities
associated with alternative future values of the series.

Theoretically, it is assumed that the observed series
Yy-.:Y¢ 18 drawn from a set of jointly distributed random
variables, i.e., that there exists some probability
distribution function, p(y;...y¢) that assigns probabilities
to all possible combinations of y;.

Because complete specification of the probability
distribution for a time series is almost always difficult,
especially if the series has more than six data points, it

is necessary to constuct a simplified model of the time
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series which explains its randomness. For example, it may
be assumed that the y,;,...,Yy are correlated with each other
according to a simple first order autoregressive process.
The actual distribution of y's may be much more complicated,
but this simple model may be a reasonable approximation.
Nelson (1973) talking about the problem of finding the
actual joint distribution concluded:
"In practice, of course, we must first

attempt to infer from the data what mechanism

it is that generated the data. Thus, the past

history of the time series is called upon to

do double duty: First it must inform us about

the particular mechanism which describes its

evolution through time and second, it allows

us to put that mechanism to use in forecasting

the future"

Another characteristic of time series that one should
know is whether the underlying random process that generated
the series is invariant with respect to time. Such a series
is called stationary; this requires the series to have a
constant mean and to fluctuate about that mean with a
constant variance. This is because if the random process is
fixed in time, it is possible to model the process with an
equation with fixed coefficients that can be estimated from
past data.

A non-stationary series will be one that has been chan-
ging in average over time, presenting a trend; as an example

we have some economical variables like the Gross National

Product which has been growing steadily; for this reason



alone
in 193
P
few of
statio)
encoun
Cne or
or wil]
Th
differe
order o

Stationq

series Vo




46

alone its random properties in 1980 are different from those
in 1933.

Pindyck and Rubinfeld (1981) mentioned that probably
few of the time series that one meets in practice are
stationary. However, many of the non-stationary time series
encountered have the property that if they are differenced
one or more times, the resulting series will be stationary
or will be called homogeneous.

The number of times that the original series must be
differenced before a stationary series results is called the
order of homogeneity. A first order homogeneous non-

stationary time series (wy) will be:
Wg = Y = Ye-1 = DY
where:

Wi = observations t of the w stationary series
resulting from the subtracting of the observations

Y¢ = Y¢-1 of the nonstationary series.

If a series happened to be second order homogeneous, the
series would be stationary by subtracting the first

differences. It can be shown in this way

wy = D?yg = Dyy - Dye-;.

Time series data often are analyzed on the basis of
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linear models in which errors are generated by stochastic
processes like moving average processes, autoregressive
processes, or mixed autoregressive moving average processes
(Box and Jenkins,1970)

Let discuss some of the basic models in time series
analysis. Each observation can be represented with this

formula:

Ye = me + St + ey

where:

Y¢ = observation in time "t"
m. = trend or trend cycle effect
S = periodic or seasonal effect

e = random error.

As we discussed earlier, by differencing we can eliminate m,
or the trend or trend cycle. The formula will be reduced

and could be written:

yt- St+ et.

The seasonal variation (Si) in a time series can be removed
by seasonal adjustment techniques that basically consist of
a complex averaging of past estimates. National economic
data in the United States usually is adjusted by the Bureau
of Census of the U.S. Department of Commerce (X-1ll Variant

of the Census Method II Seasonal Adjustment Program, 1967)
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by this method of adjustment. Seasonality is a cyclical
behavior that occurs on a regular calendar basis, i.e.,
cycles with a periodicity that is annual, monthly or any
other unit of calendar time. For example, Peruvian anchovy
production shows seasonal once every 7 years in response to
decreased supply brought about by cyclical changes in ocean
currents.

Models used to study time series are: 1) moving
average, 2) autogregressive, and 3) mixed model, the
autoregressive-moving average model.

In a moving average model, y; is derived completely by
a weighted sum of current and lagged random errors. In the
autoregressive model, y, depends on a weighted sum of its
past values and a random error term.

A moving average model of order q where each
observation y, is generated by a weighted average of random
error going back g periods (lags) can be written in the form

of an equation and denoted by MA(qQ):

Yt =M + et - 8 et_l - 92 et_z = eeoe eq Qt_q

where:
8 « .« eq = fixed parametes
€t-1 + - - et_q = error terms times t to g
M = mean of the series.

An autoregressive model of order p where each observation y
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is generated by a weighted average of t past observations
going back p periods, together with a random disturbance in
the current period can be written with this equation and

denoted as AR (p):

Ye = ﬂl Ye-1 + pz Yeoa + . . . #+ pp Yt-p + M+ ep
where:
By - . pp = weights of 1 to q past observations
M = constant associated with the mean of the TS
e: = error term for time t.

An example of a simple autoregressive model would be the
AR(l) or first order autoregressive process that can be

written in the equation form:

Ye = P Yg-1 + €.

The number of past periods used in these models is
referred to as the order, the number of lags, or the memory
of the series.

Identifying the order of the underlying process is a
major problem. The knowledge of the autocorrelations will
indicate the appropriate order.

Many time series cannot be modelled as purely moving
average or as purely autoregressive. For these cases a

logical extension of the models AR and MA is used.
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A mixed autoregressive moving average process of order
(p,q) can be written with this equation and denoted as an
ARMA (p,q) model:

yt-p yt_l-i-...+pyt_p+M+et-91et_l...-qut_q.

The components of this model already have been defined.

If a series is non-stationary, it can be homogenized by
differencing the series to produce the stationary series wy;
a model using this series is said to be integrated. An
autoregressive model with a differenced series will be
denoted as ARI (p, d) were the number of differences used is
indicated by the letter d.

Time series models presented have not been used widely
in animal breeding. Perhaps one of the reasons for not using
them is that traditionally the traits of interests are short
series, i.g., total lactation yield, annual wool production.
Researchers have not thought of these observations as time
series data. But other important traits like growth and
lactation curves have been considered time series data.
Another deterent for the use of these models is because
satisfactory methods for analysis of serial measurements in

animal breeding are not applied easily.
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III MATERIALS AND METHODS

III.1 Data

III.1.1 Source of Data

The "Asociacion de Criadores Holstein-Friesian de
Mexico" sponsors a DHIA (Dairy Herd Improvement Association)
program. Records are processed by the regional Center at
Provo, Utah, and completed milk records are forwarded to the
United States Department of Agriculture (USDA) and Cornell
University. Fat test are not recorded in Mexico.

The herds consist mainly of cattle registered with the
association plus grade Holsteins and crossbreds of other
breeds. A number of cows were imported from the United
States and Canada. Semen used to breed these cows is from
either the United States, Canada, or Mexico.

The data bank contained 152,331 records for calvings
from 1969 to 1980. These data are 45,655 first lactations,
34,472 second lactations, 26,345 third lactations, and the
remaining are fourth and later lactations.

The record format is similar to that adopted at the
1966 National Computing Workshop and presented in the Dairy
Herd Improvement Letter ARS 44-22 (1970).

This population may not be a true random sample of the
Mexican dairy cattle population because animals are identi-
fied. They should constitute a superior population because

51
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the DHI herds in Mexico are under better management and are

in temperate areas of the country.

III.1.2 Data Screening and Editing Procedures

Records were deleted for several reasons including:

Breed other than Holstein,
Incorrect Identification,
Unidentified Sire, and

Abnormal termination of lactation.

For the purpose of this study it was necessary to form a
subset of data with the records of cows that completed the
first three lactations. There were 5259 cows with three
consecutive lactations. Also no cow in this subset changed
herds during the three first lactations. In addition to
the previous requirements, more records were deleted for the

following reasons:

Sires having fewer than six records,

Lactations following in a single herd-year-season
group, and

Records of daughters of sires disconnected.

Restrictions on the number of daughters per sire to six was
arbitrary. Lactations falling in a single herd-year-season
group were deleted because all other effects would be

confounded with herd-year-season and would have not contri-
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