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ABSTRACT

TWO MODELS FOR THE INFERENTIAL ANALYSIS

OF CENTRAL PLACE PATTERNS

by Clifford E. Tiedemann

Walter Christaller's central place theory has provided

geographers with a logical construct which describes and

explains the influences of relative location on the distri-

butional patterns of cities. However, the theoretical

statements by Christaller are predicated on a set of assump—

tions and rules which, it has been stated, are seldom found

to be coincident in the observable world. Thus, assessments

of real—world spatial patterns of agglomerated settlements

in the light of this theory are extremely difficult.

Many studies have been made in which analyses of exist-

ing settlement patterns are based on selected aspects of

central place theory. Although it must be admitted that

the spacing of cities is an extremely complex object of

study, these efforts are viewed as being partially unsatis—

fying, since they all fail to properly account for the dis-

tance -- population size relationship. It appears, then, a

technique to be used in the evaluation of this association

can be of some value in this field of endeavor.
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Using a stochastic process to define equality among

populations of cities, two descriptive models are proposed

which can account for this important factor in the spacing

of settlements. The two models, one a simple regression

and the second a simple correlation, indicate the nature

of this bivariate relationship. The independent variable

LJ_7l

is set -ement population, which serves as an indicator of

(
T

D
“

e functional comp exity of each central place. The

(—
4.

1

repenr,ent variasle is standardized distance, a phenomenon.
.

which possesses characteristics of particular value in the

analvsi of the distribution of central places.U
)

The parameters of these two models, the y—intercept,

the regression coefficient, and the correlation coefficient,

each have unique numerical values which are defined by the

deterministic character of central place theory. Calculated

values for each of these parameters can be compared with

the defined figures using standard tests of significance

based on the normal and "t" distributions. Relying on the

outcome of such tests, statements of confidence can be

made concerning the similarity, or lack thereof, between an

observed settlement pattern and that theorized by Christaller.

In addition, using only slightly modified tests of signifi—

cance, it is possible to compare the respective parameters

associated with two different settlement patterns.
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One thousand fifty four agglomerated settlements in

Michigan with 1960 populations exceeding 100 are used in

the demonstrations of the models. Analyses are reported

in which the following comparisons are made: the regres—

sion coefficient of the entire state with that defined by

central place theory; the regression coefficient of a sub—

region with that of the state; the regression coefficient

of one subregion with that of another; the y-intercept of

a subregion with that defined by central place theory; the

y—intercept of one subregion with that of another; and the

correlation coefficient of a subregion with that defined by

central place theory. In each analysis, an underlying

reason for the test is described and an hypothesis is

offered, tested, and either accepted or rejected.

As a result of the development and demonstrations of

the models, several terms are proposed with which the

results of the tests of significance may be described.

While many of these terms are refinements of previously

used ideas, one is particularly interesting —— "differential

clustering." This is a situation in which the regression

coefficient is found to be significantly different from

zero, indicating that one end of the array of populations

of places shows a greater deviation from the uniform spatial

distribution of central place theory than does the opposite

end.
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Technical discussions are appended in which the stochas—

tic process of determining equality among settlement popu—

lations and the calculation of metric and standardized

distances are reviewed.
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CHAPTER I

INTRODUCTION

The distribution of phenomena over the earth is of

primary interest to the geographer. One such phenomenon

is the city,1 and Walter Christaller’s theoretical formu—

lation of the distribution of agglomerated settlements in

Southern Germany has done much to direct the interests and

efforts of several contemporary geographers and students

of other disciplines.2 Since the appearance of this work,

many studies have been conducted and papers written on

topics closely related to central place theory.3

Central Place Theory

In developing the conceptual framework with which

Christaller constructs central place theory, he notes that

 

1The words ”city," "town,” "settlement," and other

terms with connotations of human pOpulation agglomeration

are used interchangeably for purposes of ease of expres—

sion. If a particular definition is required at some

point in the text, it is provided at the apprOpriate place.

2Walter Christaller, Central Places in Southern

Germany, Carlisle W. Baskin, trans. (Englewood Cliffs:

Prentice Hall, Inc., 1966).

3 _ - .

Brian J. L. Berry and Alan Pred, Central Place Studies:

A Bibliography of Theory and Applications (Philadelphia:

Regional Science Research Institute, 1961).

1
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there exist certain goods and services which are to be

acquired only at specific locations. But, the demand for

these items is found throughout the pOpulation, regardless

of the spatial distribution of individuals. These goods

and services he calls "central goods and services," and

the locations at which they are available are designated

"central places."4

Each central good or service, in order to be made

available in any region, must have a demand of sufficient

amount to support the necessary marketing activities. A

central place, then, is associated with a "complementary

region" of a size which contains that number of people

capable of generating an aggregate demand such that a pro—

fit is made in the sale of the good or service.5 The extent

of a complementary region is limited, however, by the cost

of the transportation involved in procuring a good or

service, and by the relative ease of accessability to another

central place offering a similar good or service. Before a

particular central good or service will be made available

to consumers at a given place, it is axiomatic that the

complementary region be of sufficient area to enclose the

minimum required demand for the relevant item.

 

4Christaller, loc. cit., pp. 14—21.

5
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The function of a central place is "to be [the] center

of its rural surroundings and mediator of local commerce

6 The locations of central places,with the outside world."

then, are determined to be relative to the region which

they serve. Such a locatiOnal definition implicitly elimi—

nates from consideration as central places all those set-

tlements whose sites are determined to be specifically

oriented to some phenomenon. Christaller explicitly lists

such nucleated settlements as mining towns, border and ford

sites, and towns at other unique locations as monasteries

and shrines, and even residential suburbs of large indus—

trial urbanlcenters.‘7 It is also pointed out that among

those towns which may be considered as central places,

"there is a definite connection between the consumption of

central goods and the development of those central places.

The development of those central places whose inhabitants

live by the sale of central goods becomes more pronounced if

many central goods are consumed than if few central goods

8

are consumed."

Using these terms and relationships, Christaller

develOps a theory with which he explains the spatial and

functional hierarchical patterns of central place distribution.

 

6Ibid., p. 16.

7Ibid., pp. 16—7.

81bid., p. 27.
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He does so using an idealized environmental situation based

on the following rules and assumptions:

(1) a flat, unbounded plain;

(2) a homogeneous resource base;

(3) a ubiquitous transportation system;

(4) an even distribution of population with uniform,

individual purchasing power;

(5) the sale prices of central goods of any one type

are constant through time and uniform over space;

(6) all demands for central goods are satisfied, pro—

vided the seller makes a profit;

(7) profits for any one seller cannot equal or exceed

that amount which can support two such activities,

and

(8) any central place offering good i must also offer

all goods j which require equal or smaller minimum

demands.

Within this framework, rigid spatial and functional hier—

archical patterns of growth and development would occur

(see Table I—l). Indeed, Christaller concludes his initial

formulations as follows:

The result of these theoretical considerations is

surprising but clear. First, the central places

are distributed over the region according to

certain laws. Surrounding a greater place (B—

type), there is a wreath of the smallest places

(M—type). Furthermore, there is another wreath

of the small places (A—type). Towards the

periphery there are a second and third wreath
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6

of the smallest places (M—type), and on the

periphery itself we find the middle-sized places

of the K—type. The same rules are valid for the

develOpment of greater systems. Second, follow—

ing the laws of economics, there are necessarily

quite definite size—types of central places as

well as the complementary regions, and indeed

characteristic types, not order classes. Third,

the number of central places and their comple—

mentary regions which are to be counted for

every type form a geometric progression from the

highest to the lowest type.l

Thus, in his original statement, Christaller has formulated

a conceptual model of the patterns of town development which

is clearly deterministic in character. That is, under the

conditions specified by the rules, assumptions and rela—

tionships, certain regular spatial and population—size

patterns develop.

As can be seen in Table I—l, the populations of central

places of different types in the functional hierarchy have

"typical" magnitudes. The discreteness of the distribution

of these typical populations is associated with the rela—

tionship between the functional complexity of a central

place and its pOpulation. And, since every central place

offers the entire range of central goods and services

requiring a demand equal to or less than its highest order

item, a step—like hierarchy of central places with a step—

like distribution of populations develops under the specified

conditions.

 

lOIbid., pp. 66—8.
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These conditions also lead to the formation of a recog—

nizeable spatial pattern—-—the regular hexagonal lattice.

In the instance of Table I—l, the lattice contains 486

points, each representing the location of a central place

of one type or another. All of the places are centers for

the lowest orders (M—type) of goods, and in the example are

located approximately eight kilometers apart, or twice the

range of that order good. Of the 486 M—type central places,

162 also handle the next higher order of central goods

(A—type). These A—type central places are also distributed

hexagonally with respect to one another, and since they

share locations with some of the M—type places, they are

located 13.8 (or 2 - 4 . «8) kilometers apart. The next

higher type of central places (K-type) share locations with

fifty—four of the A- and M—types of places. The distance

between neighboring K—type places is twenty—four (or 2 -

6.9 ° J83 kilometers, since they, like the A and M places,

are arranged in a regular hexagonal pattern. Similar rela—

tionships are apparent in the spacing of all central places

as one moves through the entire functional hierarchy. With—

in the context of central place theory, then, it can be

noted that if the distance between two neighboring towns of

the same functional order is d, then the distances between

neighboring places both of which are m levels above or

below the original pair in the hierarchy are d(\/3)m or



8

d(»/§ll/m respectively.11 Thus, a second discrete distribu—

tion is produced by Christaller's idealized specifications.

Table I—l illustrates that as the "typical" population

increases in its step—wise fashion, so does the distance

between neighboring central places of the same functional

type. It is this distance—population—size relationship

which forms the basis of this research.

Selected Studies Related to the Analysis

of Central Place Patterns
 

One of the earliest discussions of the distribution of

cities over space which is based to a great degree on cen—

tral place theory is that by L‘osch.l2 L8sch assumes areal

conditions quite similar to those of Christaller, and for

any system of places offering a particular central good, he

generates an hexagonal lattice of central place locations

and complementary regions. Although it is not readily

apparent in this work, it becomes obvious in a subsequent

book that Lbsch does not require that any central place

offering good i must also offer all goods j which require

smaller minimum demands.l3 Thus, Ldsch's manipulations of

 

llIbid., p. 63.

August Lbsch, "The Nature of Economic Regions,"

Southern Economic Journal V, 2 (July, 1938), ppo 71—8.
 

l3August Ldsch, The Economics of Location, W. H.

Woglom and W. F. Stolper, trans. (New Haven: Yale Uni—

versity Press, 1954), pp. 118—9.
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the hexagonal trade areas (complementary regions) produces

a regular hexagonal lattice with a spacing pattern for cities

of similar functional complexity which is different from

that of Christaller. Isard criticizes this construct as

being inconsistent with Losch's own assumptions, since it

produces regions with different concentrations of cities

and, therefore, of people.14

An early application of central place theory in America

was performed by Brush in his study of settlements in South—

western Wisconsin.15 In this effort, Brush recognizes three

types of settlements —— hamlets, villages and towns —— each

of which is characterized by its degree of functional com-

plexity. He then compares the spacing of the various

centers with that which would be expected if a regular hexa—

gonal pattern were present, and his average distances separ—

ating places with equal status in the functional hierarchy

are quite close to those which would be generated by central

place theory.

Criticism of Brush's work is addressed to both his

settlement classification scheme and his evaluation of the

 

l4Walter Isard, Location and Space Economy (New York:

John Wiley and Sons, Inc., 1956), p. 271.

 

John E. Brush, "The Hierarchy of Central Places in

Southwestern Wisconsin," Geographical Review XLIII, 3

(July, 1953), pp. 380—402.

 



lO

spatial distribution of the central places. Vining, point—

ing out that Brush has not been able to demonstrate a step-

like hierarchy of settlement populations, bases his remarks

primarily upon the three—fold grouping of settlements.

. . .After having specified the criteria by which

an enumerator may distinguish among various kinds

of activities, the observer has as his basic data
 

the array of communities and the listing of the

kinds of activities represented by the establish—

ments in each community. There is no evidence

that I have seen suggesting that exactly three

natural partitions may be observed in this array

of numbers of establishments. Like pool, pond and

lake, the terms hamlet, village and town are

convenient modes of expression, but they do not

refer to structurally distinct natural entities.

As the number of establishments increases, the

number of kinds of activities represented also

increased. Clearly it is arbitrary to divide

the array into three partitions rather than into

a greater or lesser number; and similarly arbi—

trary is the determination of where to put the

dividing points separating the different classes

or types. Having drawn the lines, one may list

certain kinds of activities which are typically

found within each of the designated classes of

center, and . . . [the table in]. . . Mr. Brush's

article represents such a listing. It will be

noted that not all members of a class will con—

tain all the activities listed, and most of the

communities within a class will contain activities

not listed. Suchaatable is not an independently

derived basis for a classification of communities

by type. Rather it is itself derived from a

previous partitioning of an array which appears

as something similar to an arrangement of obser-

vations that have been made upon a continuous

variable.

16

 

16
Rutledge Vining, "A Description of Certain Spatial

Aspects of an Economic System" Economic DevelOpment and
 

Cultural Change III, 2 (January, 1955), p. 160.
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Such a criticism, of course, indicates a need for a more

rational scheme of city classification in the instance

where a relationship between functional complexity and

population is to be considered.

In a discussion of Vining's paper, Hoover mentions a

logical scheme for evaluating the functional and spatial

relationships of an observed group of cities within the

framework of central place theory.17 This approach takes

into account the rank—size of a city and its link with the

functional complexity of the city.

What is it exactly that makes the series of tri—

butary areas of cities follow the rank size rule?

It is convenient at this point to think of the

series as continuous rather than discrete. In

other words, each city is in a class by itself,

and performs some function that is performed by

pg smaller city, but by all larger cities. Now

if we take, say, the 17th biggest area, we can

consider it as one of the group of the 17 biggest.

With respect to the function exclusively shared by

these 17, the whole country is parceled out into

17 equal areas. Similarly the 16th biggest is

one of 16 equal areas blanketing the country with

respect to the function which only the 16 biggest

cities performed. Obviously, the rank—size pro—

gression is implicit, then, in the concept of

each city's area being determined by equal sharing

with all larger cities.1

 

 

 

 

l7Edgar M. Hoover, "The Concept of a System of Cities:

A Comment on Rutledge Vining's Paper," Economic Development

and Cultural Change III, 2 (January, 1955), p. 197.

 

 

18

For a discussion of several rank—size theories, see

Brian J. L. Berry and William L. Garrison, "Alternate Expla—

nations of Urban Rank-Size Relationships,” Annals, Association

of Americaaneographe s XLVIII, 1 (March, 1958), pp. 83—91.
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It is apparent in this statement that Hoover is addressing

himself at least in part to the spatial aspects of the

problem. But, it is to be remembered that according to

Christaller's concepts, a direct relationship exists between

(1) the size of the area being served by a town

and the pOpulation of the area,

(2) the population of the area being served and

the functional complexity of the central place,

and

(3) the functional complexity of a central place

and its pOpulation.

Thus, it is conceivable that a continuous distribution of

population is amenable to an analysis based on central

place theory, without resorting to the arbitrary groupings

criticized by Vining. But this scheme is very restrictive,

in that it allows no consideration to be given to places

even slightly smaller than a given settlement.

In a series of short articles, Berry and Garrison

attempt to relate the conditions and constructs of central

place theory with observed situations and patterns in the

real world.19 Relying on the concepts of the range of a

 

9

Brian J. L. Berry and William L. Garrison, "The Func-

tional Bases of the Central Place Hierarchy," Economic

Geography XXXLV, 2 (April, 1958), pp. 145-54.

Brian J. L. Berry and William L. Garrison, "A Note

on Central Place Theory and the Range of a Good," Economic

Geography XXXIV, 4 (October, 1958), pp. 304-11.
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good and the threshold —- both of which are consistent with

Christaller -— these researchers first recognize problems

and possible applications of the principles of central place

theory. Ultimately many of the more restrictive conditions

are relaxed, and, it is reported, a nesting of central

places is found to exist. It is also learned that certain

central goods require different threshold populations, and

a functional hierarchy of cities is formulated based on

the numbers and kinds of activities present in cities of

various populations. Thus, it is demonstrated that a

functional hierarchy of central places will develop under

conditions less restrictive than those outlined by

Christaller, and that this functional hierarchy is closely

related to the distribution of settlement populations.

Thomas assumes the presence of an association between

city size and spacing, and demonstrates that this relation—

ship has not changed significantly during the period 1900-

1950 in Iowa.20 Using inferential statistical methods on

a sample of eighty—nine Iowa cities, the author finds that

 

Brian J. L. Berry and William L. Garrison, "Recent

Developments of Central Place Theory," Papers and Proceed—

ings,Regiona1 Science Association IV (1958), pp. 107-20.

OEdwin N. Thomas, "The Stability of Distance—Popula—

tion-Size Relationships for Iowa Towns from 1900—1950,"

Proceedings of the I. G. U. Symposium in Urban Geography,

Lund, 1960: Lund Studies in Geography, Series B. Human

GeggraphyLyNo. 24 Knut Norborg, ed. (Lund: The Royal

University of Lund, Sweden, Department of Geography, 1962),

pp. 13-30.
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a positive correlation exists between the population of a

given city and the distance to its nearest neighbor of equal

or larger size for the period under study. This, of course,

is consistent with central place theory in that increasing

population is associated with increasing distance.

In this research, Thomas uses a stochastic model to

expand upon the definition of "equal size," setting up

requirements which he discusses in a subsequent report.21

He states:

. . .we do not mean that the population of the

sample city and the neighbor city are the same;

that is, we do not mean that

z (51 N1. .1)

where 51 is the population of the ith sample city

and Ni is pOpulation of its nearest neighbor.

However, we do mean that S. is approximately
. 1

equal to Ni; that is

S. as N. (2)
1 1

In addition we will say that

S. + R. = N. (3)
1 1 1

where R. is a variable whose magnitude is due

to chance; that is, R1 is a stochastic "error"

variable. The phrase "same population size"

is defined in terms of (3), and, accordingly,

we may say that populations are accepted as

having the same size when they differ only by

chance.

 

21Edwin N. Thomas, "Toward an Expanded Central Place

Model," Geographical Review LI, 3 (September, 1961),

pp. 400—11.

 

2

2Ibid., p. 403.
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Thus, a relationship is established between the discrete

and typical size features of the distribution of popula-

tions according to central place theory and the problem of

the continuous distribution of settlement sizes as recog-

nized by Vining and Hoover.

Using similar definitions of equal population size

for towns, King and Blome expand upon the basic analytic

model as described by Thomas.23 Both of these works use

multivariate statistical techniques in attempts to explain

the spatial patterns of settlement distribution. King's

effort is aimed at detecting the most important of those

variables which he contends influence the spacing of cities

at a particular time —- the census year, 1950. Blome, on

the other hand, traces the changing relationships between

a variety of factors and city spacing over a period of

sixty years. Both of these studies, as do those of Thomas,

acknowledge that the spacing of settlements is closely

related to the dynamic associations between towns and their

surroundings, including both contiguous rural and urban

developments and similar urban phenomena located some

distance away.

 

23Leslie J. King, "A Multivariate Analysis of the

Spacing of Urban Settlements in the United States," Annals,

Association_of American_Geographers LI, 2 (June, 1961),

pp. 222-33.

Donald A. Blome, "An Analysis of the Changing Spatial

Relationships of Iowa Towns, 1900—1960,” unpublished Ph.D.

dissertation (Iowa City: The State University of Iowa,

Department of Geography, 1963).
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Dacey approaches the spatial aspects of city distribu-

tion from a point of view quite different from that of many

geographers. His work with central place theory is based

primarily upon an interest in the distributional aspects

of point patterns through spaces of various dimensions.

Much of Dacey's work is based upon nonparametric statistics,

with which he describes the spacing of points in terms of

their number and the area in which they are distributed.

In a discussion of Brush's work in Southwestern

Wisconsin, Dacey assumes that the defined classification

scheme is valid.24 He then proceeds to demonstrate that

the centers of each level of the hierarchy are distributed

according to a random pattern. This, of course, does not

conform to the regular hexagonal construct of central place

theory, and it does not agree with the apparent close com—

parison illustrated by Brush.25

In his analysis, Dacey reduces the observed distances

between pairs of settlements in Southwestern Wisconsin to

a common scale, taking into account the density of the

 

4Michael F. Dacey, "Analysis of Central Place and

Point Patterns by a Nearest Neighbor Method," Proceedings

of the I. G. U. Symposium in Urban Geography, Lund, 1960:

Lund Studies in Geography, Series B. Human Geography, No.

‘24 Knut Norborg, ed. (Lund: The Royal University of Lund,

Sweden, Department of Geography, 1962), pp. 55—76.

 

2SBrush, loc. cit., p. 393.
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places being studied. He refers to this reduced value as the

"standardized distance," and to the reduction factor as a

. . 26

"dimenSIOnal constant."

The measured map distance from i [a point] to

the nearest point (j) is represented by Rij'°°

The Ri' measurements reflect the arbitrary map

metric. The dimensional constant which elimin—

ates effect of scale is dlfl2, where d is the

density of points in 0 [an area]. Measurements

in Q are reduced to standardized distance by

the transformation

r.. = dl/2R..

ll 11

Thus, the distances between pairs of points —— in this

instance, cities -— are rendered dimensionless, and are

significant only as to their relative magnitudes. That is,

rij has no metric meaning, and will be the same for any one

observed distance regardless of whether Rij and Q are meas—

ured in terms of miles and square miles, kilometers and

square kilometers, or even inches and square inches res—

pectively.27

This measure of standardized distance, however, has an

additional property which is most useful, and is what formed

 

26Michael F. Dacey, Imperfections in the Uniform Plane:

Discussion Paper No. 4 (Ann Arbor: University of Michigan.

Department of Geography for the Michigan Interuniversity

Community of Mathematical Geographers, June, 1964). (mimeo.)

27The density of points, d, in an area, Q, is obtained

by the following equation:

 

d = n / Q,

where n is the number of points in Q.
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the basis for Dacey's analysis of Brush's work. If in any

given area, the places under consideration are arranged in

a regular hexagonal manner, all of the rij's will have a

common value, say c. Marked deviations from a uniform

spatial distribution, however, will produce a mean standard—

ized distance, Fij, which will be smaller than c. Tests may

be performed in which ng is compared with an expected mean

standardized distance, e. which is associated with a random
ij’

distribution of points having the same density. The results

of these tests allow the researcher to arrive at results to

the effect that a given point distribution is "more uniform

than random,” "not significantly different from random,"

and "more clustered than random."

All of the models described above fail to account for

certain relationships which are of considerable significance

in studying the distribution of settlements within the frame— ’

work of central place theory. A few statements will suffice

in relating these problems.

(1) Brush's work was criticized because of the

manner in which he devised his functional classi—

fication scheme which he then used to define his

hierarchy of central places.

(2) Hoover accepts the reality of continuous

distribution of settlement populations, but is

extremely restrictive in his method of handling

 
i

!
a
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the problem of functional (pOpulation—size)

equality.

(3) Thomas expands upon Hoover's notions, but

in his attempts to relate distance to population,

he constructs a model which fails to take into

account the spatial relations between cities and

the area in which they are distributed.

(4) King and Blome, despite their impressive

explanatory models, alsodo not account for

the nature of point distributions, thus ren—

dering their results not comparable with similar

studies which might be made elsewhere.

(5) Dacey recognizes the spatial dynamics of

point distributions, but does not consider

anything other than a situation in which all

points have a unit value. He also fails to

provide a method for the analysis of differ—

entials in distribution characteristics either

over space or through a hierarchy of point

classes.

The object of this research is to develop a model or group

of models which are capable of providing for these needs.

What is proposed and demonstrated in the following

chapters is a group of models and tests which are capable

of doing the following:
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(1) describe the relationship between population—

sizes of cities and their spacing;

(2) test this relationship for:

(a) conformity to central place theory over

the entire study area,

(b) conformity to central place theory over

less than the entire study area,

(c) a random distribution of cities of all

sizes over the entire study area,

‘(d) differential clustering among cities of

various population sizes;

(3) test for significant differences between the

size—distance parameters for different groups

of cities;

(4) provide a basis for explanatory models which can

account for differences in spatial patterns of

settlement distribution.

Such a group of models can be of great value in analyzing

and describing a wide variety of situations and influences

relevant to the spacing of agglomerated settlements over

the earth's surface. They derive their usefulness from the

fact that they can be used both to test deviations from

theoretically-based "expected conditions," and to compare

observed patterns.





CHAPTER II

DEVELOPMENT OF THE MODELS AND TESTS

Walter Christaller, with his conceptual statements con—

cerning the role of economic centrality in the development

of settlement patterns, has provided students of such phen—

omena with a rigorous theory relating cities to their rural

surroundings and to one another. Central place theory takes

into account both population—size and distance between simi—

lar neighboring towns, and furnishes a logically constructed,

"expected" situation with respect to these two variables.

Indeed, within the context of the theory, this relationship

between size and spacing is deterministic in character, there

being matched step functions for both variables and inter—

dependent, paired observations for every settlement.

Dacey characterizes central place theory as being ". . .

a deductive formulation from very restrictive conditions . . .

a flat, unbounded, homogeneous area, an evenly distributed

28
population density, and a ubiquitous transportation system."

He then observes that these conditions are seldom found to

 

28Michael F. Dacey, "Analysis of Central Place and

Point Patterns. . .," loc.cit., p. 59.
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be coincident in reality. However, it is interesting to

note in his criticism of Brush's work that Dacey recognizes

five point pattern relationships involving settlement

function and spacing and compares the observed respective

spatial distributions with those which would be expected

to develop if central place theory's idealized conditions

prevailed. Thus, it appears that the size—distance associa—

tion is one phenomenon which can be used to analyze the

distribution of agglomerated settlements —— even if

Christaller's specifications are not to be found.

The Conceptual Framework
 

In order to achieve consistency with central place

theory, it is necessary to take into account certain qualities

of the two variables involved in the analysis of the size—

distance relationship.

Vining's criticism of Brush, as discussed earlier,

points out one of two basic problems which one encounters

in attempting to analyze a settlement pattern within the

context of Christaller's theory. Namely, this problem is

centered about the categorization of cities by size and

functional complexity, especially in the instance where the

distribution of settlement populations is continuous and

that of functional complexity appears to be somewhat jumbled,
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though grossly related to population.29 Hoover's comment

on Vining's criticism offers a partial solution, but it is

too restrictive to be of great value.30 That is, his

qualification, "no smaller city," does not conform to cen—

tral place theory, since even Christaller noticed groupings

of populations about certain discrete values rather than

absolute equality among city sizes within any one functional

category.

Using a technique known as the "fractile diagram,"

Thomas expands upon Hoover's contribution, and establishes

a link between the discrete and typical size features of

central place theory and the problem of the continuous

distribution of settlement populations as recognized by

Vining and Hoover.31 According to this method, there exist

as many "equal size" categories as there are different town

pOpulations. And, instead of dividing a region into pro—

gressively smaller areal units as we move iteratively through

the rank scale, as Hoover suggests, we now divide it into as

many units as there are settlements with pOpulations

 

29Rutledge Vining, loc. cit.
 

3OEdgar M. Hoover, loc. cit.
 

31Edwin N. Thomas, "Toward an Expanded. . .," loc. cit.
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approximately equal to or larger than any given town, regard—

less of its rank.32

 

The fact that Thomas' proposed technique renders a

continuous distribution of settlement populations amenable

to central place theory, however, forces a second problem

into view. That is, since the step—function of city sizes

has been generalized, the size-distance relationship is no

longer clearly defined in the theory's deterministic terms.

A solution to this question is contained in Dacey's

criticism of Brush.33 In the work, he points out that the

distance between center points of two regular hexagons having

one edge and two angles in common is

r = 1.075 -\/—H_,

where r is the distance between the center points and H is

 

32The use of fractile diagram for the purpose of

establishing equal size categories requires that the popu—

lation data be of a normal form. (In addition to providing

these categories, the fractile diagram is also an excellent

test for normality, see Appendix A.) This requirement, of

course, may necessitate some type of transformation of the

data in order to render it compatible with the assumptions

required by a particular statistical technique. The equal—

size categories which are calculated then, are in terms of

the transformed data rather than in the mode of the obser-

vations. Also, it should be noted that the resultant

categories may not be mutually exclusive for places with

similar pOpulations.

33

Michael F. Dacey, loc. cit., p. 62.
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the area of each of two hexagons. In a large region which

is completely covered with regular hexagons, the area of

each is

H = A / n

where A is the area of the region and n is the number of

regular hexagons it contains. The dimensional constant

which removes the map metric from consideration, however,

is the square root of the density, d,

VEI== (n / A)l/2.

Multiplying this conversion factor by R, an observed dis—

tance, produces a standardized distance

r = (1.075~,/fi) - f5

= 1.075 - (A / 631/2 - (n / A)l/2

= 1.075.

This relationship, r 1.075, holds constant regardless of

the number of centers and hexagons present in a region.

The distance step function multiplier, J3, is not

operative, then, when evaluating the spacing of central

places with the use of standardized distances. Instead, the

standardized distances associated with any level in an ideal

central place hierarchy are equal to the constant value,

1.075. Also, 1.075 is the value of r for any hexagonal

lattice, regardless of the number of regular hexagons.

Standardized distance, therefore, may be used to evaluate a

continuous distribution of the spacing of comparable central
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places even in areas where a uniform distribution of

locations is not to be found.34 This is so, because for

any pair of places, if they and all comparable settlements

were arranged according to a regular hexagonal lattice, the

associated value of r will be 1.075.

The Basic Models
 

Descriptive Parameters

Assume that the distance separating a given settlement

from its nearest neighbor having an equal or larger popula—

tion (as discussed earlier) is dependent upon the population:

of the given place. This relationship is consistent with

central place theory, and is evident in certain of the

studies reviewed in the previous chapter. The nature of this

relationship may be expressed in the form of a Simple linear

regression equation

y. = a + bxi, - (l)

 

34Uniformity in spatial distributions requires that two

conditions be satisfied.

(1) individual points are evenly spaced from one

another, and

(2) a maximum number of points must be packed into

any small unit area.

These specifications in two dimensional space define a regular

hexagonal lattice of point locations.
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where yi is the standardized distance to the nearest neighbor

of equal or larger size associated with place 1, xi is the

pOpulation of place i, and a and b are parameters which des—

cribe the linear relationship between the two variables.

Indeed, if both the dependent and independent variables are

normally distributed, this model can be easily tested for

statistically significant deviations from various expected

relationships in several ways.

A third descriptive parameter, the correlation coef—

ficient, is a measure of how well individual observations

conform to the regression model. This index, r, has the

value

(2)r = b ° sX / sy,

where sx is the standard deviation of the independent variable

(population) and sy is the standard deviation of the dependent

variable (standardized distance). The value of r can also be

tested for significant differences from specified values.

Tests of Significance

The tests of significance which may be utilized in the

analysis of these descriptive models are drawn from the

realm of inferential statistics. In order to be applied,

they require that certain conditions be met. Of primary

importance, is the necessity that the distributions of

the independent and dependent variables be bivariate normal.
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In order to conform to the specified distributions, it may

be necessary to transform one or both of the observed dis—

tributions into a form which more nearly approximates

normality.

Two other conditions are concerned with the nature of

the relationship between the two variables, rather than the

characteristics of the distributions themselves. These

requirements state that

(l) the standard error of the estimate must be
 

constant for all values of the independent

variable, and

(2) the distribution of the relevant dependent

variables is normal for any given value of the

independent variable.

If all of the conditions stated above are met, then tests of

significance may be executed involving the descriptive

parameters, a, b and r.35 Based on these tests, statements

of confidence may then be made concerning the characteristics

of the size—distance relationship for the cities under

investigation.

The descriptive parameters are products of the des—

criptive models (1) and (2). The tests of significance

 

35Wilfrid J. Dixon and Frank J. Massey, Jr. Introduc—

tion to Statistical Analysis (New York: McGraw—Hill Book

Co., Inc., 1957), pp. 193—201.
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involving the descriptive parameters, on the other hand, are

analytic devices. The difference, of course, lies in the

uses of these two types of formulations. One type, the

descriptive model, illustrates one or more characteristics

of the relationship between the independent and dependent

variables. The second type, the analytic tool, involves

the comparing of equivalent descriptive parameters from

two relationships, or the comparing of one such parameter

from a given relationship with that of an expected situation.

In the instance of central place theory, the expected

situation is predefined. Figure II—l shows the relation—

ship between population size and standardized distance for

a group of cities distributed according to a regular hexa-

gonal lattice covering an entire study area. In the first

case (see Figure II—lA), the idealized central place pattern

-— that is, one having step functions for both city size and

spacing —— is illustrated by a horizontal regression line.

The regression equation for this is

. = a + bx.

yi i

1.075 + 0.0x.

i

1.075.

Since there is no deviation from 1.075 for any value of y,

the correlation coefficient is

r :- 1.0.
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35assuming a regular hexagonal lattice of central

place locations
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In the second and third examples (see Figure II—lB and C),

the restrictive step function of populations is replaced by

clusters about "typical" size values and by a continuous

distribution of populations, although the predefined loca-

tional pattern is retained. In both relationships the

regression equation has the same parameters as those of the

idealized central place patterns. The correlation coeffi-

cient, however, is

ll 0 '
0 0

U
)

\ U
)

= 0.0,

since the values of y vary about 1.075. Thus, if the slope

of the regression line, b, is exactly zero, the correlation

coefficient cannot be used as an indicator of conformity of

an observed settlement pattern to that specified by central

place theory.

In the fourth example (see Figure II-lD), the hexagonal

pattern of place locations is retained, but the distribution

of cities of various sizes among the locations is random.

Again, the regression equation is the same as that for the

previous three relationships, having a b—value of zero and

a y—intercept, a, of 1.075. As in the cases of Figures II—lB

and C, the correlation coefficient, r, is zero. The fourth

example, of course, is not consistent with central place

theory, but resembles the theoretical patterns of settlement
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location and possesses similar values for the descriptive

parameters.

The analytic models are designed to test for significant

differences between observed and expected size—distances

relationships. That is, the observed value for b is com—

pared with the expected value (zero), the observed a-value

is compared with 1.075, and the observed correlation coef-

ficient is compared with unity. Significant differences

between the observed values of these descriptive parameters

and those dictated by the theory indicate the presence of

deviations from central place theory in the distribution of

settlements within a study area or group of cities (see

Figure II—2).

The first test involves the slope of regression line,

b. This analytic model is used herein to detect the pres—

ence of a bias in the size—distance relationship which is

not consistent with central place theory. The test statis—

has the value

tb=((b—0)°sX-\/N_:—_l)/s

in which b is the slope of the regression line in the des-

tic, tb,

(3)

YX’

criptive model

yi = a + bxi,

where 0 (zero) is the expected slope of the regression line

according to central place theory, sX is the standard

deviation of the independent variable, N is the number of
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EXPECTED DISTRIBUTIONAL RELATIONSHIPS37

 

  

  
POPULATION

B increased clustering with increased population

0 decreased clustering with increased population

(D an idealized central place pattern covering less than

the entire study area

 

37

populations

assuming a continuous distribution of central place
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observations used in calculating the descriptive parameters,

and Syx is the standard error of the estimate, which has the

value

 

2 — bzsx2)) / (N — 2),SyX = \/((N — 1) (By

in which sy2 is the variance of the independent variable.

The calculated value tb is then compared with a standard

statistical table showing percentile values of Student's

"t—distribution." If the value of tb is larger or smaller

than that range specified in the table for a given number

of degrees of freedom (N-2) and a given level of confidence,

then the slope of the regression line, b, is assessed to be

significantly different from zero.

The interpretation of such a result depends in part on

the sign of t Figure II—2B illustrates a situation inb'

which the slope is negative, showing an inverse relationship

between city size and spacing.38 That is, larger cities are

more closely spaced than the idealized central place pattern

specifies, and the larger a particular city is, the greater

is the deviation of its nearest neighbor distance from that

which is expected. Figure II—2C, to the contrary, shows a

direct relationship between the size of a city and its

standardized distance. In this instance, small cities appear

 

381t must be remembered that the observed pattern is

being compared with the ideal central place arrangement.

Therefore, real world distances might appear to not conform

to such an inverse type of size—distance relationship.
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to be much more clustered than larger cities.39 In the

event that the slope of the regression line is found to be

significantly different from zero, further analysis in

comparing an observed distribution of settlements with that

specified by central place theory is not necessary.

If, however, the value of b in the regression equation

is found to be not significantly different from zero, fur-

ther comparisons with the theoretical distribution may be

made. The second analytic model proposed herein involves

the y—intercept of the regression equation, a. The test

statistic, ta, is calculated

a

t =(<Y—.:-i)-\~,/'N‘)/syX (4)

where Y'is either the arithmetic mean of the dependent vari—

able or a magnitude specified by certain underlying assump—

tions and conditions —— in this instance, central place

theory —— which provide an expected value for Y, and a is

the y— intercept (or the value of yi when xi is zero). As

 

39The horizontal dashed line extending across each of

the four graphs in Figure II—2 represents the expected rela—

tionship according to Christaller and the compatible modifi—

cations of central place theory. Notice that an inverse size—

distance relationship is characterized by a regression line

which lies below the theoretically expected line. This is so,

because as small places reflect less clustering, their average

spacing approaches the maximum possible. Increased spacing

with increased population, on the other hand, knows no such

restraints, and is limited only by the maximum possible

distance between two points within the study area.
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in the preceding discussion, the calculated value ta is

compared with a table of percentiles of Student's "t—distri—

bution." If the value of ta is larger or smaller than that

range specified by the table, then the spacing of the obser—

ved group of cities is significantly different from the

expected pattern.4O

Interpreting the results of this analytic approach

requires that the slope of the regression line is not signi-

ficantly different from zero. Given that this requirement

is met, the implications resulting from the test of the y—

intercept are as follows. First, consider the simple case

where the entire study universe is being analyzed. If the

value of a is found to be not significantly smaller than

1.075, then the distribution of settlements is not signifi-

cantly different from that specified by central place theory.

If this is the case, the analysis can end at this point with

the conclusion that the settlement pattern resembles that

formulated by Christaller.

 

40In the comparing of an observed distribution of settle—

ments with that which is specified by central place theory,

Y = 1.075

as discussed earlier. In the event that one is comparing an

entire study universe with the defined central place pattern,

the y—intercept cannot exceed 1.075. This restriction is

not applicable to areas or groups of cities which include

less than the entire study universe.
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If, on the other hand, the value of the y-intercept

is found to be significantly smaller than 1.075, it indi—

cates that the settlements in the study universe do not

conform to the central place pattern over the entire area

(see Figure II—2A and D). Further analysis is then neces—

sary to properly evaluate the nature of the size—distance

relationship of the study area or cities.

Second, consider a more complex situation in which

somewhat less than the entire study universe is being

analyzed. If the y—intercept is not significantly differ-

ent from 1.075, it indicates that the settlements within

the subregion possess the settlement distributional charac—

teristics which central place theory specifies for the

entire study area with respect to the descriptive parameters

of the size—distance regression equation. If the calculated

value ta is found to be significantly smaller or larger than

1.075, then it can be observed that the subregion does not

possess a settlement distributional pattern which is repre—

sentative of central place theory for the entire study area.

In any event, prOper evaluation of the distribution of

settlements in any subregion requires further analysis using

a third analytic model.

A third test of significance which can be used in the

analysis of central place patterns involves the correlation

coefficient
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r = b . sX / Sy'

This descriptive parameter may be used to compute the

variable

zr = l/2 ° ln((l + r) / (l — r))

which has a nearly normal sampling distribution with mean

approximately

z? = 1/2 . ln((l + P) / (l - P))

and standard deviation approximately

sZ = l/ V/fi:§°

The correlation coefficient, r, can be tested for a signifi—

cant difference from an expected level of correlation, P,

with the use of the test statistic

Z = (2r — ZP ) / SZ. (5)

This analytic model is used only when the slope of the

regression line is not significantly different from zero and

the y—intercept is significantly different from 1.075 for

the entire study universe. A value of one (I) is substituted

for P, and Z is then calculated.41 If the calculated value

of Z is greater than the normal deviate having a specified

percentile rank or confidence level, r is assessed as being

 

41

If = 1, then 2 -= infinity, It is recommended,

@rartherefore, that an arbi ily high level of correlation be

used, say .99 or .999. These two figures yield 2 's of

2.645 and 4.0 respectively. P
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significantly different from (D, l. The conclusion which

must then be arrived at, of course, is that the distribution

of settlements is significantly different from that which

would be expected according to central place theory (see

Figure II—2A and D). In the instance represented by

Figure II—2A, the distribution of settlements would show

a low absolute value for the correlation coefficient.

Figure II—2D, on the other hand, illustrates a situation in

which the distribution of settlements corresponds quite

closely to central place theory, but this spatial pattern

does not cover the entire area, whether or not it includes

the whole study universe.

Influences of Error

Sources of error may be found at several points in

determining the parameters for models of this type. In the

populations of cities, for example, the sources of data may

be subject to bias. As for the distance variable, these

data may be affected by measurement errors or bias in com—

putation procedures, such as rounding—off of decimal values.

The recognition of data and measurement errors, and of an

error function is no simple matter, and it is prOper that

the effects of such phenomena on the descriptive and

analytic models be contemplated at this time.
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The influence of such errors on the SIOpe of the regres—

sion line, b, must be taken into account in analyzing this

descriptive parameter. Walker and Lev state that error in

the dependent variable, standardized distance, has little

influence on the magnitude of the regression coefficient.42

Errors in the independent variable, population size, however,

tend to reduce the absolute value of the regression coef—

ficient. This is so, since such errors increase the vari—

ance of the dependent variable, which has an inverse rela-

tionship with b in the equation

b = (ZXiYi — (Ex - ZY) / N) (3X2 ° (N — 1)).

The test statistic, t to the contrary, is influenced
b’

by the variance of both the independent and dependent vari-

ables. The affects of such-errors are direct for the inde—

pendent variable and inverse for the dependent variable.

The influence on tb, then, is related to the balance of

measurement error between the two groups of data. If all

such errors are distributed equally between the two vari-

ables or are found to lie dominantly in the dependent vari—

able, then the effect is to reduce the chance of finding

the slope of the regression line to be significantly dif—

ferent from zero —— the expected value of b as defined by

 

2Helen M. Walker and Joseph Lev, Statistical Inference

(New York: Holt, Rinehart and Winston, Inc., 1953), p. 306.
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central place theory. If, on the other hand, the presence

of measurement error lies mainly with the independent vari—

able, population, the effect is to increase the calculated

value of t thus counter—acting part of the reduction in b.b’

The second analytic model, that involving the y—inter—

cept of the regression equation, is also affected by measure-

ment error. The value of this parameter is computed using

the slope of the regression line and the arithmetic means

of the two variables in the equation

a = §'- bi;

Since measurement error has little effect on the arithmetic

means, X and T} the net effect is to reduce the difference

between a and Y:

The test statistic for the y—intercept, ta’ is inversely

related to the standard error of the estimate. Therefore,

a dominance of measurement error in the independent variable

tends to reduce the calculated value of ta' Both equality

in the distribution of such error between the two variables

or dominance in dependent variable tend to increase the

value of ta. Thus, as in the case of the regression coef—

ficient, the influence of measurement error is related to

the balance of such error between the two variables.

The third analytic model is a test of the value of the

correlation coefficient, r. The effect of measurement errors

in either or both the independent and dependent variables
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tend to force the value of r toward zero. The test statis—

tic, Z is also forced toward zero by measurement errors.

The width of the tolerance interval, however, is independent

of measurement error. Therefore, the presence of such

error has the effect of increasing the chance of finding an

observed settlement pattern to be significantly different

from that associated with central place theory.

Preliminary Evaluation
 

In the introductory section of the paper, it was pointed

out that completed studies of city distribution have been

partially unsatisfying. The reasons for this situation were

mentioned and discussed. In order to provide for some of

these shortcomings, then, the development of a new analytic

approach was undertaken.

The first objective of the constructing of these models

was to attempt to account for the size—distance relationship

of settlement distribution. This was done with the inten—

tion of placing a useful combination of techniques before

students of central place theory. Also, this theoretical

construct provides a foundation of rigorously defined terms

and relationships upon which to base such an attempt.

The second objective was to design descriptive models

which could produce results capable of undergoing certain

tests of significance. This required that the techniques be
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within the realm of inferential statistics. This group of

techniques —— the tests of significance —— allows the

researcher to make heretofore impossible statements as to

the characteristics of an observed distribution of cities.

That is, descriptions of such patterns are no longer res—

tricted to the very general terms uniform, random and

clustered.

As a result of attempting to satisfy these two objec-

tives, a new group of models is proposed. The models

possess a number of advantages.

(1) They are simple.

That is, the data requirements are small —— only population

and standardized distance.

(2) They are inferential.

The parameters of the descriptive models can be subjected to

certain tests in order to detect the presence of relation—

ships not readily visible or only suspected to exist.

(3) They are comparative.

Previous discussions have been concerned with comparing

observed settlement patterns with that which would be

expected according to central place theory. While this has

been of primary concern in the development of the descrip—

tive and analytic models, it should also be pointed out that

observed parameters from different groups of cities or study

areas may be compared using the same techniques.



CHAPTER III

EMPIRICAL DEMONSTRATIONS OF THE MODELS

In the previous two chaptersit is argued that present

research techniques designed to assess central place theory

have been partially unsatisfying. Several works are briefly

reviewed and their shortcomings discussed. A pair of des—

criptive models and three tests are then proposed which

are designed to compensate for the aforementioned defi—

ciencies. The validity of these models is established in

the following empirical situations.

The Study Universe
 

The units of study consist of 1054 agglomerated settle—

ments within the state of Michigan. This selection was

made for several reasons. First, the distribution of popu—

lation is not uniform over the entire state. Second,

Michigan is characterized by having a diverse economic

structure, with a variety of kinds of activities being

important in different portions of the state. Third, the

peninsularity of the state provides an interesting boundary

problem: an actual truncation of developable space exists,

a condition which is incompatible with Christaller's assump—

tion of an unbounded plain. Finally, settlements in selected

44
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subregions of the state are used in particular instances in

which they possess the needed parameters.

Each of the 1054 cities had a population in 1960 in

excess of 100, can be located on a map, and is not situated

on an island in the Great Lakes. The models require the

following data for each settlement:

(1) name;

(2) population;43

(3) latitude and longitude;44 and

(4) peninsular location.

From the standpoint of developing the proposed models

and the works upon which they are based, it is assumed that

 

43 .

Three sources of population data were consulted. They

are listed according to the priority given their figures.

Bureau of the Census, "Table 8. Populations of A11

Incorporated Places and Unincorporated Places of 1000 or More,

1960," United States Census of Population, 1960: Michigan:

Number of Inhabitants, PC(1)24A (Washington: United States

Department of Commerce, 1961), pp. 23—5.

Michigan: Official Highway Map: 1961 (Lansing: Michigan

State Highway Department, 1961).

"Michigan: Index of Cities, Towns, Counties, Transpor—

tation Lines, Airports, Banks and Post Offices," Commercial

Atlas and Marketing Guide: 1962 (Chicago: Rand McNally and

Co., 19627: pp. 233—7.

 

 

 

 

Precise locations are not generally available for most

settlements in Michigan. The locational data used in this

research was degrees and four place decimals of degrees of

latitude and longitude, and was obtained by personal measure-

ment on the following group of maps:

United States Geological Survey, "Michigan" (twenty—

seven sheets), National Topographic Map Series: 1:250,000

(Washington: United States Department of the Interior, 1954—

1964).
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population is a satisfactory index of social and economic

complexity of agglomerated settlements.45 No regard is

given to the corporate status of the place, nor to the fact

that its location is far from, near to, or, indeed, even

within another city.

As to the locations of towns, some generalization is

required. Obviously, settlements occupy areas, whereas

latitudes and longitudes indicate point locations. At the

scale of the maps used, most places are symbolized by small

circles which approached point—like character. Larger

cities, however, are indicated by area symbols, and usually

include several of the more important roads which pass

through the place. In these instances, an effort is made to

subjectively locate the center of the town and assign the

latitude and longitude of that point to the place.

Because the study universe lies on the two main penin—

sulas of Michigan, it is necessary to take into account on

which peninsula a particular town is situated. This is

required, because the distances between places must be

entirely on land. Therefore, the distances between pairs of

points on opposite peninsulas must be by way of Mackinac

 

45Brian J. L. Berry and William L. Garrison, "The

Functional Bases. . .," loc. cit.
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Bridge, the only point where land travel between these two

subregions is possiblel

Operational Definitions
 

In order that the fractile diagram may be used to

identify an equal size category for each agglomerated settle-

ment, it is necessary that the distribution of populations

possess a normal form. The populations of Michigan settle-

ments in 1960 did not exhibit the required distribution of

sizes.

Several normalizing transformations were tried, but

none proved to be completely successful. That is, none of

the transformations altered the data in such a manner so as

to fit the necessary number of observations into the ninety

percent confidence limits of the fractile diagram test for

normality.46 The transformation

_ . 1/2
xi — (loglO (pOpulationi))

provided the closest approximation to normality, accounting

for 80.11 percent of the observations, while the remaining

19.89 percent of the values lay outside of the specified

 

46When limits associated with a specified degree of

confidence are used in a statistical test comparing an

observed distribution with a theoretically calculated normal

distribution, it is to be expected that at least a percen-

tage of observations equal to the degree of confidence will

fall within the relevant tolerance interval (see Appendix A).
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confidence interval. Among the 340 transformed observations

which fell outside of the acceptance region, less than ten

percent were above the median. This indicated that a system—

atic disturbance existed in the data.

Most of the remaining 307 values which had been rejected

belonged to groups of single population sizes, which by the

large number of identical magnitudes are suspicious. For

example, there are ninety settlements in Michigan in 1960

with pOpulations listed to be 100. Descending in order of

observed populations, there are two places with 95 inhabi—

tants, twenty—five with 90, one with 86, six with 85,

twenty places with 80 residents, one with 78 and forty—six

with 75. Similar patterns exist both above 100 inhabitants

and below seventy—five. Such evidence appears to show con—

siderable bias on the part of the data sources toward values

ending in zero and five.

A means of circumventing this bias is not readily

apparent. As previously noted, however, the higher end of

the distribution of transformed pOpulations shows a consid—

erable degree of conformity to a normal distribution. Indeed,

if only places with pOpulations greater than one hundred are

evaluated, the proportion of the populations which fall out—

side of the ninety percent acceptance region is only 8.2

percent. Adding places with populations of 100 or less

serves only to increase the proportion of the observations



49

which falls into the rejectior region to a degree beyond the

tolerable limit of ten percent. Hence, only those settle-

ments having populations in excess of 100 and percentile

ranks greater than 37.9 are used in the analyses (see

Figure III—l, showing ninety—five selected observations).

The transformed population data are then substituted into

the equation as the independent variable.

The normalized population values are used in the genera-

tion of the dependent variables, standardized distances.

This is done by first calculating equal size categories about

each population figure (see Table III—l). Distances are

then computed between each place i and all places j (j # i)

of equal or larger population size.47 These calculated 1

distances are then standardized by multiplying them by the

square root of the density, which is calculated using the

number of places found to be equal to or larger than the

ith city. Simultaneously, computations are made for the

expected real and standardized distances of hexagonal

lattices having the number of points just mentioned (see

Table III-2).

 

47Distances between pairs of points were calculated

using the measured latitudes and longitudes of each place

and standard spherical trigonometric formulae (see

Appendix B).
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Tests using the fractile diagram show that the distri-

bution of standardized distances, like that of the popula—

tions, does not conform to normality. More than a dozen

normalizing transformation functions were applied to this

data, but even that which provided the best results could

arrange only 61.00 percent of the observed values between

the specified ninety percent confidence limits centered

about a theoretical normal distribution. The transformation

function

ril/3

in which ri is the observed standardized distance, gives the

best visual appearance on the fractile diagram as well as

the best calculated comparability to values expected in a

normal distribution having the same mean and variance (see

Figure III—2, showing ninety—five selected observations).

This set of transformed values is then substituted into the

regression equation as the dependent variable.

Applications and Tests of the Models

Arguments have been offered in order to form a basis

for a new approach to the analysis of the spatial distribu—

tion of cities. Centered about the relationships presented

or inferred within the contexts of central place theory and

its recent expansions, this group of techniques allows the

recognition of patterns of settlement spacing heretofore



Fig. III—2.
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undiscernable with such simple models. The following dis—

cussions relate the results of applications of the models,

and are based upon the aforementioned arguments and rela—

tionships, and upon the Operational definitions of city

size and nearest neighbor distance as are specified in the

previous section of this paper.

The First Test of Significance

The first analytic approach involves the regression

coefficient of a simple regression relationship, equation

(1). 'Based upon the operational definitions of settlement

population and standardized nearest neighbor distance, this

equation has as a more specific form

1/2
yi = a + b(logloxi) ,

in which xi is the population size of the ith place and yi

is the standardized distance from place i to its nearest

neighboring place j of equal or larger size. The analytic

tool concerned with the regression coefficient is the test

statistic in which tb is calculated, equation (3).

The first application of this test statistic involves

the regression coefficient for the entire study universe

(see Figure III—3). In this instance, all of the settle—

ments in Michigan with populations of more than 100 are

used in calculating a simple regression equation. This

equation has the form



“7|
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I
I
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_ _ 1/2
yi — 1.23646 (0.24668 - (logloxi) )

7

and the regression coefficient, -0.24668, may be used in

the analytic model to calculate t (see Figure III-4A).
b

As part of the analysis of the spatial distribution of

agglomerated settlements in Michigan, an hypothesis can be

stated concerning the nature of the observed size—distance

relationship and its comparison to that which is to be

expected according to central place theory. Subjectively,

this hypothesis could read:

The size-distance relationship for Michigan settle—

ments larger than 100, as indicated by the regres—

sion coefficient, is not significantly different

from that which is dictated by central place theory.

Mathematically, the same hypothesis may be stated:

b = 0.0.

The null hypothesis, that statement which is to be

accepted if the hypothesis is found to be not true, is

b # 0.0.

If the null hypothesis is accepted, it must be concluded

that there is a bias in the spacing of Michigan cities which

is related to town population and which does not conform

with central place theory.

The calculated value of t includes the specific value
b

tb = ((—0.2467 — 0.0) ’ 0.1882 . V1054 — 1) / 0.2263

which results in
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tb = —6.5654.

The calculated value of tb is then compared with a prede—

fined entry in a table of the percentiles of Student's t—

distribution. If tb does not fall within the range of zero

plus or minus t(%ndf)’ then b is found to be significantly

different from zero at a prespecified level of confidence.49

A critical value of t from such a table is

t(0.5,1052) z lfig6°

Since the range 0.0 i 1.96 does not include the calculated

value of t it must be concluded that t is significantly
b’ b

different from zero and, therefore, that

b i 0.0

at the .05 level of confidence.

Thus, it is reasonable to state that among Michigan

cities having more than 100 inhabitants there exists a bias

in the size distance relationship. This bias appears to be

inconsistent with the pattern which would be generated if

the rules and assumptions of central place theory were

applied to the study universe. Noting the negative lepe

of the regression line, it can also be observed that larger

cities in Michigan tend to be more clustered with respect

 

49The subscripts of the value of t from a table of

percentiles, 0/o and df, indicate the proportionate size of

the rejection region and the number of degrees of freedom

allowed.
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to their nearest neighbors of equal or larger population-

size than do smaller settlements in the state.

A second test of significance involves the selection of

a "sample" region out of the study area and the comparing of

its settlement pattern with that of the entire universe.

The sample region consists of the counties forming State

Economic Area 1, the western portion of Michigan's Upper

Peninsula (see Figure III—5). This area was chosen because

of the high proportion of the region's employment in mining

activities (eighteen percent).50 This characteristic, of

course, renders the economic structure different from that

of the state as a whole, and gives the area qualities which

are incompatible with central place theory.

In this test, since the employment structure of the

area is quite different from that of the state as a unit, a

reasonable hypothesis might contend that the settlement

pattern will also differ. It could be stated:

The relationship between settlement size and

spacing in Michigan's S.E.A.—1, as indicated

by the regression coefficient, is significantly

different from that of the state as a whole.

 

50Donald J. Bogue and Calvin L. Beal, "Michigan: Upper

Peninsula: Western Areaf'Economic Areas of the United States

(New York: The Free Press of Glencoe, Inc., 1961), pp.

756—8.
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Or, more mathematically,

b # —0.2467.

The null hypothesis, by definition, then, must claim that

the size—distance relationship, as shown by the regression

coefficient, is not significantly different from the state

as a unit, and, thus

b = —0.2467.

The descriptive model for this example has the foam

y.l/3 1/2)
1 = 0.1622 +(0.3966 ° (loglOXi)

(see Figure III-4B), and the significance test has the form

tb = ((0.3966 + 0.2467) ° 0.1483 ° V110 — 1) / 0.2955,

which generates a value of

tb = 3.3821.

This calculated value of tb is then compared with that range

of permissible values as specified by the table of the t—

distribution, in which

t(.05,108) 1°98°

Since the range of 0.0 i 1.98 fails to include the calculated

value of tb, it can be concluded that tb is significantly

different from zero and, therefore, that

b ¢ —0.2467

at the .05 level of confidence.

This result leads one to accept the hypothesis that the

size—distance relationship for settlements in the western
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portion of the Upper Peninsula of Michigan, as shown by the

regression coefficient, is significantly different from that

of the state as a whole. It can be concluded, then, that

this sample of towns, based on an arbitrarily delimited

subregion, does not reflect the settlement pattern found to

be characteristic of the study universe. A small amount of

additional information may be acquired by noting that the

sign of the regression coefficient is positive, indicating

that a greater degree of relative clustering exists among

smaller centers than among larger ones.

A third illustration of the first test of significance

involves the comparison of two "sample" regions. The regions

used in this example consist of those counties in MiChigan's

Lower Peninsula which border on a shoreline of one of the

Great Lakes, and of the remaining or inland counties of the

same peninsula (see Figures III—6 and 7). These subregions

have been selected because of their obvious association with

a fundamental geographic puzzle —— the boundary problem.

One area is surrounded on all sides by space which is capable

 

51A subsequent calculation of t in which the regres—

sion coefficient 0.3966 is compared with zero, that which

would be expected according to central place theory, pro—

duces a value of 2.089. This recomputed tb also lies out—

side of the range 0.0 i 1.98, thus giving substance to

Christaller's view that mining towns cannot be expected to

conform to central place theory.
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of being settled in much the same fashion as the subregion

itself, whereas the second area posses a boundary beyond

which further settlement is impossible. Also, the presence

of a boundary to the area of potential deve10pment is not

consistent with central place theory.

In this third example, it is suspected that the pres—

ence of a shoreline serves to cause a recognizable disturb—

ance of the size—distance relationship of nearby settle—

ments. As a result the regression coefficient associated

with the settlement pattern of shoreline counties is

expected to be significantly different from that of more

inland counties. Such an hypothesis may be stated:

The relationship between city population and

distance to the nearest neighbor of equal or

larger size for settlements in the shoreline

counties, as indicated by the regression co—

efficient, is significantly different from

that of inland county settlements.

Or, in the terms of an inequality,

bS ¢ bi’

where bS is the regression coefficient for the settlements

of the shoreline counties, and bi is the regression coefficient

for the inland places. The null hypothesis,

must lead to the conclusion that the size—distance relationship
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of the shoreline counties, as indicated by the relevant

regression coefficients, is not significantly different

from that of the inland counties (see Figure III—4C).

Calculating the required parameters for this test of

significance produces two descriptive models. For the

settlements in the inland counties, the simple regression

equation has the form

1/3

Y1

/21

= 1.2778 — (0.2741 (logloxi) ).

For those in the shoreline counties, the descriptive model

has the form

1/3

Y1

1/2

= 1.3875 — (0.3440 . (loglei) ).

The two regression coefficients are then used in the test

of significance.

The analytic approach, in this instance, has the form

tb = ((bS — bi) - sXS ~ VTE:ETI) / Syxs’

in which the subscript s indicates values associated with

the shoreline counties, and the subscript i designates the

regression coefficient of the inland counties. These vari—

ables are used, because the object is to find if bS is

significantly different from bi' If the object of the test

were to find out if bi is significantly different from bs’

the relevant subscripts would be reversed.

In calculating t the test of significance incorpor-
b7

ates the specific values:

tb = ((—0.3440 - 0.2741) - 0.2091 - 363 — 1) / 0.2227
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which generate the value

tb = -1.2456

This calculated value of tb is then compared with a critical

figure in a table of percentiles of the t-distributions,

t(.05,36l) = 1°97'

Since the calculated value of tb, —l.2456, falls within the

range of 0.0 i 1.97. tb is found to be not significantly

different from zero and, therefore, bs is not significantly

different from bi at the .05 level of significance.

Thus, the size—distance relationship for the settle-

ments in the shoreline counties of Michigan's Lower Penin—

sula is not significantly different from that of the inland

counties. A reasonable conclusion, then, is to accept

the null hypothesis which proposes that the rates of change

in the dependent variables for a unit change in the inde—

pendent variables are found to be not significantly

different from one another. In this instance, both regres-

sion coefficients indicate that relative clustering is

greater among larger cities than among smaller ones.

The Second Test of Significance

The second analytic approach is a statistical test of

significance involving the y—intercept of the same descrip-

tive model, the simple regression equation,

.1/3 1/2).

yl
= a + Kb -.(loglOXi)
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The test statistic for this descriptive parameter is equa-

tion (3), in which Y'is either the arithmetic mean of the

dependent variable or some previously specified figure —-

an expected value according to a set of predefined condi-

tions. The calculated value ta is compared with a table of

percentiles of Student's t—distribution from which is

selected a suitable relevant figure, in order to measure

the comparability of Y and a.

The testing of the y-intercept should be performed

only after it has been ascertained that the slope (or

slopes) of the regression 1ine(S) is (or are) not signi-

ficantly different from zero, since as b nears zero, the

y-intercept, a, becomes more representative of the average

spacing characteristics of the settlement pattern being

analyzed. Thus, differences between a group of data and a

hypothetical situation, or between two groups of data may

be discerned, even if the slopes of the relevant regression

lines are not significantly different from zero.

The second test of significance compares the spacing

characteristics of the settlements in Michigan's State

Economic Area number six with that which would be expected

if the rules, assumptions and relationships of central

place theory applied to the entire state (see Figure III—8).

The descriptive, simple regression equation upon which the

analytic model is based contains the following specific

parameters (see Figure III—9D):





Fig. III—8.

 

 

   
S
E
T
T
L
E
M
E
N
T
S

W
I
T
H

M
O
R
E

T
H
A
N

1
0
0

P
E
R
S
O
N
S

I
N

S
T
A
T
E

E
C
O
N
O
M
I
C

A
R
E
A
S

6
A
N
D

7

 

M
I
C
H
I
G
A
N
'

 

 
 

7O

  
 
  

 

  
S
c
a
l
e

I
n

M
i
l
e
s

4
0

5
'
0

 
 

O
-
E
A
C
H

D
O
T

R
E
P
R
E
S
E
N
T
S

A
S
E
T
T
L
E
M
E
N
T

W
I
T
H

8
0

M
O
R
E

T
H
A
N

I
O
O

I
N
H
A
B
I
T
A
N
T
S

   
 



 
  

 
 



Fig. III-90

T
H
E

S
I
Z
E
-
D
I
S
T
A
N
C
E

R
E
L
A
T
I
O
N
S
H
I
P
S

F
O
R

S
E
T
T
L
E
M
E
N
T
S

W
I
T
H

M
O
R
E

T
H
A
N

L
2
8
0
4

I
O
4
9
-
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—

(
I
)

0
.
8
l
8
-
I

0
.
5
8
6
1

(
6
)

O
.
3
5
5
.
.

C
D
)

0
0

I
I

I
fl

T

0
.
0

0
.
5
6
7

|
.
l
3
3

m
m

2
.
2
6
7

2
.
5
3
3

P
O
P
U
L
A
T
I
O
N

BONVISIO OBZIOHVONVIS

 
 

L
2
8
0
+

L
O
4
9
-
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_

(
I
)

>
<
m

0
.
8
I
8
-
I

(
8
)

0
.
5
8
6
-
I

0
.
3
5
6
-
3

0
.
I
2
5
-
l

®

0
0

T
l

l
I

I

0
.
0

0
.
5
6
7

l
.
l
3
3

m
m

2
.
2
6
7

2
.
9
3
3

P
O
P
U
L
A
T
I
O
N

 

BONVLSIO OBZIOHVONVIS

I
O
O

I
N
H
A
B
I
T
A
N
T
S

©
—

F
O
R

S
T
A
T
E

E
C
O
N
O
M
I
C

A
R
E
A

N
O
.

6

(
I
)

o
=
l
.
0
2
3
,

b
=
0
.
0

I
6
)

0
3
0
.
9
3
4
I
,

=
-
0
.
I
0
2
6

®
—
I
=
O
R

S
T
A
T
E

E
C
O
N
O
M
I
C

A
R
E
A
S

N
O
.
7

A
N
D

N
O
.
8

(
7
)

o
=
O
.
7
7
|
8
,

b
=
0
.
0
l
2
5

(
a
)

o
=
0
.
9
I
7
4
,

=
-
o
.
o
s
3
4

®
—
F
O
R

S
T
A
T
E

E
C
O
N
O
M
I
C

A
R
E
A

N
o
.
9

(
9
)

a
=
0
.
5
8
3
5
,

b
=
0
.
|
5
0
0

r
=
0
.
|
4
8
7

71

l
.
2
8
0
-
I

I
0
4
9
-

0
.
8
I
8
-

 

o' 3

30NV.LSICI OHZIOUVONVIS

o
.
I
2
5
-

®

I
T

T
T

I

0
.
0

0
.
5
6
7

|
.
I
3
3

L
7
0
0

2
.
2
6
7

2
.
0
3
3

P
O
P
U
L
A
T
I
O
N

P.

o

 



72

1/3 _ l
y. — 0.9341 — (0.1026 - (loglOXi)

/2 52
l ).

Based upon this model and the information that b is not

significantly different from zero, a suitable hypothesis

requiring the use of the second test might read:

The spacing characteristics of the settlements

in State Economic Area six, as indicated by

the y-intercept, are significantly different

from those that would be expected if central

place theory applied to the state as a whole.

Or, in mathematical terms,

a 2 (l.O75)l/3.

The null hypothesis holds that the spacing characteristics

of the settlements in S.E.A.-6 do resemble those which

would be expected if central place theory applied to the

entire state. The null hypothesis, then, claims that

a = (1.075)l/3.

This test of significance has the specific form

ta = ((0.9341 — 1.0244) - J16?) / 0.1814.

These figures produce a calculated value

t = 28.1153,
a

 

52The regression coefficient, -0.1026, was found to be

not significantly different from zero. This was so, because

the calculated value of tb, -l.2679, fell within the range

0.0 1 1.98, which was based on a t( 05 103) of 1.98.

' 7
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which, when compared with a critical figure from a table of

percentiles of Student's t-distribution,

t(.05,103) = 1'98’

demonstrates that ta is significantly different from zero.

That is, ta lies outside of the defined rejection region,

0.0 i 1.98. This result leads to the conclusion that the

observed value of a is significantly different from 1.0244,

that which would be expected if an idealized central place

pattern existed among Michigan settlements with more than

100 inhabitants.

Interpretation of the result of this comparison allows

the acquisition of only a small amount of additional infor-

mation. Since the calculated value of ta possesses a minus

sign, it indicates that the value of a is smaller than that

of I; Based on this and the fact that a was found to be

significantly different from I} it can be observed that the

settlements in State Economic Area six are significantly

more closely spaced than they would be under the uniform

distributional characteristics of central place theory.

Another illustration of the second analytic model

can be made by comparing the spacing characteristics of

settlements in two subregions of the state. The areas

selected for this<analyze>amEIState Economic Areas eight

and nine, both of which are found in the southern portion

of the Lower Peninsula (see Figure III—10). In both of
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these subregions, the size—distance relationship shows no

significant bias with respect to differential clustering

from one end of the array of population sizes to the other.

State Economic Area nine is described by Bogue and

Beal as lying "near the northern border of the Corn Belt."53

Agriculture accounts for a large portion of this area's

economic activity, although a variety of manufacturing

establishmentsare found in the towns included in S.E.A.—9.

The other subregion, State Economic Area eight is des—

cribed as being "submetropolitan," both socially and

economically.54 Flanking the Detroit urban complex, the

economics of this subregion are closely linked with those

of the urban area, both from the point of view of there

being a large number of manufacturing firms located within

S.E.A.—8, and from the standpoint that the nearby Detroit

area serves as an employment source for many residents of

this subregion. Thus, State Economic Area nine appears to

possess certain of the qualities conducive to the development

of a settlement pattern approaching that which was theorized

 

53Donald J. Bogue and Calvin L. Beal, "Michigan:

Southern Michigan: Eastern Area," and ". . . Western

Area," loc. cit., pp. 769—71.
 

Donald J. Bogue and Calvin L. Beal, "Michigan:

Southeast Michigan Area," loc. cit., p. 767—9.
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by Christaller, whereas the S.E.A.—8 is a suburban area

near a large metropolitan complex —— one type of situation

which central place theory fails to consider.

State Economic Area nine, then, might be expected to

conform more closely with central place theory than

S.E.A.—8. In this test, the spacing characteristics of

the agricultural area are accepted as the expected situa—

tion, and those of the suburban areas are suspected of

being significantly different from the theoretical pattern.

Therefore, a reasonable hypothesis to be tested would

state:

The spacing of settlements in State Economic

Area eight is significantly smaller, as indi—

cated by the y—intercepts, than that of the

settlements in State Economic Area nine.

That is, since the regression coefficient for both sub—

regions are not significantly different from zero, it is

to be expected that

a8.<:a9,

where the subscripts 8 and 9 indicate the respective

economic areas. Such a result would be compatible with

Christaller's logic, whereas the null hypothesis,

a8;>.a9

would not. Subjectively, the null hypothesis must claim

that the spacing of the suburban settlement pattern found
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in S.E.A.-8 is not significantly more clustered than that

of S.E.A.—9.

The descriptive models for the two subregions are as

follows (see Figure III—9E): for S.E.A.-8

yil/3 = 0.7718- (0.0125 ° (logloxi)i/2),

and for S.E.A.-9

1/3 _ . 1/2? 55
yi — 0.9174 - (0.0534 (logloxi) ).

The analytic approach with which a8 is tested for a signifi—

cant difference from a9 is

-!

ta + ((0.7719 - 0.9174) 757) / 0.1741.

The calculated value of ta is —6.3l36. This figure does not

fall within the rejection region, —l.67 to plus infinity.

Therefore, it is reasonable to accept the hypothesis that

a8 <a99

and that settlements in S.E.A.—8 are significantly more

closely spaced than those found in S.E.A.—9.

The Third Test of Significance

The third test of significance involves the third

descriptive parameter, the correlation coefficient, r.

 

55The calculated values of t are for S.E.A.—8, 0.0845,

and for S.E.A.—9, -0.849l. Both of these figures were

found to be not significantly different from zero at the

.05 level of significance. Thus, neither regression coef—

ficient is found to be significantly different from zero.
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This is accomplished by comparing an observed value of r

with that value which might be expected according to some

preconceived notions. If the difference between the obser—

ved and specified values is greater than a given limit, the

observed value is adjudged to be significantly different

from the predefined one.

An example of this test of significance can be shown

using State Economic Area seven (see Figure III—8). The

settlement pattern of this area can be described by the

simple regression equation

1/3

1

_ 1/2
— (0.5835 + (0.1500 - (logloxi) >,

which indicates that there is no significant bias in the

size—distance relationship (tb = 1.0657, which falls

within the range of 0.0 i 2.01), and that the spacing of

the settlements in the area is significantly smaller than

that which would be expected if the idealized central place

pattern applied to the state as a whole (ta = —157.0992,

which falls outside the range of 0.0 i 2.01). Since no

significant bias in the size—distance relationship is

found in this area, the next point of interest is how well

the distribution of standardized distances conforms to that

of the central place pattern (see Figure III—9F).

If central place theory is applicable within an area,

it is to be expected that the correlation of standardized
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distance with population should approach unity. In the

instance of S.E.A.—7, the descriptive model has the

specific form

r = (0.1500 - 0.1419) / 0.1431,

which generates a value of 0.1487 for the correlation

coefficient. Since this value appears to be close to zero,

a reasonable hypothesis would read:

The degree of correspondence between popula—

tion and standardized distance between a

given place and its nearest neighbor of

equal or larger size, as indicated by the

correlation coefficient, is significantly

different from that which would be expected

according to central place theory.

Or, in mathematical terms

r<< 1.

The null hypothesis, on the other hand, claims that the

correlation coefficient is not significantly smaller than

one, and that the observed pattern is comparable to that

specified by central place theory.

The test statistic has the specific form

2 = (0.1497 — 2.6492) / 0.1414,

in which

0.1487N Il 0.1497, r

0.9900.N H 2.6492, (3
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The calculated value of Z is —17.6742, which falls outside

of the rejection region —l.645 to plus infinity at the .05

level of significance. Thus, the hypothesis that

r‘<:l

is accepted. And, the contention that the observed pattern

is not significantly different from central place theory is

rejected.

Additional interpretation of the results of this test

is difficult. 0n the basis of what has been shown, the

only statement which can be made is that while no signifi—

cant systematic bias has been demonstrated in the settle—

ment pattern of S.E.A.—7, there has also been no success in

demonstrating the presence of spatial order the likes of

which is defined by central place theory.





CHAPTER IV

CONCLUSION

Earlier discussions have been concerned with the

recognition and at least partial solution of certain prob—

lems associated with the analysis of central place patterns.

In order to arrive at these solutions, it was necessary to

apply two descriptive models to two variables which are

relevant to the spatial dynamics of settlement distribution

—— population size and standardized distance to the nearest

neighbor of equal or larger size. The descriptive para—

meters of these two models are tested for significant dif—

ferences from values which are predefined according to the

rules and assumptions of either central place theory or

some other hypothesized situation. Evaluation of the

character of an observed settlement pattern can then be

based on the results of the analytic models.

Evaluation of the Empirical Applications

of the Test of Significance

The study universe, consisting of 1054 agglomerated

settlements in Michigan with more than one hundred inhabi—

tants, provided the two types of data necessary for the

81
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applying of the proposed models and tests to a variety of

empirical situations. The value for each observation in

the independent variable —— population size —— was acquired

from already published sources, whereas the value for each

observation in the dependent variable —— standardized dis—

tance from each given place to its nearest neighboring

center of equal or larger size —— was calculated using

measured latitude and longitude point locations. Each of

the demonstrations relied upon all or part of the study

universe, and discussed a problem which has some degree

of relevance to the study of settlement distribution in

general. That is, the problems dealt with are not unique

to the state of Michigan, but are of widespread interest

to students of settlement geography from both the regional

and systematic standpoints.

Essentially, two types of applications can be made of

the tests of significance. One is the evaluation of an

observed pattern of settlement distribution with respect

to a spatial arrangement specified by some conceptual

framework. In this instance, each of the three descriptive

parameters is compared with an expected value which can

be defined according to the rules and assumptions of

central place theory.

The first analytic model involved the regression coef—

ficient. The arguments in the preceding discussions indicate
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that the slope of the regression line according to central

place theory should be zero. The observed value of b for

the entire study universe was found to be significantly

smaller than zero, indicating that larger cities in Michigan

are relatively more closely spaced than are smaller places.

That is, the standardized distances for larger places show

greater deviations from the theoretically expected value

(or the negative side) than do the standardized distances

for smaller settlements. The observed value of b for

the settlements located in State Economic Area one was

found to be significantly larger than zero, indicating

that larger cities in the western part of the Upper Penin—

sula are relatively less closely spaced than are smaller

settlements. Thus, these two analyses revealed biases in

the size—distance relationships of the entire study uni—

verse and the specified subregion which do not conform to

central place theory.

The second analytic approach utilizes the y—intercept.

Based upon the materials cited, it was realized that

according to central place theory, the expected value of

this figure is 1.075. In the one demonstration of the

test of significance involving this value, it was found

that the observed value for a for a selected subregion,

State Economic Area six, is significantly smaller than that
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which is to be expected according to Christaller's

theoretical formulation. Having already ascertained that

the value of the regression coefficient for S.E.A.—6 is

not significantly different from zero, such a result was

taken to indicate that the settlements in the subregion

are spaced more closely than would be the case if central

place theory applied to the entire state.

The third test, like the second, requires that the

slope of the regression line does not differ significantly

from zero. If this is the case, and should the settle—

ments under study conform to a central place pattern

covering all or part of the study area, the value of the

correlation coefficient can be expected to approach unity.

Results of the use of the analytic model involving r

showed that the observed value of this parameter for

S.E.A.-7 is significantly smaller than unity. This indi—

cates that the independent variable is at best a poor

predictor for the dependent variable —— a situation quite

different from that which is to be expected according to

a deterministic model such as central place theory.

A second application of the tests of significance is

the evaluation of two observed patterns of settlement

distribution, one with respect to the other. In this type

of approach, the necessary descriptive parameters for both

settlement distributions must be calculated. One of the
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computed values is then compared with the other, in the

same fashion as though it were being tested against a

theoretically defined value.

The first test of significance, that involving the

regression coefficients, was used in two such comparisons

of Michigan settlement patterns. In the first of the

two, it was found that the size—distance relationship,

the amount of change in settlement spacing per unit

change in settlement population, for State Economic Area

one is significantly different from that of the state as

a whole. In the second example, it was found that the

size distance relationship for settlements in the shoreline

counties of the Lower Peninsula is not significantly dif—

ferent from that of the settlements in the inland counties.

Thus, the size-distance relationship for any arbitrary

region can be compared with that of any other arbitrary

region, and the presence or absence of significant dif—

ferences can provide information as to the characteristics

of the settlement patterns of the two areas.

The second test can indicate relative differences in

the spacing of settlements in different regions. In the

related analysis involving Michigan, the spacing of settle—

ments in S.E.A.-8 was found to be significantly smaller

than that of the settlements in S.E.A.—9. Thus, the dis—

tances between places in the metropolitan—suburban
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subregion were found to be significantly less than those

associated with settlements located in the agricultural

area.

Evaluation of the Analytic Models
 

The purpose of the research involved in preparing this

paper is the development of a new approach to the analysis

of observed settlement patterns with respect to the deter—

ministic model proposed by Christaller. The accomplish—

ment of this objective requires the recognition of certain

characteristics of the idealized central place pattern of

settlement distribution. Upon their recognition, models

can be developed with which observed values for these

characteristics can be compared with the relevant theoret-

ically defined figures.

Three characteristics inherent to the spatial pattern

of settlement distribution as conceptualized by Christaller

are identified. One of these describes the relationship

between the population size and nearest neighbor distance

for a group of settlements. The second is an indication

of settlement spacing, given that the size—distance rela—

tionship conforms to that specified by central place

theory. The third characteristic which was recognized was

that a close degree of correspondence must exist between

city size and distance to the nearest place of equal or
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larger size. A numeric value for each of these three

descriptive parameters can be calculated with the use

of two descriptive models.

An observed value for each of these characteristics

can be analyzed according to inferential statistical

methods. These analyses provide bases for the making

of heretofore impossible statements concerning the nature

of settlement distributions. As a consequence, verbal

terminology for the description of settlement patterns is

no longer restricted to the terms "more uniform than

random,” ”random," and ”more clustered than random."

An expanded and somewhat more valuable terminology

is, therefore, proposed. In it are included the terms

"uniform," "significantly different from uniform," "ran-

dom,” ”significantly different from random," "positive

differential clustering" (as in the instance of State

Economic Area one), and, finally, "negative differential

clustering" (as in the instance of the state as a whole).

In addition, a basis for a comparative phraseology has

also been formed. It is now possible to note that places

in one area are "relatively more closely spaced" or "rela—

tively less closely spaced" than in a second area, or

that the degree of differential clustering in one region

is "significantly different from" that found in a second

area.
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Essentially, what is discussed in this paper is a

pair of general models with which the distance —— popu—

lation size relationship of settlement diStribution may

be described. These models, simple as they are, provide

the researcher with three parameters that indicate the

nature of this important central place relationship for

any observed group of cities. In addition, tests of

these parameters are capable of providing information as

to the following:

(1) conformity to central place theory over

the entire study area;

(2) conformity to central place theory over

less than the entire study area;

(3) a random distribution of cities of all

sizes within the study area;

(4) differential clustering among cities of

various population sizes.

Similar tests can also be performed which indicate the

comparability of these parameters between different

groups of data.

Problems arise, however, in the interpretation of

certain of the results of the tests. This is true par-

ticularly in the instance where an observed correlation

coefficient is tested for a significant difference from

unity (or 0.99). Should the observed value of r be found



I
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significantly smaller than unity, it is concluded that the

distribution of settlements is not consistent with that

specified by central place theory. That is, the various

sizes of places are not uniformly distributed. But, to

label the observed spatial pattern "random," would be

incorrect, since r can also be tested for a significant

difference from zero. In a large sample it is not unlikely

that the correlation coefficient is both significantly

different from unity and zero, a situation which presents

somewhat of a barrier to certain types of evaluation,

although not to a comparison with central place theory.

Future research in the use of these and similar

inferential models requires further definition and refine—

ment of terms and techniques. Artificially generated

locations and size distributions are necessary for this

type of undertaking. Modern, large capacity computers

should prove most useful in this type of research, since

their large memories and high computing speeds bring such

tasks within the reach of the geographer.

Finally, empirical research should be carried on

using a variety of different types of point phenomena.

Central place theory provides a hierarchical relationship

in which the locations of settlements are related to their

position in the array of functional activities and to their

immediate surroundings. Other discussions of functional
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relationships include interdependencies among settlements,

but fail to provide definitive statements as to the spatial

arrangement of the cities involved. Analysis of the

spatial characteristics of functional nodes and their

relevant consuming populations may be possible with the

further develOpment of the techniques proposed herein.

Analyses of the distribution of completely independent

phenomena, such as of centers of lunar craters of varying

sizes, can also be useful in the definition of randomness

in observable situations.



 



APPENDIX A

THE FRACTILE DIAGRAM

The entire framework of this research is based on

that group of mathematical techniques known as “infer—

ential statistics." This set of techniques is particu—

larly useful to the researcher, since it allows him to

make certain statements concerning his work which the

more common descriptive statistics do not. Through the

use of inferential methods, the researcher is capable

of testing for significant differences among different

groups of data, and is allowed to discuss these differ—

ences with certain degrees of confidence.

One of the more common requirements of inferential

statistics is that the data be of a normal form. That is,

most of the inferential techniques assume that the dis—

tribution of the data about the mean of the observations

will conform to a rigid pattern —— that of the normal

curve. The fractile diagram is one technique which can be

used to test the degree of conformity between a collection

of observed data and the form which is required for infer—

ential analyses.

91
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The principle under which the fractile diagram is

formulated is quite simple. Since the normal distribu—

tion is symmetric about the mean, by definition one half

of the observations are less than the mean and one half

are greater. The mean of a normal distribution, therefore,

is equal to the median, and is the fiftieth percentile in

rank. All other values in a normal distribution are also

defined as to their ranks. For example, that value which

is one standard deviation greater than the mean has a

percentile rank of 84.9, whereas 15.1 is the percentile

of that value one standard deviation less than the mean.

The fractile diagram can be used as a test of normality

by comparing that value which is observed to have a par—

ticular percentile rank with the theoretically expected

value. A partially symbolic discussion follows.

Assume the existence of a collection of observed data,

X. The individual observations may or may not be arranged

in any particular order, but they and the entire population

may be characterized as follows:

X = an arbitrary collection of data;

N = the number of observations in X;

x 2 any single observation within X;

.th . . .
x.l = the i observation Within X;

X': the arithmetic mean of X;

S 2 = the variance of X;
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SX = the standard deviation of X

in = (xi — X) / SX

In addition to this information, each xi must be

ranked according to its size, such that the largest obser-

vation has the greatest rank and the others are ranked in

order of descending size. In this arrangement, then,

56

"
0

II percentile rank of the ith observation of X,

Q = l — P o

x. x.
i i

In the case that several observations are equal, the per-

centiles associated with each are equal by definition.

But, rather than assign each observation a rank of

(li - 1/2) / N,

 

6Because of operational requirements (neither P

nor l—PXi may equal 0), the percentile rank of the i

ith observation is not defined as

li/N,

but rather as

(1i — 1/2) / N,

in which

1. = the number of observations which are less

than or equal to the ith observation.

This definition provides that the largest percentile rank,

max PX , is something less than unity, and that

i i

Thus, the distribution of PX is symmetrical about 0.50 and

does not approach the limiting values of 0 and l in any—

thing other than simultaneous, balanced increments.
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which is the high extreme of a whole range of values which

are pre-empted by the presence of equal observations, each

is assigned the mean of this set of percentile values, this

mean percentile, Pg , is defined as

i

n—l

(((Ii _ 1/2) / N) + 2 (((1i — 1/2) - j) / N)) / n,

j—l

in which

. .th

n = the number of observations equal to the i one.

The use of the fractile diagram also requires the

definition of several terms associated with the theoret—

ical normal distribution.

P = the percentiles associated with a normal dis-

tribution in which N observations are ranked:

Pj = the jth percentile within P;

xj = the jth value in a N(X,SX) distribution.

xp = that Xj value associated with a particular

3'

percentile, Pj, such that

Z = (x — Y) / S , and
p. p. x

J J —zp_2

J

g) - e 2

Pj 2

These values are used in testing a collection of observed

data, X, for confonnity to a normal distribution according

to the method described by Hald.57

 

57Anders Hald, "The Normal Distribution," Statistical

Theory with Engineering Applications (New York: John Wiley

and Sons, Inc., 1952), pp. 119-43.
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For any distribution of data where PX = Pj, xi may

i

vary from x only randomly, and must fall within certain

j

confidence limits. The distribution of xi about x is

j

assumed to be normal, and limits are set up to include a

certain portion, say 90%, of the probable values about

Xp.’ If xi fails to fall within the specified acceptance

region, it is judged to be significantly different from

x ' at the 90% level of confidence. Should more than ten

peicent of the xi's be found to be significantly dif—

ferent from their respective x y's, the entire distribu—

tion of observed data is rejectid as being significantly

different from normal.

The confidence limits about x are determined as

follows, using 90% as a desired level:

Given xi and its rank PX , the variance of xi

1

about x (P. = P ) is defined as
p. J x.

j i

S 2 = P . Q

The standard deviation of course, is the square

root of S 2, or S . And, since 90 percent of

x x.

all valueslof a noréal distribution lie within

1.6456‘of the mean, substituting Xp. for the mean

and Sx. for (r, xi must fall withithhe range

ij 1.645-5Xj in order to be considered a

+
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normally distributed observation within the

specified confidence limits.

The data used in this dissertation was tested for normality

using a computer program based on the method described

above.58

The fractile diagram technique is useful for another

reason. After a collection of data has been demonstrated

to conform to normality, that is, the xi's vary only

randomly from the x .'s, where PX. = Pj, ”equal size"

categories may be established. TEese categories are of

particular interest, because they do not destroy the

continuous character of such a distribution., This quality

is of great value in research the likes of this dissertation.

The equal size categories are not class intervals in

the usual sense of the word, but are set up about each

observed value, Xi’ This is accomplished by substituting

x. for x ', and considering all values of X which fall
1

within the range of xi : 1.645-SX as being equal to xi.

1'

Thus, there are as many equal size categories as there are

different values of Xi' None of these categories is mutu—

ally exclusive, and in the same way that the confidence

 

58 . .

Clifford E. Tiedemann, Program FRACTL (Los Angeles:

Department of Geography, University of California at Los

Angeles, 1965). This routine is also being prepared for

submission to the SHARE library of computer programs, and

will be available to subscribers within several months.
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limits about the x .'8 expanded as Pj got larger or

smaller so do the equal size limits about the xi's. Equal

size categories about each observed value were established

using a computer program based on this substitution.59

The array of data being tested for normality need not

consist of raw observations. Indeed, in many cases where

0 is a limit on the range of possible observed values,

some transformation is necessary to render the data normal.

This was the situation in the instance of the populations

of Michigan settlements. The data transformation used

was as follows:

 

xi = V/loglOApOpulationi.

This transformation produced a mean of 1.53205 and a stand-

ard deviation of 0.26990 (see Figure III—l). Of the 1062

places with populations larger than 100, approximately

91.8 percent fell within the 90 percent confidence limit.

Since less than ten percent of the xi's were found to be

significantly different from their respective xp '5, the

distribution of transformed values were acceptedjas being

normal.

 

59Clifford E. Tiedemann, Program EQUAL (Los Angeles:

Department of Geography, University of California at Los

Angeles, 1965). This routine is also being prepared for

submission to the SHARE library of computer programs, and

will be available to subscribers within several months.
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In the case of the standardized distance, no trans—

formation was found which proved.tm>be successful. It

was finally decided that the one which came closest

(61.06 percent inside the ninety percent confidence limits)

was to be adopted (see Figure III-2). This transformation

had the form

 

x. = 3/ standardized distancei.



APPENDIX B

FORMULAE USED IN THE COMPUTATION OF

DISTANCE BETWEEN URBAN PLACES

Because of the number of observations being con—

sidered in this research, approximations of road distances

between each place and its order neighbors of equal or

larger size are used. In order to do this, two situa—

tions must be considered in making the calculations.

First, it is possible that the points might be connected

by a fairly straight road passing through both of them.

Second, since much of Michigan is served by section line

roads, it was considered quite possible that two such

places might be connected by a route running east—west

and north—south and possessing a right angle intersection.

Therefore, two different distances were calculated for

each pair of points, one straight—line and one right—

angle distance.

In addition, the fact that Michigan is made up of two

peninsulas created another problem. In order to account

for the fact that the only connection for land travel

between the two is by way of the Mackinac Bridge, straight

line distances between points on Opposite peninsulas were

99
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computed in two segments —— one from place i to the bridge,

and the second from the bridge to place j. (It iS'

shown that onlyr two cities had their nearest neighbor on

the opposite peninsula: Saint Ignace was the nearest

neighbor for Mackinac City, and Cheboygan was Saint

Ignace's nearest neighbor.)

The approximated distances were calculated for both

major categories, straight—line and right—angle, and were

ranked in order of ascending size. Then, the smaller of

these order neighbor distances for each settlement were

visually compared with the map situation to see which best

depicted the road situation. The one was considered to

be most representative was selected as the value to be

used in the statistical analyses of the size—distance

relationships of Michigan settlements.

The formulae used were standard half—angle trigonome—

tric functions. In the instance of straight distances

between places i and j on the same peninsula, the formula

was as follows:

sin(theta / 2) = ((cos(lati) - cos(latj) -

sin2(Iloni — lond / 2)) + sin2(I1ati — lath / 2))1/2

in which

theta = the distance between places i and j

in radians,

lati = the latitude of place i,



'4}.—_—a—s.=—: M- 1 . ,

I
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latj = the latitude of place j,

loni = the longitude of place i, and

lonj = the longitude of place j.

In order to find the distance between i and j in terms of

miles, it is necessary to multiply theta by the radius of

the earth at an apprOpriate latitude.

In the case of right—angle distance between places

on the same peninsula, a modification of the previous

formulae were used,

sin(dlon / 2) = (cos2((lati + latj) / 2) .

1/2 andsin2(Iloni — lond / 2))

sin(dlat / 2) = sin(Ilati — lath / 2) ,

in which

dlon = the relevant east—west distance in radians,

and

dlat = the relevant north—south distance in

radians.

Because of the convergence of meridians toward the poles,

the east—west distance was calculated along a parallel

midway between those of the two cities.

The straight—line distance by way of Macknica Bridge

was calculated by using the straight-line formula twice.

They had the following appearance:

sin(thetai / 2) = ((cos(lati) ' cos(latb) °
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sin2( loni - loan / 2)) + sin2(Ilati — lath / 2))1/2

and

sin(thetaj / 2) = ((cos(1atb) ° cos(latj) °

sin2(|lon — lonj / 2)) + sin2(Ilat — lath / 2))1/2,
b b

in which

thetai = the straight—line distance between place i

and the bridge in radians,

thetaj = the straight—line distance between the

bridge and place j in radians,

latb = the latitude of the Mackinac Bridge, and

lonb = the longitude of the Mackinac Bridge.

The right—angle distance between places on Opposite

peninsulas involved four formulae, each a modification of

the basic straight—line function. They appeared as below:

sin(dloni / 2) = (cosZ((lati + latb) / 2) -

sin2(|loni - loan / 2))1/2,

sin(dlati / 2) = sin(Ilati — lath / 2),

sin(dlonj / 2) = (cosZ((latb + latj) / 2) -

sin2(Ilonb — lond / 2))1/2, and

sin(dlatj / 2) = sin(Ilatb — lath / 2),

in which

dloni = the relevant east—west distance between

place i and the bridge,

dlati = the relevant north—south distance between

place i and the bridge,
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dlonj = the relevant east—west distance between

the bridge and place j,

dlatj = the relevant north—south distance between

the bridge and place j.

These computed distances are then standardized by

multiplying them by the square root of the density

associated with place i. This ith density is calculated

by dividing the number of settlements equal to or larger

than the ith city by the area Of the state.

In order to compare the Observed size-distance rela—

tionship with that which might be expected according to

central place theory, it is necessary to calculate

expected standardized distances. This is done using the

following formula:

in which

Ei = the expected real distance between place i

and its nearest neighbor, place j,

A = the area Of the study region (58,216 in the

case of Michigan), and

ni = the number of places equal to or larger than

place i.

This expected distance is standardized in the same manner

as are the Observed distances. That is,

' _ . 1/2
standardized Bi. — (1.075\/A 7 ni) (ni / A) ,

or J

standardized E1 = 1.075.

J
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Page 30,

Page 58,

Page 71,

Figure II—l.

Figure III—4.

Figure III—9.

ERRATA

"discreet" should read "discrete"

"SHORLINE" should read "SHORELINE"

POPULATIONS are transformed by the

 

factor I/LoglO population

STANDARDIZED DISTANCES are trans—

formed by the factor

 

Q/standardized distance

POPULATIONS are transformed by the

 

factor \/LoglO population

STANDARDIZED DISTANCES are trans-

formed by the factor

 3

\//standardized distance
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