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ABSTRACT

DETECTION AND LOCALIZATION OF SOUNDS:
VIRTUAL TONES AND VIRTUAL REALITY

By

Peter Xinya Zhang

Modern physiologically based binaural models employ internal delay lines in the
pathways from left and right peripheries to central processing nuclei. Various models
apply the delay lines differently, and give different predictions for the detection of
dichotic pitches, wherein listeners hear a virtual tone in the noise background. Two
dichotic pitch stimuli (Huggins pitch and binaural coherence edge pitch) with low
boundary frequencies were used to test the predictions by two different models. The
results from five experiments show that the relative dichotic pitch strengths support
the equalization-cancellation model and disfavor the central activity pattern (CAP)
model.

The CAP model makes predictions for the lateralization of Huggins pitch based
on interaural time differences (ITD). By measuring human lateralization for Huggins
pitches with two different types of phase boundaries (linear-phase and stepped phase),
and by comparing with lateralization of sine-tones, it was shown that the lateraliza-
tion of Huggins pitch stimuli is similar to that of the corresponding sine-tones, and the
lateralizations of Huggins pitch stimuli with the two different boundaries were even
more similar to one another. The results agreed roughly with the CAP model pre-
dictions. Agreement was significantly improved by incorporating individualized scale
factors and offsets into the model, and was further immproved with a model including
compression at large ITDs. Furthermore, ambiguous stimuli, with an interaural phase
difference of 180 degrees, were consistently lateralized on the left or right based on
individual asymmetries — which introduces the concept of “earedness”.

Interaural phase difference (IPD) and interaural time difference (ITD) are two



different forms of temporal cues. With varying frequency. an auditory system based on
IPD or ITD gives different quantitative predictions on lateralization. A lateralization
experiment with sine tones tested whether human auditory system is an IPD-meter
or an ITD-meter. Listeners estimated the lateral positions of 50 sine tones with IPDs
ranging from —150° to +150° and with different frequencies, all in the range where
signal fine structure supports lateralization. The estimates indicated that listeners
lateralize sine tones on the basis of I'TD and not IPD.

In order to distinguish between sound sources in front and in back, listeners use
spectral cues caused by the diffraction by pinna, head, neck and torso. To study
this effect, the VRX technique was developed based on transaural technology. The
technique was successful in presenting desired spectra into listeners’ ears with high
accuracy up to 16 kHz. When presented with real source and simulated virtual
signal, listeners in an anechoic room could not distinguish between them. Eleven
experiments on discrimination between front and back sources were carried out in
an anechoic room. The results show several findings. First, the results support a
multiple band comparison model, and disfavor a necessary band(s) model. Second,
it was found that preserving the spectral dips was more important than preserving
the spectral peaks for successful front/back discrimination. Moreover, it was con-
firmed that neither monaural cues nor interaural spectral level difference cues were
adequate for front/ back discrimination. Furthermore, listeners’ performance did not
deteriorate when presented with sharpened spectra. Finally, when presented with an
interaural delay less than 200 us, listeners could succeed to discriminate front from
back, although the image was pulled to the side, which suggests that the localizations

in azimuthal plane and in sagittal plane are independent within certain limits.
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PREFACE

Binaural hearing, i.e. auditory perception with two ears, is crucial to humans.
With two ears, people can better detect acoustical signals, and localize sound images
in space. It has been a very active field in auditory research. The new developments
in this field have improved performance on devices aiding patients with hearing dis-
abilities (e.g. hearing aids and cochlear implants) as well as for people with normal
hearing (e.g. stereophonic recording and virtual audio reality), as used in home-
theater systems and computer games.

Many models have been suggested to describe binaural hearing. To test these
models, both broadband stimuli and sine-tones have been used in experiments. The
study in this thesis experimented on human responses for a special group of broadband
stimuli, namely dichotic pitches, as well as sine-tones. These experiments examined
the fundamental question of how the human binaural system works, which will lead
to better understanding of the auditory system and may promote new algorithms and
audio products.

Most of the sources for background in this thesis are in the Journal of Acoustical
Society of America (JASA ). New experimental results are often presented at vari-
ous conferences, including the biannual conferences of Acoustical Society of America
(ASA), and the Binaural Bash, an annual conference on binaural hearing hosted by
Boston University. The work presented in this thesis benefitted from helpful discus-
sions and feedback at those conferences.

In the experiments introduced in this thesis, human subjects responded to various
binaural stimuli, and their responses were recorded. Besides individual differences,
as always found in psychophysical experiments, subjects demonstrated similar results
in these various tasks. The general tendencies, as well as the individual differences,
improve understanding of detection and localization by the human binaural system.

The thesis explored various aspects, and yet related topics, on binaural hearing.

vil



Chapter 1 measured the pitch strength of two different dichotic pitch stimuli, namely
Huggins pitch and the binaural coherence edge pitch, in order to discriminate between
two well-known binaural models. This work has been published in JASA. Chapter 2
experimented on lateralization of Huggins pitch with two different phase boundaries,
and the results were also compared with lateralization of sine-tones. The motivation
was to test the quantitative model predictions on lateralization. This work has been
submitted to JASA and is currently under review. Chapter 3 also focuses on lat-
eralization of sine-tones, but with a different focus. It was to test whether human
auditory system lateralizes sound images on left and right based on cues of interaural
phase difference or interaural time difference. This work has been published in JASA.
Unlike Chapters 1 through 3, which describe headphone experiments, Chapter 4 is
on loudspeaker experiments. With the technique newly developed in this chapter,
simulation through two loudspeakers was so accurate that listeners could not dis-
criminate between real signal and simulation. With this technique, various features
in the spectra were examined to test cues for localization in front and back. This
work has been presented at various conferences, including the annual conference of
ASA and the Binaural Bash.

In general, the experiments presented in this thesis have achieved results on var-
ious tasks by human subjects, and provide psychoacoustical evidence for better un-

derstanding of human binaural mechanism on both detection and localization cues.
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Chapter 1

Binaural models and the strength

of dichotic pitches

1.1 Introduction

1.1.1 Dichotic pitches

In research on human hearing, dichotic pitch (Cramer and Huggins, 1958; Bilsen
and Raatgever, 2000, 2002) has been widely studied. A dichotic pitch stimulus con-
sists of white noises in both ears. When looking at the stimulus at one ear, nothing
in the amplitude or phase spectrum is frequency specific. The listener can hear only
white noise with just one ear. However, there is a certain interaural phase relation-
ship between the two noises in different ears. Hence, when listening with both ears,
the listener can hear a clear pitch that can be matched consistently to within a few
percent (Hartmann, 1993).

There are two types of dichotic pitches, namely the pure-tone-like pitches and
the complex-tone like pitches. The pure-tone-like pitches sound like a sine tone in
the noise background, because the interaural phase relationship specifies a single fre-

quency leading to a binaural perception. The Huggins pitch (Cramer and Huggins,



1958; Guttman, 1962), the binaural edge pitch (Klein and Hartmann, 1980; Frijns et
al., 1986), and the binaural coherence edge pitch (Hartmann and McMillon, 2001)
belong to this category. The complex-tone-like pitches sound like a complex tone with
many harmonics in the noise background, because the interaural relationship speci-
fies a series of harmonically related frequencies. This category includes the Fourcin
pitch (Fourcin, 1962, 1970), the dichotic repetition pitch (Bilsen, 1972; Bilsen and
Goldstein, 1974), and the multiple phase shift pitch (Bilsen, 1976).

1.1.2 Binaural models

To explain the origin of dichotic pitches, different models were considered. The
experiments on pitch strength, described in this chapter, focused on two well-known
models, namely, the equalization-cancellation (EC) model (Kock, 1950; Durlach,
1960, 1972) and the central activity pattern (CAP) model (Raatgever and Bilsen,
1986). The goal of the experiments in this chapter was to discover which model best
describes the relative pitch strength with different phase configurations.

The EC model was first suggested by Kock (1950) and greatly elaborated by
Durlach (1960, 1972). It was developed from experiments on the masking level dif-
ference (MLD). The EC model states that, to form a central spectrum, the binaural
system subtracts the signals in the left- and right-ears. To get the best signal-to-noise
ratio, before the subtraction, there is an equalization process, in which the amplitudes
at two ear-pathways are set identical, and a certain interaural phase-shift is applied
to one ear-pathway. The practical way to get a phase-shift is to add interaural delay
lines. Since then, newer versions of the EC model were suggested, such as the modi-
fied EC model (e.g. Culling et al., 1998a,b), in which the phase shifting is obtained by
applying delay lines tuned in frequency. Akeroyd and Summerfield (2000) suggested
the reconstruction comparison (RC) model. It has five steps, with a smart way of

getting the dichotic pitches on the central spectrum in detail. It is still an EC type



model, in the sense that it applies the EC model in detecting the dichotic pitches.
Therefore it is still a subtraction type model, and gives the same prediction on pitch
strength as the EC model.

On the other hand, Raatgever and Bilsen (1986) suggested the CAP model, stating
that the binaural system adds the signals in the left- and right-ears in channels tuned
both in frequency and in interaural time delay (ITD), and the result is a central
activity pattern in the frequency-ITD plane. More popular than the addition model is
the model suggested by Jeffress (1948). which calculates the binaural cross-correlation
in the tonotopic-ITD plane. However, Hartmann and Zhang (2003) showed that these

two models are equivalent. Therefore, the CAP model is also a Jeffress type model.

1.1.3 Motivation for the experiments on binaural pitch

strength

The goal of the experiments in this chapter was to compare the EC model and
the CAP model. Both of these two models apply interaural delay lines. According
to contemporary models of the binaural system, as the delay increases greatly, the
number of neurons decreases, and hence the fidelity decreases (Stern and Trahiotis,
1995). This effect is usnally modeled by the central weighting function p(7), deter-
mined from MLD experiments. In the MLD experiments, it was found that the MLD
in the NOS7 configuration (i.e. noise in phase and signal out of phase at the two ears)
is larger than the MLD in the N7S0 configuration (i.e. noise out of phase and signal
in phase at the two ears), especially at low frequencies (Colburn, 1977). The p(7)
function was invented to allow the EC model to explain this result. But p(7) is also
used in the CAP model. In the CAP model, the central weighting favors the sound
image closer to the medial plane (the so-called “centrality”), which is necessary in
the localization task, given the fact that there are multi-images at integer number of

cycles away on the ITD axis (Raatgever, 1980; Raatgever and Bilsen, 1986; Bilsen



and Raatgever, 2000).

The experiments in this chapter were on the pitch strength of the dichotic pitches
at low frequencies, where long delay lines were required. By examining how differently
the piteh strength degraded with different phase configurations, it could be tested

whether the EC model or the CAP model gives the better prediction.

1.2 Huggins pitch

1.2.1 Huggins pitch stimulus

Huggins pitch stimuli contain broad-band white noise for each ear-channel. Out-
side a small frequency band (the so-called “phase boundary region”), the interaural
phase difference (IPD) is fixed at a certain value, ¢,. Within the phase boundary
region, the IPD increases linearly from ¢ to &g + 360° as frequency increases. For
frequencies less than about 1300 Hz, the listener can hear a pitch on top of the back-
ground noise. The pitch can be matched with a sine tone at the boundary frequency,
defined as the center frequency of the phase boundary region. At the boundary fre-
quency, the IPD is ¢y + 180°. To make the language simpler, it is useful to introduce
the concept of background phase, which is just defined as ¢g. Three different phase
configurations (Figure 1.1) were considered in the following experiments, and they

are:

1. HP—: with the background phase ¢y = 0°. (At the boundary frequency, the

signals at the two ears are inverted, which gives “HP—" as its name.)

2. HPQ: with the background phase ¢y = 90°. (The “Q” in its name means

quadrature.)

3. HP+: with the background phase ¢ = —180°, equivalent to a simple inversion

of HP— at one ear. (At the boundary frequency, the signals at the two ears are
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in phase, which gives the name “HP+".)

1.2.2 Predictions of various models

According to the EC model, to detect the HP— signal, the binaural system simply
subtracts the left- and right-ear signals, and the residual in the boundary region
gives the pitch sensation; however, for the HP+ signal, before the subtraction, a
certain delay line has to be applied to one ear. Due to the central weighting, the
binaural system discounts long-delay neurons. Therefore the EC model predicts that
the listener would detect HP— more easily than HP+, i.e. the pitch strength of
HP - is greater than the pitch strength of HP+. This difference should occeur at all
boundary frequencies. However, at high boundary frequencies, (e.g. near 500 Hz),
the pitch strength is so strong that the listener can easily detect the pitch with both
HP+ and HP- configurations. Only at low frequencies where delay lines approach
the limits, is the difference in pitch strength expected to be noticeable. Therefore the
experiments in this chapter were performed in the low frequency range.

On the other hand, according to the CAP model, the binaural system adds the
left- and right-ear signals, and the peak at the boundary frequency that is closest
to the medial line on the frequency-ITD plane gives the pitch sensation. Figure 1.2
shows the frequency-ITD plane for all the three phase configurations of Huggins pitch.
On the figure, Strong excitation by the neurons appears as bright bands, and weak
excitation appears as dark bands. For HP—, the peaks (marked with ovals in Figure
1.2) appear at large ITD; for HP+, the peak appears at 0-ITD, i.e. a simple addition
would “do the job”. Therefore the CAP model predicts that the pitch strength of the
HP- is less than the pitch strength of HP+.

There is another model that needs to be mentioned here. Green (1966) suggested
a variation on the EC model, stating that the cancellation can be done by either

addition or subtraction. It is a very convenient model for binaural edge pitch (Klein



1000

HP-
100
1000
o) HP!
% Q
>
g
3
-]
o
2
[*™
100
1000
HP+

-5 0

w

Internal interaural delay z (ms)

Figure 1.2: Central activity pattern for Huggins pitch stimuli



and Hartmann, 1980), and it may find more support from recent physiology focusing
on the excitation and inhibition in the medial superior olive (Grothe, 2000; Brand
et al., 2002). According to Green'’s variation, without any internal delay lines, HP—
can be detected by subtraction and HP+ can be detected by addition. However, the
worst case is for HP(Q, no matter subtraction or addition was used, there has to be
a 90° internal delay applied to one ear-channel before the cancellation. Therefore
Green'’s variation predicts that the pitch strength of the HPQ signal is worse than
the pitch strength of the HP+ or HP— signals. This is actually the reason that HPQ

was included in our experiments.

1.3 Experiment 1: Huggins pitch detection

1.3.1 Method
Stimulus

The listener was presented with a two-channel stimulus. The signal in the left-
ear channel was white noise with 16384 components of equal amplitude and random
phase. For the Huggins pitch stimulus, the right-ear channel was identical to the left-
ear channel except that the phases of the components were artificially varied (as in
Figure 1.1). Outside the phase boundary region, the IPD was set to be ¢q: 0° for HP—,
90° for HPQ, and 180° for HP+. Within the phase boundary region, the IPD increased
linearly with frequency by 360°, i.e. from ¢y to ¢g + 360°. ¢g + 360° is equivaleﬁt
to ¢, therefore the IPD is continuous over all frequencies. The bandwidth of the
phase boundary region was 6% of its center frequency, i.e. the boundary frequency.
For the noise stimulus without the Huggins pitch, the right-ear channel was simply
a phase-shifted version of the left-ear channel by a fixed IPD of ¢g at all frequencies.

The listener had to distinguish the two types of intervals using information within the



boundary region only, because the spectra outside the boundary region were identical
for both intervals.

The stimuli were calculated by an array processor (Tucker Davis AP2) on the
computer, and converted to audio by 16-bit DACs (Tucker Davis DD1). The sample
rate per channel was 20 ksps (kilo-samples per second). With a continuously cycled
memory buffer of 32768 words, the period was 1.6384 seconds, and the frequency
spacing between adjacent components was 0.61 Hz. The maximum frequency of
the broadband noise as converted was 10 kHz, and the output signal was low-pass
filtered at 8 kHz with Brickwall filters at a rate of —115 dB/octave. The phase
configuration of the two channels was tested by adding or subtracting them on an
oscilloscope immediately before sending them to the headphone power amplifiers. The

cancellation was good to at least 40 dB.

Listeners

Three listeners were in this experiment, M (female, age 42), W (male, age 61),
and X (male, age 26). All listeners had normal hearing except W who had a bilateral
hearing loss above 8 kHz, typical of males of this age. Listeners W and X had
considerable experience in dichotic listening. Listener M had no previous experience

in similar experiments.

Procedure

The listener heard two intervals with duration of 500 ms, and there was a silent
gap of 500 ms in between. One of the intervals was a Huggins pitch stimulus, and
the other one was diotic noise. The listener would decide which interval was the
Huggins pitch stimulus, and press the corresponding button on a response box. The
percentage of correct responses was considered as an estimate of the pitch strength

of Huggins pitch stimuli.



The phases of the components were randomized on each interval. Each run con-
tained 80 trials, 10 trials with each of the eight nominal boundary frequencies: 100,
125, 160, 200, 250, 315, 400, and 500 Hz. The trials were presented in a random
order. On each trial, the boundary frequency was randomly varied by an amount
within a +6% rectangular distribution. Every run presented Huggins pitch stimuli
with a fixed phase configuration, HP—, HPQ, or HP+. The listener did runs with
HP—, HPQ, and HP+ in a quasi-random order and partly sequential. Totally, each
listener did ten runs with each phase configuration. The level of the stimuli was 65
dB for each ear-channel, and the spectrum level was 26 dB re 10~!2 Watt/(m? - Hz).
During the experiments, the listener sat in a double-walled sound-treated room, and

listened to the stimuli via Sennheiser HD 480-II headphones.

1.3.2 Results

Figure 1.3 illustrates the results of Experiment 1, showing the percentage of correct
responses vs. the boundary frequency, for the stimuli with all three different phase

configurations, and for each listener as well as the average.

Observations

In Figure 1.3, two trends appeared for all listeners:

1. For each phase configuration (HP—, HPQ, or HP+), the percentage of correct

responses (P,.) decreased as boundary frequency decreased.

2. At each fixed boundary frequency, P, decreased as the background phase (0°,
90° and 180° corresponding to HP—, HPQ and HP+, respectively) increased.
(Most useful information was obtained from the frequencies, 125, 160 and 200
Hz. For the lower frequencies, P, is very close to or below 50%, the limit of

guessing. For the higher frequencies, the deviation of P, is too small to show
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this trend.) This experiment indicates that P,, as a measure of pitch strength,
shows the ordering HP— > HPQ > HP+, consistent with the prediction by the
EC model.

Statistics

To perform statistical tests on the ordering, ceiling and floor cffects have to be
considered. At high frequencies, the percentage of correct responses approaches 100%.
Due to the statistical distribution, the ordering is not obvious. This is the ceiling
effect. On the other hand, at low frequencies. the percentage of correct responses is
close to or even below 50%, which is the limit for random guessing. Hence the ordering
might be random, and does not represent the ordering of pitch strength. This is the
floor effect. To perform a meaningful test between HP— and HP+, comparisons were
performed only between the pairs, at least one of which led to a P, between 55%
(5% above random guessing limit) and 95% (5% below perfectness). There were 15
such pairs for all three listeners and eight frequencies. All of them showed that the
performance of HP— was better than the performance of HP+. A one-tailed t-test at
the 0.05 level found that 14 out of the 15 pairs showed significant advantage in favor

of HP—.

1.4 Experiment 2: Huggins pitch discrimination

Experiment 1 directly studied detection of Huggins pitch, and considered it as
a factor of pitch strength. However, the listener might use other cues, instead of
pitch, to detect Huggins pitch stimuli. Furthermore, one usually refers the pitch to
the musical sense of highness or lowness. Hence Experiment 2 studied discrimination
of the boundary frequencies of Huggins pitch stimuli. Cramer and Huggins (1958)

actually used discrimination task in their first reports on dichotic pitch effects. Other
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methods, such as sine-tone matching task, have also been used by other researchers

(e.g. Guttman, 1962).

1.4.1 Method

The stimuli, listeners, and protocol were the same as in Experiment 1. The only
difference is that, on each trial in Experiment 2, both intervals were Huggins pitch
stimuli. The boundary frequency in the second interval was either 6% (a semitone)
higher, or 6% lower, than that in the first interval. After comparing the two inter-
vals in each trial, the listener would respond which pitch was higher, and press the

corresponding buttons on the response box.

1.4.2 Results

Figure 1.4 shows the results of Experiment 2. Except for one special case (i.e.
listener X and 160-Hz boundary frequency), the percentage of correct responses for
all three listeners shows the same ordering as in Experiment 1: HP— > HPQ > HP+,
especially at low frequencies. Not surprisingly, the average plot in the bottom panel
demonstrates the same ordering, in favor of the EC model.

The same statistical test as in Experiment 1 was performed between HP— and
HP+ for the 11 pairs, which were selected in such a way that the percentage of
correct responses of at least one in each pair was between 55% and 95%. All of the
11 pairs showed advantage in favor of HP—, and 10 of them were found significant by

a one-tailed t-test at the 0.05 level.
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1.5 Experiment 3: Huggins pitch discrimination
with three alternatives

Experiment 3 was very similar to Experiment 2, except that it was a three-
alternative-force-choice experiment. The random guess limit on Experiment 2 was
50%, and therefore the useful range of the data was between 50% and 100%. The
advantage of Experiment 3 is that it reduced the random guess limit to 33.3%, giving

a larger useful range between random guessing and perfect performance.

1.5.1 Method

The experiment was the same as Experiment 2, except that in Experiment 3,
the boundary frequency in the second interval was 9% (1.5 semitones) higher, or 9%
lower, or the same as in the first interval. (Because the task is more difficult than
Experiment 2, a larger difference on frequency, 9%, was used.) The listener had to
decide what the pitch relationship was between the two intervals and respond by

pushing one of the three buttons on the response box.

1.5.2 Results

Figure 1.5 shows the results of Experiment 3. Similar to Experiment 2, the per-
centage of correct responses by all three listeners shows clear ordering of HP— >
HPQ > HP+, except for one special case (listener X at 200 Hz). The average plot on
the bottom panel of Figure 1.5 also exhibit the same ordering. Similar statistical test
as in Experiments 1 and 2 was performed. Among the 18 selected pairs, P, of at least
one of which was between the range 38% (5% above the limit of random guessing) to
95% (5% below perfectness), 12 of them showed a significant advantage for HP — over
HP+ at the 0.05 level, and all of them showed the order HP— > HP+. The ordering

is the same as in Experiments 1 and 2, supporting the EC model.
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1.6 Discussion of Huggins pitch

In summary, all of the above Huggins pitch experiments showed clear and statisti-
cally significant ordering at low frequencies: the performance decreased for decreasing
boundary frequency; and the performance was best on HP—, worst on HP+, and in-

termediate on HPQ, which supports the EC model, and disfavors the CAP model.

1.7 BICEP

1.7.1 BICEP stimulus

The binaural coherence edge pitch (BICEP) is another type of dichotic pitch.
Similar to Huggins pitch stimulus, the left-ear channel of the BICEP stimulus is also
white noise. However the right-ear channel was generated from the left-ear channel
signal in a different way (Figure 1.6): below a boundary frequency, the signals in
the left- and right-ear channels are incoherent, i.e. cross-correlation=0; above the
boundary frequency, the left- and right-ear signals are coherent. The phase difference
in the coherent region between the two ears is fixed at a certain value, called the
interaural phase difference (IPD). For all IPDs, the listeners can hear a pitch on top
of the background noise. The pitch can be matched with a sine tone at a frequency
about 4% below the boundary frequency (Hartmann and McMillon, 2001). Parallel
to HP—, HPQ and HP+, three IPDs, 0°, 90°, and 180° were used for the BICEP
stimuli, and they were called BICEP-0, BICEP-90 and BICEP-180, respectively. The
BICEP stimuli was generated with the same instruments and protocol as generating
the Huggins pitch stimuli in Experiments 1 through 3.

Besides the BICEP introduced in the last paragraph (BICEP-coherent-above),
there is another type of BICEP, which has incoherent components above a boundary

frequency, and coherent components below the boundary frequency (BICEP-coherent-
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below). The boundary frequencies in the experiments in this chapter were very low
(below 500 Hz). At this frequency range, the BICEP-coherent-above is stronger than
the BICEP-coherent-below, probably because there are more coherent components
in the BICEP-coherent-above stimulus to cancel. Therefore, only BICEP-coherent-

above stimulus was used in the following experiments.

1.7.2 Predictions of various models

According to the EC model, to perceive the BICEP, the coherent components of
BICEP-0 can be cancelled by a simple subtraction. However, for BICEP-180, the
coherent components need to be phase shifted before taking the subtraction. The
phase shift is probably done by internal delay lines. Therefore the EC model predicts
that at low boundary frequencies, it is the easiest to perceive BICEP-0, and most
difficult to perceive BICEP-180, and with intermediate difficulty for BICEP-90, the
same order as the predictions for corresponding Huggins pitch stimuli. On the other
hand, the CAP model predicts the pitch strength of BICEP in the opposite order.
Green'’s modified version of the EC model predicts that BICEP-90 is the most difficult

to perceive.

1.8 Experiment 4: BICEP detection

1.8.1 Method

Experiment 4 was on BICEP detection, parallel to Experiment 1. The protocols
and listeners were the same as in Experiment 1, but BICEP stimuli replaced Huggins
pitch stimuli. The listener’s task was to respond which one of the two intervals was
a BICEP stimulus. The boundary frequencies were varied randomly over a range
of of 5% of the nominal boundary frequency. In the preliminary experiments, the

listeners received almost perfect scores very easily with boundary frequencies above
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250 Hz. Therefore only the five boundary frequencies no higher than 250 Hz were

used in the following experiments, making a shorter run with only 50 trials.

1.8.2 Results

Figure 1.7 shows the results of Experiment 4. Similar to the results of Experi-
ment 1, the performance decreases with decreasing boundary frequency. Except for
one special case (listener X at 125 Hz), the percentage of correct responses was in the
order: BICEP-0 > BICEP-90 > BICEP-180, in favor of the EC model. As in Ex-
periment 1, similar statistical test was performed between BICEP-0 and BICEP-180.
Totally, 7 pairs were selected in such a way that at least one interval in each pair
led to a P, between 55% and 95%. On one-tailed t-test at the 0.05 level, all the 7
pairs showed significant advantage on BICEP-0 over BICEP-180, supporting the EC

model.

1.9 Experiment 5: BICEP discrimination

1.9.1 Method

Experiment 5 was on discrimination of BICEP, parallel to Experiment 2 on Hug-
gins pitch discrimination. In each trial, after hearing two intervals with different
boundary frequencies, the listener responded by responding which one of the two in-
tervals was higher in pitch. Because the BICEP was more difficult to hear than the
Huggins pitch stimuli (as observed by Akeroyd et al., 2001), the boundary frequency
on the second interval was varied by £9% (1.5 semitones) from the boundary fre-
quency on the first interval, which was larger than the +£6%-variation in Experiment
2. Furthermore, the three-alternative task (as in Experiment 3) would be even more

difficult, therefore only the two-alternative task was performed.
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1.9.2 Results

Figure 1.8 shows the results of Experiment 5. Due to the ceiling and floor effects,
little information was revealed from Figure 1.8 at 400, 100, or 125 Hz. At the remain-
ing frequencies between 160 and 315 Hz, listeners M and W showed that the pitch
strength in general decreased in the order of BICEP-0 > BICEP-90 > BICEP-180,
with two exceptions (listener M at 315 Hz and listener W at 250 Hz); however lis-
tener X's data were similar for all three phase configurations. and did not show such
strong trend. On the average plot on the bottom panel, the same ordering, although
not so strong, as in Experiment 4 appears: BICEP-0 > BICEP-90 > BICEP-180.
Parallel to Experiment 4, 17 paired comparisons were performed between BICEP-0
and BICEP-180, and the 17 pairs were selected so that at least one interval in each
pair led to a P, between 55% and 95%. 13 out of the 17 pairs showed advantage on
BICEP-0 over BICEP-180, and 8 out of the 13 pairs showed significant advantage
with a one-tailed t-test at the 0.05 level. The general ordering of performance from
this experiment supports the EC model and disfavors the CAP model, as the previous

experiments.

1.10 Discussion of Huggins pitch and BICEP

Huggins pitch and BICEP are two different types of dichotic pitch stimuli. Yet,
from the five experiments in this chapter, both stimuli showed ordering of perfor-
mance at low frequencies in favor of the EC model, even with two different tasks
(i.e. detection and discrimination). This result suggests that the EC model reveals a

general binaural mechanism to perceive various dichotic pitch stimuli.
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(b) BICEP discrimination for listener W
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Figure 1.8: Percentage of correct responses of Experiment 5
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1.11 Discussion of pitch strength

1.11.1 Summary of the experiments

To test various models of binaural pitch formation, five experiments were per-
formed on detection and discrimination of Huggins pitch and BICEP stimuli. These
experiments explored especially at low boundary frequencies, where the performance
got poor. The results show that the performance decreased as the frequency de-
creased; and for the same frequency, the performance decreased as the background
phase of Huggins pitch or the IPD of BICEP increased, i.e. the percentage of correct
responses was in the order of HP— > HPQ > HP+ and BICEP-0 > BICEP-90 >
BICEP-180. These results support the equalization-cancellation model, and disfavor
the central activity pattern model, nor do the results agree with the predictions of
Green’s modified EC model. which predicts that the worst performance occurs on
HPQ and BICEP-90.

There is other experimental evidence complying with the above two trends (i.e.
performance failing with decreasing frequency and increasing delay). For frequency
dependence, Wilbanks and Whitmore (1967) interpreted their MLD experiments as
indicating that there is internal noise at low frequencies, reducing interaural coherence
that possibly disturbing the perception of dichotic pitch at low boundary frequencies.
For delay dependence, different phase configurations played a big role at the bound-
ary frequencies between 200 and 300 Hz, and the maximum delays (180° at those
frequencies) were between 1.7 and 2.5 ms, agreeing with van der Heijden and Trahi-
otis (1999), who interpreted the results of their MLD experiments by assuming that
comparable delay lines would begin to fail. In order to thoroughly understand both
trends, it is necessary to employ a model failing in the limit of both low-frequency and
long delay. Fortunately several binaural models do have weight on both frequency

and delay (Raatgever, 1980; Stern et al., 1988; Shackleton et al., 1992).
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1.11.2 The spatial masking interpretation

There are other interpretations for the experimental results in this chapter. Bilsen
(2000) noted that, compared with HP—, the pitch in HP+ was masked more by
background noise. Listeners in our experiments also agreed with this finding. This
phenomenon can be interpreted by spatial masking.

For HP—, the background phase is 0°, hence the noise is NO, generally heard as
compact in the center of the head, whereas at the boundary frequency, the interaural
phase difference is 180°, hence the pitch (i.e. the signal) is S, which is lateralized to
one side of the head (either left or right). Because both noise and signal are compact
and far away from each other, there is little interference between them. Therefore
the listener can hear the pitch easily. For HP+, however, the background phase is
180°, hence the noise is N7, distributed in a large space on both sides (Figure 1.2).
The pitch at the boundary frequency has interaural phase difference of 0°, compact
in the center of the head. Because the noise is diffuse, there is little space between
the noise and signal, leading more interference between them. Therefore it is harder
for the listener to perceive HP+ than HP—.

The lateralization interpretation introduced above was confirmed by the feedback
from listeners, and by the experiments in the next chapter. However some comments

against spatial masking interpretation need to be made as well.

1. All models of dichotic pitch formation focus on the contrasts on the tonotopic
(frequency) domain, not on the spatial domain, which disfavors the spatial

masking interpretation.

2. The EC model can also explain the better perception of HP—. In order to cancel
the noise background of HP+ with a phase shift of 180°, internal delay lines
with different delay values tuned in channels have to be used, leading error in

the cancelling process. The error is especially large with long internal delays.
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On the other hand, cancelling the noise background of HP— does not require

internal delay line, and therefore gives less error and better perception.

3. As the boundary frequency increases, the lateralization of the pitch in HP—
would move closer toward the center (Figure 1.2). Therefore considering the
spatial masking effect only, one would predict that the pitch interference be-
tween noise and pitch would be stronger as the boundary frequency increases,

contradictory to the experimental findings in this chapter.

4. Further evidence against the spatial masking interpretation is the experiments
on detection in noise by Good et al. (1994). They compared their results with
the results of experiments on localization in noise, and found no evidence of

distinct relation between detection and localization.

1.11.3 Cross-correlation model

Another model worthy of mentioning is the cross-correlation model proposed by
Colburn (1977), which was used to interpret the results of various experiments, such
as MLD experiments. Dominitz and Colburn (1976) proved that a normalized cross-
correlation model gives the same prediction as an EC model when signal-to-noise ratio
is small. Although Colburn’s model also makes use of cross-correlation function like
the CAP model, Colburn’s model looks for dips instead of peaks to detect binaural
signal because binaural system is most sensitive to deviations from cross-correlation
of 1 (Gabriel and Colburn, 1981). Thus for HP—, to detect the dip at the boundary
frequency, no internal delay is needed; whereas for HP+, internal delay is required
(Figure 1.2). Therefore, assuming the binaural system discounts long delay neurons,
Colburn’s model also predicts that the pitch strength of HP— is stronger than HP+,
agreeing with the prediction of the EC model and the experimental results in this

chapter.

26



1.11.4 The exponential CAP model

Hartmann and Zhang (2003) introduced a modification to the CAP model in
their appendix, exponentially rectifying the inputs from the left- and right-ears to
the central processor. This modification nonlinearly transforms the prediction of the
CAP model to a modified Bessel function [y as in Equation 1.1. It is possible that the

sharpness of the peaks in this modified CAP model explains the experimental results.

Y(f,7) =1 (\/9%(7’) + 9%(7) + 2 g1 gr cos[or(f) — oL(f) — 27TfT]) (1.1)

where v(f, 7) is modified prediction, f is frequency, 7 is interaural delay, ¢, and ¢g
are phases in the left and right ears, respectively, and g;(7) and gr(7) are synchrony
coefficients for the left and right ears, respectively.

For HP+, the CAP model needs no internal delay line to detect it. Therefore with
7 = 0, gr and gr should be approximately the same. By contrast, for HP—, 7 # 0,
thus g; # gr. Given that Colburn (1973) and Stern and Colburn (1978) considered
the synchrony coefficient g(7) no greater than /20, v(f, ) with various pairs of g
and ggr less than 5 were performed. The calculation showed that peaks for g, # gr
are never sharper than the peaks for g; = gg. Further assuming the sharper the peak
is. the stronger the pitch is, this modified CAP model still predicts that HP+ would

be stronger than HP—| in conflict with the experimental results in this chapter.

1.12 Conclusions

To test models of dichotic pitch perception, five experiments were performed on
detection and discrimination of Huggins pitch and binaural coherence edge pitch
(BICEP) at low boundary frequencies. The experiments showed that at the same

boundary frequency, the pitch strength of Huggins pitch was in the order of HP— >
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HPQ > HP+, and the pitch strength of BICEP was in the order of BICEP-0 >
BICEP-90 > BICEP-180. These results supported the equalization-cancellation (EC)
model, and similar models including the cross-correlation model (Colburn, 1977), the
modified EC mnodel (Culling et al., 1998a), and the reconstruction-comparison model
(Akeroyd and Summerfield, 2000).

The results does not agree with the predictions of the central activity pattern
(CAP) model, although the CAP model gives predictions on lateralization that were
qualitatively verified by our listeners. These qualitative results on lateralization actu-
ally motivated the experiments in the next chapter. Nor did the experimental results
in this chapter favor Green’s modification on the EC model, which predicts that HPQ
and BICEP-90 are the hardest to detect.

In summary, all of the five experiments in this chapter on pitch strength of the
dichotic pitch stimuli result in the same conclusion in favor of the EC model and

other similar models.
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Chapter 2

Binaural models and the

lateralization of dichotic pitches

2.1 Introduction

In the previous chapter, experiments were performed on pitch strength for two
dichotic pitch stimuli, Huggins pitch and binaural coherence edge pitch (BICEP),
to compare various binaural models for pitch formation. The results support the
equalization-cancellation (EC) model, and disfavor the central activity pattern (CAP)
model.

Besides the pitch strength, the CAP model also gives predictions on lateralization
of the dichotic pitch. In informal testing, our listeners lateralized Huggins pitch in the
same way as the CAP model predicts, at least qualitatively. This result implied that
the CAP model might reveal the correct mechanism for lateralization. To explore
quantitatively, experiments were performed on lateralization of Huggins pitch, one of

the two dichotic pitches used in the previous chapter.
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2.2 Huggins pitch stimulus

Huggins pitch, as introduced in Chapter 1, contains broad-band white noise in each
ear channel. The signals in two ears have identical amplitude spectra, but different
phase spectra. Outside a small “phase boundary region” (as defined in Chapter 1) in
the frequency domain, the interaural phase difference (IPD) is fixed at a “background
phase” of ¢y (as defined in Chapter 1). Inside the phase boundary region, the IPD
increases linearly from ¢¢ to ¢ + 360°, with increasing frequency. Later in this
chapter, another version of Huggins pitch will be introduced. To distinguish it from
that stimulus, the Huggins pitch introduced in this paragraph is noted as “Huggins
pitch with linear-phase boundary”.

In Chapter 1, three phase configurations, namely HP—, HPQ and HP+, were
used. In the experiments in this chapter, only two of them were used. They were
HP— and HP+, corresponding to the background phases of 0° and 180°, respectively
(Figure 2.1).

2.3 Binaural models for the Huggins pitch

The CAP model explicitly predicts the lateralization of the binaural stimuli, in-
cluding Huggins pitch. According to the CAP model, the binaural system adds the
signals at two ears in frequency channels with various interaural delays, and the result
is a 3-D map of central activity pattern, in terms of frequency and interaural delay.
As Hartmann and Zhang (2003) have proved, the CAP prediction is equivalent to a
preeminent model by Jeffress (1948), which calculates the binaural cross-correlation
in the plane of frequency and interaural time difference (ITD). Figure 2.2 shows the
calculated results for the case of Huggins pitch. The vertical axis is frequency, and
the horizontal axis is ITD. The bright bands in Figure 2.2 represent high correlation,

corresponding to strong neuron excitation in the CAP model; and the dark bands rep-
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Figure 2.1: Interaural phase of Huggins pitch stimuli with linear-phase boundary

resent low correlation, corresponding to weak excitation in the CAP model. Assuming
that the peak at the boundary frequency (marked with ovals) gives the perception of
Hu g gins pitch, and that the corresponding ITD gives the laterality of the pitch, the
CA. P model predicts that HP+ should always be lateralized in the center, whereas
HP — should be lateralized in one side (either left or right).

M oreover, as boundary frequency varies, the lateral position of HP— should follow

the dark curves on either side, given by a hyperbolic function as in Equation 2.1.
T =1/(2fs) (2.1)

vhere ; is the corresponding ITD, and f, is the boundary frequency.
O ther models, such as the equalization-cancellation (EC) model, do not give ex-

Plicit Predictions on lateralization. Therefore the main purpose of this chapter is to
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test whether the listeners lateralize Huggins pitch according to the hyperbolic curve,
as predicted by the CAP model. The other models will be discussed as well at the
end of this chapter.

The lateralization of Huggins pitch has been examined before by other groups
(Raatgever and Bilsen, 1986; Grange and Trahiotis, 1996; Akeroyd and Summerfield,
2000). The experiments introduced in this chapter used numerical estimates instead
of an acoustical pointer, and were in more detail and with a wider frequency range,

so that the results could be compared with the quantitative predictions by the CAP

model.

2.4 Experiment 1: Lateralization of Huggins pitch

with linear-phase boundary

2.4.1 Method

St ixmulus

"T"he stimuli in this experiment were generated in the same way as in Chapter 1.
The two-channel stimuli of Huggins pitch with linear-phase boundary were presented
to 1listeners through headphones. The signal in the left ear was broad-band white noise
with 16384 components of equal amplitude and random phase. The signal in the right
far hagd identical amplitude spectrum as in the left ear, however its phase spectrum
Vas calculated from the phase spectrum in the left ear as follows: outside the phase
boundary region, the IPD was fixed at the background phase of ¢y; inside the phase
boundary region, the IPD incremented from ¢g to ¢o + 360°, as frequency increased.
Because ¢o is the same as ¢y + 360°, the IPD varied continuously over the entire
frequ8ncy range. The phase boundary width was 6% of the boundary frequency,

€. the center frequency of the phase boundary region. In addition, a frequency-
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independent interaural difference were sometimes added, as will be discussed in the
procedure section.

An array processor on the computer (Tucker Davis AP2) calculated the spectra,
and converted them into audio signals by 16-bit DACs (Tucker Davis DD1). The
sample-rate per channel was 20 ksps (kilo-samples per second). With a continuously-
cycled memory-buffer of length 32768 words, the period was 1.6384 seconds, and the
frequency-spacing between adjacent components was 0.61 Hz. Only one period was
presented to the listener, with a duration of 1.6384 seconds. The maximum frequency
of the broad-band noise as converted was 10 kHz, and the output signal was low-

pass filtered at 5 kHz with Stanford SR640 filters at a rate of —115 dB/octave. The
accuracy of the phase spectra in two ear-channels was tested by adding or subtracting
the stimuli and displaying the result on a spectrum analyzer. The cancellation was

good to at least 40 dB.

Listeners

X" ive listeners were in this experiment, and they were C (female, age 61), L (female,
age 229) W (male, age 62), X (male, age 27), and Z (male, age 28). All listeners had
NOxrxmal hearing except W who had a mild bilateral hearing loss above 8 kHz, typical
of x¥miales of this age. Listeners W, X and Z had considerable experience in dichotic
listening. Listeners C and L had little or no previous experience. All listeners were

righht—handed.

Pro <edure

O n each trial, the listener heard a single interval of Huggins pitch stimulus with
inear —phase boundary, and the listener could listen as many times as desired. The
hstener’s task was to assign a number (from —40 to +40, corresponding to extreme

I . o
eft Aand extreme right, respectively) to the lateral position of the Huggins pitch (not

34




the background noise). It was an absolute estimation task.

Because there is intrinsic association between the boundary frequency and the
lateralization, with more and more experience, the listener might learn to judge lat-
eralization based on frequency cues. In order to prevent the listener from using such
cues, five delays were added randomly to the right channel from trial to trial. To be
distinguished from ITD, the five delays are called frequency-independent interaural
time difference (FIITD), and the term ITD is used to refer to the total interaural
time difference, i.,e. FIITD plus the IPD-equivalent delay introduced by Huggins
pitch stimulus. The five FIITDs were set to be —1000, —500, 0, +500 and +1000 us.

An FIITD was applied by adding a linearly-increasing phase shift to all frequency
components, and a negative delay was added with a linearly-decreasing phase shift.

Five boundary frequencies, i.e. 200, 315, 500, 700 and 1000 Hz, were used in this

expreriment, and they covered the frequency range where Huggins pitch is reliable.
Each experimental run contained 25 trials, one trial with each of the five boundary
frequencies and with each of the five FIITDs. On each trial, the phases of the com-
POxxents were randomized, and the boundary frequency was randomly varied by an
armount within +£5% with rectangular distribution. The order of the trials in each
ara was scrambled. Every run used a fixed type of stimulus, HP+ or HP—. The
list ener did runs with HP+ and HP— alternately. Totally, each listener did ten runs
for each type of stimulus. There was no feedback in this experiment. The level of
the stimuli was 65 dB, making the spectrum level 28 dB re 10~'2 Watt/(m? - Hz).

The listener heard the stimuli via Sennheiser HD 520-II headphones while seated in

2 douy ble-walled sound-treated room.

2.a._ 2 Results

A good way to present the results is a scatter plot, as shown in Figure 2.3 through

Fi . . . .
Burea 2.12, which shows every data point with cach configuration. On each figure,
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there are five panels corresponding to five FIITDs. The independent variable, the
boundary frequency, is presented as the vertical axis. The dependent variable, the
lateralization judgement from —40 to +40, is presented as the horizontal axis. This
unusual presentation was employed because the lateralization judgement represents
the position on left and right, thus it is more intuitive to present them on the hori-
zontal axis and easier to compare with the CAP prediction in Figure 2.2. The solid
curves or lines are predictions by the CAP model. To plot the predictions on a scatter

plot with the data, three assumptions were made:
1. Listener’s judgement was linear with ITD.

2. The judgement of +40 corresponds to 2500 us. An ITD of £2500 us was
the largest ITD in the experiments, which occurred for HP— at a boundary
frequency of 200 Hz. This assumption was based on the postulation that lis-
tener gained experience of giving large numbers to the largest ITD over the

experimental runs.

3. According to the principle of centrality (Jeffress, 1972; Hafter and DeMaio,
1975; Stern, et al., 1988), listeners prefer the image closer to the midline to

aliases with greater laterality.

"The triangles on the figures are alias points, separated from the solid curves by
Multiples of 360°. They are the predictions ignoring the centrality assumption (the

thirq assumption above).

Lat ©ralization for HP+4

Figures 2.3 through 2.7 show the results for HP+ stimuli with linear-phase bound-
4TY.  The CAP predictions (solid curves) were straight lines for 0, £500 us, and for
boundary frequencies below 500 Hz for 1000 us, because for HP+, at boundary

frequency, the IPD was 0°, hence the ITD was just FII'TD, which was constant on
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Figure 2.3: Lateralization of HP+ (linear-phase) by listener C
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Figure 2.4: Lateralization of HP+ (linear-phase) by listener L
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each panel in the figures. For boundary frequencies above 500 Hz for £1000 us, the
points corresponding to FIITD, i.e. the points on the solid vertical line, were only
marked as alias points (solid triangles), because the predicted position on the solid
curves were closer to the center of the head and therefore were preferred due to the
principle of centrality.

In general, the results agreed with expectation. For zero FIITD, listeners’ judge-
ments were about the center. For finite FIITDs (£500 and +1000 us), listeners’
judgements were offset to the side as predicted, and arranged in vertical lines indi-
cating little dependence on boundary frequency, especially for boundary frequencies

below 500 Hz. However, for finite FIITDs (500 and +1000 us), there are some

discrepancies between listeners’ judgements and the predictions by the CAP model.

1. For boundary frequencies above 500 Hz, each listener tended to favor the alias
points on one side based on personal preference. This phenomenon will be

discussed later on the topic of “earedness”.

2. The data points that formed in vertical lines, especially with boundary frequen-
cies below 500 Hz, tended to lie on the outside of the predicted lines. This
phenomenon can be explained by the following conjecture. In each run with
HP+, the maximum ITD was only 1000 us, smaller than the maximum ITD
of £2500 us in HP— runs, which was used to predict the judgement of +40.
However, listeners tended to forget the scale established in the HP— runs, and

to give large numbers for the maximum ITDs in each run.

Laterajization for HP—

The results for HP— stimuli with linear-phase boundary are shown in Figures
2.8 through 2.12. The dashed curves on the figures correspond to IPD of +180°. If

the Principle of centrality holds, the data points should all fall between these dashed
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curves. The solid curves are predictions by the CAP model. For HP— with zero
FIITD, the IPD is £180° at the boundary frequency, i.e. the center frequency of
the phase boundary region. Therefore for any FIITD, the predicted judgement on

lateralization, i.c. the solid curves on the figures, is given in Equation 2.2.

40 1
Judgement = 5% 105 (FIITD + Eﬁ) (2.2)

where f, is the boundary frequency; 2.5 x 1073 is the largest ITD in the experiments
(2500 ps) in units of seconds; and the =+ sign is chosen to minimize the absolute value
of the judgement, as a result of the principle of centrality.

For finite FIITDs (£500 and +1000 us), the data by listeners W, X and Z followed
the prediction of the CAP model fairly well. For listeners C and L, the data fell outside
most of the time. Expanding the judgement by a constant expanding scale factor,
i.e. an ITD less than £2500 us corresponding to the lateralization judgement of +40,
the results by listeners C and L can roughly fit the prediction as well.

For zero FIITD, however, the listeners’ judgements (except for listener W with
boundary frequencies of 700 and 1000 Hz) did not show strong dependence on bound-
ary frequency, and formed approximately vertical lines. This result was quite different
from  the predicted curves by the CAP model. This discrepancy was significant be-
Cause the original motivation to all the experiments in this chapter was to test this
condition. To examine this special condition in more detail, the data points with
Zero FIITD were plotted on logarithmic scale in Figure 2.13. As mentioned before,
€ach listener had his/her own personal preference of hearing HP— with zero FIITD
O the left or right side. To compare among the listeners and avoid personal prefer-
®Nces, the vertical axis is the mean of the absolute value of lateralization judgements.
The horizontal axis is boundary frequency. According to the prediction by the CAP

Mode] (Equation 2.2), for zero FIITD, the lateralization judgements should be in-
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versely proportional to boundary frequency. Hence on the log-log plots (Figure 2.13),
the slope should be —1, which is indicated by the dashed lines. The solid lines are the
best linear fit to the data. Surprisingly, except for listener W, all the other listeners’
best-fit lines are much less steep than the predicted dashed lines.

Visual inspection of the graphs of finite FIITDs suggests that the data of HP—
roughly showed frequency dependence predicted by the CAP model; for zero FIITD,
the data showed much less dependence on boundary frequency than the prediction

by the CAP model. Statistical evidence will be given in Section 2.7.2.

Earedness

For HP— with zero FIITD in Figures 2.8 through 2.12, the predicted solid curves

by the CAP model are on both sides. Listeners did not average the two sides and
respond the center, but in reverse, responded with one side or the other. Interestingly,
listeners did not respond equally on left- and right-side, but instead, chose a preferred
side fairly consistently. For instance, listener X always responded on the right (50
out of 50). Listeners L and Z responded mostly on the right (92% of the trials for
listener L and 88% of the trials for listener Z). Listener C responded on both left-
and right-side, but preferred the right-side (70% of the trials). As discussed before,
listener W’s results for boundary frequencies of 700 and 1000 Hz were anomalous.
Considering only the lowest three boundary frequencies, i.e. 200, 315 and 500 Hz,
listener W always responded on the left-side (30 out of 30). In general, listeners C, L,
X and Z tended to be right-eared listeners, and listener W tended to be a left-eared
listen e,

Besides HP— with zero FIITD, there are other conditions with ambiguous predic-
tion by the CAP model. For HP+, these ambiguous points include 500-Hz boundary
With 4 1000-us FIITD, and 1000-Hz boundary with +500-us FIITD. For HP—, these
AMbj g0us points include 1000-Hz boundary with +£1000-us FIITD, and zero FIITD
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listener | C L W X Z
left 22 6 61 0 23
right [ 88 103 49 109 &80

Table 2.1: Judgement of ambiguous points for Huggins pitch (linear-phase)

as discussed in the last paragraph. With ten repeated measures for each condition,
there are totally 110 ambiguous points on each scatter plot. Table 2.1 lists the num-
ber of ambiguous points that each listener responded on left or right. The numbers
on left and right should usually add up to 110, the total number of ambiguous points.
However, sometimes they add up to less than 110, which is because the listener re-
sponded zero (the center) to some of the ambiguous points, and those responses were
not counted for either left or right. In Table 2.1, listeners C, L, X, Z showed preference
towards the right side, and among them, listeners L and X showed strong preference.
Furthermore, listeners C, L and X were so right eared that, for HP+ with FII'TD of
—500 us, they chose alias points (solid triangles) on the right-side instead of following
the principle of centrality and responding the center. On the other hand, listener W
had some preference towards the left side. As discussed in the last paragraph, listener
W had strong preference towards the left side for low boundary frequencies.
Because of these individual preferences on hearing Huggins pitches on one side, a
concept of “earedness” can be introduced, analogous to “handedness”. However, no

CoOrrelation has been found between earedness and handedness.

D 1Scussion

Experiments on lateralization of Huggins pitch stimuli with linear-phase boundary
Show that except for one special condition, i.e. HP— with zero FIITD, the CAP model
TOughly predicts the tendency of listener’s judgement as boundary frequency and
FII'I’D varied. For example, for HP— with finite FIITDs, as frequency increases, the

AVeraged laterality varied along with the predicted curves, except for some alias points
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on the other side. For HP+, mostly listeners’ responses tended to form straight lines
as predicted; for HP+ above 500 Hz with FIITD of £1000 us, listeners’ responses also
followed the predicted curve due to centrality, except that, when the prediction was
on an unfavorable side, listeners tended to choose the alias point on the preferred side.
By contrast, for HP— with zero FIITD, listeners’ judgement had little dependence
on boundary frequency, and the slope on the log-log plot was much less steep than
—1, the prediction by the CAP model.

Besides having linear-phase boundary, other methods generating the Huggins pitch
have been used before. When Cramer and Huggins first introduced Huggins pitch
(1958), they used an all-pass filter to generate the phase-boundary region. In their
stimuli, the phases within the phase boundary region increased from 0° to 360° mono-
tonically, but not linearly. Quite differently, Akeroyd and Summerfield (2000) gener-
ated an interaurally-decorrelated band as phase-boundary. On the other hand, Yost

(1991) generated the Huggins pitch by applying a fixed interaural phase shift within
the phase boundary region. Similar to Yost’s method, we also generated Huggins
Pitch using a phase boundary with a fixed interaural phase difference of 180°, named
as “stepped-phase boundary” in the following text.

The auxiliary experiments in Section 2.9.1 study lateralizing the narrow-band

Stimuli of the phase boundary region by itself (without the background noise) with
di fFerent delays. Results of those experiments showed that the results for the stepped-
Phase boundary agreed with the prediction by the CAP model, at least qualitatively;
Wk ereas the results for the linear-phase boundary were mostly opposite to the predic-
tion. Furthermore, the results for the linear-phase boundary were also less consistent
(With larger standard deviation) than the stepped-phase boundary (with zero stan-
Aayg deviation). It is not hard to imagine why the linear-phase boundary could
be less consistent to lateralize: Within the linear-phase boundary, the interaural

B ases varied by 360°, a range covering all the possible values for phases. Therefore
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the frequency components within the linear-phase boundary carry various ITD cues,
without giving the listener a clear, single cue for lateralization. Thus the fact that,
when presented with linear-phase boundary, listeners responded differently from the
prediction of the CAP model can be explained as that when hearing a diffuse image
of linear-phase boundary, the listeners' earedness dominated the performance.

It is possible that the multiple cues lateralizing the linear-phase boundary causes
the failing of the CAP model in Experiment 1. This motivated Experiment 2 with

stepped-phase boundary.

2.5 Experiment 2: Lateralization of Huggins pitch
with stepped-phase boundary

Experiment 2 employed a different type of Huggins pitch stimulus, namely Huggins
Pitch with stepped-phase boundary. In contrast to the linear-phase boundary in
Experiment 1, the stepped-phase boundary can easily be lateralized by itself, i.e.
Without the noise background, determined by the IPD. The goal of this experiment
WwWas to test whether listeners’ lateralization judgement with this new stimulus would

follow the predictions by the CAP model.

2.5.1 Method

Experiment 2 was identical to Experiment 1 except that the linear-phase boundary
In tpe Huggins pitch stimulus was replaced with a stepped-phase boundary. Within
the stepped-phase boundary region, the IPD was fixed at 180° with respect to the
ba-(:kground phase (Figure 2.14). This variation of Huggins stimulus has been used be-
fore (e.g., Yost, 1991; Grange and Trahiotis, 1996). The width of the phase-boundary
TS ion was 5% (from —2.5% to +2.5%) of the boundary frequency, which was decided
by,

informal listening to give the strongest Huggins pitch perception.
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Figure 2.14: Interaural phase of Huggins pitch stimuli with stepped-phase boundary

Four of the five listeners in Experiment 1, C, W, X and Z, participated in this
€Xperiment. Listener Z did Experiment 2 four years after he did Experiments 1
and 3 in this chapter. Thus, when compared with the results from the other two
€eXperiments, listener Z's data with stepped-phase boundary might not be so similar

As shown by other listeners’ data.

2.5.2 Results

The results of the lateralization judgement are presented on the scatter plots
(Fj3 gures 2.15 through 2.22) in the same way as in Experiment 1. All the results
W 1ith stepped-phase boundary (Figures 2.15 through 2.22) demonstrated dramatic

I‘ell)roducibility of the results with linear-phase boundary in Experiment 1 (Figures
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Figure 2.15: Lateralization of HP+ (stepped-phase) by listener C
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Figure 2.16: Lateralization of HP+ (stepped-phase) by listener W
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Figure 2.17: Lateralization of HP+ (stepped-phase) by listener X
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Figure 2.18: Lateralization of HP+ (stepped-phase) by listener Z
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Figure 2.19: Lateralization of HP— (stepped-phase) by listener C
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Figure 2.20: Lateralization of HP— (stepped-phase) by listener W
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Figure 2.21: Lateralization of HP— (stepped-phase) by listener X
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Lateralization judgment (fixed scale)
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Frequency (Hz)

Figure 2.23: Lateralization of HP— with zero FIITD. Open symbols: stepped-phase
boundary. Solid symbols: linear-phase boundary. The solid lines are the best-fit
straight lines. The dashed lines show a slope of —1 expected from the CAP model.
The error-bars are +1 standard deviation.

2.3 through 2.12) for each listener!, especially on the log-log plots of the results for
HP— with zero FIITD (Figure 2.23). In Figure 2.23, open symbols are results for
stepped-phase boundary, and solid lines are the best linear fit for the data. Solid
symbols without error-bar are results for linear-phase boundary (Figure 2.13) for
comparison, and their best fit lines are dotted lines.

By comparing the open and solid symbols, and the solid and dotted lines in Figure

1A more complete comparison between the results with linear-phase boundary and those with
Stepped-phase boundary will be discussed in Section 2.7.2.
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2.23, one can observe the amazingly similar patterns and slopes for each listener for
linear and stepped-phase boundaries. To compare the patterns, for each listener,
the correlation coefficient between the linear-phase and stepped-phase boundaries
was calculated for the data-points in Figure 2.23 (Equation 2.3), and the results are
shown in Table 2.2. The correlation coefficients were in general very high (an average
of 0.82 for the four listeners), supporting the visual observation in this paragraph.

There is statistical variation, but no difference between the data that seems to matter.

5_3 Lln _Tln LSt — T st
ce. = 21:1 ( ] L ) ( 1 L ) (23)

J[E (- o)) [ (2 - L]

where cc. is the correlation coefficient, 7 is the index for the five data-points on the
log-log plot for each phase boundary, L'" is the averaged laterality for the linear-phase
boundary, L* is the averaged laterality for the stepped-phase boundary, and L is the

mean of L;.

listener] C A% X Z
cc. l0.67 0.88 0.90 0.81

Table 2.2: Correlation coefficients comnparing linear-phase and stepped-phase bound-
aries for HP— with 0-FIITD

Given this similarity, the results on HP— with zero FIITD for stepped-phase

boundary, as for linear-phase boundary, showed no luck to agree with the CAP model.

2.5.3 Discussion
Earedness

For the 110 ambiguous data points, for which the CAP model predicts equally on
the left and right, Table 2.3 shows each listener’s judgements on each side. Compared

with Table 2.1, for each listener, the earedness with stepped-phase boundary agreed
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listener ‘ C W X Z
left 18 63 0 32
right |91 47 109 65

Table 2.3: Judgement of ambiguous points for Huggins pitch (stepped-phase)

rather well with the earedness with linear-phase boundary.

In summary, listener C was mostly a right-eared listener, listener W tended to
behave as a left-eared listener to some degree, listener X was clearly a right-eared
listener, and listener Z had some preference as a right-eared listener, agreeing with

the results from Experiment 1.

Comparison with the results of linear-phase boundary

For each listener, the scatter plots and the log-log plots exhibited similar patterns
for both stepped-phase boundary and linear-phase boundary. The fact that chang-
ing to stepped-phase boundary did not change the experimental data suggests that
the detailed information within the phase-boundary is not important for lateralizing
Huggins pitch. This result is noteworthy because lateralization of linear-phase bound-
ary must be a contrast with the background, whereas lateralization of stepped-phase

boundary is independent of the background, as shown in Section 2.9.1.

2.6 Experiment 3: Lateralization of sine-tone

Huggins pitch sounds like a tone in noise. The CAP model predicts that the
lateralization of Huggins pitch depends on the ITD at the boundary frequency. The
EC model, although with a different mechanism from the CAP model, also picks up
the component at the boundary frequency. To examine more about lateralization of
Huggins pitch, experiments on lateralization of sine-tones were performed and the

results were compared with the results on lateralization of Huggins pitch. For HP+,
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the IPD at the boundary frequency was 0°; for HP—, the IPD at the boundary
frequency was 180°. Therefore sine-tone with IPD of 0°, called “sin-0", is comparable

to HP+; and sine-tone with IPD of 180°, called “sin-n", is comparable to HP—.

2.6.1 Method

Experiment 3 was identical to Experiments 1 and 2 except that sine-tones with
certain IPDs replaced corresponding Huggins pitch stimuli. The sine-tone stimuli were
equivalent to the corresponding Huggins pitch stimuli with all frequency components
eliminated except the one at boundary frequency. The level of the sine-tones was
45 dB, approximating the loudness of the Huggins pitch in Experiments 1 and 2
according to informal listening. Four of the five listeners in Experiment 1, listeners
C, X, W and Z, participated in this experiment. Each listener did ten runs of sin-0

interleaved with ten runs of sin-w.

2.6.2 Results

Lateralization for sine-tones

Figures 2.24 through 2.31 show scatter plots of the results in Experiment 3, in
the same way as in Experiments 1 and 2. The figures for each listener were very
similar to the corresponding plots for Huggins pitch stimuli from Experiments 1 and

2. However, there were some differences.

1. For listener X, the lateralization judgement for sine-tones was much closer to
the center than for Huggins pitch stimuli. Furthermore, for sin-7 (analogous to
HP-) with zero FIITD, listener X heard the tones equally on the left and right,
and arround the center; whereas for HP—, he always heard the pitches on the

right side.

66



Frequency (Hz)

1000 |
700 |

500¢

300

200
1000

700

500}

£7010) SRR * i >t _

L e . " t——
1000 |4 .

700

500t - a4t .....

300/ . |- U -

200

OO [t - 0-0- 0
40-40 -20 0 20 40

Lateralization judgment (fixed scale)

Figure 2.24: Lateralization of sin-0 (analogous to HP+) by listener C
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Figure 2.25: Lateralization of sin-0 (analogous to HP+) by listener W
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Figure 2.26: Lateralization of sin-0 (analogous to HP+) by listener X
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Figure 2.27: Lateralization of sin-0 (analogous to HP+) by listener Z
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Figure 2.28: Lateralization of sin-m (analogous to HP—) by listener C
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Figure 2.29: Lateralization of sin-m (analogous to HP—) by listener W
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Figure 2.30: Lateralization of sin-7 (analogous to HP—) by listener X
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Figure 2.31: Lateralization of sin-7 (analogous to HP—) by listener Z
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Figure 2.30: Lateralization of sin-7 (analogous to HP—) by listener X
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Figure 2.31: Lateralization of sin- (analogous to HP—) by listener Z
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2. For the stimulus of sin-0, listeners C, W and Z demonstrated slightly less varia-
tion for the data points on the scatter plots, and there were fewer cases that the
listeners chose alias points (sdlid triagles) on the preferred side instead of the
predicted position due to centrality (solid curves), compared to Experiments 1

and 2.

Lateralization for sin-7 with O-FIITD

The open symbols in Figure 2.32 are results for the special case of sin-7 (analogous
to HP—) with zero FIITD on logarithmic scale. The solid lines are best linear fits
for the data. The solid symbols without error-bars and the dotted best fit lines are
results for linear-phase boundary from Figure 2.13 for comparison. As discussed in
the section on stepped-phase boundary, the results of stepped-phase boundary and
linear-phase boundary are very similar. Therefore, to make Figure 2.32 easier to read,
only results for linear-phase boundary are included. By comparing the open symbols
and the solid lines with the solid symbols and the dotted lines, it can be observed
that although the results for listeners W and X were offset downwards, the slope of
each listener was almost identical to the slope for linear-phase boundary (as well as
stepped-phase boundary). Especially, it was a little surprising to find that, with all
the responses around the center, the pattern and slope for listener X still resemble
his results with Huggins pitch stimuli.

Parallel to the calculations for Experiment 2, correlation coefficients between Hug-
gins pitch stimuli with linear-phase boundaries and sine-tones were calculated for the
data-points in Figure 2.32 as in Equation 2.4, and Table 2.4 shows the results. The

correlation coefficient, cc. is

50 (1t - 1) (1~ L)

\/ =2 (2 - )| [£8 e - 1Y)

cc. = (2.4)




Lateralization judgment (fixed scale)
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Figure 2.32: Lateralization of sin-m (analogous to HP—) and HP— with zero FIITD.
Open symbol: sin-7. Solid symbol: HP— with linear-phase boundary. The solid lines

are the best-fit straight lines. The dashed lines show a slope of —1 expected from the
CAP model. The error-bars are +1 standard deviation.
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where ¢ is the index for the five data-points on the log-log plot for each phase boundary,
L"? is the averaged laterality for Huggins pitch stimuli with either linear-phase or
stepped-phase boundaries, L*" is the averaged laterality for sine-tones, and L is the
mean of L;.

listener | C W X Z
sine vs. linear 0.95 0.92 098 0.91
sine vs. stepped | 0.69 0.76 0.86 0.78
linear vs. stepped | 0.67 0.88 0.90 0.81

Table 2.4: Correlation coefficients comparing sin-7 with HP— with 0-FIITD. The last
row was copied from Table 2.2.

In Table 2.4, the correlation coefficients between the sine-tones and the Huggins
pitch stimuli with linear-phase boundary were very high (all above 0.9, with an average
of 0.94 for the four listeners), and the correlation coefficients between the sine-tones
and the Huggins pitch stimuli with stepped-phase boundary were fairly high (all above
0.7, with an average of 0.77 for the four listeners). These high correlation coefficients
further confirmed the similarity in Figure 2.32 between the lateral responses for sin-
7 and HP— with O-FIITD. This result suggests that there might be some common
mechanism in lateralizing a sine-tone and the boundary frequency of Huggins pitch

stimulus.

Paradox on correlation coefficients

There are two problems posed by Table 2.4. First, although the correlation co-
efficients are in general large, those comparing sine-tones with Huggins pitch with
stepped-phase boundary are always smaller than those comparing sine-tones with
Huggins pitch with linear-phase boundary. Because the stepped-phase boundary can
be lateralized by itself whereas the linear-phase boundary cannot, one might predict
fhe reverse. Second, one would expect that there is more similarity between the two

types of Huggins pitch than between Huggins pitch and sine-tones. However, Table
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2.4 shows that this statement is not always true. All listeners had larger correlation
coefficients, demonstrating more similarity, for linear-phase boundary vs. sine-tones
than for linear-phase boundary vs. stepped-phase boundary.

[t seems that the explanation for these paradoxes should be different for differ-
ent listeners. For listener Z, because he did runs with stepped-phase boundary four
years after the other two stimuli (linear-phase boundary and sine-tones), his data for
stepped-phase boundary were less similar than his data for the other two stimuli,
which led to smaller correlation coefficients when comparing with the stepped-phase
boundary (the middle and bottom rows in Table 2.4), relative to the correlation coeffi-
cients between the linear-phase boundary and the sine-tone (the top row in Table 2.4).
For listener W, his responses at 700 Hz with O-FIITD for HP— with stepped-phase
boundary seemed to be an outlier, and made his data for stepped-phase boundary
different from his data for the other two stimuli, which led to smaller correlation
coefficients when comparing with the stepped-phase boundary. For listeners C and
X, their results demonstrated very little frequency dependence (shown as slopes very
close to zero in Figures 2.13, 2.23 and 2.32). Because the calculation depends on the
assumption of linear dependence on frequency (Equation 2.5), the little frequency
dependence (i.e. a and a close to zero) made the resulting correlation coefficients

€ln,i — € €st,i — €

and

(Equation 2.6) very sensitive to the error terms ( ). A similar
calculation considering all data-points (i.e. not just the ones with 0-FIITD) is done
in Section 2.7.1. Because there would be better frequency dependence after including
the data-points with finite FIITDs, we expect that these paradoxes would not occur.

This has actually been confirmed to be true by the correlation coefficients in Table

2.6.
L

ar; + b + €iniy (2 5)

L ax; + B + €5t
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cc.(In, st) =

where cc. is the correlation coefficient, 7 is the index for the five data-points on the
log-log plot for each phase boundary, L' and L are the averaged lateralities for
Huggins pitch stimuli with linear-phase and stepped-phase boundaries, respectively,
and the letters with bars are the means. The equation shows the correlation coefficient
comparing linear-phase and stepped-phase boundaries. Those comparing sine-tones
with Huggins pitch stimuli (either linear-phase boundary or stepped-phase boundary)

are similar.

ILD cues on sine-tones and Huggins pitch stimuli

One difference between lateralizing a sine-tone and a Huggins pitch, however, is
that, when applying an interaural level difference (ILD) cue, listeners found that the
laterality of Huggins pitch hardly changed (Raatgever, 1980; Raatgever and Bilsen,
1986)2. As is well known, the laterality of sine-tones varies as ILD changes.

Based on the experimental finding that varying ILD cues influences the laterality
of sine-tones but not Huggins pitch stimuli, the following text suggests a possible
explanation to account for the different results for sine-tones and Huggins pitch stimuli

in the lateralization experiments. If one considers Huggins pitch as a pure time image,

2Unlike Raatgever and Bilsen's findings, Grange and Trahiotis (1996) reported that the intracra-
nial position of Huggins pitch can be substantially varied by ILD cues. Our informal testing, however,
tended to agree with Raatgever and Bilsen, and showed that listeners did not sense the change in
lateral position for Huggins pitch with various ILD cues.
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and considers a sine-tone as a combination of time image and level image, then for a
sine-tone, the auditory system would combine the time image with a level image which
points to the center with the setup in the experiments (zero ILD), and give a synthetic
single judgement on laterality (Whitworth and Jeffress, 1961). Therefore, due to the
level image, the judgement with sine-tones was biased to the center, compared with
the judgement with corresponding Huggins pitch stimuli. It is not hard to imagine
that different listeners have different weighting coefficients on the time and level
images. For example, it appears that listener X had a big bias toward the level
image, while listener C paid almost no attention to the level image and gave almost
identical results to the Huggins pitch stimuli (Figure 2.32). But no matter how much
the level image influences the judgement, it is always in the center for all frequencies
and FIITD values. Thus the variation of the laterality of the sine-tones depended
on the time image only. Therefore the laterality of sine-tone would preserve some
characteristic features, e.g. the pattern and the slope of the average data, of the

laterality of the corresponding Huggins pitch.

Earedness

Similar to the scatter plots for Huggins pitch stimuli, on each scatter plot for
sine-tones in Experiment 3, there are 110 ambiguous points for which the interaural
phase was . Thus a listener could lateralize the ambiguous points either to the left
or to the right, due to personal preference on earedness. Table 2.5 shows the number
of judgements for each side for the four listeners. Compared with the results for
Huggins pitch stimuli (Tables 2.1 and 2.3), it appears that listener C maintained her
bias towards the right, and listener W maintained his bias towards the left. Listener
X, on the other hand, demonstrated less bias as a right-eared listener. As can be seen
on the scatter plots, listener X’s lateral judgements for sine-tones were compressed

to the center, compared with his judgements for Huggins pitch stimuli, which would
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listener l C W X Z
left 9 83 36 62
right | 101 20 61 38

Table 2.5: Judgement of ambiguous points for sine-tone

lead to less bias to the right. The previous section suggested a conjecture attributing
listener X’s more-centered judgements to the influence of a level image of the sine-
tones pointing to the center. Listener Z was unusual in that he surprisingly switched
to a left-eared listener to some degree. However, the bias to the left for listener Z was
weak, compared with a left-eared person such as listener W.

In general, except for listener Z, the results on earedness for all the other three

listeners on earedness agreed with their results found in Experiments 1 and 2.

2.7 Discussion

2.7.1 Summary of the experiments

For each individual listener, the scatter plots from Experiments 1, 2 and 3 in this
chapter showed impressive similarity, although there were differences among listeners.
To summarize the results, Figures 2.33 and 2.34 show the average of each of the ten
points on the scatter plots at each condition. Totally, for each listener, there were 25
conditions (5 boundary frequencies x 5 FIITDs). The open and filled circles and the
“+” signs are results for Huggins pitch stimuli with linear-phase boundary, Huggins
pitch stimuli with stepped-phase boundary, and sine-tones, respectively. In Figures
2.33 and 2.34, there are ambiguous points, whose IPD was 7 and for which the CAP
model predicts the laterality on both sides. In data analysis in this chapter, absolute
values were usually taken before calculating the means, in order to eliminate the
cancellation between the responses on the left-side and those on the right-side, which

made the mean close to the center meaningless. However, in order to show listeners’
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individual preferences on earedness, the data-points in Figures 2.33 and 2.34 are all
means without taking any absolute value.

By simply looking at the plots, it is clear that the results for Huggins pitch stim-
uli with linear-phase boundary and stepped-phase boundary were almost identical
(the open and filled circles overlapped), and they were very similar to the results for
sine-tones as well. Visual inspection is probably the easiest and the most direct way
to compare two plots and find out whether they have similar patterns. However, to
evaluate the similarity quantitatively, one has to replace the mere observation with
statistics. One way is to calculate for each listener the correlation coefficients between
two scatter plots, or between two different symbols in Figures 2.33 and 2.34. On each
scatter plot, there are 25 conditions (5 boundary frequencies x 5 FIITDs), corre-
sponding to the 25 data-points for each symbol for each listener in Figure 2.33 and in
Figure 2.34. For each of the 25 conditions, there were 10 repeated measurements as
described in the method section for Experiments 1 through 3. Correlation coefficients
were calculated based on the average of those 10 repeated measurements. Normally
the mean was taken, except that, for the ambiguous points, the absolute value was
taken before taking the mean, in order to eliminate the cancellation between the
responses on left and right.

The correlation coefficients between the linear-phase and stepped-phase bound-
aries were calculated as in Equation 2.7. The correlation coeflicients between the
Huggins pitch stimuli (either linear-phase boundary or stepped-phase boundary) and

the sine-tones were calculated similarly. The results were shown in Table 2.6.

S, (L - L) (Lt = L)
VIS5 e - 1oy [, @ - L]

cc (In, st) = (2.7)

where cc is the correlation coefficient, i is the index for the 25 conditions (5 boundary

frequencies x 5 FIITDs) on the scatter plot, L'* is the averaged laterality for the
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linear-phase boundary, L* is the averaged laterality for the stepped-phase boundary,

and L is the mean of L,.

stimulus listener | C A% X Z

linear vs. stepped | 0.98 0.97 0.98 0.98
HP+ and sin-0 linear vs. sine 0.86 0.85 0.82 0.85
stepped vs. sine | 0.87 0.91 0.75 0.91
linear vs. stepped | 0.99 0.98 0.98 0.96
HP- and sin-w linear vs. sine 0.82 0.92 0.89 0.95
stepped vs. sine | 0.84 0.90 0.90 0.96
linear vs. stepped | 0.98 0.97 0.97 0.96
both linear vs. sine 0.82 0.88 0.84 0.89
stepped vs. sine | 0.84 0.90 0.83 0.93

Table 2.6: Correlation coefficients of lateral responses. The bottom block shows the
results for both HP+ and HP— (or both sin-0 and sin-7).

All the correlation coefficients in Table 2.6 are very high (all above 0.8 except for
one case of 0.75, and with an average of 0.91), indicating similar patterns for each
listener. Furthermore, within each block, for each listener, the correlation coefficient
between Huggins pitch stimuli with linear-phase and stepped-phase boundaries is
always larger than the coefficients between Huggins pitch stimuli with linear-phase or
stepped-phase boundaries and sine-tones, except for one case in the middle block for
listener Z, in which the coefficient between linear-phase and stepped-phase boundaries
was about equal to the coefficient between the Huggins pitch with stepped-phase
boundary and the sine-tone. One-tailed paired t-tests at the 0.05-level show that
the coefficients between Huggins pitch stimuli with linear-phase and stepped-phase
boundaries were significantly larger than those between Huggins pitch stimuli (both
linear-phase boundary and stepped-phase boundary) and sine-tones. These results
show that listeners demonstrated more similarity between Huggins pitch stimuli with

different boundaries than between Huggins pitch stimuli and sine-tones.
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Figure 2.35: Overlapped area (the shaded, whose area is A) of two normal distribu-
tions fitting the data at 700 Hz with 0-FIITD between the linear- and stepped-phase
boundary for listener C

2.7.2 Comparison of overlapped areas

The previous section discussed the visual observation of similar patterns between
two scatter plots for each listener, and calculated correlation coefficients between two
scatter plots. The following text further introduces a method taking the overlapped
area as a measure of similarity between two scatter plots.

On each scatter plot, there were 25 conditions (5 boundary frequencies x 5 FI-
ITDs). To compare any two scatter plots (e.g. the linear-phase and stepped-phase) for
each listener, the ten responses for each condition in each of the two scatter plots were
fitted with a standardized normal distribution. Then the overlapped area between
the two normal distributions was calculated. A detailed method of the calculation
is discussed in Section 2.9.2. An example of the distribution of the data points and
the overlapped area (the shaded area) is shown in Figure 2.35. If this area is close to

one, the two sets of responses have similar distributions; if this area is close to zero,
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the two sets of responses distribute very differently. Table 2.7 shows, for each listener
and each phase configuration (HP+ or HP—), the average of the 25 overlapped areas

for the 25 conditions.

stimulus type HP+ HP-
listener C W X Z C W X Z
linear vs. stepped 0.73 0.75 0.72 0.71 {066 0.81 0.67 0.66
linear vs. sine 0.61 054 034 049]0.62 063 0.35 0.53
stepped vs. sine 0.62 0.56 033 062|066 0.62 0.37 0.70

linear vs. linear-scrambled 047 043 0.43 0.47(0.40 0.45 0.41 0.50
stepped vs. stepped-scrambled | 0.42 0.44 0.37 0.49 [ 0.32 0.45 0.43 0.46
sine vs. sine-scrambled 0.36 0.43 048 0.34]0.37 0.41 0.56 0.44

linear vs. CAP 0.51 0.62 0.67 0.58 045 0.73 0.29 0.74
stepped vs. CAP 043 0.60 0.22 0.58]0.21 0.73 0.64 0.68
sine vs. CAP 0.51 066 0.52 0.19|0.34 067 0.41 0.51

Table 2.7: Average of overlapped area of two normal distributions fitting the experi-
mental data

In Table 2.7, the top block compares the experimental results in pairs among
Experiments 1 through 3, i.e. linear-phase, stepped-phase and sine-tones. For each
experiment, there is a scatter plot. On each scatter plot, there are two independent
parameters, namely FIITD and boundary frequency. These parameters combine to
define the 25 conditions. A comparison of the listener responses for a given condition
for a pair of experiments shows whether the responses depend consistently on the
conditions. By contrast, a comparison of listener responses with scrambled conditions
(the middle block in Table 2.7) destroys the correlation and serves as a reference to
set a range for the responses for a given listener because it maintains the overall
distribution of responses. A value in the top block can be compared with the related
values in the middle block. For example, in the top block, for HP+ for listener C,
the overlapped area between the linear-phase and stepped-phase was 0.73, which was
greater than the overlapped area between the sets of data (linear-phase or stepped-
phase) with condition scrambled (0.47 or 0.42, respectively). As a crude test, the

entire top block can be compared with the entire middle block, and it is clear that the
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values in the top block were usually much greater than those in the middle block. A
one-tailed two-sample t-test at the 0.05-level shows that the difference was significant.

The bottom block shows the comparison between the experimental results and the
prediction by the CAP model. Since the predicted value does not have a distribution
and has standard deviation of zero, to do this comparison, it was further assumed
that the standard deviation of the prediction is the same as the standard deviation
of the experimental results for each of the 25 conditions. The numbers were smaller
than those in the top block (significant at the 0.05-level with a one-tailed two-sample
t-test), but larger than those in the middle block (significant at the 0.05-level with a
one-tailed two-sample t-test). This result shows that the CAP model based linearly
on ITD predicted listeners’ lateral judgements fairly well. Of course, the assumption
of equal standard deviation made the comparison somewhat unfair and gave the pre-
diction of the CAP model an advantage. However, even with this unfair advantage
for the CAP model, the listeners demonstrated more similarity among the results
for different boundaries than the similarity between the experimental results and the
prediction by the CAP model. Probable causes are that the CAP model does not
account for the individual differences, and that it does not account for any compres-
sion effect as discussed by Yost (1981) and in Chapter 3. The CAP model will be

discussed in more detail in the following section.

2.7.3 Models

Various models have been suggested to account for human perception of binaural
complex stimuli. As for predictions on lateralization, the following three models would

be discussed in more detail.
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The CAP model

The CAP model predicts dichotic pitch formation with a central activity pattern,
a 2-D function on the plane of frequency and interaural delay, as in Figure 2.2. For
pitch height, the CAP model predicts with the frequency coordiniate; whereas for
lateralization, the CAP model predicts with the interaural delay coordinate. It is an
appealing model because it predicts the pitch height and the lateralization with one
simple mechanism.

This chapter focuses on lateralization of Huggins pitch. The CAP model predicts
that listeners would hear the pitch (boundary frequency) in HP+ at the center of the
head, and hear the pitch in HP— on one side, either left or right. In summary, the
CAP model predicts that listeners lateralize the Huggins pitch according to the ITD
of the component at the boundary frequency.

This prediction is qualitatively correct, according to our experimental results. As
discussed in the previous section, the calculation of overlapped area shows that the
CAP model fairly predicts listeners’ responses, and it also explain for each listener the
remarkable similarity among different stimuli (i.e. linear-phase boundary, stepped-
phase boundary and sine-tones).

However, the CAP model further predicts that the lateralization of HP— with 0-
FIITD should form a hyperbolic function of boundary frequency, which would appear
as a straight line with a slope of —1 on a plot of lateralization vs. frequency on
logarithmic scale. This prediction is inconsistent with the experimental results in this
chapter (Figures 2.13, 2.23 and 2.32). Most of our listeners (4 out of 5) showed slopes
much less steep than —1, indicating very little frequency dependence on lateralization
for HP—. For the exceptional listener W, although the overall slope is close to —1,
the best-fit line for the lowest three boundary frequencies is much less steep as well.
Listener W did report that he had some difficulty in hearing the Huggins pitch with

high boundary frequencies, particularly 1000 Hz. It is possible that when the Huggins
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pitch was hard to hear, listener W tended to respond with locations near the center.
This postulation might be supported by the fact that listener W’s error-bars for
boundary frequencies of 700 and 1000 Hz were large. If the highest two boundary
frequencies (i.e. 700 and 1000 Hz) were ignored, listener W’s data with the lowest
three boundary frequencies in Figures 2.13 and 2.23 also form lines with slopes much
less steep, similar to other listeners. This explanation is not very strong because
in Figure 2.32, listener W’s data also form a straight line with a slope close to —1,
and he had no problem hearing sine-tones with frequencies at 700 and 1000 Hz. In
general, most of our listeners’ lateralization responses did not follow the hyperbolic
curve that the CAP model predicts.

It is worthy of noting that the experimental results in Chapter 1 supported the
equalization-cancellation (EC) model and disfavored the CAP model. Therefore in
general, although the CAP model is a very compact model, which has the advan-
tage of predicting both pitch height and lateralization with a single mechanism, it
might be too simple to give correct prediction on pitch strength or precise prediction
on lateralization for dichotic pitch stimuli. The imperfect prediction by the CAP
model might be improved by consideration of compression effect, which motivated

the discussion in the next section.

The compression model

The lateralization experiments by Yost (1981) have shown that, when listening to
sine-tones at fixed frequency with IPDs beyond 90°, listeners’ lateral responses are
not linear functions of IPD, and instead, they are compressed at large IPDs. The
experiment in Chapter 3 tested and confirmed that, when varying the frequency of
the sine-tones, ITD is a more consistent cue for lateralization than IPD. It also showed
that listeners demonstrated compression at large ITDs, although there were a lot of

individual differences in the amount of compression.
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To examine whether the deviation between the prediction by the CAP model and
listeners’ lateral judgements can be explained by compression at large I'TDs, listeners’
averaged responses were plotted against the ITD for each type of stimuli (linear-phase
boundary, stepped-phase boundary or sine-tones) (Figures 2.36 through 2.38). The
absolute values of the responses for the ambiguous points, whose IPD is 180° and
whose lateralization was predicted on both sides by the CAP model, were taken
before taking the average, which is why the plots tend to have more data points on
the righthand side. On the figures, the circles represent the responses for HP+, and
the upper triangles represent the responses for HP—. Ideally the data-points should
all fall in the first and third quadrants. This was mostly true. However, sometimes
listeners had responses on the wrong quadrants, and those points were not shown on
the figures. Overall, the points in the wrong quadrants were very few, never more than
two out of 50 points for each listener on each figure. Each listener’s results were offset
vertically in order to show the plots for all listeners on one figure. The vertical values
for positive ITDs are displayed on the right boundary, and those for negative ITDs
are displayed on the left boundary. As discussed in the previous section, listener
X’s lateral responses for sine-tones were very close to the center, leading to small
values, compared with other listeners. Hence to show his sine-tone data clearly, the
vertical range in Figure 2.38 is from —10 to +10, smaller than other listeners’ range.
The dashed, straight lines show the prediction by the CAP model, which is a linear
function of ITD.

To express the compression effect, a three-parameter power-law function was con-
structed as in Equation 2.8. The solid curves on the figures are the best-fit to the
data. The fitting process compared the difference between the data-points and the
model prediction and minimized the root-mean-square errors (RMSE) for the data-
points in the correct quadrants. The data-points in the wrong quadrants were ignored

during the fitting process. Table 2.8 lists the optimal parameters (a, b and q) and the
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Figure 2.36: Lateralization of linear-phase Huggins pitch vs. ITD
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Figure 2.37: Lateralization of stepped-phase Huggins pitch vs. ITD
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Figure 2.38: Lateralization of sine-tones vs. ITD
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minimum RMSE:s for all listeners and for all types of stimuli.

L=a-ITD"+b (2.8)

where L is the lateral response from —40 to +40, and ITD is in ps.

listener C L w X Z
a | 107 327 066 091 084
linear- b 20 34 22 42 -19
phase q 0.47 032 0.50 0.41 045
RMSE | 698 6.22 7.20 499 4.90
a 1.39 - 0.63 1.08 0.72
stepped- b 1.7 = 31 20 -21
phase q 044 - 051 041 051
RMSE | 572 - 643 477 4.98
a 2.02 024 1.86 254
sine- b 1.9 . 31 -13 -20
tones q 039 - 061 017 0.34
RMSE | 4.29 5.75 1.72 507

Table 2.8: Best-fit with three-parameter model on ITD

In Table 2.8, the parameters for different listeners were quite different. For
each listener, the ¢-parameters, representing the amount of compression, and the b-
Parameters, representing the left/right bias, were very similar among the three types
of stimuli (i.e. linear-phase boundary, stepped-phase boundary and sine-tones). Ex-
cept for listener L, who did experiments with just linear-phase boundary, the only
€xception was listener X, whose results for sine-tones had much larger compression
(¢4=o0. 17) than linear-phase and stepped-phase Huggins pitch stimuli (¢ = 0.41), and

whose left /right bias was different for different stimuli.
In Zeneral, the figures show that, after accounting for compression with the three-
Parametey model, listeners’ responses roughly followed the CAP model except for an
in‘“‘f'idualizcd scale factor. Especially, due to the large compression at large ITDs,

there
°r® Was much less dependence on ITD when including large ITDs. For HP— with
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O-FIITD, the largest ITD was 2.5 ms, which was the largest ITD presented in all
of the experiments in this chapter. Therefore listeners’ responses would have little
dependence on ITD, appearing as slopes much less steep than —1, as predicted by
the CAP model, on the log-log plots (Figures 2.13, 2.23 and 2.32). This explains the
discrepancy on the slopes between the experimental results and the prediction (—1)
by the CAP model based on a linear function of ITD at the boundary frequency.
Yost (1981) has shown with his experiments that listeners’ lateral responses were
based on IPD instead of ITD, and were compressed at large IPDs as well. To test
this statement, the lateral results in the experiments in this chapter are plotted again
against IPD in Figures 2.39 through 2.41, and the optimal parameters and the mini-
mum RMSEs are shown in Table 2.9. These figures and table are parallel to Figures
2.36 through 2.38 and Table 2.8, except that IPD replaces ITD. On the figures, the
dashed, straight lines are predictions by the CAP model based on IPD with an arbi-

trary scale assuming that listeners responded +40 to the stimuli with +180°.

listener l C L \%Y% X Z

a 749 2233 851 031 4.44

linear- b 16 34 2.0 26 -23
phase q 0.25 004 0.16 081 0.28
RMSE | 898 785 882 428 6.25

a 3.62 - 8.18 0.62 10.85

stepped- b 0.3 - 3.0 0.5 -22
phase q 0.42 - 0.17 070 0.14
RMSE | 7.43 - 835 440 7.82

a 7.37 - 12.50 2.68 18.76

sine- b 1.7 - 31 -13 -18
tones q 0.27 - 0.01 0.16 0.05
RMSE | 6.28 - 729 176 6.76

Table 2.9: Best-fit with three-parameter model on IPD

By comparing the RMSEs in Table 2.9 with the RMSEs in Table 2.8, it is clear that
the Values in Table 2.9 are larger than the corresponding values in Table 2.8, except

f .
or hStener X. A one-tail paired t-test for all listeners and all three boundaries (linear-
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Figure 2.39: Lateralization of linear-phase Huggins pitch vs. IPD
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Figure 2.40: Lateralization of stepped-phase Huggins pitch vs. IPD
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Figure 2.41: Lateralization of sine-tones vs. IPD
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phase boundary, stepped-phase boundary and sine-tones) shows that the RMSEs in
Table 2.9 are significantly larger than those in Table 2.8 at the 0.05-level. This result
can be confirmed by visually comparing Figures 2.39 through 2.41 with Figures 2.36
through 2.38. Thercfore these commparisons show that the fitting with ITD as the
variable is better than the fitting with IPD, indicating that listeners appeared to

use ITD as a temporal cue, not IPD. A more thorough investigation of this issue

constitutes the content of Chapter 3.

The RC model

Since the experiments on dichotic pitch strength in Chapter 1 favored the EC
model, instead of the CAP model, it is reasonable to expect the EC model to give
correct prediction on lateralization of dichotic pitch stimuli. However, unlike the
CAP model, the EC model does not predict explicitly on lateralization. Fortunately,
Akeroyd and Summerfield (2000) suggested a reconstruction-comparison (RC) model,
which models the perception of dichotic pitch in five steps. It determines the pitch
height by an equalization-cancellation process and then segregates the pitch from the
reconstructed background noise. After segregation, there would be residual peaks on
the plane of frequency and interaural delay. If, further assuming that the interaural
delay of the residual peaks determines the laterality of boundary frequency, the RC
model predicts that the boundary frequency of Huggins pitch would be lateralized in
the same way as lateralizing a sine-tone by itself with the same frequency without
the broadband noise background. This prediction is modest, compared with the
Prediction by the CAP model, because it does not say how exactly the boundary

frequency would be lateralized, as the CAP model does, but rather, it leaves all
the Questions to the problem of lateralizing sine-tones. With this weakness, this
Modest, Prediction is supported by the fact that the scatter plots for Huggins pitch

Sti s -
'mulj (with either linear-phase boundary or stepped-phase boundary) are similar to
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listener C L \WY X Z
side L R L R L R L R L R
linear-phase | 24% 76% | 8% 92% | 74% 26% | 0% 100% | 12% 84%
stepped-phase | 30% 70% | - - | 76% 24% | 0% 100% | 18% 70%
sine-tones 2% 98% | - - | 82% 18% | 40% 50% | 68% 28%

Table 2.10: Percentage of responses on each side for HP— and sin-r with 0-FIITD

the scatter plots for sine-tones. This similarity was exhibited by the large values of
overlapped area on the top block of Table 2.7, comparing the Huggins pitch stimuli

(both linear-phase boundary and stepped-phase boundary) with the sine-tones.

2.7.4 Earedness

"The phase spectra of HP— with stepped-phase boundary and sin-n are binaurally
symmetric, and the spectra of HP— with linear-phase boundary are almost symmetric.
From intuition, there seems to be no preference on one side over the other. However,
the experimental results in this chapter show that listeners consistently lateralized
HP — and sin-7 with 0-FIITD to one preferred side. Table 2.10 shows the percentage
of the responses on each side for these points. Some of the scores for the left and
right do not add up to 100% because some responses were in the middle and thus
were counted neither as left nor as right. In general, except for one case (i.e. listener
Z with sine-tones), listeners who participated in the experiments with more than one
types of boundaries, i.e. listeners C, W, X and Z, maintained their preferred sides,
although the level of preference might vary among different boundaries.

This ear-preference, or earedness, can be easily demonstrated with a simple ex-
Periment, When presented with a HP— stimulus through headphones, the listener
is askeq to point out which side he hears the pitch. Then after reversing the head-
Phones’ the listener will usually be surprised to find that the pitch does not change

si . .
ide. When performing this experiment, all of our listeners demonstrated no change
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in sidedness. When Culling (2002) performed this experiment with 36 listeners, he
found that 12 listeners heard the pitch on the right side independent of the headphone
orientation, 14 listeners heard the pitch on the left side independent of the headphone
orientation, 10 listeners were unsure about the lateralization for one or both head-
phone orientations, and only 2 listeners responded that the pitch image moved from
one side to the other when reversing the headphones. In summary, Culling found
75% of the listeners were either left-eared or right-eared. No correlation was found
between earedness and handedness.

Furthermore, in our experiments, the earedness found for individual listeners in
Huggins pitch experiments was primarily maintained in sine-tone experiments, sug-
gesting that some common mechanism in each individual listener’s auditory system
might account for the earedness for various binaural stimuli.

Unlike the experimental results in this chapter and in Culling’s experiments,
Hafter et al. (1969) found that listeners lateralized the signal in an NOS7 stimu-
lus about equally often to the left and right. The difference between the experiments
by Hafter et al. and our experiments might be due to the different method. In each

experimental run introduced in this chapter, stimuli with various interaural phases
were presented, and the interaural level difference was kept zero, whereas Hafter et
al. presented only interaural phases of 180° throughout an entire run, and the level of
signal-to-noise ratio was varied as a parameter. Therefore, given different experimen-
tal conditions, and different signals (i.e. Huggins pitch stimulus and masking level
difFerence stimulus), the listener’s behavior on ear preference might be different.
In general, the tendency on ear sidedness found in Huggins pitch experiments
Seer1ms strong enough to justify the concept of left-eared or right-eared listeners. Ana-
logr to ambidextrous persons, it would not be surprising to find listeners who prefer

both sides about equally often.
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2.8 Conclusions

Lateralization was measured for Huggins pitch stimuli in the HP+ and HP—
phase configurations to test the prediction by the CAP model based linearly on the
interaural delay. The CAP model predicts that listeners hear the pitch in HP+ at
the center and hear the pitch in HP— on one side, which was confirmed by the
experimental results in this chapter. Moreover, the CAP model predicts that the
laterality of the pitch image in HP— should be a hyperbolic function of boundary
frequency. To test this quantitative prediction, randomized interaural delays were
added, which led to a large amount of data presented in the form of scatter plots.
Surprisingly. the experiments in this chapter did not confirm the hyperbolic function
predicted by the CAP model. Instead, the experiments found that 4 out of 5 listeners
showed very little frequency dependence on laterality of the pitch image in HP—.

According to the experimental results in Chapter 3, listeners’ responses are com-
pressed at large ITDs.  All of the five listeners in the experiments in this chapter
showed large compression at large I'TDs, leading to much less frequency dependence,
especially for HP—. This compression may explain the failure of the quantitative

prediction by the CAP model.

An alternative model is the reconstruction-comparison (RC) model by Akeroyd
and Summerfield (2000). For Huggins pitch stimuli, the RC model applies the
€equalization-cancellation model and a reconstruction process to segregate the bound-
ary frequency from the background noise. Akeroyd and Summerfield suggested that
‘““only subsequent to this partitioning is the lateralization of each object calculated.”

H e n ce unlike the CAP model, the RC model does not give a specific prediction on lat-
eralization, but rather, it suggests that lateralizing Huggins pitch would be the same
as lateralizing a sine-tone at the boundary frequency. This motivated the lateraliza-
tion experiments with sine-tones in this chapter, which confirmed that, as statistical

COrTa p>arison has shown, for each individual listener, the pattern of the scatter plot for
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sine-tones is very similar to the patterns for Huggins pitch stimuli.

It needs to be noted that the CAP model also predicts that lateralizing Huggins
pitch is the same as lateralizing a sine-tone. What was not confirmed by our ex-
periments was the further detail prediction by the CAP model, i.e. the hyperbolic
function of laterality with respect to boundary frequency, without considering the
compression at large ITDs. It seems unfair to say that the experimental results in
this chapter favor the RC model over the CAP model, because the RC model leaves
the exact question unanswered, and simply transposes the problem of lateralizing
Huggins pitch to the problem of lateralizing sine-tones. However, the RC model does
have the advantage of not making predictions against the experimental data in this
chapter, and using the EC model in detection of Huggins pitch, which was supported
by the experiments on pitch strength of Huggins pitch stimulus in Chapter 1.

For ambiguous stimuli, such as HP— and sin-7 with 0-FIITD, the signal has inter-
aural phase difference of 180° (Sm). When presented with these binaurally symmetric
stimuli, listeners usually lateralized them consistently on one side due to personal pref-
erence, which does not change over time or among various stimulus configurations.
This observation, made informally by others (e.g. Culling, 2002; Akeroyd, 2003; and
Bilsen, 2003), led to the concept of earedness, i.e. left-eared and right-eared listeners.
There appears no correlation between earedness and handedness.

In éummary, the lateralization experiments in this chapter with Huggins pitch
stimuli and sine-tones roughly confirmed the prediction by the CAP model, but failed
to demonstrate the hyperbolic function that the CAP model predicts quantitatively,
which may be due to not considering the large compression at large ITDs. Meanwhile,
the results show similar patterns for Huggins pitch stimuli and sine-tones, consistent

with the predictions by the RC model and the CAP model.
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2.9 Appendix

2.9.1 Auxiliary experiments with narrow-band stimuli

The auxiliary experiments introduced in this section were designed to test whether

a listener could consistently lateralize the phase boundary region by itself.

Method

During an experimental run, a listener was sitting in a double-walled sound room,
wearing headphones (Sennheiser HD414). A narrow-band stimulus was generated
from a 65-dB Huggins pitch signal (with boundary frequency of 500 Hz) by eliminating
all the frequency components except the ones within the phase boundary region, which
was 6% wide (—3% to +3%) about the boundary frequency. This narrow-band signal
is identical to the phase boundary region of the broad-band Huggins pitch signal,
used in Experiments 1 and 2 in this chapter. Then the left-ear signal was delayed
by adding a linearly-increasing phase shift to the frequency components. Two delays
were applied, i.e. —400 and +400 us, less than 1000 us, the half period of 500-Hz
boundary frequency. A negative delay means that the right-ear signal was delayed.
In the following text, the signal with —400-us delay is called “Interval A”, and the
signal with +400-us delay is called “Interval B”. Each interval was 1.6 seconds long,
with slow onset and offset smoothed by a cosine-window of 100-ms duration.

In each run, a fixed type of phase boundary, either linear-phase (Figure 2.42) or
stepped-phase (Figure 2.43), was presented to the listener. Each run contained 30
trials. On each trial, Interval A and Interval B were presented in a randomly-picked
sequence, either “AB” or “BA”. Among the 30 trials, 15 of them were in “AB”
sequence, and the other 15 of them were in “BA” sequence. After hearing the two
intervals, the listener would respond whether the image moved to the left or right,

and if the movement was not clear, the listener was asked to make a guess.
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Figure 2.44: Lateralization of phase boundary region

Model predictions

Applying the CAP model, one can predict the laterality of the phase boundary
by itself. For the phase boundary of HP+ stimulus, the interaural phase difference
(IPD) at the boundary frequency is zero, leading to an image at dead center. Thus
the —400-us delay (Interval A) moves the image to the left, and the +400-us delay
(Interval B) moves the image to the right (“A” and “B” in Figure 2.44a)3.

As for HP—, the IPD at the boundary frequency is 180°, leading to an image on
the left- or right-side, depending on whether a listener is left-eared or right-eared, as
discussed in the section of earedness. At 500-Hz boundary frequency, an IPD of 180°
corresponds to £1000-us delay. Due to the principle of centrality, both left-eared and
right-eared listeners would perceive images within the central region between —180°
and +180°, i.e. between —1000 us and +1000 us at 500 Hz. Thus a —400-us delay
would lead to a position at 600(= 1000 — 400)-us delay (“A” in Figure 2.44b); and
a +400-ps delay would lead to a position at —600(= —1000 + 400)-us delay (“B” in

3Figure 2.44 uses the same scales as the previous scatter plots in this chapter.
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Figure 2.44b). The positions outside the central region (“A*” and “B*” in Figure
2.44) are alias points.

In summary, according to the CAP model, for both left-eared and right-eared
listeners, when presented with the phase boundary of HP+ stimulus, they would hear
the “AB” sequence as moving to the right, and the “BA” sequence as moving to the
left (the solid symbols in Figure 2.44a); when presented with the phase boundary of
HP— stimulus, the results would be opposite, i.e. they would hear the “AB” sequence
as moving to the left, and the “BA” sequence as moving to the right (the solid symbols
in Figure 2.44b);

Listeners and results

Three listeners, C, W and X, were in this experiment, and all of them had partic-
ipated in the lateralization experiments on Huggins pitch in this chapter.

To eliminate the effect of possible asymmetry of headphones, for each condition,
after the regular run, the listener was asked to do another run with headphones
reversed. With phones reversed, the generated +400-us delay (Interval B) became
—400-us delay (Interval A), and vice versa. If Interval A is still named as the inter-
val with currently —400-us delay, then the prediction by the CAP model would be
identical as with normal phones.

The open squares in Figures 2.45 and 2.46 show the percentage scores on how well
the listener followed the prediction by the CAP model, with stepped-phase boundary
for HP+ and HP—, respectively. Each data point is an average of six runs, three with
normal phones and three with reversed phones. All three listeners found the task
very easy. The sound images were found to be compact with strong lateralization
cues. Every listener had perfect score (100%) with no error-bars, as the CAP model
predicts.

The solid squares in Figures 2.45 and 2.46 show the results of linear-phase bound-
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ary, with each data point averaged from six runs (three with normal phones, and three
with reversed phones). Listeners’ scores were far from perfect. Actually, all the scores
were below chance (50%), demonstrating a bias opposite to the prediction by the CAP
model. For listener W and the HP+ condition for listener X, the scores were above
25%. Taking 25% and 75% as thresholds, the results between 25% and 75% can be
interpreted as that listeners could not consistently lateralize the sound image. From
the results, one can conclude that listener W could not lateralize the linear-phase
boundary consistently, and listener X could not lateralize the linear-phase boundary
of HP+ stimulus consistently. However, all the results for listener C and the results
for listener X with HP— boundary were still beyond the threshold, indicating some
consistency in their lateral judgements.

It is possible that the linearly-varied phase gave them some cue. For a narrow-

band signal, the delay of the envelope, i.e. the group delay, can be calculated by

Ag

= 360 AF (29)

AT

where AT is the group delay, A¢ is the change of phase in degrees within the narrow-
band, and Af is its bandwidth.

For the stepped-phase boundary, the interaural phase was fixed to be 180°, and A¢
is zero. Thus the delay of the envelope is zero. For the linear-phase boundary, the
interaural phase varied by 360°, and the bandwidth was 6% of the boundary frequency,

i.e. 500 Hz. Therefore the delay of the envelope is

B 360°
~ 360° - (500 Hz - 6%)

AT = 33 ms,

where the positive delay means that the envelope in the right ear leads.

When a delay At = +400us = +0.4ms, is added to this narrow-band boundary, based
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on Equation 2.9, the group delay becomes

Ad

=——_:t t= . .
360° - Af A 33 ms £ 0.4ms

AT

Compared with 33 ms, the change of £0.4 ms is small, and Equation 2.9 still approx-
imately holds. On the recorded waveform, it was confirmed that, for the stepped-
phase boundary, the envelopes in both ear-channels were in phase; whereas for the
linear-phase boundary, the envelope in the right-channel was always leading by 33
ms, agreeing with the theoretical calculation above. However, because the delay of
the envelope was approximately the same for both Stimuli A and B, it could not be
used as a consistent cue to discriminate them.

One possible strategy that listener C might use to lateralize the linear-phase
boundary is that she might have segregated the boundary into two bands about the
center frequency, lateralized the low-frequency components and the high-frequency
components separately, and always chose the laterality of the high-frequency compo-
nents as a consistent cue. If the phase variation was larger, there would be more than
one cycle within the linear-phase boundary, and therefore, to succeed in segregating
the components with positive and negative interaural phases, the listener would have
to segregate the whole band into many very narrow strips and chose the even or odd
number of strips. Hence we expected that the listener’s performance would be less
consistent with larger variation in interaural phase. To test this idea, listeners did the
same experiments with a boundary in which the interaural phase varied from 0° to
1080° (three complete cycles instead of one)*. According to Equation 2.9, the delay

of the envelope was
1080°

~ 360° - (500 Hz - 6%)

= 99 ms,

AT

where the positive delay means that the envelope in the right ear leads.

2 Qdd number of cycles were chosen so that the interaural phase at the center frequency was the
Sarae as the original linear-phase boundary with one-cycle variation.
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This delay was confirmed by comparing the envelopes on the recorded spectra. As
discussed in the previous paragraph, this envelope delay could not be used as a
consistent cue for discriminating Stimuli A and B.

Listener C’s results for the new linear-phase boundary with phase-variation of
1080° were shown in Figures 2.45 and 2.46 as solid circles, each of which was aver-
aged over four runs (two with normal phones and two with reversed phones). For
comparison, listeners W and X also did experiments with this condition, but with
only two runs (one with normal phones and one with reversed phones) for each data
point (solid circle) shown in Figures 2.45 and 2.46. The solid circles show that the
results of all three listeners were close to chance (50%) as expected, with small bias
in the sense that all scores were below 50%.

It is worth noting that all the listeners’ judgements with linear-phase boundary
were opposite to the prediction by the CAP model. The listeners all reported that
the linear-phase boundaries sounded more diffuse and were much more difficult to
lateralize. Thus one way to understand the discrepancy between the results and the
prediction might be that. when presented with such a diffuse stimulus, the listener’s
earedness dominated the judgement. Thus a left-eared listener would hear the in-
tervals on the left, at “A*” and “B” in Figure 2.44; whereas a right-eared listener
would hear the intervals on the right, at “A” and “B*” in Figure 2.44. Therefore both
left-eared and right-eared listeners would perceive “AB” trial as moving to the right,
and “BA” trial as moving to the left, opposite to the prediction by the CAP model.
For linear-phase with 360°-boundary, for which listeners had strong bias against the
prediction by the CAP model and the principle of centrality, informal listening con-
firmed that left-eared listener W mostly heard the stimuli (for both HP+ and HP—,

and for both Interval A and Interval B) on the left and right-eared listeners C and X
moOstly heard the stimuli on the right. By contrast, when listening to stepped-phase

bollndary, all listeners heard the stimuli as predicted, i.e. for HP+, listeners always
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heard Interval A (—400-ITD) on the left and Interval B (+400-ITD) on the right; and
the opposite for HP—.

In general, the auxiliary experiments on phase boundary of Huggins pitch stimulus
show that listeners lateralized the stepped-phase boundary by itself very consistently,
and as predicted by the CAP model, at least qualitatively; while for the linear-phase
boundary, listeners lateralized less consistently (and close to chance with interaural
phase varying by a larger range of three cycles), and the results were opposite to
what the CAP model predicts, which suggests that, when lateralizing a diffuse image,
listeners’ earedness might dominate the task, and the principle of centrality might

not apply.

2.9.2 Calculation of overlapped area

This section introduces the detailed method used to calculate the overlapped area
between two standardized normal distributions, as discussed in Section 2.7.2.

A curve characterizing a standardized normal distribution is defined by its mean
and standard deviation as in Equation 2.10. Figure 2.47 shows two possible circum-
stances. On the top plot, the two curves have the same standard deviation (op). On

the bottom plot, the two curves have different standard deviations (o and o3).

1/x— p\?
PDF(z) = —> 3 ) (2.10)
oV2m
where PDF(z) is the normalized probability density function of z, which satisfies
fj:: PDF(z) - dx = 1; ju is the mean; and o is the standard deviation.
When the two curves have the same standard deviation ¢ (the top plot in Figure
2.47), there is only one intersection of the two curves, whose value is the average of
the means of the two curves. Without losing generality, it is assumed that p, > p,

a3 shown in Figure . Due to the symmetry, the areas of I and II are equal. Therefore
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Figure 2.47: Overlapped area of two standardized normal distributions

the overlapped area (i.e. the total area of the shaded areas) is as shown in Equation

2.11.

| =

A=2-®(x9.p2,00) = (2.11)

z
/ e
oo OV 2T
where A is the overlapped area: ® is the cumulative density function (CDF), which is
defined as ff; PDF(x)-dr; x4 is the horizontal coordinate of the intersection, which

can be derived as 1q = ; 09 is the standard deviation of the two curves; and

M1+ po
2
Jo > . This circumstance was especially important for comparing the experimental
results with the prediction by the CAP model in Section 2.7.2 because the same
standard deviation was assumed.
When the two curves have different standard deviations o, and o (the bottom plot

in Figure 2.47), there will be two intersections of the two curves. Without sacrificing

any generality, it is assumed that o; > 0,. The horizontal coordinates of the two
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intersections are solutions of

1/x—p1\? 1 T — po\?
1 e~2 01 = 1 6_2< )
oV2rm o9V 2T

Taking logarithm of both sides of the equation, and simplifying it, one can achieve

(03 —03) 2* +2 (103 — pp0}) T + [,u%af — 303 + 20}02n <%3)] =0. (212
1

Letting a £ 02 — 02, b £ 2 (1,02 — py0?), and ¢ £ pio? — plo? + 20%02In (%f), the

solutions of Equation 2.12 can be written as

b+ Vb? - 4ac
N 2a

(2.13)

Tt

where z, is the greater solution and z_ is the lesser solution.

Then the overlapped area (i.e. the total area of the shaded areas) is

A=A+ A+ A

where A is the total overlapped area; A;, A;r and Aj;; are the areas of the three

shaded areas on the bottom plot of Figure 2.47, which are derived as

AI = (D(I—aanU?)’
Ay = O(zy,m,00) =@ (z_,p1,01),

Amr = 1-® (x4, p2,09).

When comparing two scatter plots, it would be very unlikely that the standard devi-
ations of the two plots were the same. Thus this circumstance is most important for

comparing two arbitrary plots.
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Chapter 3

Lateralization of sine-tones

3.1 Introduction

It has been known, ever since the time of Lord Rayleigh (Strutt, 1907, 1909), that
human listeners localize or lateralize tones with interaural level cues and interaural
temporal cues. Interaural phase difference (IPD) and interaural time difference (ITD)
are considered as two types of interaural temporal cues. IPD and ITD relate to each

other by a function as in Equation 3.1.
IPD =360°- f-(ITD) (3.1)

where IPD is in degrees, ITD is in seconds, and f is the frequency in Hz.

For a given frequency, IPD and ITD are proportional to each other, and therefore a
lateralization model based on either of them would give virtually the same prediction.
However, when allowing frequency to vary, the relationship between IPD and ITD
gets complicated, and models based on IPD and ITD would give different predictions
on human auditory perception of laterality or sidedness.

Physically, ITD is a good function of azimuth in that, for a sound source at a

given azimuthal position, the ITD varies little as frequency changes, whereas IPD
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varies a lot (Kuhn, 1977, 1979; Constan and Hartmann, 2003). If human listeners
develop their perception of laterality through experience with the physical positions
of nearby audible sound sources, the ITD would be a cue more natural to adopt.

Furthermore, many current auditory models follow the Jeffress model (Jeffress,
1948) and emphasize the ITD because, when perceiving sound signals with external
delays, fixed internal delay lines compensating those external delays form a topo-
graphic encoding based on ITD. However. since this encoding is confined to frequency
channels, the ITD is equivalent to an IPD within any tuned channel, and thus it is
difficult to argue that neural architecture offers hard evidence favoring ITD over IPD.

Moreover, when studying human lateralization of broadband stimuli, the cross-
frequency models are based on a common ITD through multiple frequency channels
(Stern et al., 1988; Dye, 1988). Especially, the criterion of “straightness” applies
to a frequency-independent ITD instead of a frequency-independent IPD. Since the
concept of straightness is important for perception, taking ITD as a lateral cue has
an advantage.

On the other hand, there are also good reasons to consider IPD as a valid cue for
lateralization. Mathematically, IPD has a built-in limit. When IPD reaches 180°, the
perceived sidedness becomes ambiguous. Thus for whatever frequency, 180°-IPD is
a limit for temporal cues, even though the I'TD may still be within the physiological
range of about 600 us. Psychophysically, measurements of just-noticeable-differences
(JND) from the midline showed that the JND in IPD is roughly independent of the
frequency of the sine-tones, whereas the JND in ITD is not (Yost and Hafter, 1987).
Physiologically, the neural population appears to be distributed according to IPD,
supported by the observed distribution of IPD-sensitive neurons across frequency in
the inferior colliculus of guinea pig (McAlpine et al., 2001). This distribution suggests
that IPD may be more fundamental for lateral perception.

The most direct support for IPD over ITD is the experiments by Yost (1981). He
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performed a series of experiments on lateralizing sine-tones with various interaural
level differences (ILD) and various IPDs. For the IPD experiments, he measured
the perceived lateral position of sine-tones at frequencies of 200, 500, 750, 1000 and
1500 Hz. The IPD varied from —150° to +150°, close to the 180°-limit. Listeners
were asked to indicate the perceived location of the tone by moving a pointer to the
corresponding position on a drawing of a head, and the response was then converted
to a number from —10 (extreme left) to +10 (extreme right).

Yost found that listeners responded close to +10 for an IPD of +150°, whatever
the tone frequency. The shape of the curves of laterality vs. IPD appeared to be
independent of frequency. However if one plotted the laterality against ITD, because
of the wide frequency range in the experiments, the curves looked dramatically differ-
ent. The experiments therefore suggested that the human binaural system was acting
as an IPD meter and not as an ITD meter. Similar findings were also reported by
Sayers (1964).

Nevertheless there is a potential problem with Yost’s experiments. Although the
tone frequency was varied among different blocks of the experiments, the frequency
was fixed in each block. If listeners had the tendency to use the full range of available
responses for each experimental block, then the results would appear to be the same,
independent of the scale factor in Equation 3.1, i.e. the tone frequency. Being aware
of this possibility, Yost performed spot checks with tone pairs at different frequencies.
The checks supported the dominant position of the IPD. However it would be better
if a full experiment can be performed to test listeners’ lateral judgements across
frequency.

Chapter 2 of this thesis introduces the experiments on lateralization of Huggins
pitch. As a comparison, laterality of sine-tones was also measured. It was found
that for each listener, the lateral judgements of sine-tones were very similar to those

of Huggins pitch stimuli, and they all followed somewhat (although not perfectly)
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the model prediction based on ITD, instead of IPD. To pursue those observations,
an experiment on sine-tone laterality was performed using both IPD (chosen to be
the same as in Yost's experiments) and ITD as independent variables. The major
difference from Yost’s experiments is that, in this experiment, the tone frequency was

not fixed in each run.

3.2 Method

3.2.1 Stimulus

The signals presented to listeners were pure sine-tones with various interaural
phase differences (IPD). The waveforms of the sine-tones were calculated by an array
processor (Tucker Davis AP2) on a computer, and were converted to audio signals by
16-bit DACs (Tucker Davis DD1). The sample rate per channel was 20 ksps (kilo-
samples per second). With a continuously-cycled buffer of 32768 words, the period
was 1.6384 seconds. The output of the signal was low-pass filtered at 2.5 kHz with
Brickwall filters at a rate of —115 dB/octave. Recordings were made at the output of
the filters, and the phases for the left and right channels were compared, which agreed
with the calculated IPDs. Although the filters were known to add a phase-shift, the
phase-shifts were the same for both channels, and hence the IPD was preserved.

The onset and offset of the stimulus were both smoothed by a cosine-window of
100-ms duration. The left and right channels had simultaneous onsets and offsets,
and the IPD was not applied to the onset or offset, which was confirmed by comparing

the recorded envelopes for the left and right channels.

3.2.2 Listeners

Five listeners, A (male, age 19), C (female, age 65), W (male, age 66), X (male,

age 31) and Z (male, age 32) were in this experiment. They all had normal hearing
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(i.e. with hearing thresholds within 15 dB of nominal throughout the frequency range
of this experiment) except that W had a bilateral hearing loss above 8 kHz, far above
the frequencies used in the experiment. Listeners C, W, X and Z were experienced
in lateralization estimation, but listener A only had experience in making left /right

decisions. All listeners were right-handed.

3.2.3 Procedure

On each trial, a listener heard a single interval of a sine-tone with certain IPD.
The listener could listen as many times as desired, and was then asked to respond
with a number (from —40 to +40, corresponding to extreme left and extreme right,
respectively) according to the lateral position of the sine-tone. It was an absolute
estimation task. There were 25 trials in each run. Table 3.1 lists the values for ITD,
IPD and frequency in one set of the stimuli (“Stimulus I”) used in the experiment.
Each trial played one of the 25 stimuli. Of the 25 stimuli, 22 of them were with finite
ITDs and IPDs. For finite ITDs and IPDs, there were five possible ITD values (i.e.
200, 400, 600, 800, 1000 us). and five possible IPD values (i.e. 30°, 60°, 90°, 120°,
150°). The ITD and IPD define the frequency, which can be calculated from Equation
3.1.

Therefore totally, there should be 25 stimuli (5 ITDs x 5 IPDs). However, three
of the 25 stimuli, as shown in Table 3.2, had frequency either above 1500 Hz (where
the ITD and IPD cues were not reliable) or below 100 Hz (which was hard to hear).
These stimuli were eliminated and not included on Table 3.1. On the other hand, the
last three stimuli on Table 3.1 were with 0-ITD and 0-IPD, added as check-points,
which would reveal some information on left/right bias during data analysis. The
frequencies of the check-points were well distributed, covering the most important
range in this experiment. To be symmetrical, both positive and negative ITDs and

IPDs were used in the experiment. With positive ITDs and IPDs, the right channel
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IPD (°)

frequency (Hz)

stimulus number | ITD (s)
1 —200
2 +400
3 —600
4 +800
) —200
6 +400
7 —600
8 +800
9 —1000

10 +200
11 —400
12 +600
13 —-800
14 +1000
15 —400
16 +600
17 —-800
18 +1000
19 —400
20 +600
21 —800
22 +1000
23 0
24 0
25 0

-30
+30
=30
+30
-60
+60
-60
+60
—60
+90
-90
+90
-90
+90
-120
+120
-120
+120
-150
+150
-150
+150
0

0

0

417
208
139
104
833
417
278
208
167
1250
625
417
313
250
833
556
417
333
1042
694
921
417
167
333
694

Table 3.1: Stimulus I for the experiment
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ITD (us) IPD (°) frequency (Hz)

1000 30 83
200 120 1667
200 150 2083

Table 3.2: Eliminated stimuli

led the left channel; and vice versa for the negative ITDs and IPDs. To make the
experimental run shorter, two sets of stimuli (Stimuli I and II) were used. Stimulus I
is listed in Table 3.1, and Stimulus II was identical to Stimulus I, except that the plus
and minus signs of I'TDs and IPDs were reversed. The three check-points existed in
both Stimuli I and II. Each run contained trials from either Stimulus I or Stimulus
II, and the order of the stimuli were scrambled on each run. The runs with Stimuli I
and II were performed alternately. An experimental run lasted about 4 minutes, and
listeners usually did several runs before a rest break. Every listener did totally ten
runs for Stimulus I and ten runs for Stimulus II.

The experiment was performed in a double-walled sound-treated room. The lis-
tener heard the stimuli through Sennheiser HD 414 headphones while sitting on a
chair. The level of the stimuli was 60 dB for each ear-channel. Listener’s responses
were input to the computer through a keyboard. There was an LCD monitor in the

sound room to facilitate the data-input. There was no feedback.

3.3 Results

Results of the experiments are shown in Figures 3.1 through 3.5. The vertical
axis was listener’s averaged responses. Please note that because listener X always
responded with small values, corresponding to lateral positions close to the center, to
get a better-viewed plot, the vertical range of the figure for listener X was from —10
to +10, smaller than the range from —40 to +40 for other listeners. To compare the

results with both IPD and ITD, the data were plotted twice with respect to each of
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them. On each figure, the horizontal axis of the top panel was IPD in degrees, and
the horizontal axis of the bottom panel was ITD in us. To display overlapped points
clearly, the horizontal coordinates of some points were offset by a small amount. The
actual IPD or ITD of any data-point was one of the eleven nominal values that was
closest to the data-point on each plot. Each circle on the figures is an average of
ten responses from ten experimental runs. According to both IPD- and ITD-models,
listeners should respond on the right side with positive numbers for positive IPDs and
ITDs (i.e. in the first quadrant), and respond on the left side with negative numbers
for negative IPDs and ITDs (i.e. in the third quadrant). On the figures, all of our
listeners did respond mostly in the correct quadrants. However, there were a few
points from a few runs, which were in the wrong quadrants. Especially for stimuli
with long ITDs, sometimes listeners heard them on the left, but sometimes heard
the same stimuli on the right. It would be misleading to take the average of those
points and get a mean close to zero. Therefore, during data analysis, the means were
calculated in both the correct and incorrect quadrants individually. (The points on
the x-axis with a response of zero were counted as in the wrong quadrant.) Those
data-points that were averages over less than 10 runs were marked with numbers,
instead of circles, in Figures 3.1 through 3.5, showing the number of values that were
averaged for each of those data-points. To show consistent responses only, the figures
ignored the averages of two or fewer points. The data-points for 0-ITD and 0-IPD
were simply averaged with no consideration of the quadrant, because the responses
were about zero (the center) as predicted, and there were no bi-modal responses in
two different quadrants as for finite IPDs and ITDs.

The dashed, straight line on each figure was the linear best-fit (Equation 3.2) for
the data-points with the optimal slope (a) and the optimal intercept (3). The slope
represents the scale factor (between IPD or ITD and the lateral response) for each

individual listener. The intercept represents the overall left /right bias for the listener.
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Some of the listeners, especially A and C, showed the well-known compression effect
at large ITDs or IPDs (Yost. 1981). To illustrate this effect, the data were also fitted
with a three-parameter model (Equation 3.3) with optimal parameters a, b and q,

shown as solid curves on the figures.
L=a-z+p (3.2)

L=a-z29+0b (3.3)

where L is the lateral response, and z is either IPD or ITD, depending on the plots.

The parameter a is a scaling factor, similar to « in the linear model. The parameter
b represents the left/right bias, similar to 3 in the linear model. What is special is
the parameter g, which illustrates the level of compression with a power function. If
g < 1, the curve is compressed; if ¢ = 1, it is just the linear model; and if ¢ > 1, there
would even be expansion.

The optimal parameters, either («, 3) or (a, b, q), were found by minimizing the
sum of squared errors. (Only the data-points in the correct quadrants were considered
in the fitting process.) Because not all the points on the figures were averages over
ten values, the number of values contributing to each averaged point was a weighting
factor in the calculation. Thus the weighted sum of squared errors as in Equation
3.4 was minimized in the fitting process. The resulting root-mean-square-error was
achieved by Equation 3.5. Tables 3.3 and 3.4 show the optimal parameters and
the minimum weighted RMSEs for the linear model and the three-parameter model,

respectively.

m;

11
SSE = ZZnU (L,'j - L,‘j)z (34)

i=1 j=1

(3.5)

RMSE = i Ssi
2i-1 Ej:l Nyj
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where SSE is the weighted sum of squared errors; RM SE is the weighted root-mean-
square-error; 7 is the index for the 11 values on the horizontal axis (either IPD or
ITD, depending on the plots); j is the index for each data-point at each value of
IPD or ITD; [:,j is the vertical coordinate for points on the best-fit line (i.e. lateral
response predicted by the model); L;; is the vertical coordinate for each data-point,
which is an average over n;; responses (i.e. lateral response by the listener); and m;
is the total number of points (i.e. circles and numbers) at each value of IPD or ITD

on the figure.

listoner | L= aUPD)+5 L=a(ITD)+ 3
3 RMSE| a 3 RMSE

A [0237 —16 100 0035 —22 68

C 0300 12 124 [0045 14 58

Wo[0218 20 117 [0033 07 43

Z 0210 03 107 |0.033 -03 42

X |0050 -02 17 |0007 -01 12

Table 3.3: Best-fit with linear model

L=a(IPD)"+b L=a(ITD)"+b

listener

a b g RMSE| a b q RMSE
A 19.00 —1.8 0.06 39 (442 -19 0.27 2.7
C 13.88 12 018 7.7 084 1.3 0.56 3.7
w 14.60 1.3 0.09 8.8 | 0.04 0.7 0.96 4.3
/ 2026 0.3 0.02 6.7 |031 -02 066 3.5
X 0.58 —-0.2 048 14 |0.04 -0.1 0.74 1

Table 3.4: Best-fit with three-parameter model

For each listener, i.e. on each of Figures 3.1 through 3.5, the data-points on the top
panel in general had larger scattering than those on the bottom panel, indicating that
ITD is a more reliable variable in modeling listeners’ lateral judgements. Similarly,
the left blocks (IPD) of Tables 3.3 and 3.4 have larger RMSEs than the righthand
blocks (ITD), also favoring ITD over IPD as a reliable variable for lateralization.

To compare the results more clearly, Figures 3.1 through 3.5 were summarized
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and re-plotted in Figures 3.6 and 3.7, showing lateral responses vs. IPD and ITD,
respectively. On each figure, weighted averages (Equation 3.6) and weighted standard
deviations (Equation 3.7) of the responses in the correct quadrants were shown for
cach listener, and the plot for cach listener was offset so that results of all listeners
can be displayed on one figure. The axis labels for positive IPD/ITDs were shown
on the right vertical axis, and those for negative IPD/ITDs were shown on the left
vertical axis. Solid curves and dashed lines were identical to those on the original
figures (Figures 3.1 through 3.5). Comparing the summarized figures with the original
figures, one can easily confirm that Figures 3.6 and 3.7 do replicate the distribution

of data-points in Figures 3.1 through 3.5.

™ n.i- Ly
AVG, = Z:—J;‘,,,—"-’——’- (3.6)
21:1 U
SSE, = Zn,’j (Lij - /1‘/G,,)2
j=1
STD; = SSE, (3.7)

where AV G is the weighted average for each IPD/ITD value; SSE is the weighted
sum of squared errors; ST D is the weighted standard deviation; ¢ is the index for the
eleven IPD/ITD values on each plot; j is the index for each data-point at a specific
IPD/ITD value; L;; is the lateral response for each data-point (circles or numbers) in
Figures 3.1 through 3.5, which is an average over n,; responses; and m; is the total
number of points (i.e. circles and numbers) contributing to the averaged point at
each IPD/ITD value on the figure.

Four of the five listeners, i.e. C, W, Z and X, also participated in the experiments
in Chapter 2. For each listener, the optimal g-parameter for sine-tone experiments in

Table 2.8 in Chapter 2 is much smaller than the corresponding ¢-parameter for I'TD

132



Response

0150-120-90 60 —30 0 30 60 90 120 150
Interaural phase difference (deg)

Figure 3.6: Sine-tone lateralization compared with IPD

133



Response

~101 000 600 =200 0 200 400 600 800 1000
Interaural time difference (us)

Figure 3.7: Sine-tone lateralization compared with ITD

134



in Table 3.4 in this chapter. The reason is that, the largest interaural delay of the
stimuli in Chapter 2 was 2500 us; whereas in the experiments in this chapter, the
largest delay was only 1000 us. Therefore the results in Chapter 2 demonstrated more
compression due to the data points at large delays, which can be visually confirmed by
Figures 2.36 through 2.38 in Chapter 2. As will be discussed in the next section, the
IPD is not a consistent cue for listeners, therefore it is not meaningful to compare the
g-parameters for IPD between the experiments in this chapter and those in Chapter

2.

3.4 Discussion

3.4.1 Individual differences

The five listeners in this experiment showed individual differences in Figures 3.6
and 3.7. For example, listener X had a much smaller range of lateral judgement than
other listeners. In Figure 3.7 (ITD), when fitted with the three-parameter model,
result for listener W were very similar to the linear model, with the power ¢ close
to one; listeners A and C, on the other hand, showed noticeable compression with
q < 0.6; listeners Z and X showed medium compression with ¢ ~ 0.7. In Figure 3.6
(IPD), all listeners showed compression. However there were individual differences as
well. Listeners A, W, and Z had parameters close to zero (¢ < 0.1); whereas listeners

C and X showed moderate compression.

3.4.2 Comparison of standard deviations

For each listener, the standard deviations (error-bars) in Figure 3.7 (ITD) were
usually much smaller than those in Figure 3.6 (IPD). There were 11 nominal values
on the horizontal axis on both of these two figures. Studying the standard deviations

for those 11 data-points can reveal information on whether IPD and ITD were reliable
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listener | p-value | significant at 0.05 level
A 0.026 yes
C 0.000 yes
W 0.002 yes
Z 0.000 yes
X 0.034 yes

Table 3.5: T-tests for STD(ITD) < STD(IPD)

variables, based on which the listeners made their lateral judgements. An advantage of
this study is that it is independent of any model and only examines whether listeners’
judgements gathered reliably to form any possible function.

Because the data-points at 0-IPD and 0-ITD were identical on both figures, only
standard deviations at finite IPDs and I'TDs were compared. One-tailed two-sample
t-tests comparing those standard deviations showed that, for any of the five listeners,
the standard deviations in Figure 3.7 (ITD) were significantly smaller (at the 0.05
level) than those in Figure 3.6 (IPD). The p-values for those t-tests are shown in
Table 3.5. This result suggests that ITD is a much more reliable variable than IPD
as a cue to lateralize sine-tones.

It was found that the sine-tones with IPDs less than or equal to 90° were normally
lateralized within the region of centrality, and lateralization corresponding to alias
images occurred mostly for large IPDs. Thus Zhang and Hartmann (2006) tested the
standard deviations excluding the data with IPDs greater than 90°, and found the
same result as in this section, i.e. the standard deviations in the plot against I'TD

were significantly smaller (at the 0.02-level) than those in the plot against IPD.

3.4.3 Fits to models

It is informative to compare the fitting results (presented on Tables 3.3 and 3.4)
of the experimental data between the two models, i.e. the linear model and the

three-parameter model, and between the figures with respect to IPD and ITD.
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comparing RMSEs of | p-value | significant at 0.05 level

IPD linear > IPD 3-par | 0.011 yes
ITD linear > ITD 3-par | 0.073 no
IPD linear > ITD linear | 0.011 yes
IPD 3-par > ITD 3-par 0.015 yes

Table 3.6: T-tests on RMSE

The intercept parameters § and b, depicting left /right bias, are small for all listen-
ers for both models, which is reasonable in that normal listeners should have close-to-
symmetrical ears, and thus lateralize stimuli nearly symmetrically on left and right.
Moreover, for each listener, the best-fit intercepts on both Figures 3.6 and 3.7, and
for both the linear model and the three-parameter model, i.e. 3 on Table 3.3 and b
on Table 3.4, were almost identical, varying by less than 0.2 out of the range from
—40 to +40. This result revealed that the left/right bias was a consistent feature of
a listener, invariant through different models and different horizontal variables (i.e.
IPD or ITD)

It is intuitive that, compared with the linear model, by adding one more parameter
g, the three-parameter model should always improve the fitting, leading to smaller
weighted RMSEs. This is confirmed by the fact that the RMSEs on Table 3.4 are
always smaller than the corresponding RMSEs on Table 3.3. For the left blocks
(IPD) on both tables, the difference was significant at the 0.05 level by a one-tailed
paired t-test. For the right blocks (ITD) on both tables, the difference was however
insignificant, which occurred because in Figure 3.7 (ITD) the solid curves (the three-
parameter model) are very close to the dashed lines (the linear model), especially for
listeners W, Z and X, indicating small compression effect. Thus adding the nonlinear
parameter does not significantly improve the fitting for the data with respect to ITD.
The p-values and the significances for the t-tests are shown on the top two rows on
Table 3.6.

The most revealing comparison is between the RMSEs in the IPD-fit and the
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RMSEs in the ITD-fit. Comparing between the left and the right blocks on either
Table 3.3 or Table 3.4, it is discovered that the RMSEs on the right block (ITD)
are always much smaller than the corresponding RMSEs on the left block, and this
is true for both the linear model (Table 3.3) and the three-parameter model (Table
3.4). One-tailed paired t-tests showed that the difference is significant at the 0.05
level for both models. The bottom two rows on Table 3.6 show the p-values and
the significances for the t-tests. The fact that the models fit better (with smaller
RMSES) for data displayed on ITD (Figure 3.7) than those displayed on IPD (Figure

3.6) suggests that ITD is a more reliable variable to be used in those models.

3.4.4 Three-parameter model

When fitting with the three-parameter model, for any listener, the g-parameters
(i.e. the power in Equation 3.3) in Figure 3.6 (IPD) were much smaller than those in
Figure 3.7 (ITD). The ¢g-parameters in Figure 3.7 were mostly close to one. (Except for
listener A, the g-parameters for all the other listeners were above 0.5.) By contrast,
for all listeners, the g-parameters in Figure 3.6 were always below 0.5. Especially,
three of the listeners (i.e. A, W and Z) had g close to zero. This result in Figure
3.6 should not be explained as compression, but rather, as little dependence on IPD
as a variable. In the extreme case, if one had totally-random data independent of
the horizonal variable, except that all the data-points were in the first and third
quadrants, and if one tried to fit the data with the three-parameter model, one would
expect the averaged results to be close to horizontal lines at about the center of the
range of responses in both quadrants (e.g. if the data scattered from —40 to +40, the
range in the first quadrant is from 0 to +40, and the center of the range is thus 20;
similarly the center of the range in the third quadrant is —20), leading to a best-fit
parameter q close to zero, and a scale factor a close to the center of the range. For

the three listeners A, W and Z, whose g-parameters were close to zero, it is confirmed
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(Table 3.4) that their scale factors (i.e. a) were between 15 and 20, about the center

of the range for those listeners.

3.4.5 Monotonicity

In Figure 3.7 (ITD), the data-points are clearly monotonic. There are just two ex-
ceptions (i.e. the point at +600 us for listener A, and the point at —800 us for listener
W), which deviated very little from being monotonic, and hence can be explained as
statistical variation. However, in Figure 3.6 (IPD), three of the five listeners (i.e. A,
W and Z) showed large deviation from being monotonic. In other words, for those
three listeners, increasing the value of IPD did not always lead to a lateral position
farther to each side. Yost (1981) showed that, in fixed-frequency experiments, a lis-
tener’s lateral judgement increases monotonically as IPD increases. Therefore the
non-monotonic result in Figure 3.6 must be due to the variation of frequency. This
finding showed that IPD might not give a consistent lateral cue across frequency, and
further supports ITD, instead of IPD, as a more reliable cue for lateral judgements
of sine-tones.

In summary, although the five listeners in this experiment demonstrated individual
differences, they shared some important common tendencies, which suggest that ITD,

instead of IPD, is a reliable cue for lateralizing sine-tones.

3.5 Conclusion

An experiment on lateralization of sine-tones was performed with five listeners. In
each experimental run. the interaural phase difference (IPD) and the interaural time
difference (ITD) of the stimuli were varied independently, and the frequency varied
from 100 to 1250 Hz accordingly. The listeners’ averaged responses were plotted

against IPD and against ITD on separate plots. There were individual differences.
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However, for each listener, by comparing the standard deviations, the RMSEs of the
best-fit curves, the powers of the best-fit curves, and the monotonicities between the
plots with respect to IPD and those with respect to ITD, it was found that, when
including various frequencies in each experimental run, for three listeners (A, W and
Z), IPD was not used as a consistent cue, whereas ITD was always a very reliable
cue; even for the other two listeners (C and X), ITD is significantly more reliable as
a cue than IPD.

In conclusion, listeners tend to use ITD, instead of IPD, as a cue to lateralize sine- -
tones at frequencies below 1250 Hz, where the temporal cue is valid. This finding
contradicts the experimental results by Sayers (1964) and by Yost (1981). The prob-
able cause is that, in our experiment, the frequency was not fixed, and therefore IPD
and ITD cues were varied independently; whereas 'experiments by Sayers and Yost
were performed in blocks with a fixed frequency, although the frequency was varied
among blocks. Since listeners might tend to use the whole range of the lateral-score
within a block, results of Sayers and Yost could not directly discriminate judgements
based on IPD and judgements based on ITD. This is indeed the advantage of our
method introduced in this chapter. Being different from those previous experimental
results, the finding in this chapter is however appealing because it supports the fa-
mous model that Jeffress suggested with internal delay lines, and has happily solved
the puzzle of the inconsistency between Jeffress’ model and the experimental results

by Sayers and by Yost.
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Chapter 4

Virtual Reality

4.1 Introduction

The human auditory system localizes sound sources with different cues, such as
interaural level cues, interaural temporal cues and spectral cues. For localization
in the azimuthal plane, interaural level cues and interaural temporal cues are used.
However, in the sagittal plane, as for the task of discrimination between front and
back sources, differences in interaural cues are minimal. Given a simplified spherical
head model, which considers human head as a sphere with two holes at the ear
positions, there is a cone of confusion. For sources on this cone, the interaural level
difference (ILD) and the interaural time difference (ITD) are the same for all locations.
Therefore, if two sound sources happen to be on the same cone of confusion, the
listener cannot discriminate them by analyzing only the ILD and ITD cues. In this
case, spectral cues, especially pinna cues (Musicant and Butler, 1984) that are caused
by the asymmetric shape of human pinnea, are very important.

A virtual reality experiment is a very good tool to examine the importance of
different localization cues. By recording through the probe-microphones inside a

listener’s ear-canals, one can measure the phase and amplitude spectra that the lis-
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tener’s ears actually receive when a sound source is playing (real signal). Then by
playing the properly-adjusted synthesis (virtual signal) through headphones or syn-
thesis loudspeakers, the listener should receive spectra identical to the spectra of the
real signals in both ears, and the listener should not be able to discriminate real and
virtual signals because there are no physical cues to use. Then by control of the
adjusted syntheses, one can present different cues at each of the listener’s ears inde-
pendently, and experiments can be performed to test which cues are most important
in determining a listener’s localization perception.

Wightman and Kistler (1989a) did experiments on headphone simulation of free
field stimuli. In their experiments, a noise burst was used as signal. They first
measured in an anechoic room the transfer functions from the loudspeakers at var-
ious locations to probe-microphones inside a listener’s ear-canals (speaker transfer
functions). Then they measured the transfer functions from the headphones to the
probe-microphones (headphone transfer functions). By inverse-filtering the head-
phone transfer functions from the speaker transfer functions, they achieved the trans-
fer functions from the loudspeakers (at various locations) to the headphones, which
is similar to the Head Related Transfer Functions (HRTF, describing filtering by the
torso, head and pinnae as a function of various locations). Then with eyes blindfolded,
while sitting in the room, the listener localized the simulation with headphones, and
responded with azimuth and elevation angles. The results were compared with re-
sults of localizing the actual signals from the loudspeakers. In these experiments, the
listeners localized the signal very well in the azimuthal plane; however, the source
elevation was not so well-defined. Furthermore, there were more front-back confu-
sions than with free-field sources. In fact, to deal with these confusions, Wightman
and Kistler actually flipped the responses in the wrong hemisphere about the vertical
plane through the two ears, and recorded the mirror-images in the correct hemisphere

of those responses when analyzing their data. This was a weak point. It might be due
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to the limited accuracy of their experiments. For example, the positions of the probe-
microphones might be slightly different, when they measured the transfer functions
for the loudspeakers and for the headphones, and this might lead to some error in
the calculated transfer functions from the loudspeakers to the headphones, and there-
fore the simulation might not be accurate enough. Since they did not have a check
comparing the real signal (through loudspeakers) and the simulation (through head-
phones), it was unknown how accurate their simulation was. Moreover, Kulkarni and
Colburn (2000) showed that different fittings of headphones on a KEMAR manikin
led to different signals at the ear-drums. The discrepancies were so pronounced above
8 kHz that a simulation of HRTF's using headphones became inadequate. However,
for the front vs. back discrimination studied in this chapter, accurate simulation was
essential at these high frequencies.

This led to experiments by Hartmann and Wittenberg (1996) on externalization of
sound sources. Like Wightman and Kistler, they used headphones to present signals
simulating real-space sources. Instead of using noise bursts, they used complex tones.
As an improvement, instead of measuring the HRTF's, they directly calculated the
simulation for headphones based on the recording of the tones from the loudspeaker.
In their experiments, the listener wore headphones and kept probe-microphones in his
ear-canals in the entire run. The complex tones were first played through loudspeak-
ers, and a recording was made through the probe-microphones. The complex tones
were then played through the headphones, and a recording was again made through
the probe-microphones. Based on these recordings, the simulation was directly calcu-
lated and presented to the listener. The listener then did a confirmation test trying
to discriminate the real signal and the simulation. If the listener did not succeed,
the simulation was considered good. This was a very good improvement, as Wight-
man and Kistler’s technique did not include this check. Therefore, Hartmann and

Wittenberg could decide whether to continue the experiment with the achieved sim-
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ulation, based on the listener’s feedback. However, Hartmann and Wittenberg could
only use complex tones in their experiments. As for Wightman and Kistler, although
they only used noise bursts, they measured the actual transfer functions (similar to
HRTF). Therefore, with little adjustments, just by convolution with any given signal,
Wightman and Kistler’s technique could simulate any signal from various locations.

Because of the high accuracy in their simulation, Hartmann and Wittenberg could
change just one cue at a time, and therefore they could examine the localization
in more detail. Specifically with gradual change in the cues, the experiment could
gradually “pull” the image outside a listener’s head. However, their experiments only
showed good results in the azimuthal plane, and listeners could not localize in the
sagittal plane. A possible cause for these failures was that, with headphones, a listener
could not correctly use his own pinna cues, which are very important to localize in
sagittal plane.

The technique employed in this chapter, called the virtual reality (VRX) tech-
nique, used loudspeakers to present the simulation at listener’s ears, which gave the
listener an opportunity to use his own pinna cues to discriminate the front and back
sound sources. In these experiments on front/back discrimination, level cues and
phase cues were varied, and sometimes competing cues were presented. The goal was
to examine which cues are important to maintain a listener’s localization perception
of sound sources in front and back.

Besides the methods introduced previously, as well as the methods in this chapter,
different variations of the individual spectral cues have been used in psychoacoustical
research. For example, Asano et al. (1990) applied n-pole/n-zero filters and smoothed
out the microscopic structures at high frequencies, and found that only macroscopic
patterns at high frequencies are important for front/back judgement. Another ex-
ample is the experiments by Kulkarni et al. (1999), who modified the phase of the

HRTFs to achieve minimum-phase systems, whose phase spectrum is a Hilbert trans-
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form of the log-magnitude spectrum, and vice versa. They found that listeners are
not sensitive to the phase spectra of HRTF except for overall ITD cues at low frequen-
cies. Moreover, Zahorik et al. (2006) presented listeners with the HRTFs of another
subject, and Hofman et al. (1998) put ear-molds on listeners, which was equivalent to
listening through ears of someone else, and they all found improvements after training

or adaptation.

4.2 Method

4.2.1 Spatial setup

The experiments were performed in an anechoic room. The VRX technique cal-
culated the transfer matrix for the steady state of signals, and therefore was only
valid for the anechoic room. Theoretically, the experiments could be performed in
an ordinary room as well. However, in an ordinary room, the decay time after the
loudspeaker stops playing could give listeners a cue to distinguish between real and
virtual signals. The VRX technique could be accommodated to an ordinary room by
calculating the impulse response of the room, or adding a short white noise masking
the ending of the signal. Because the steady state was the focus in this research, the
experiments were simply performed in an anechoic room, except for a short test of
the VRX technique in a normal room, as introduced in Section 4.4 in this chapter.

The setup in the anechoic room is shown in Figure 4.1. There were four loud-
speakers, all Minimus 3.5 (RadioShack) single-driver loudspeakers with a diameter
of 6.5 cm. Using single-driver loudspeakers avoided cancellation between different
drivers. The front and back speakers were source speakers, and they were selected
to have similar frequency responses, though precise matching was unimportant. The
left and right speakers were synthesis speakers, with no requirements on matching

frequency response. The loudspeakers were at the ear level of a listener. The listener
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Figure 4.1: Setup of loudspeakers in the anechoic room

was seated at the center of the room, facing the front source speaker. The distance
from the front and back source speakers to the listener’s ears was always 5 feet (1.524
meters). A vacuum fluorescent display was placed on top of the front source speaker,
and displayed messages to the listener during the experiments. Two response but-
tons, marked with green and red colors, were held by the listener’s left and right
hands, respectively. Using the hand-held buttons instead of a response box reduced
possible head-motion. During the experiments, the listener would push either of the

two buttons for a response, or both of them to quit the run.

4.2.2 Alignment of loudspeakers and chair

For VRX experiments, in order to avoid binaural cues, it was important to align

front and back source speakers and the center of a listener’s head in a straight line.

146



There was a bite-bar with a length of 21 inches (53.3 cm) at the jaw level on the
chair where the listener sat. It was used to eliminate the listener’s head-motion. On
each end of the bite-bar, a microphone for alignment was attached. When the source
speaker played a sine-tone, the outputs from the microphones, passed through a dual-
channel pre-amplifier, were sent to a dual-channel oscilloscope outside the anechoic
room to compare the relative phases of the two signals. By proper adjustments, if
the relative phase of the signals appeared to be zero, the two microphones were at
equal distance from the source speaker, which guaranteed that a line from the source
speaker perpendicular to the bite-bar was aligned to the center of the bite-bar. To
achieve high accuracy, a high-frequency sine-tone was preferred. However, a full-
cycle error might occur using a high-frequency sine-tone. Hence we started from low
frequency, and swept gradually to high frequency.

First, a sine tone of 1 kHz was played through the front source speaker, and by
aligning the front source speaker by eye, one could easily make the relative phase
of the signals on the oscilloscope perfectly zero. Then while sweeping the frequency
higher and higher. the relative phase, due to the time difference between the two bite-
bar microphones, might increase gradually. The loudspeaker location was adjusted
when necessary, so that the relative phase observed on the oscilloscope was zero. The
frequency was swept up to 17 kHz.

Surprisingly, when the frequency was swept back to low frequencies, the relative
phase was found to have excursed a little when the frequency varied, which must be
due to the reflection from the back of the chair and the loudspeakers. However, we
observed that the relative timing always varied within 10 us (3.4 mm). By contrast,
there was clear systematic change if a real distance-change occurred.

After aligning the front source speaker, the above procedure was repeated for the
back source speaker as well. In experiments, listener would sit in the center of the

chair. There was a dark line marked on the center of the bite-bar. With the help of a
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hand-mirror, the listener could bite the bar keeping the top incisors around the dark
line. If a listener himself were left-right symmetrical, this approach would guarantee
that his ears were equal-distance away from the front and back source speakers. A

listener would bite the bar during an entire experimental run.

4.2.3 Signal generating and recording

Figure 4.2 shows a block diagram of the analog signal path that was used in the
experiments. The signals were generated by the digital-to-analog (DA) converters on
the DD1 module of a Tucker Davis System II, with a sampling rate of 50 ksps and
a buffer length of 32768. After low-pass filtering at 20 kHz with a roll-off rate of
—143 dB/octave, the signals were sent to a two-channel Crown power amplifier. The
outputs of the amplifier were then sent to individual loudspeakers in the anechoic
room, by way of computer-controlled relays.

For recording, two Etymotic ER-7C probe-microphones were placed inside the
listener’s ear-canals!. The probes were soft and safe, made from silicone rubber, and
they were 76 mm long, with outer diameter 0.97 mm, and inner diameter 0.58 mm.
Each of the microphones was connected with its own preamplifier with frequency-
dependent gain (about 25 dB) independently, compensating the frequency response
of the tube. The outputs, which have flat frequency response to the acoustical signal,
were then input into a dual-channel preamplifier (AudioBuddy), which added 42 dB
of gain, before the signals went out of the anechoic room. The output signals from the
preamplifier were low-pass filtered at 18 kHz with a roll-off rate of —143 dB/octave,
and then sent to the analog-to-digital (AD) converters on the DD1 module of the
Tucker Davis System II, with a sampling rate of 50 ksps and a buffer length of 32768.

For confirmation test and front/back discrimination experiments, a raised-cosine

'In the experiment, the listener wore a velcro band on his head, and the two microphones were
attached to the velcro band near each ear, and the probes of the microphones were placed inside the
listener’s ear canal without touching the ear-drums.

148



suoydoorur

Quoydoxonu
-aqoad o]

snowAig

A
-aqoad By E
=

T

WOOI DI0YIUE A} APISU]

19yeads sisayjuks
@) w3y

193eads sisayiuks
@) Y1

1aeads 201nos
Yoeq

19eads 201n0s
JuorLy

FA=A~A

- 1aa
Ly dwy LTS sony zHy 81
-a1d |
wAskg
1 Appnd T oy gy smeq
T | olpny 9 av | myong
:_r iy | VA aa
o dury ZHY 0¢
youmg it
2 I9MOd oy woIshg
LECI 7HY 0¢ Siid
umoI) Iva | 1ong,

Figure 4.2: Block diagram of signal generating and recording
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window of 100 us was applied to the generated signal, which was to eliminate clicks

at onset and offset.

4.2.4 Stimuli and listeners

The first stimulus used in the experiments was a complex tone with a fundamental
frequency of 65.6 Hz, and with 250 harmonics. The harmonic amplitudes were chosen
by starting with all amplitudes equal to one and then applying broadband changes as
in Equations 4.2 and 4.3 to avoid broad hills and valleys in the response in the probe-
microphones. The broad valley introduced near 3 kHz avoided the large emphasis of
the external ear resonances. For some listeners, dips were found around 10 kHz. To
make sure not too little power was in the frequency band around 10 kHz, a +10 dB
gain was applied, which was also included in the gain functions of Equations 4.2 and
4.3. The gain function was applied to all listeners.

The level of the stimulus was 80 dB at listener’s ears. To optimally use the dynamic
range of loudspeakers without clipping, Schroeder-phases (1970) as in Equation 4.1
were used, giving the least variation in envelope.

For a complex tone
N
z(t) = ZCn cos(n-2m fo t+ @)
n=1

where f; is the fundamental frequency, C, is the amplitude of the n*» harmonic, and
¢n is the phase of the n** harmonic.
Schroeder proved that if ¢, satisfies

n-1

On =01 — = (n—1)C? (4.1)

=1
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where p is the total power

the amplitude variation (i.e. the crest factor) is small. The Schroeder-phase deter-
mined by Equation 4.1 is called “Schroeder—", due to the negative sign before the
summation in the formula. Our experiments only used Schroeder—, and the arbitrary
constant ¢; was set to be zero. Schroeder noise, both Schroeder+ and Schroeder—,
lead to waveforms with small peak factor. This enables one to take best advantage
of the dynamic range of the equipment, transferring the most power with the least
chance of distortion. However, when coupled with the phase shifts caused by cochlear
delays, the Schroeder+ condition leads to a pulse-like stimulus at the auditory nerve
(Smith et al., 1986; Oxenham and Dau, 2001) . The Schroeder— condition employed
here leads to a more uniform distribution of power throughout a cycle of the stimulus.

Because the stimulus had components up to the 250%* harmonic, the highest fre-
quency was 16.4 kHz. Since eliminating frequencies above 16 kHz would not decrease
the performance on median sagittal localization (Hebrank and Wright, 1974b), the
frequency range is sufficient for front/back discrimination. The lowest two harmon-
ics (f = 65.6 and 131.2 Hz) were omitted because they were below the loudspeaker
range.

To compensate for the mid-frequency peaks around 3 kHz in the recorded spectra
caused by ear-canal resonance, and to share more power with high-frequency compo-
nents around 10 kHz where most front/back spectral cues occur (as described earlier

in this section), a gain function

—65(f, — 0.9) - exp (—0.6f, +3.5) dB if 16 <n < 121
AL (fa) =¢ +10dB if 121 < n < 170 (4.2)

0dB otherwise
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where f, is in kHz, and exp(z) £ e %,
was applied from the 16* harmonic (f =~ 1.05 kHz) to the 170** harmonic (f =
11.14 kHz). This stimulus was called the source signal (Figure 4.3).

As Professor John Middlebrooks suggested, the gain function as in Equation 4.2

was later smoothed around the 121% and 170** components as follows (Figure 4.4),

[ _65(f, — 0.9) - exp (~0.6f, +3.5) dB if 16 <n < 121
{1 +sin][(f, — 85) 7]} /20 dB if 121 <n < 136
ALy(fn) =4 +10dB if136 <n <153  (4.3)
{1 —sin[(f, — 10.6) - 7]} /20 dB if 153 <n < 170
| 0dB otherwise

where f, is in kHz, and exp(z) £ e ?,

in order to reduce front/back cues that sharp edges might impose (Macpherson and
Middlebrooks, 1999). Listeners E and X did testing runs with both gain functions.
They did not notice any difference between the stimuli with the two gain functions.
Neither the timbre, the externalization, nor the resulting score in those testing runs
showed any difference between the two gain functions. In the following experiments,
both gain functions were used. The experiments started out with a gain function
AL, as in Equation 4.2, and then switched to a gain function AL, as in Equation
4.3. Because of the insignificant difference in perception, these two gain functions are
not discriminated in following sections.

The played intervals were 1.31 seconds long, and the recording through the probe-
microphones was made during the last 0.66 seconds. The fundamental frequency of
65.6 Hz was chosen so that the whole buffer contained exactly 43 cycles of the signal,
and therefore the signal could be played continuously with a loop connecting the end
and the beginning of the buffer without any click.

14 listeners (A, C, D, E, F, G, L, M, P, R, S, V, W, and X) participated in some
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or all of the following experiments. They all had normal hearing. Their hearing levels

are shown in Section 4.2.10. Gender and age of each listener is listed in Table 4.1.

listener | gender | age
A F 21
C F 20
D M 21
E F 20
F F 25
G M 26
L F 25
M M 24
P M 22
R F 20
S F 22
\% M 22
W M 66
X M 31

Table 4.1: Information on listeners

4.2.5 Transaural technique

Schroeder and Atal (1963) suggested the transaural technique (also known as
cross-talk cancellation), simulating a real source at an arbitrary location in a room
with just two loudspeakers, by means of producing spectra identical to the real source
at a listener’s ears. Ideally a listener should not be able to discriminate between the
real source and the simulation because there would not be any physical difference in
the signals that the listener hears.

The transaural technique can be illustrated as follows. In VRX experiments,
suppose that the source waveform being played through the source speaker (either
front or back) is

250

zo(t) = Z X, cos(n-2mfo t + ¢n),

n=3

where X, is the amplitude of the n*" harmonic, ¢, is its phase, and f, is the funda-
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mental frequency (65.6 Hz).

Or, in the frequency domain,

X(f) =Xn exp(i~¢>n),

where f = n f;, and exp(z) £ e °.
In what follows, a capital letter function of frequency, such as X(f), stands for a
certain set of harmonic complex coefficients with amplitudes and phases.

Suppose that, while the source signal is presented through the source speaker, the

recording through the probe-microphones inside listener’s ears is

. Y
At IR
Yor(f)

where Yy, (f) and Yor(f) are the recordings through the left and right ears, respec-
tively. The source signal X(f) is then played as the calibration signal through the

left synthesis speaker (Speaker «v in figure 4.1) only, and the recording through the

probe-microphones is

WaL(f)
War(f)

W/a(f) =

Then source signal X(f) is played again as the calibration signal through the right

synthesis speaker (Speaker 3 in Figure 4.1) only, and the recording is

WsL(f)
Wsr(f)

Wi(f) =

Suppose the transfer matrix between the synthesis speakers and the listener’s two
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ears is
HaL(f) H/ﬂ,(f)
Hor(f) Hsr(f)

H(f) =

which, by definition, satisfies

”,a VVBL X 0
o) Warlh) | _ o [ X |
War(f) Wsr(f) 0 X(f)
i.e.
W, W3
H(f):L- L(f) Wsn(f) | (4.4)

XU\ Warlf) Warl(f)

The goal is to find a synthesized signal A(f), such that if the synthesis speakers play
Alf ), the recording through the probe-microphones is identical to the recording made

when the source signal X (f) is played through the source speaker, i.e. identical to

Yo(f). The achieved A(f) is

A(f) =

_ X f) WgR(f) —WHL(f) YOL(f) (4 5)
War(NWir(f) = War(DWsr (D \ _wn(p) war(h) N\Yor()]

where A,(f) and Ag(f) are the signals to be played through the o and 3 synthesis
speakers, respectively. [This result can be tested by checking Yo(f) = H(f) - A(f )]

4.2.6 Preliminary experiments
Discrimination of front/back sources

To assure that listeners in VRX experiments could actually discriminate between

front and back sound sources, a preliminary discrimination experiment was performed
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for each listener. The setup was similar to Figure 4.1, but with only front and back
source speakers. Each experimental run contained 80 trials with the complex tone of
65.6 Hz at a level of 70 dB SPL, 40 trials from the front source speaker, and 40 trials
from the back source speaker, in a random order. The listener’s task was to respond
whether the sound came from front or back, by pressing the corresponding buttons.
Among the 19 listeners in this preliminary experiment, 13 of them (listeners C, D, E,
F,G,L,M, PR, S, V, W and X) participated in other VRX experiments, and 6 of
them (listeners B, H, K, N, Y and Z) did not. Each listener did two runs. Figure 4.5
(squares) shows the results, expressed as the percentage of correct responses averaged
over the two runs, where 50% correct corresponds to guessing. The error-bars show
the standard deviations.

We expected that this would be a very easy task. Surprisingly, most listeners
found it was not very easy to do, and some listeners even felt it was rather difficult,
which was confirmed by the low percent correct in Figure 4.5, with a mean of 78.0%
across listeners, especially compared with the other two stimuli introduced later.

The preliminary experiment was therefore repeated with white noise. This time,
most listeners found it was a very easy task, and the results of percent correct, shown
as circles in Figure 4.5, were also much higher with a mean of 96.5% across listeners.
(The only major exception was listener W, who found white noise much more difficult
to localize than complex tones. However, his high frequency hearing was not as good
as other listeners, and his results showed strong dependence on level as well.) It can be
conjectured that the fact that the complex tone was periodic made the discrimination
task difficult.

To test this idea, a new signal, called “pseudo-noise”, was generated, simply off-
setting the frequency of each component of the complex tone by a random value
within a range of £15 Hz. The pseudo-noise has the same number of components as

the complex tone, and has the same frequency distribution, except that those com-
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4.5: Results of preliminary front/back experiment
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ponents are not in a harmonic series anymore. Hence pseudo-noise does not give
as clear a pitch sensation as complex tone. The results (Figure 4.5, triangles) show
that most listeners could succeed in this task very well (percent correct of 91.3%,
averaged across listeners), which was also confirined by the subjective feedback that
most listeners found pseudo-noise much easier to do than complex tones.

Most listeners found that localization of the complex tone was much more difficult
than the other two signals. (For listeners E, L, P and X, although the scores for
complex tones were also high, their subjective responses also claimed that the complex
tones were much more difficult than the other two signals. Major exceptions were
listeners W and K, who found pseudo-noise more difficult to localize than complex
tones) In general, most listeners, especially the 13 listeners in VRX experiments,
found pseudo-noise much easier to localize than complex tones. (The exception was
listener W, who later participated only in Experiment 8 with complex tones, which
he was good at, and in the auxiliary testing.) To summarize the results, Table 4.2
shows the average score of percent correct over all listeners for each stimulus. The
score clearly indicates that the overall performances for white noise and pseudo-noise

were much better than the performance for complex tones.

white noise | pseudo-noise | complex tone
965% | 913% |  78.0%

Table 4.2: Average score of percent correct over all listeners in preliminary front/back
experiment

The advantage of the pseudo-noise over the complex tone is very clear experimen-
tally, but it is difficult to understand. Both stimuli have discrete components with
the same levels and approximately the same spectral spacing. Possibly relevant is the
fact that for equal sound pressure levels, 80 dB, the complex tone sounded louder.
Informal loudness matching experiments found that level of the complex tone had to

be reduced in order to sound as loud as the pseudo-noise. The reduction was 5 dB

159



for listener W and 7 dB for listener X.

The advantage for pseudo-noise may be related to the negative level effect (Hart-
mann and Rakerd, 1993; Macpherson and Middlebrooks, 2000; Vliegen and Van
Opstal, 2004) wherein a brief stimulus - click or noise burst - is less easily localized
with increasing intensity. Neither the complex tone nor nor the pseudo-noise are brief
bursts, they are continuous tones. However, the complex tone, with its large number
of intense high harmonics, does have a pulse like character subjectively whereas the
pseudo-noise sounds much smoother. Possibly an extended form of the negative level
effect is at work here.

Because most listeners performed better with pseudo-noise in the discrimination
tasks, pseudo-noise was used, instead of complex tones, in the following experiments.
The pseudo-noise was frozen, i.e. its spectrum was generated only once, by randomly
offsetting each component of the complex tone. The frequency and phase of each
component of the pseudo-noise were the same in all of the following experiments.

The amplitude shaping described in Equations 4.2 and 4.3 was also applied to
the 16** ~ 170" components of the pseudo-noise. It should be noted that the use
of pseudo-noise rather than the complex tone has no effect on the formal generation
of the synthetic signals because the matrix equations above do not depend on the

harmonicity of the components.

4.2.7 Calibration sequence

Before each run, a calibration sequence with the transaural technique was applied
to synthesize the played signal through the synthesis speakers. Figures 4.6 through
4.13 show an example of a calibration sequence.

In each calibration sequence, the source signal X (f) (Figure 4.6) was first played
through the front source speaker, and recording )70( f) was made through the two

probe-microphones inside the listener’s ear-canals (Figure 4.7). Then the source signal
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Figure 4.7: Ear-canal spectra for the front speaker playing the source signal X(f)
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Figure 4.9: First recording of the 3 synthesis speaker playing X (f)
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X (f) was played as the calibration signal through the a synthesis speaker with an
extra 18 dB attenuation. Because the synthesis speakers were closer to the listener’s
ears, the attenuated calibration signal X (f) achieved approximately the same level
at the listener’s ears as the source speaker. A recording with a, Wa( f), was made
through the two probe-microphones (Figure 4.8). The source signal X (f) was played
again as the calibration signal through the 3 synthesis speaker with an extra 18 dB
attenuation, and the recording with 8, Wjs(f), was made through the two probe-
microphones (Figure 4.9). With these recordings, applying the transaural technique
(Equation 4.5), the calculated synthesis signal A(f) was achieved (Figure 4.10). This
simulation was called Simulation 1, to be distinguished from the iterative simulation
introduced later. The synthesis signal A‘( f) was then played through both synthesis
speakers, and the recording }7( f) was made through the probe-microphones (Figure
4.11). Figures 4.12 and 4.13 compare the recorded spectra of the real and virtual
signals (Figure 4.7 and Figure 4.11). The spectra look almost identical, indicating

good signal generation up to this point.

4.2.8 Optimizing the simulation
Locating the synthesis speakers

Theoretically, the transaural technique ought to work with arbitrary setup posi-
tions of the source speaker and the synthesis speakers. Originally, the two synthesis
speakers were set in front, on the left and right of the front source speaker. In infor-
mal runs, the simulation with low-frequency components was good. However, when
the high-frequency components were added in the source signal, the simulation failed
and the listener could easily discriminate the virtual signal (the simulation signal
played through the synthesis speakers) from the real signal (the source signal played
through the source speaker). The failure could also be seen as a discrepancy between

the real and virtual signals by comparing the recorded spectra. We assumed that this
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discrepancy was due to some motion of the listener’s head, because there was very
little discrepancy in the recorded spectra with the KEMAR (the dummy head which
was perfectly stable during the run). Motion affects the high-frequency components
more because the wavelength of the high-frequency components is smaller and hence
the small head-motion caused a larger change in those components. Therefore we .
built a bite-bar on the listener’s chair, and asked the listener to bite it during the
entire experimental run. It greatly improved the simulation, however, it was not ideal
yet because the listener could still easily distinguish the real and virtual signals. The
usual cue for the listener was a timbre change between the signals. Many times, a
certain component could be so strong at the listener’s ears that it popped up as a
separate tone above the stimulus background. Possibly this was due to the motion of
the whole body and chair on the wire grid floor of the anechoic room.

To improve the quality of the simulation, we changed the setup and put the two
synthesis speakers directly on the left and right of the listener’s head a short distance
(about 1.2 feet) away from the ears, believing that the head shadow would block
the two synthesis speakers very efficiently, leading to larger ILDs at high frequencies.
Therefore at high frequencies, the listener’s left ear mainly heard the a synthesis
speaker; and his right ear mainly heard the § synthesis speaker. It can be shown, as
follows, that compared with the synthesis speakers in front, the new setup creates a
virtual signal that is less sensitive to motion.

Consider a simplified mnodel with an ideally symmetrical head and two identical
synthesis speakers that are setup symmetrically on the left and right side in front of
the listener (Figure 4.14). When playing the source signal as the calibration signal

through the synthesis speakers, the recording is

War(f) Wse(f)
War(f) Wsr(f)

W(f) =
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Figure 4.14: Simplified model with symmetrical head and synthesis speakers setup
symmetrically

Given the symmetrical condition, at each frequency f,

Wa, = Wir = W,
VV”,*L = WQR = I’VO-CQW.

)

According to Equation 4.5, the simulation signal is

i Aq X 1 —C e? Yor
4, ) WA-CeR | g Yor

Suppose the listener has a very little motion, which leads to an extra phase in both
ears, and almost no level change, then, according to Equation 4.4, the transfer matrix
becomes

! ’

al BL
Wir Wir

where

71 _ 71 7
" al OR W 0

Wi = Wi = W-Celerdo),
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Therefore, the recording of the simulation signal is

1-— C2 ei(2o+A¢) C(ei(¢+A¢) _ ei¢)

, 1-C%e 2 1-C?et 2

- . Y.
Y0/= oL —H A= oL
}/O,R C(ei(¢+Ao) _ e“”) 1 — C? ¢i(20+49) Yor
1—-C2¢t 20 1—=C2 ¢t 26
£ T'Y, (4.6)

For the ideal case with no motion, i.e. A¢ = 0, then,

When there is motion, i.e. A¢ # 0, then, the result depends on the value of C. When
the synthesis speakers are placed on the left and right of the listener, and close to
the ears, the ILD is about 20 dB at high frequencies, which corresponds to C = 0.1.

When C is small, from Equation 4.6,

T =~ : (4.7)

Therefore the recording is approximately the same as the ideal case with no motion.

However, when the synthesis speakers are placed in front, C has a larger value,
i.,e. C > 0.1. Then, from Equation 4.6, T' would not be so ideal as Equation 4.7,
especially, it would have cross terms. When C = 1, the whole system is very sensitive
to the value of ¢. For one special case, when C = 1 and ¢ = =, the four elements
in matrix T" can diverge. Therefore, at certain conditions, one frequency component
might be so strong that it would pop up above the stimulus background. It is this

altered T’ which leads to a timbre change. In contrast, for the real signal, i.e. when
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the front source speaker plays the source signal, the little motion only puts in an
extra phase to both ears, and thus the amplitude spectra are approximately the same
as the ideal case when there is no head-motion. Therefore, by comparing the real and
virtual spectra, the listener could notice the timbre change.

In general, placing the synthesis speakers on left and right and close to the lis-
tener’s ears gives the system less sensitivity to motions, which leads to better simu-

lation.

Iterative calibration

To optimize the simulation, an iterative calibration sequence was applied. In
the above calibration sequence, the signal used to calibrate the synthesis speakers
was the same as the source signal, X(f). This signal is certain to be very different
from the final simulation signal sent to these speakers, namely A,(f) and Ag(f). To
eliminate the influence of distortion in the synthesis speakers, it would be better if
the calibration signal played through the synthesis speakers was similar to the final
simulation, i.e. to the synthesized signal fT( f)- Therefore an iterative calibration was
applied after the original calibration, replacing X (f) (Figure 4.6) with A(f) (Figure
4.10) as the calibration signal sent to the synthesis speakers.

In the iterative calibration, the a-speaker first played the signal A,(f), and the
recording W(’I( f) was made through the probe-microphones (Figure 4.15). Then, the
B-speaker played the signal As(f), and the recording W{,( f) was made through the
probe-microphones (Figure 4.16). Applying the transaural technique with the new

calibration signals, the iterative synthesis signal could be calculated as in Equation

4.8 (Figure 4.17).
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Figure 4.15: Second recording of the a synthesis speaker playing Simulation 1 A,(f)
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Figure 4.16: Second recording of the /3 synthesis speaker playing Simulation 1 A,(f)
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z‘—f’ Aéx(f)
A5(f)

_ 1 Aa(f) 0 Wéﬁ(f) —WéL(f) Yoo (f)
WelDWirl DWW\ o aypwinr) wia(h) Nvarth)

_ 1 Aa(fIWsr(f) —Aa(£)WaL () Yor(f) (48)

War Wil D Warl W D\ as(nW2r(5) As(HWLL() \Yor(f

In Equation 4.8, the signals to calibrate the two synthesis speakers, namely A,(f)
and Ag(f), are different. The iterative simulation (Simulation 2) was then played
through both synthesis speakers, and the recording Y'(f) was made through the
probe-microphones (Figure 4.18). The large peak in 3 synthesis signal near 10 kHz in
Figure 4.17 (as well as on previous Figure 4.10) is not typical, but it demonstrates the
kind of effect that can occur due to head and spatial geometry and the interference
between a and 3 signals in order to create a good synthesis as shown in Figure 4.18.

The advantage of the iterative calibration is that the spectrum of the calibration
signal is similar to the spectrum of the result. However, the disadvantage is that
at some frequencies, the amplitudes in the calibration signal are rather weak, which
leads to large calculation errors.

The next step was to select the better simulation between the two syntheses, /i‘( f)
and /T’( f). For each frequency component f, the errors between the recording of the
simulation and the recording of the original source were compared for both Simulation

1 and Simulation 2, i.e. comparing

Error(f) 2 Max((|Y2(f)] - [Yor( D], |[Ya(£)] = [Yor(D]))
and Error'(f) 2 Max(||Y/(N)] = [Yor(DI}:|[Y4(5)] - [Yor(£)])
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The simulation that led to less error was selected as the final simulation at this
frequency. For example, if Error(f) < Error'(f), then Simulation 1, ie. A(f),
would be selected, otherwise Simulation 2, i.e. A’ (f), would be selected. The new
simulation signal was called A”(f) (Figure 4.19), and it is a combination of A(f) and
A(f).

To further optimize the simulation, A”(f) was played through the synthesis speak-
ers, and the recording Y”(f) was made through the probe-microphones (Figure 4.20).
Then the percent error of the amplitude spectrum between the recording of the sim-

ulation and the recording of the source was evaluated as

(V2] = [YoulDI

ETTOT‘L(f) £ IYOL(f)| X 100%,
. (vl = 1ver0l))
Errorg(f) = Yor(F)| x 100%.

The components that deviated from the recorded spectra of the source by more than
50% (either Error,(f) > 50% or Errorg(f) > 50%) were eliminated, which corre-
sponded to an error larger than —6 dB and +3.5 dB. Those frequency components,
which often gathered in certain bands that were different for different listeners, were
eliminated from the experimental run that followed the calibration. The eliminated
components were usually very few. If more than 20 out of the 248 components were
eliminated, the calibration would be re-started from the very beginning. Figure 4.21
shows an example of recording in the right ear of one experimental run. On the figure,
there was one component marked with an oval, that was eliminated. The eliminated
components will be plotted at 0 dB in the following figures. Sometimes eliminated
components were in clusters, leading to spectral gaps. No study was made of the dis-
tribution of eliminated components. Instead, the runs for any given experiment were
not all done successively, a procedural element that should randomize the distribution

of eliminated components.
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Figure 4.19: Spectra of the penultimate simulation sent to the synthesis speakers
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Figure 4.21: Real vs. virtual recording in right-ear with one eliminated component

The ultimate simulation signals to be played through the synthesis speakers, i.e.
A”(f) with some components eliminated, are called baseline syntheses, A”(f). When
.‘f"'(f) is playing, the recorded spectra )"’”(f) are called baseline spectra. Figures
4.22 through 4.24 show the recorded spectra for the real and virtual signals Yg(f)
and );”’(j) of an excellent simulation with no component being eliminated. All of the
decisions, such as selecting between simulations and eliminating the components, were
based on amplitudes only, which are more important than phases at high frequency
where front/back cues appear. However, phase was also part of the calculation.
Therefore a plot showing the phase differences between the recorded spectra of the
real and virtual signals was also included in Figure 4.24. Figures 4.22 through 4.24
demonstrate that both the amplitudes and the phases were simulated very well. The

flow diagram of the complete calibration sequence is shown in Figure 4.25.
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Figure 4.23: Right ear-canal amplitude spectra for the real and virtual signals
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Figure 4.24: Ear-canal phase differences for the front real and virtual signals.
The right-ear phase differences are displaced by —90°.

4.2.9 Confirmation test

After the calibration for the front source speaker, a confirmation test was applied
to examine whether the listener could distinguish real and virtual signals. In the
confirmation test, as in experiments to follow, the signal was given an envelope with
raised-cosine onsets and offsets with 100 ms separating the 10% and 90% amplitude
points. This test contained 20 trials (10 real and 10 virtual in a random order). In
each trial, the listener would press the corresponding response-buttons after hearing
a real/virtual interval. If the number of correct responses, N¢, was 5 < N¢ < 15
(i.e. 25% ~ 75%), it was confirmed that the listener could not distinguish between
the real and virtual signals, and the experiment continued; otherwise the calibration
sequence started again from the very beginning.

If the synthesis passed the confirmation test, the whole calibration sequence would
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Figure 4.25: Flow diagram of the calibration sequence for the front source speaker
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repeat for the back source speaker. If the back-source synthesis did not pass the
confirmation test, the experiment re-started from the very beginning, i.e. it was re-
calibrated for the front source speaker as well. If the synthesis for the back speaker
also passed the confinmation test, one of the following front /back discrimination ex-
periments would follow.

The duration for the calibration sequences and the confirmation tests was approx-
imately 2.5 minutes.

The confirmation run provided a direct subjective evidence by the listener for
good synthesis. On the other hand, the number of components that were taken out
is an objective factor showing how good the synthesis is. As a standard, we allowed
20 or fewer components (out of the 248 components) to be eliminated. From our
experience, when this condition was satisfied, no listener could ever discriminate real
and virtual signals. Therefore, to make the run shorter and give the listener more
convenience, we eliminated confirmation runs during some of the VRX experimental
runs, and used only the number of eliminated components to monitor the synthesis.
The confirmation runs were added randomly as a double check, approximately on

every tenth run.

4.2.10 Hearing level

Because vertical-plane and front /back localization depends on high frequency com-
ponents, it was necessary to see whether the listeners could actually hear all of the
components, or at least most of them. The hearing test procedure employed is de-
scribed below.

Figure 4.26 shows the signal sent to the loudspeakers in the VRX experiments.
The level scale on the vertical axis is established with an arbitrary reference. In order
to find out how well the listener hears the signal at a certain frequency, the signal

level needs to be compared with the hearing threshold, i.e. to determine the hearing
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Figure 4.26: Source signal sent to the front loudspeaker

level. The “hearing level” is defined as the level of the signal being played relative to
the hearing threshold level.

To measure the hearing thresholds, Bekesy tracking was performed for every lis-
tener (one measurement for each ear) with the front loudspeaker. (In the VRX
experiments, the level of the back loudspeaker was the same as the level of the front
loudspeaker, and the loudspeakers were specially selected to have similar frequency
responses. Therefore it was adequate to measure with just the front loudspeaker.)
The block diagram of the signal generation is shown in Figure 4.27. The signal was
a pulsed sine tone, generated by a computer-controlled frequency generator (WG2).
The frequency of the tone increased from 200 Hz to 16 kHz linearly for about 8 min-
utes. The level of the tone was varied by a computer-controlled attenuator (PA4)
for a range between 0-dB and 100-dB attenuation. The level was calibrated with a

pure tone at 1 kHz and with the PA4 set to 0-dB attenuation. The measured level
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Figure 4.27: Block diagram of Bekesy tracking

of the calibration tone was 80 dB at a position close to the listener’s ears. During
the measurements, the listener was sitting on the chair as in the VRX experiments,
but with one ear plugged to test the open ear only. If the listener heard the tone, he
would press the button on the response box, and the level of the tone would decrease
gradually by increasing the attenuation on the PA4. The listener would not release
the button until he could not hear the tone; then the attenuation on the PA4 would
increase again. This whole process continued for the complete range of frequency,
and the listener kept on pressing and releasing the response button. Because the
level of the tone generated by the WG2 was the same for all frequencies, the signal
level sent to the loudspeaker was just the calibration level minus the readings of the
attenuation on PA4. The average level of adjacent turning points when the listener
changed his response (i.e. when he started or stopped pressing the button) shows the
hearing threshold of the ear on the scale of the signal level sent to the loudspeaker
referenced to the 80-dB 1000-Hz calibration tone.

Because the frequency response of the loudspeaker was not ideally flat, the mea-
sured level is exact only at the frequency of the calibration tone, which was 1 kHz.
The solid and dashed curves in Figure 4.28 through Figure 4.39 show the measured
threshold levels, which are affected by the frequency response of the loudspeaker and
the transfer function between the loudspeaker and the listeners’ ears. To achieve
better detail at the calibration frequency, 1 kHz, each listener did another 2 minute

run of Bekesy tracking for each ear, covering a smaller frequency range between 200
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Hz and 1200 Hz. In general, the hearing levels were measured for 12 out of the 14
listeners participating in the VRX experiments (except for listeners G and W).
Because the signal generation in both VRX experiments and Bekesy tracking used
the same front loudspeaker, it is possible to compare the signal in VRX experiments
and the hearing thresholds measured by Bekesy tracking. In order to compare them
on the same plot, the source signal level should be on the same scale as the hearing
thresholds. The following describes the detailed method employed to scale the source
signal level. First the source signal (Figure 4.26) was played and its level was set to
be the level in the VRX experiments (80 dB at the position close to the listener’s
ears). Then all the components of the source signal were eliminated except for the
component at 1034 Hz, close to the 1-kHz calibration tone used in Bekesy tracking.
Because it was too weak to measure, the power amplifier gain was increased by 20 dB,
and the level was measured as 66 dB close to the listener’s ears. Therefore the level
of this component alone with the original gain was 66 dB — 20 dB = 46 dB. Then the
level spectrum in Figure 4.26 was translated upward to set the level of the 1034-Hz
component equal to 46 dB, and the hearing thresholds of the listener were plotted on
the same plot. In Figures 4.28 through Figure 4.39, the level difference between the
source signal (open circles) and the sine tone in Bekesy tracking (solid and dashed
curves, for left and right ears respectively) is the hearing level, which shows the VRX

signal level with respect to hearing threshold at each frequency.

4.2.11 Accuracy of synthesis at the ear-drums

The transaural technique discussed in this chapter controls the signal being played
through the synthesis loudspeakers so that the recorded spectra at the probe-tips (the
tips of the probe-microphones) inside the listener’s ear-canals were the same as the
recorded spectra for the real source signal. Because the tips did not move during the

entire run, if we further assume that the transfer function between the tip and the
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Figure 4.28: Source signal with listener A’s hearing thresholds
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Figure 4.29: Source signal with listener C’s hearing thresholds
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Figure 4.31: Source signal with listener E’s hearing thresholds
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Figure 4.33: Source signal with listener L’s hearing thresholds
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Figure 4.35: Source signal with listener P’s hearing thresholds
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Figure 4.37: Source signal with listener S’s hearing thresholds
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Figure 4.38: Source signal with listener V’s hearing thresholds
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Figure 4.39: Source signal with listener X's hearing thresholds
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ear-drum remained the same, we would conclude that the ear-drum received identical
signals when the probe-microphone received identical signals at the tip. However, this
might not be true in the ear-canal, because the incident sound wave and the sound
wave reflected by the car-drum establish a standing wave inside the ear canal. In case
of a standing wave, the recording is very sensitive to the position of the probe-tips.
For instance, when the tip position happens to be a node for certain frequencies, the
recorded level of those frequency components is very low, which leads to large error
in the synthesis.

To check the accuracy of the VRX technique, further testing was performed with
KEMAR ears. The KEMAR has artificial ear-canals. An Etymotic ER-11 micro-
phone (called “KEMAR microphone” in the following text, to be distinguished from
the probe-microphone) is built in at the end of each ear-canal. During the test, the
KEMAR was placed in the anechoic room, and the probe-microphones were inserted
as in the VRX experiments with human subjects. The probe-microphones were in-
serted so deep that their tips touched the end of the ear-canals. Then the tips were
pulled out by about 1 mm. A complete calibration sequence was performed, and
recordings were made through both the probe-microphones and the KEMAR micro-
phones. Then the probes were pulled out by about 1.5 mm at a time, and spectra
were recorded each time. The recorded spectra in the right ear are shown in Figure
4.40. These spectra show that the recordings at the probe-tip (top curves) had large
variation. However, when presented with the synthesis that had been calculated by
the VRX method based on those three different recordings, the KEMAR microphone
(analogous to human ear-drum) received very similar spectra with very little variation
(bottom curves). For example, at 14 kHz, the recorded level at different tip-positions
could vary as much as 9 dB, while the recorded level at the KEMAR microphone
varied by only 1 dB. The recorded spectra in the left ear show similar result, al-

though they are not presented here due to limited space. This result indicates that
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Figure 4.40: Variation of ear-canal spectra with different probe-tip positions. The
numbers on the legend are approximate distance from the probe-tips to the KEMAR
microphones.

the VRX technique is valid in providing good synthesis at the listeners’ ear-drums.
The synthesis is good because the matrix calculation of the VRX method takes out
the factor of the probe-tip position in the calibration sequences. If only the probe-tip

position does not change during the experimental run, the synthesis remains good.

4.3 Experiments

The following 11 experiments focus on various cues for front/back discrimination.
The VRX technique was always used except for Experiment 11. Each listener par-
ticipated in a certain set of the experiments. To minimize possible variance among
different days, the same experiments were performed on the same day when possible.

In case that the experiments were too long, the remaining runs were performed on
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the next scheduled date. On each day, if there were parameters in the experiments,
the parameters were varied for adjacent runs. When there was no parameter to vary
in the experiments, the runs were alternated with other short experiments. In gen-
eral, the experimental runs dedicated to a particular stimulus were not all done in
succession.

Before introducing VRX experiments, to make language simpler, it is convenient to
introduce the concepts of front /back spectral level difference (FBSLD) and front/back
spectral phase difference (FBSPD). In this chapter, FBSLD is defined as the level of
the recording of the front source minus the level of the recording of the back source at
each frequency at each ear (Equation 4.9), and FBSPD is defined as the phase of the
recording of the front source minus the phase of the recording of the back source at
each frequency at each ear (Equation 4.10). Both FBSLD and FBSPD are functions

of frequency.
(

FBSLD.(f) = Lrr(f)— Lpi(f)
FBSLDg(f) = Lrr(f)—- Lsr(f)

(4.9)

\

(

FBSPD.(f) = ¢érL(f) — dBL(f) (4.10)
T\ FBSPDa(f) = orn(f) — é5alf)

4.3.1 Flattening experiments

Experiments 1 through 4 focus on spectral cues for front and back sources within
various frequency bands. By flattening the level spectra within a frequency band, the
front /back cues (FBSLD) within the band were eliminated, and listener had to use
cues outside the band to discriminate front and back sound sources. Performance of
each listener was examined with various flattened frequency bands.

Changing spectra to determine relevant spectral region for localization is not new.
Hebrank and Wright (1974b) used all of the high-pass, low-pass, band-pass and band-

reject stimuli, parallel to the flattening experiments (Experiments 1 through 4) in the
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following text, in their localization experiments. However the flattening experiments,
unlike the filtering technique that Hebrank and Wright used, do not remove power

from any spectral region, thus the flattening experiments are better because:

1. No extra spectral gradient was introduced, which might itself be a localization

cue (Macpherson and Middlebrooks, 2003).

2. Listeners cannot immediately distinguish flattened spectra from spectra with
complete information. By contrast, if the signals are filtered in some way,
listeners know that they are being given less information, and they can only

direct their attention to the available band.

3. The overall level is unchanged. For filtering experiments, as available infor-
mation is reduced, resulting in smaller bandwidth, to keep the spectral level
unchanged, the overall signal level decreases, which might affect listeners’ per-

formance.

Langendijk and Bronkhorst (2002) performed localization experiments with DTFs
flattened in various frequency bands, very similar to the method of flattening exper-
iments in this chapter. The difference, however, is that they flattened the DTF by
taking average of the amplitude spectrum for each source, whereas in the flattening
experiments the average was taken between front and back sources. Thus Langendijk
and Bronkhorst removed the local spectral structure within certain bands, whereas
the flattening experiments in this chapter removed the spectral difference between

the front and back sources.

The necessary band(s) concept

A necessary band(s) model is proposed to describe the contribution across vari-
ous frequency bands to successful front/back discrimination. The necessary band(s)

model says that there exists a necessary frequency band, or there exist necessary,
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non-contiguous frequency bands. Band(s) are necessary if the information in every
portion of every band is necessary for front/back discrimination. It follows that, if
the information in any part of any necessary band is missing, the listener will fail to
distinguish between front and back. Here failure means performance below threshold,
defined as 75% correct.

The alternative is a multiple bands model, which states that there is no neces-
sary band, and if given sufficient information outside a given band, a listener can
successfully localize sound sources.

Experiments 1 through 4 in the following were designed to test between the nec-
essary band(s) model and the multiple bands model.

It is worth noting that the terms “necessary” and “sufficient” have been used
in articles on spectral cues for front/back. Experiments by Asano et al. (1990)
found macroscopic patterns at high frequencies necessary for front/back judgement
and found that, when present, microscopic spectral cues below 2 kHz are necessary,

although not sufficient.

Experiment 1: Flatten below

Experiment 1 examined whether the FBSLD cues were important at low frequen-
cies. In Experiment 1, the amplitudes of components below and including the n'*
component in the baseline spectra were flattened (replaced by the root-mean-square
average) for both front and back sources, at each ear independently (Equation 4.11);
the components above the n'* component in the baseline spectra were unchanged.

The frequency of the n'* component, f,, is called “the boundary frequency” in the
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following text. The adjusted phase spectra were identical to baseline.

1 n
\/2(n—2-m) 2izs [

Yir(f)| = [Yae(h| = \/(——m,z [\Y:;;(fnlﬁ\%(f,-)

2
+

V| = vl

Yei(f)

Yg1(fi)

]
zl

where f < f,., and m is the number of eliminated components below the n** compo-

(4.11)

nent (to be discussed in the next paragraph).
The new spectra are called adjusted spectra, }7"( f), and these were the spectra
that we wanted listener to hear. By applying the transaural technique as in Equation

4.12, the adjusted syntheses to be played through the synthesis speakers, A*(f), could

be derived.
A*(f)
_ ] AJNOWELS) —AJNOWEH)YL(S) (4.12)
Wl WS ) —Wad FYWS(F) —AGFYWIHS) AWl ) J\YR(S)

where the matrix

W5r(f)  —WpL(f)
~Wer(f)  War(f)

W'(f) =

is a combination of the matrices W (f) and W'(f) in such a way that at frequency
f, if A(f) was selected as the component in A"(f), then W (f) was selected as the
matrix in W”(f); otherwise, if A'(f) was selected as the component in A”(f), then
W'(f) was selected as the matrix in W”(f).

When A*(f) was playing through the synthesis speakers, the recording Y+ (f) was
supposed to be identical to the adjusted spectra ?*( f). The frequency components
of Y*'(f) which deviated from Y*(f) by more than 50% (corresponding to an error

194




larger than —6 dB or +3.5 dB), i.e. the frequency components satisfying

, v 0]~ |vtn|
either [Y"(f)l x 100% > 50%
L
v onl-lvzmn
or i 1)’|*<J)|R | x 100% > 50%
R

were eliminated. The number of eliminated components is defined as m. Overall, the
eliminated components were very few, and we set a standard that if more than 20
components were eliminated (including those eliminated in the calibration sequence),
it would be considered as a bad simulation, and the whole calibration sequence would
repeat. In Figures 4.41 and 4.42 (as well as all the figures of amplitude spectra in
Experiments 2 through 11), the data points at 0 dB represent eliminated components.
In this way, while keeping the overall power unchanged, the amplitude spectrum
below the boundary frequency was flattened. Hence listener could not get useful
spectral information to discriminate front and back from the n** component and
below. Figures 4.41 and 4.42 show the baseline and the adjusted syntheses for the
right ear for f, = 8026 Hz as an example. The left-ear spectra are similar.

In each run of this experiment, the adjusted syntheses for the front and back
sources were presented to the listener in a random order for 20 trials (10 for the front
source and 10 for the back source). The listener’s task was to respond whether sound
came from front or back, by pressing the corresponding buttons. Besides these 20
trials, 8 trials of baseline synthesis (4 for front source and 4 for back source) were added
randomly, which was to check whether the listener could still do the discrimination
task. If the listener could not succeed in discriminating the baseline synthesis (more
than one of those 8 baseline trials were incorrect), it meant that something had gone
wrong, and the data from that run were eliminated. The procedure described in this
paragraph was practiced in all of the following experiments except for Experiment

11.
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Figure 4.41: Amplitude spectra for the front source in right ear in Experiment
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Eight listeners (A, D, E, F, L, M, R, and X) participated in Experiment 1. The
open circles in Figures 4.45 and 4.46 show the results of Experiment 1, in the form of
percent correct on front/back judgement as a function of boundary frequency. Each
listener did 4 runs for each condition. Hence cach data point on the figures was a
mean of 4 runs, and the error-bar was the standard deviation over the 4 runs.

The figures show individual differences. For example, data of listener R (the third
panel in Figure 4.46) show that presenting information between 6 kHz and 16 kHz is
adequate for her to discriminate front and back, but she failed the task with informa-
tion between 8 kHz and 16 kHz only. The testing range of boundary frequencies was
chosen for each listener so that performance of this listener decreased from almost
perfect (100%) to close to the 50%-limit2. Performance with an even lower bound-
ary frequency was assumed to be perfect, and performance with a higher boundary
frequency was assumed to be close to the 50%-limit. These assumptions were con-
firmed by testing runs with those boundary frequencies for some listeners. Given
the individual differences, listeners might have different testing ranges of boundary
frequencies.

In Figures 4.45 and 4.46, all listeners showed decreasing performance in Exper-
iment 1 as the boundary frequency increased, which is reasonable because useful
front /back cues were eliminated for high boundary frequencies. Besides this general
tendency, however, listeners demonstrated large individual differences. The change in
performance happened at different boundary frequencies for different listeners, and

the ranges were also different. On the figures, as boundary frequency increased, per-

2The 50%-limit can be approached in different ways. Sometimes, listeners heard sound images
that were either diffuse or in the center of head. Sometimes, they found that they could hear the
sound images from both ways, and they can choose to perceive them from front or from back. For
these two conditions, the 50%-limit corresponded to random guessing. However at some other times,
listeners perceived all the sound images from one direction, either all clearly from front, or all clearly
from back. For this condition, the 50%-limit corresponds to responses all from one direction. An
example of this condition is the data point at 8 kHz for listener X (the bottom panel in Figure 4.46).
Besides those differences, it is always true that for those runs with scores close to the 50%-limit,
listeners could not find valid localization cue to discriminate front and back sound sources. Thus this
chapter will not distinguish among these conditions, and will simply note them as “the 50%-limit”.
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formance of listeners A, L, R and X dropped very sharply within a range of only
2-kHz around center frequencies (A around 9 kHz, L around 11 kHz, and R and X
around 7 kHz), while performance of listeners D, E, F and M decreased slowly over a
much wider range.

90% can be taken as a threshold of percent correct, where the performance started
to decrease from perfect, and the boundary frequency for the 90%-threshold is noted
as bfgo;. When the boundary frequency was below bfgg;, the performance was either
perfect or close to perfect. Therefore, if there is any necessary band(s), it has to be
above bfgy, because, by definition, eliminating information from any portion of the

necessary band(s) would lead to a failure in performance (below the 75%-threshold).

Experiment 2: Flatten above

Experiment 2 examined whether FBSLD cues were important at high frequencies.
It was similar to Experiment 1, except that this time, to make the adjusted synthesis
from the baseline synthesis, it was the frequency components above and including the
n** component whose amplitudes were flattened (Equation 4.13), and the frequency
components below the nt* component were unchanged. Similar to Experiment 1, the
frequency of the n** component, f,, is called “the boundary frequency”. The adjusted
phase spectra were identical to the baseline. Figures 4.43 and 4.44 show the baseline

and the adjusted syntheses for f, = 6038 Hz for the left ear as an example. The

right-ear spectra are similar.

V0| = Y| = \/m P [Y;';,(fi) Cr v ) 2]
(4.13)
IY;R(f)‘ = 'YER(f)] = \/2(2—51_1,1—_,“—) i [ rr(fi)| + YL’;”R(fi)ﬂ
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where f > f,,, and m is the number of eliminated components above the nt* compo-
nent.

The same eight listeners as in Experiment 1 participated in Experiment 2. The
solid circles in Figures 4.45 and 4.46 show their results. For example, the data of
listener R (the third panel in Figure 4.46) show that she could successfully discrim-
inate front and back sources with information below 14 kHz, but she failed the task
with only information below 10 kHz. Similar to Experiment 1, the testing range of
boundary frequencies was chosen for each listener so that performance of this listener
decreased from almost perfect to near the 50%-limit. Performance with even higher
boundary frequencies was assumed to be perfect, and performance with lower bound-
ary frequencies was assumed to be close to the 50%-limit. These assumptions were
confirmed by testing runs with those boundary frequencies for some listeners.

Figures 4.45 and 4.46 also show the two features parallel to Experiment 1. First,
all listeners showed decreased performance as the boundary frequency decreases. This
was expected because useful front/back cues were eliminated with lower boundary fre-
quencies. Second, there were large individual differences among listeners. In Figures
4.45 and 4.46, performance of listeners E, F, L, M, R and X dropped sharply within
a frequency band of 4 kHz, around different center frequencies (E, F and X around 8
kHz, L and M around 4 kHz, and R around 12 kHz), while performance of listeners
A and D decreased very slowly over a much broader frequency range.

Parallel to Experiment 1, taking 90% as a threshold of percent correct, the bound-
ary frequency for the 90%-threshold 1s noted as bfgo;. When the boundary frequency
was above bfgo;, the performance was either perfect or close to perfect. Hence, if
there is any necessary band(s), it has to be below bfgo1.

Listeners A, D, L, and M scored greater than 80% when presented with informa-
tion only below 4 kHz, which is consistent with Blauert (1983), who found significant

cues for front/back localization around 500 and 1000 Hz. Both Experiment 2 and
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Blauert’s experiment show that it is not necessary to have cues above 4 kHz to suc-
cessfully discriminate front from back. Moreover, Asano et al. (1990) found that
listeners’ front/back judgements were good when smoothing the spectra, i.e. elimi-
nating the detail structure in the spectra, above 3 kHz, and listeners failed the task
when smoothing below 2 kHz. This suggests that the information above 3 kHz is
adequate for front/back judgement, which agreed with the flattening experiments in
this chapter.

On the other hand, Algazi et al. (2001) calculated the correlation between the
azimuthal angle that listeners’ responded and the angle of the DTF, and found that
when low-pass filtering below 3 kHz, the correlation was about 0.3 to 0.6, whereas
in the median sagittal plane, the correlation was much less (0.1 to 0.2). This re-
sult suggests that the information above 3 kHz is critical for front/back judgement,
which tended in the opposite direction to the results of the flattening experiments.
Furthermore, Hebrank and Wright (1974b) found that the spectra above 11 kHz was
required for localization in the median sagittal plane, which clearly disagrees with the
results of all listeners (except for listeners A and R) in Experiment 2. However their
loudspeaker did not pass energy below 2.5 kHz, whereas these bands were included
in Experiment 2. As Blauert stated, the frequency bands around 500 and 1000 Hz,
both below 2.5 kHz, contain useful information for front/back localization. Therefore
presenting spectrum below 2.5 kHz or not should explain the difference between the

results in Experiment 2 and the results by Hebrank and Wright.

Discussion on Experiments 1 and 2

Experiments 1 and 2 identify, for each listener, frequency bands, within which
the performance drops from close to perfect to close to 50%-limit. These bands are
called “performance-changing bands” (PCB) in the following text. The boundary
frequencies of the PCBs were decided by thresholds of 90% (10% from perfect) and
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60% (10% above the 50%-limit) in percent correct.
Comparing the relative positions of the PCBs from Experiments 1 and 2, the

listeners can be categorized into three groups:

1. V-shape (listener R): The PCB from Experiment 1 (open circles) is on the left

of the PCB from Experiment 2 (solid circles).

2. X-shape (listeners A, F and X): The PCB from Experiment 1 overlaps with the
PCB from Experiment 2.

3. A-shape (listeners D, E, L and M): The PCB from Experiment 1 is on the right
of the PCB from Experiment 2.

According to the necessary band(s) model, there is a necessary frequency-band(s)
that has to be present for successful front/back discrimination. For the V-shape
listener (R) and the X-shape listeners (A, F and X), this necessary band(s) has to be
between two frequency boundaries, bfgo; and bfgo;. The frequency band between b fgo;
and bfgor is defined as “the central band” in the following text. The PCBs and the
central bands are shown in Table 4.3. The results from Experiments 1 and 2 (Figures
4.45 and 4.45) confirm that when this band is gradually removed, the performance
by the V-shape and X-shape listeners degenerated.

However, there is evidence against the necessary band(s) model, namely the A-
shape listeners (D, E, L and M). For these A-shape listeners, bfqo, is higher than b fgor,
and therefore no frequency band is absolutely necessary. For instance, in Experiment
1, listener L (the top panel in Figure 4.45) could successfully discriminate the front
and back sources with information above 10 kHz (up to 16 kHz); in Experiment 2, she
could also discriminate them perfectly with information below 6 kHz. The two bands
do not overlap. Therefore for listener L, as well as for other A-shape listeners, no fre-
quency band is absolutely required, and these listeners can use available information

in various frequency-bands, either high-frequency or low-frequency, to discriminate
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front and back sources. For comparison purposes, the PCBs of the A-shape listeners

are also included in Table 4.3.

category | listener PCB from Expt. 1 | PCB from Expt. 2 | central band
(kHz) (kHz) (kHz)

V-shape R 6-8 10-13 6-13

A 8-10 8-14 8-14
X-shape F 2-12 6-10 2-12

X 6-8 6-9 6-9

D 8-14 0-6 -
A-shape E 8-14 6-10 4-9 *

L 10-12 3-6 6-10 *

M 6-12 2-8 -

Table 4.3: Bands for each listener

To further test the necessary band(s) model for the V-shape and X-shape listeners,
the following two experiments were performed. Only some of the V-shape and X-shape
listeners in Experiments 1 and 2 participated in Experiments 3 and 4. In addition,
two A-shape listeners participated in Experiments 3 and 4 as well, and their central
bands were chosen as indicated in the right-most column in Table 4.3, marked with
stars because their central bands were not defined by a lower boundary of bfy; and

a higher boundary of bfy;, as for the V-shape and X-shape listeners.

Experiment 3: Flatten outside

Experiment 3 was similar to Experiments 1 and 2, except that the frequency
components outside the central band were flattened. The higher and lower boundary
frequencies for each listener were determined from Experiments 1 and 2, so that the
central band includes the possible necessary band(s). An example of the baseline
and the adjusted syntheses for the left ear is shown in Figures 4.47 and 4.48. This
experiment was designed to test whether the central band including all the necessary

band(s) is a sufficient band, i.e. listeners could successfully discriminate front/back

sources with only information within the central band.
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Five of the eight listeners in Experiments 1 and 2 (A, E, L, R and X) participated
in Experiment 3. Three of the five listeners (A, R and X) were V-shape or X-shape
listeners, for whom this experiment was designed. Listeners E and L participated but
with no evident prediction. For V-shape and X-shape listeners (A, R and X), the
central band for each listener can be found in the right-most column in Table 4.3.
For the A-shape listeners E and L, the central bands were chosen as follows: 4-9 kHz
for listener E, and 6-10 kHz for listener L. The results of Experiment 3 were shown
as open circles in Figure 4.51 3. Unfortunately none of the listeners did well in this
experiment. Actually all of their scores were close to the 50%-limit. (For listeners E,
L, R and X, their results were at exactly 50% with no error-bar. This was because
they always heard the adjusted synthesis coming from one direction, either front or
back, for the entire Experiment 3.) One-tail t-tests show that the percent correct for
listener A was significantly below the 75%-threshold (indicating success or failure) at
the 0.1-level, and the scores of percent correct for all the other three listeners were
significantly below the 75%-threshold (indicating success or failure) at the 0.002-level.
The poor performance suggests that the central band was not a sufficient band, and
listeners would need information beyond the central band for successful front/back
judgement. Because the necessary band(s) was included in the central band, it can be
further said that the necessary band(s) was not a sufficient band(s), either. However,
this result is not evidence against the necessary band(s) model because a band being
insufficient can still be necessary. To test the necessary band(s) model for the A-shape

and X-shape listeners is the motivation for Experiment 4.

Experiment 4: Flatten inside

Experiment 4 was simply the reverse of Experiment 3. In Experiment 4, the spec-

trum within the central band was flattened, and the frequency components outside

3Listeners E and L are marked with parentheses in Figure 4.51 because Experiment 3 (as well as
Experiment 4) was not designed for these two A-shape listeners.
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the band were unchanged, i.e. identical to baseline synthesis. Figures 4.49 and 4.50
show an example of the baseline and the adjusted syntheses for the left ear.

The same five listeners as in Experiment 3 (A, E, L, R and X) participated in this
experiment. The results were shown as the open squares in Figure 4.51.

For the three V-shape and X-shape listeners (A, R and X), for whom this exper;
iment was designed, the necessary band(s) model predicts that performance should
be poor because the necessary band(s) was taken away. The experimental results
in Figure 4.51 show that the only V-shape listener in this experiment, listener R,
did perform poorly (i.e. significantly below 75%-threshold with a p-value of zero) as
predicted. However, listener X got a score close to perfect (significantly above the
75%-threshold at the 0.002-level), and listener A also got a score above 75%, although
not significantly. The results by listeners X and A were clearly in disagreement with
the prediction by the necessary band(s) model.

The two A-shape listeners E and L got perfect scores, which was not surprising
because for listener E, she could discriminate front/back sources with all the compo-
nents below 10 kHz flattened, and in Experiment 4, only the band between 4 and 9
kHz was flattened, and therefore her performance should not be worse than that in
Experiment 1; similarly for listener L. Meanwhile this was a good confirmation that

listeners E and L did give consistent results.

Experiment 4A: Flatten inside with wider central band

Listeners L and X had fairly narrow central bands in Experiment 4, thus flattening
within those bands eliminated very little front/back information. Both listeners did
very well in Experiment 4. The purpose of Experiment 4A was to test whether
listeners L and X could still succeed the task with even wider flattened central bands.
The results are shown as solid squares in Figure 4.51.

For listener L, the central band used in Experiment 4 did not include both of
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the PCBs from Experiments 1 and 2. By contrast, in Experiment 4A, in order to
include those PCBs, the central band for her was chosen to be from 3 to 12 kHz.
The figure shows that with this wider central band, listener L could still discrimi-
nate front and back stimuli perfectly, which further confirmed the information in the
PCBs from Experiments 1 and 2 were not absolutely necessary for her, and the nec-
essary band(s) model does not apply to her. It is worthy of noting that the flattened
central band between 3 to 12 kHz was very wide for listener L, and yet she still suc-
ceeded the front/back discrimination task. This result favors Blauert’s finding that
the front/back cues below 1 kHz were significant.

For listener X, the wider central band was simply chosen to be 2 kHz wider on
both high- and low-boundaries (totally the central band was 4 kHz wider), i.e. from
8 to 12 kHz. In Figure 4.51, it is clear that even flattening over a wider central band,
listener X could still discriminate front and back stimuli very well (significantly above
the 75%-threshold at the 0.001-level). This result strengthens the result of listener X
from Experiment 4, i.e. the information in the central band including the PCBs from

Experiments 1 and 2 was not necessary for listener X.

210



Summary of Experiments 1 through 4

In Experiments 1 through 4, spectral patterns in various frequency bands (i.e.
high-frequency, low-frequency, band-reject, or bandpass), bearing information for
front/back discrimination, were eliminated by means of flattening the amplitude
spectrum. The intention was to discover whether there is a necessary band(s) for
a given listener that is essential for successful front/back discrimination. The results
for seven out of the eight listeners (among the seven listeners, six of them showed
significant results) however showed that there is no such necessary band. On the con-
trary, the results supported the following idea (called “multiple comparison model”):
There are several frequency bands that give a listener front/back information. When
presented with a given sound, the auditory system makes judgement on front/back
comparing among those frequency bands, and makes a judgement based on the com-
parison. Therefore, all those frequency bands contribute, but no frequency band is
absolutely dominant. This mechanism is practical because a sound in nature might
lack frequency components within a given band(s). If that band(s) happens to be the
necessary band(s), the animal might be in danger.

It should be noted that, according to the design of Experiments 1 through 4, the
negative results are more meaningful. In other words, for the exceptional listener R
who did not show evidence against the necessary band(s) model, the results were not
a direct support of the model, either. On the other hand, the multiple comparison
model is consistent with the results, i.e. none of the results in Experiments 1 through

4 demonstrated evidence against the multiple comparison model.

4.3.2 Peaks and dips

Experiments with sine tones or one-third-octave band noises (Blauert, 1969/70),
or with one-twelfth-octave noises (Mellert, 1971), or with one-sixth-octave band noises

(Middlebrooks, 1992) show elevation cues that correspond to peaks in the spectrum.
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Blauert (1983) refers to them as boosted bands, serving as directional bands. How-
ever, other research, based on stimuli with broader bands, emphasizes notches in
the spectrum (Bloom, 1977a, b). The following experiments were done to determine
whether peaks or dips are dominant in the ability to distinguish front from back.
Because front/back cues are thought to be in a relatively high frequency range, the
adjustments in Experiments 5 and 6 were applied above a boundary frequency, which
was different for different listeners. The components below the boundary frequency
were identical to baseline. The boundary frequency was found from Experiment 2,
where the performance dropped to 60% (near the 50%-limit). Four listeners (A, L, R,
and X) participated in Experiments 5 and 6. Table 4.4 shows the boundary frequency
for each listener. The reason to choose the boundary frequency is as follows. Listener
did perfectly for baseline. and did poorly when flattening the components above
the boundary frequency. Therefore by varying the components above the boundary
frequency, the listener’s performance could vary from perfect to poor, which means
that the information above the boundary frequency is vital. Experiments 5 and 6
cut the peaks or dips in the vital range, and examined how much worse would the
listener discriminate front and back simulations, and whether eliminating the peak-

or dip-information would dramatically decrease the listener’s performance.

listener |A L R X
boundary freq. (kHz) [ 8 3 10 6

Table 4.4: Boundary frequency in Experiments 5 and 6

Experiment 5: Peaks only

In Experiment 5, dips in the baseline spectra were cut, and only peaks were left.

To cut the dips, the RMS amplitude as in Equation 4.14 was first calculated from the
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baseline spectra above the boundary frequency,

2
+

Ygr(fi)

2] (4.14)

. 1 250
A plitude = || 520 |y
RMS Amplitude \/251 ) m isb [' rr(fi)

where b is the order number of the component at the boundary frequency, and m is
the number of eliminated components.

Then the amplitude of the components above the boundary frequency whose ampli-
tude was less than the RMS amplitude was set to be equal to the RMS amplitude.
An example of resulting spectra in the right ear is shown in Figures 4.52 and 4.53.
It is clear that the dips were cut. The open circles in Figure 4.56 show the results of
Experiment 5. The scores of all of the four listeners were somewhere between perfect

(100%) and the 50%-limit.

Experiment 6: Dips only

Experiment 6 was similar to Experiment 5, except that it was peaks that were
cut, and dips in the baseline spectra were preserved on adjusted spectra. This adjust-
ment was achieved by setting the amplitude of the components above the boundary
frequency whose amplitude was greater than the RMS amplitude to the RMS ampli-
tude. Figures 4.54 and 4.55 show an example of the right-ear spectra in which the
peaks were cut.

The solid circles in Figure 4.56 show the results of Experiment 6. Three out of
the four listeners performed close to perfect (100%). Compared with the results from
Experiment 5 (open circles), all listeners showed better performance in Experiment
6 with dips only, and one-tail t-tests showed that, for three out of the four listeners,
the performance in Experiment 6 was significantly better (for listeners A and X,

significant at the 0.05-level; for listener L, significant at 0.1-level).
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Figure 4.53: Amplitude spectra for the back source in right ear in Experiment 5
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Summary of Experiments 5 and 6

Blauert (1969/70) first suggested a frequency band model on front/back localiza-
tion based on spectral peaks only. However, he (1972, cited from Blauert, 1983, page
310) and Meller (1973, cited from Blauert, 1983, page 310) later hypothesized that
spectral dips are important as well. Hebrank and Wright (1974b) considered both
peaks and dips in their studies. The intention of Experiments 5 and 6 was to compare
the performance by each listener with stimuli eliminating dips or peaks in spectra.
Interestingly, all the four listeners performed better with only dips preserved than
with only peaks preserved. This result suggests that dips might be more important
cues for front/back localization for most listeners, different from the boosted bands
that Blauert initially suggested. On the other hand, one has to admit that the validity
of these experiments obviously depend on the definition of peak and dip as deviation

from RMS value.
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4.3.3 Monaural and binaural cues

Unlike localization in the horizontal plane, localization in the sagittal plane, such
as front/back discrimination, has to utilize spectral cues. Various models have been
suggested to account for sagittal plane localization. The following two experiments

tested two of them.

Experiment 7: Flatten right ear

Since spectral cues are important for front/back discrimination, one might expect
that a listener could detect the characteristic peaks and dips in spectrum with just
one ear. Experiment 7 tested this hypothesis by flattening the right ear spectrum
(Equation 4.15) while leaving the left ear spectrum identical to baseline. The adjusted
phase spectrum in the right ear was identical to baseline. Figures 4.57 and 4.58 show
the baseline and the adjusted syntheses for right ear. The baseline and the adjusted

syntheses for left ear were identical.

2

+ |Yar(fi)

Y| = [Yaa(n| = \/ﬁz?i‘; V(s |

where m is the number of eliminated components.

It is worth comparing the method in Experiment 7 with the method of simply
plugging the right ear. Localization tests using real sources by Morimoto (2001)
revealed that the far ear stopped contributing for elevation judgements when azimuth
was above 60°. This finding suggested that listeners could succeed in a front/back
discrimination task with one ear plugged. However, by plugging the right ear, the
sound image moves to the extreme left, and therefore the front/back discrimination
experiment would force listeners to rely on percepts other than localization (Blauert,
1983, page 305). It was confirmed by informal listening that listeners with one ear

plugged found the task to be meaningless in a sense that all the images were on one
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218



side, and there was no front/back cue. However, with flattened spectra in the right
ear, the overall ILD cue was not pointing to the left ear. This method has the same
spirit as the improvement by Hebrank and Wright (1974a). Instead of completely
plugging one car, Hebrank and Wright filled the concha to eliminate reliable pinna
cues. However their technique still included other features of directional filtering,
e.g. the diffraction due to head, neck and torso. Nowadays, with digital technology,
the better method of completely flattening a spectrum in one ear, as applied in
Experiment 7, becomes easy. In general, the method and stimuli used in Experiment
7 was better than plugging the right ear or filling the right concha.

Seven listeners (A, E, F, L, M, R, and X) participated in Experiment 7, and their
results are shown as circles in Figure 4.59. Except for listener E, all the other six
listeners performed poorly (below 75%) on this experiment, suggesting that monaural
cues are not adequate for most listeners for successful front/back judgement. Listener
X’s result was right at the 50%-limit with no error-bar, because he heard adjusted
signals all from the back. Squares in Figure 4.59 were performances with baseline for
comparison. Open squares were runs with baseline stimuli. However three listeners
did not do complete baseline runs. Their baseline scores were calculated from the 80
baseline trials in the first ten continuous runs. The scores for these three listeners are
presented with solid squares on the figure. Ideally, results with baseline should be
perfect. It was clear on the figure, and confirmed by one-tail t-tests at the 0.05-level,
that performance with flattened spectra in the right ear was significantly worse than
that with baselines for all listeners.

Although previous works have shown that listeners can improve localization per-
formance on front and back after training and adaptation to a new set of HRTFs
(Hofman et al., 1998; Zahorik et al., 2006), it is hard to imagine that listeners can be
trained to use monaural localization cues, which they do not normally use in the real

world.
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When listening to an unusual stimulus as in this experiment, listeners usually
found the image to be very diffuse or inside the head. Some listener sometimes
perceived split images from different spatial locations. Some other listeners responded
compact image in space, but they were usually unable to discriminate adjusted stimuli

for front and back, either.

Experiment 8: Interaural spectral level difference

Theoretically, there is an intrinsic problem in using spectral cues for front/back
localization: how would listeners know that the peaks and dips at certain character-
istic frequencies were due to directional filtering? Maybe the spectrum of the original
sound source already has peaks and dips at those characteristic frequencies. One way
to solve this problem is to use interaural spectral level differences (ISLD), instead of
the original level spectrum, as front /back cues. ISLD is defined as the interaural level
difference between left and right ears at each frequency. The advantage of ISLD is
that peaks and dips in ISLD do not depend on the spectrum of the original source,
and encode information on directional filtering (Duda, 1997, Algazi et al., 2001).

Experiment 8 was designed to discover whether ISLD cues were adequate for
front/back discrimination. In Experiment 8, the adjusted spectra in the right ear
were flattened over all frequencies for both front and back sources, in the same way as
in Experiment 7 (Equation 4.15). The adjusted spectra in the left ear had amplitude
spectra with ISLD identical to the ISLD of baseline (Equation 4.16) for front and
back sources independently. Figures 4.60 and 4.61 show an example of baseline and
adjusted syntheses for the front source at left and right ears. Those for the back
source are similar.

YrL(f)
Yer(f)

(G FAGE
(4.16)

Y1(f)
Ygr(f)

Yin| = Y-
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One interesting finding is that Figure 4.61 showed large ISLD, such as the data
point around 8.8 kHz. Several reasons might lead to this result. First, the left
and right synthesis speakers might not be ideally symmetrical about listener’s head, 4
which could give large ISLD due to different interference patterns. Second, the probe-
microphones might be at different depths inside listener’s ear canals, which would get
different recordings even if the listener’s left- and right-ears were ideally symmetrical.
Even if the spectra in the left and right probe-microphones demonstrated the same
pattern, if there is a little offset in the frequency domain between the spectra for
certain peaks or dips, it would appear as large values on the ISLD spectrum. Third,
listener’s ears, especially pinnae are not ideally symmetrical.

Eight listeners (A, D, E, F, L, M, R, and X) were in Experiment 8, and their
results are shown as circles in Figure 4.62. The results show that, except for listener
M, all the other seven listeners did poorly (below 75%) in this experiment. (One-tailed
t-tests show that, for listener listeners A, D, L, R and X, the difference below the
75%-threshold was significant at the 0.05-level; for E, the difference was significant at
the 0.1-level; and for listener F, the difference was not significant.) Even for listener
M, his score was not close to perfect, either. Listeners A and X always heard stimuli
in one direction, either front or back, which led to the the score right at the 50%-limit
without error-bars on the figure. Squares in Figure 4.62 were results with baseline.
Open squares were runs with baseline stimuli. For the three listeners who did not do
complete baseline runs, their baseline scores, plotted as solid squares on the figure,
were based on the 80 baseline trials from the first 10 continuous runs. When compared
with baselines, the scores for all listeners in Experiment 8 were significantly worse

(by one-tailed t-tests at the 0.05-level), indicating that ISLD is not a valid cue for

4The symmetry of synthesis speakers was not checked because the transaural technique does not
require the two loudspeakers to be syminetrical about the median sagittal plane.

223




100F = - i .
90 S E
80 L .
70t 1
60 F p
50 f--O---------- § ------------------------ =
8 a0} 1
O 30t -
o ]
c 20 -
o A A A A
& A D F
-+
C T T T T
o |00} O [ | a a A
o w
o 90 1
a {
80} ]
] 1
0t 9 ]
60 F -
4
50f--1---------------------g--------- O----
40} -
t O Experiment 8: ISLD 1
30F O Performance for baseline runs 1
ook B Performance for baseline trials )
L M R X
Listener

Figure 4.62: Result of Experiment 8

front /back discrimination. This result agrees with Hartmann and Wittenberg (1996)
who concluded that ISLD is not an adequate cue to provide externalization of sound

images.

Discussion of Experiments 7 and 8

Experiments 7 and 8 show that the monaural cues and the ISLD cues are not
adequate for front/back discrimination. This result agrees with Jin et al. (2004)

who also found that these cues are not sufficient. Their experiments covered more
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locations in the median sagittal plane, i.e. besides front and back sources, they also
included elevated sources. The major difference between their experiments and the
VRX experiments appears in technique. While Jin. et al. presented through ear-
phones the broadband noise filtered by directional transfer functions (DTFs) derived
from head-related transfer functions (HRTFs) (Middlebrooks and Green, 1990), the
VRX experiments used the transaural technology, free of error in DTF measurements
and free of error due to various earphone positions. In general, Experiments 7 and
8 support Morimoto (2001), who found that both ears contribute to localization in
median sagittal plane; and Experiments 7 and 8 disagree with Hebrank and Wright
(1974a), whose results suggests that listeners used monaural cues for localization in
median sagittal plane. A possible cause for this disagreement is that, in the exper-
iments by Hebrank and Wright, listeners had training with feedback, and therefore
they might have learned the monaural timbre cues to discriminate among different
locations in the median sagittal plane, instead of using localization cues; whereas in

Experiments 7 and 8 listeners were always instructed to use localization cues only.

4.3.4 Varying stimuli
Experiment 9: Sharpening

It is believed that the frequencies of peaks and dips in amplitude spectra give
listener sensation of front/back localization (Shaw and Teranishi, 1968; Blauert,
1969/70; Hebrank and Wright, 1974b). On the other hand, Zakarauskas and Cynader
(1993) suggested an algorithm using the patterns of the first or second derivatives of
level spectrum with respect to frequency to predict localization. Their calculations
showed that the second derivative would be more robust than the first derivative, and
either derivative was more robust than the original spectrum.

Experiment 9 was designed to test these ideas. The adjusted spectra were the

baseline spectra convolved in the frequency domain with a normalized function in a
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shape like a Mexican-hat (Table 4.5). Equation 4.17 shows the formula for calculating
the adjusted spectrum in the left ear for the front source. The right ear spectrum and
the spectra for the back source are similar. This algorithm sharpened the baseline
spectra by increasing the level difference between the peaks and the dips (with nega-
tive elements in the convolution function), and smoothed the curves between adjacent

components as well (with positive elements in the convolution function).

Min(250,n+4)

= _Gl—n Z niSi—n

t=Max(3,n-4)

1280

()| (417)

where L (f,) is the level of Yr.(f,) in decibels, L'y, (f.) is the level of Y£7 (fn),
the discrete function S; is given in Table 4.5, 7; is given by Equation 4.18, and the

weighting function G,, is given by Equation 4.19.

i | 4 £3 £2 +1 0
S;|-02 -05 02 05 1

Table 4.5: Value of the convolution function S;

1 if the i*" component is not eliminated

ni = (4.18)
0 if the i** component is eliminated
Min(250,n+4)
Go= >, 0 Sin (4.19)

i=Maz(3,n-4)
The width of the convolution function S; was chosen based on the information of
peaks and valleys of the original level spectra and was to emphasize local structure.
Figures 4.63 and 4.64 show an example of baseline and adjusted syntheses for the
front source at left and right ears. Those for the back source are similar. It can
be seen on these figures that peaks and dips were at the same frequencies as in the

original spectra, but the level differences between the peaks and dips were magnified.
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Thus the peaks and dips of the first and second derivatives of the level spectra with
respect to frequency were not preserved.

Nine listeners (A, D, G, L, P, R, V, X, and W) were in Experiment 9. Besides
pseudo-noise that had been used in the previous experiments, the original stimulus of
complex tone was also used (except for listener W). This was because many listeners
did poorly on complex tone, and therefore they might gain improved performance after
sharpening the spectra; whereas for pseudo-noise, performance for most listeners was
already close to perfect, and sharpening the spectra would not let listener do better
than perfect, and hence would not show much effect of improvement. Altogether
there were 17 experimental conditions (9 listeners for pseudo-noise, plus 8 listeners for
complex tone). The results for the sharpened pseudo-noise and sharpened complex
tone are shown as open circles in Figure 4.65, compared with the results for the
corresponding baseline without sharpening, shown as solid circles.

In Figure 4.65, among the 17 experimental conditions, 14 of them showed that
performance with sharpened stimuli was not worse than baseline. Two of the 14
conditions, namely listener W with pseudo-noise, and listener D with complex tone,
showed much better performance for sharpened stimuli. For the remaining three
cases in which performance with sharpened stimuli was worse than baseline, namely
listener G with pseudo-noise, and listeners A and R with complex tone, the difference
between sharpened stimuli and baseline was very subtle, especially when compared
with error-bars.

In summary, when presented with sharpened stimuli, listeners performed equally
well or even better than baseline stimuli. This result agrees with Sabin et al. (2005),
who found that increasing contrast of the magnitude of DTF up to 4 times did not
impair performance. Because sharpened spectra did not preserve the first and second
derivatives of the level spectrum (as shown in Figures 4.66 and 4.67), this result

disfavors the computational model that Zakarauskas and Cynader suggested. For
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characteristic-frequency models, on the other hand, the frequencies of the peaks and
dips are important. For these models, the frequencies of the peaks are preserved by
the sharpening process. Actually because sharpening increases the relative height
between the peaks and dips, one might expect that performance with sharpened
stimuli should be better than baseline in some cases. This prediction agrees with
the results of this experiment. In general, the results of Experiment 9 favors the

characteristic frequency models, and disfavors the computational model suggested by

Zakarauskas and Cynader.

Experiment 10: Advance right ear

It is widely believed that interaural time difference (ITD) cues are most important
for localization in the azimuthal plane (Wightman and Kistler, 1989b). In the sagit-
tal plane, the spectral cues are most important. Experiment 10 examined whether
interaural delay would affect front/back discrimination. With this experiment, our
intention was to examine whether the spectral cues for front and back sources are
orthogonal to, i.e. independent of, the ITD cues. Bloom (1977a, b) and Watkins
(1978) claimed such a high degree of independence that spectral cues to elevation
maintain their effectiveness even when the sound image is far off to one side due to
monaural presentation.

In Experiment 10, the adjusted spectra were achieved by advancing the right-ear
baseline spectra by a certain amount of time. The advance (inverse-delay) was added
by subtracting an extra phase that increased linearly with increasing frequency with
certain slope. Figures 4.68 and 4.69 show an example of phase differences between
the baseline spectrum and the adjusted spectrum for each ear for an advance of 100
us. When the delay changes, the slope in Figures 4.68 and 4.69 changes accordingly.
The adjusted amplitude spectra were identical to baseline.

Five listeners (D, E, M, X, and R) participated in Experiment 10. During the
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experimental runs, listeners heard sound images moved to the right side. The task
was to discriminate front and back sources.

Results of Experiment 10 are shown in Figure 4.70. Five values of delay time were
used: 200, 400, 600, 800 and 1000 us, except for listener R, who also did runs with
50 and 100 ps. For those people who did complete runs with baseline, the baseline
results are shown on the figure at 0 us.

In Figure 4.70, the five listeners showed large individual differences. Performance
of listeners E and X dropped below 75% at around 600 us, which is close to the
physiological range of the human head. However listener R’s performance dropped
below 75% at 200 us, much less than the human physiological range. On the other
hand, listeners D and M had scores above 75% even at 1000 us. Especially, listener
D responded almost perfectly up to 1000 us.

Besides those individual differences, there are two things in common:

1. All listeners successfully discriminated front from back with ITD less than 200

US.
2. Performance by most listeners (except for listener D) decreased as ITD increases.

These tendencies suggest that spectral cues for front/back localization and ITD cues
for horizontal localization were independent, especially with ITD less than 200 us;
however when ITD was too large (400 to 800 us, depending on the listener), perfor-
mance would degrade, except for listener D.

It is known that the spectral cues for elevation from the HRTF's are different for
different azimuths (Algazi et al., 2001). Listeners can be expected to apply their
experience with these differing sets of cues depending on their knowledge of azimuth.
Consequently, the stimuli of Experiment 10 presented conflicting cues in that spectral
cues appropriate to zero azimuth were accompanied by azimuth cues indicating 15°,

or 31°, or 52° to the right. Conflicting cues often lead to a diffuse image instead of
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a compact image and a lower externalization score. Therefore, it was of interest to
measure externalization scores for Experiment 10. The externalization scores between
0 (inside head) and 3 (perfectly externalized) were recorded for listeners D, R and X.
Listener D always reported 3 for all conditions. Listener R reported scores above 2.8
for all conditions except for ITD of 200 us, where the score was about 2. Thus she
perceived a less externalized sound image with ITD of 200 us. Listener X reported
scores above 2 for all conditions, except for front sources with ITDs of 200 and 400 us.
Similar to listener R, listener X also perceived less externalized image with some small
ITDs of 200 and 400 us. All of listeners D, R and X gave the perfect externalization
score of 3 for the baseline stimuli (with zero ITD). In general, the externalization
was good even with I'TD of 1000 us. The fact that inconsistency between azimuthal
and elevation information does not lead to markedly reduced externalization may be
further evidence of orthogonality between binaural and spectral cues.

It needs to be mentioned that Macpherson et al. (2004) found that, when applying
an ILD of 10 dB or an ITD of 300 us, the spectral cues in listener’s ipsilateral ear, with
respect to the perceived lateral source position, dominated the elevation judgement,
as though listeners were monaural. In Experiment 10, all listeners, except for listener
D, showed decreased performance score for ITDs above 300 us, which is consistent
with the findings by Macpherson et al. However the good performance by listener D
for ITD up to 10 kHz either contradicts the idea that listeners used monaural cues for
ITD greater than 300 us, as found by Macpherson et al., or contradicts the finding
from Experiment 7, i.e. listeners could not discriminate front/back using monaural
cues. In general, although the monaural cues in near ear might have more weight for
front /back judgement, at least for ITDs less than 300 us, the result from Experiment

10 suggests that ITD cues and front/back cues are relatively independent.
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4.3.5 Competing cues
Experiment 11: High-frequency cues vs. low-frequency cues

In Experiments 1 and 2, the listener was presented with either high-frequency
cues or low-frequency cues for front and back sources. Experiment 11 presented the
listener with both high-frequency cues and low-frequency cues, and examined how
listener dealt with competing cues.

Experiment 11 was done in a simpler way, as suggested by Professor Brad Rakerd.
It used only two source speakers, without the VRX technique or calibration sequence.
There were 20 trials in each run, 10 for each of the two types of intervals. For Type
I interval, the front speaker played the frequency components up through the nt
component, and, simultaneously, the back speaker played the frequency components
from the (n+1)** component and above. Type II interval reversed Type I interval, i.e.
the back speaker played up through the n** component, and the front speaker played
the (n + 1)** component and above. Type I and Type II intervals were presented to
listener in a random order, and the listener responded whether he heard the interval
from front or back. The boundary frequency in this experiment is defined as the
frequency of the nt* component.

Six listeners (R, X, F, A, L, and D) participated in this experiment, and their
results are shown as solid circles in Figures 4.71 and 4.72. The vertical axis on
the figures is the percentage score demonstrating how well listener followed the low-
frequency cues. Results from Experiments 1 and 2 were also included in the figures for
comparison because these experiments lead to an alternative view of a listener’s use
of low-frequency and high-frequency information. In Experiment 2, high-frequency
cues were flattened, and hence only low-frequency cues existed. Therefore the correct
comparison from in Experiment 2 is just the percentage score tracking low-frequency

cues, which can be directly plotted in Figures 4.71 and 4.72 (squares). In Experi-

236



v v Y v v v Y

100 P @ Experiment 11: low-f

vs. high—f
80F A Experiment I:
F flatten low—freq 1

60F V Reversed Experiment I:
1 flatten low—freq

O Experiment 2: .
40t flatten high—-freq ,-'V

20

Listener R ]

"
\J v v v v v

100

80

60

40

20

100

Percentage tracking low—freq cues

80
60}

4of

20

Listener F

0 2 4 6 8 10 12 14 16
Boundary frequency (kHz)

Figure 4.71: Result of Experiments 1 and 2 and 11 (part 1)

237



Percentage tracking low—freq cues
N
3

Figure 4.72:

Listener A

Listener L

® Experiment 11: low=f vs. high—f
A Experiment 1: flatten low—freq
V Reversed Experiment I:

flatten low-freq
O Experiment 2: flatten high—freq

Listener D

0 2 4 6 8 10 12 14 16
Boundary frequency (kHz)

Result of Experiments 1 and 2 and 11 (part 2)

238



ment 1, low-frequency cues were flattened. Therefore the correct comparison from
Experiment 1 represents the percentage score tracking high-frequency cues. However,
the vertical axis in Figures 4.71 and 4.72 is percentage score tracking low-frequency
cues, which, in Experiment 11, is exactly 100% minus the percentage score tracking
high-frequency cues. Therefore results from Experiment 1 were flipped upside down
and plotted as triangles and small dashed lines‘ in Figures 4.71 and 4.72.

In Experiment 11, every listener’s score increased from 0% to 100% as bound-
ary frequency increased over the complete frequency range. This common feature
is not surprising, because as boundary frequency increased, more front/back infor-
mation was played through the low-frequency speaker, which led listener to track
low-frequency cues more easily.

Similar to Experiments 1 and 2, listeners showed great individual variance. The
shape of the curves, and the frequency band when listener flipped from tracking low-
frequency cues to tracking high-frequency cues were quite different for each listener.
However, when compared with results for the same listener from Experiments 1 and
2 (Figures 4.71 and 4.72), there were some similarities. For example, for listeners R
(V-shape listener) and X (X-shape listener, but very close to A-shape because the
overlapping band is very narrow), at high boundary frequencies, their results in Ex-
periment 11 (solid circles) coincide with the results from Experiment 2 (squares); at
low boundary frequencies, their results coincide with the flipped results from Exper-
iment 1 (triangles). This result is not difficult to understand. For listeners R and
X, their transition from Experiment 1 (triangles) were on the lower frequency side
of their transition from Experiment 2 (squares), which means that they were “insen-
sitive” listeners, i.e. they need a lot of information for successful localization (for
R, 0-13 kHz or 7-16 kHz; for X, 0-8 kHz or 6-16 kHz). Therefore, when one of the
two speakers presented sufficient front/back cue, the other speaker could not present

adequate front/back cue for these insensitive listeners. Thus listeners’ results in Ex-
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periment 11 should agree with their results without competing from Experiments 1
and 2.

On the other hand, for listeners L and D (A-shape listeners), their results from
Experiment 1 (triangles) were on the higher frequency side of their results from Ex-
periment 2 (squares), which means that they were sensitive listeners, i.e. they could
localize front/back sources with very little information (for L, 0-5 kHz or 11-16 kHz;
for D, 0-5 kHz or 12-16 kHz). Therefore when the boundary frequency was at mid-
freqency range, both speakers presented adequate front/back cues for these sensitive
listeners. Thus they were conflicted in voting for front or back, and the result might
depend on which frequency band they happened to pay attention to. That is why
their results from Experiment 11 were quite different from their results from Experi-
ments 1 and 2. For listener D, there is still some similarity between his results from
Experiments 11 (solid circles) and Experiment 1 (triangles). Apparently, listener D
chose to pick high-frequency cues until the boundary had risen so that there was
hardly any power in the high-frequency speaker.

For listeners F and A (X-shape listeners), their PCBs from Experiment 1 (tri-
angles) and Experiment 2 (squares) overlapped. Hence they were between sensitive
and insensitive listeners, and their results from Experiment 11 roughly followed their
flipped results from Experiment 1 (triangles) and their results from Experiment 2

(squares), but not as well as insensitive listeners.

4.4 Auxiliary testing in ordinary room

Experiments with the VRX technique were normally performed in the anechoic
room, where there was no reflection from the walls, and listener’s localization percep-
tion was optimum. However the VRX technique might be valuable for other people

who do not have access to anechoic room. Furthermore, in the anechoic room, the
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frequency
(kHz)
reverberation time
(second)

10.25 05 1 2 5 8 16

09 08 08 09 08 0.7 04

Table 4.6: Reverberation time of Room 10B (ordinary room)

chair was on a wire-grid floor, and there might be error due to the movement of the
chair. To reduce the error, the listener sometimes had to wait a long time for the
chair to stop waggling. Hence one advantage in the ordinary room is that the chair
on the hard floor was very stable, and there was no error due to the movement of the
chair. Therefore it is worthwhile to test the technique in an ordinary room. Table
4.6 shows the reverberation time of the room at various frequencies, as measured by

Hartmann et al. (2005). The average reverberation time was about 0.8 seconds.

4.4.1 Source speakers at 5 feet

In the first test, the setup of loudspeakers and chair was exactly the same as in
the anechoic room. The front and back speakers were 5 feet away from listener, and
the simulation loudspeakers on the sides were close to listener, about 1.2 feet away.

The top block in Table 4.7 shows the score in the confirmation runs. Two runs were
performed for each condition and each of the front and back sources, and there were
20 trials in each confirmation run. Average and absolute error in scale of percentage
were calculated. When the score was between 25% and 75%, it was inferred that
listener could not discriminate real and virtual signals, and the synthesis passed the
confirmation; otherwise the confirmation failed. Listener W found that the real signal
decayed more slowly than the virtual signal, and hence successfully discriminated the
real and virtual signals. Thus the synthesis did not pass the confirmation. Listener X
was also able to discriminate real and virtual signals, and he agreed with listener W’s

observation, and found that real signals have some ringing in the tail, whereas virtual
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signals were more dead and stopped more quickly after the steady state. Listeners
A also reported that the decay of the real signals were longer. However, listener Q
reported that the virtual signals had longer decay, different from all the other listeners.
This report by listener Q was consistent throughout his runs, including the following
experiments, and his close-to-perfect correct-scores and his report on externalization
(he responded that the virtual signals were more diffuse and close to head, which was
normally a common feedback for virtual signals) confirmed that he was not confused
between the real and virtual signals.

Meanwhile, with these subtle differences, all of the four listeners agreed that they
could not discriminate real and virtual signals by only listening to the steady state
without the tail. When asked for an externalization score (0 for totally inside head,
and 3 for ideally externalized) for the simulation (i.e. the virtual signals), listeners A
and X rated 3, and listeners W and Q) rated above 2 except for listener Q for the back
speaker, which was 1.5, about half of the perfect score. Hence the externalization of
the simulation signals was in general fairly good.

In conclusion, the stimuli in the ordinary room failed the confirmation test.

4.4.2 Source speakers at 1.2 feet

A possible cause for the difference in the tail of real and virtual signals is that
source speakers were farther from the listener than the synthesis speakers, and thus
the signal level at the source speakers was higher than the synthesis speakers, which
caused more reverberation in the room.’> To test this hypothesis, the front source
speaker was moved to 1.2 feet away from the listener, about the same distance as
the synthesis speakers. The results are shown in the middle block in Table 4.7. All

listeners found that the differences between real and virtual signals were much more

SThis explanation works for listeners A, W and X, but fails for listener Q, who heard the virtual
signals had a longer decay. It is really puzzling. Maybe the sensation of a longer decay for listener
Q was due to some pitch contour.
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listener distance source | TUR run percentage externalization
‘ ’ (feet) #1 #2 of virtual trials
A . front | 19/20 20/20 97.5+ 2.5 % 3
back | 20/20 20/20 100.0+ 0.0 % 3
. front | 17/20 19/20 90.0+ 5.0 % 2
Q 0 back |17/20 19/20 90.0+ 5.0 % 1.5
W 5 front | 20/20 20/20 100.0+ 0.0 % 2.5
back | 18/20 17/20 87.5+ 2.5 % 2
X , front | 18/20 20/20 95.0+ 5.0 % 3
back |20/20 20/20 100.0+ 0.0 % 3
A 19 front | 20/20 18/20 95.0+ 5.0 % 3
' back | 20/20 20/20 100.0+ 0.0 % 3
Q 19 front | 20/20 17/20 92.5+ 7.5 % 3
' back |19/20 18/20 92.5+ 2.5 % 3
W 1.9 front | 6/13 6/15 42.9+ 3.3 % *
‘ back | 6/15 7/13 46.4+ 64 % *
N s front | 16/20 17/20 82.5% 2.5 % *
' back | 20/20 20/20 100.0+ 0.0 % *
R 1.2 front | 9/15 6/13 53.6% 64 % 3
longer window  back | 18/20 6/12 75.0+15.0 % 3
1.2 front | 12/18 11/17 65.7+ 1.0 % 3
Q longer window back | 7/13 6/12 52.0+ 1.8 % 3
X 1.2 front | 18/20 20/20 95.0+ 5.0 % *
longer window back |20/20 20/20 100.0+ 0.0 % *

Table 4.7: Correct score and externalization (0 to 3) of confirmation runs in Room
10B (ordinary room). Externalization was not measured for those runs with a star
symbol for listeners W and X. However, W and X did not report less externalization
for those runs, compared with previous runs, therefore the externalization scores for
those two listeners in the top block can be taken as approximate externalization for
the bottom two blocks.
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subtle, and the task was harder to do. However three out of the four listeners (A, Q
and X) could still succeed the task. Listeners A and X heard a pitch contour in the
tail as a cue for the virtual signal. Listener A found that the tail of virtual signals
had a high increasing pitch whereas real signals do not. Listener X found in the tail
that the real signal had a pitch going up and the virtual signal had a pitch going
down. These pitch-contour cues can be understood as follows. Different speakers at
various positions excited different modes, having different frequencies, in the room.
Those modes had different decay rates, and therefore as time passed, the frequency
might change in a characteristic way.

Different from listeners A, Q and X, who did not let synthesis pass the confir-
mation, listener W was the only one who had score of percent correct falling below
the 75%-threshold, and therefore the synthesis passed the confirmation. Listener W’s
subjective response confirmed that, with the stimuli in this testing, he could not

discriminate real and virtual signals at all.

4.4.3 Signal with slow onset and offset

In the previous testing, three out of four listeners could successfully discriminate
real and virtual signals. A possible improvement on virtual signal is to make the
stimulus decay more slowly, so that the reverberation from the room is less evident.
The onset and offset were increased from 100 ms, which was the normal setup of VRX
experiments, to 320 ms, which was noticeably slower.

Three of the four listeners from the previous testing, namely A, Q and X, partici-
pated in this testing with longer decay time. Since listener W could not discriminate
real and virtual signals even with short window, it is not meaningful for him to par-
ticipate in this testing. The results of this testing are shown in the bottom block in
Table 4.7.

For listeners A and Q, the percent correct fell below the 75%-threshold, indicating
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a failure in discriminating real and virtual signals. (Listener A had one successful run,
namely the first run for the back speaker, which boosted the average score for the
back speaker to 75%. But, most of the time, she failed the task. Listener Q always
failed the task. In general, the percent correct was never greater than the 75%-
threshold.) Both A and Q found the cues they used in the previous testing were very,
very weak, and therefore the task was very hard. For both listeners, the signals were
externalized perfectly with a score of 3. For listener X, however, the synthesis still
could not pass the confirmation with a score close-to-perfect. This time, although
the decays of both real and virtual signals were of similar duration and no frequency
contour was detected, the timbres were nevertheless different: the tails in real signals
had a ringing tone, whereas the tails in virtual signals did not. This timbre difference
might be due to the interference between the room modes and the played stimuli
during the decaying tail.

So in general, although the simulation in ordinary room by the VRX technique
was very similar to the real signal, there was a noticeable difference in the tail, due to
the subtle difference in reverberation of the room. The simulation could be improved
by putting the source speaker closer to the listener, and by a slow windowing, however
there was still one listener (listener X) who could discriminate real and virtual signals.
On the other hand, all of the four listeners agreed that without listening to the tail, the
simulation was excellent and the real and virtual signals could not be discriminated
just by listening to the steady state. For most (three out of four) listeners, the cues
occurred in the tail. Therefore if one wants to make perfect simulation as in the
anechoic room, it scems that more detailed impulse responses must be included, or

else the reverberation tail must be masked with noise.
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4.4.4 Front/back discrimination

With such close-to-perfect simulation in the ordinary room, one signal was tested
for front/back discrimination. The front and back source speakers were 5 feet away
from listener, the same setup as in the anechoic room, and the signal was the same
as in Experiment 10: the right-ear channel was advanced by an ITD.

The same four listeners, A, Q. W and X, who were in the previous testing in
the ordinary room, participated in this experiment. The signals with two different
ITDs, i.e. 200 and 600 us, were presented, and the results are shown with circles and
squares, respectively, in Figure 4.73. Listeners A and Q did four complete runs for
each ITD, as in Experiment 10 in the anechoic room. Their data are shown with open
symbols, and the error-bars show the standard deviations. The data of Listeners W
and X are shown as solid symbols, because they did not complete four runs for each
condition. Instead, listener W did two runs for each ITD, and thus the error-bar
shows the absolute error; listener X did only one run for ITD of 200 us, and hence
there is no error-bar.

Figure 4.73 shows that, except for listener W with ITD of 600 us, all the results
were above the 75%-threshold, i.e. the listeners could discriminate front/back sources
in an ordinary room with normal reverberation using localization cues.

Listener X did the experiment with ITD of 200 us, and scored perfectly. In the
anechoic room, he had found that, compared with baseline, the adjusted signal for
the front source sounded more diffuse and less well externalized, and was offset to
the right; whereas the adjusted signal for the back source still sounded compact and
well externalized, and was also offset to the right. In the ordinary room, he found
that the adjusted signal for the front source sounded compact and well externalized
with an externalization score of 3 on a scale of 0 (totally diffuse or inside head) to 3
(perfectly externalized). He also found that the adjusted signal was localized clearly

in the center, where the baseline was localized. The adjusted signal for the back
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Figure 4.73: Result of Experiment 10 in ordinary room (Room 10B). An open symbol
shows the mean and standard deviation of four runs. Solid symbols are results for
listeners W and X, who did not complete four runs for this experiment. Listener W
did two runs for each ITD, and the error-bars are absolute errors. Listener X did only
one run for ITD of 200 us, and therefore there is no error-bar for him.

source sounded compact and well externalized, and was offset to the right, however
with much less distance than in the anechoic room.

When listener W did these experiments, he scored almost perfectly (missed 1 out
of 40 trials), and he found that both baseline and adjusted signal were externalized
fairly well (with an externalization score of 2.5 for the front source, and 2 for the
back source). For him, the baseline and adjusted signals sounded identical. For the
front source, both the baseline and adjusted signals were elevated and offset to the
right; and for the back source, both of them were offset to the left. When listener W
did experiments with ITD of 600 s, close to the physiological range of human, he
could easily discriminate baseline and adjusted signals, and found that the adjusted
signal was more diffuse and less externalized (1 for the externalization score) than the
baseline. He tended to hear the adjusted signals in the back (34 out of 40, 85%). The
percent correct for 600 us is much worse than that for 200 us, which is not surprising

because the externalization for 600 us was less good and therefore the listener was
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more confused.

With ITD of 200 us, listener A found that the sound image of the adjusted signal
was perfectly externalized with an externalization score of 3. The front adjusted
signal was displaced to the right by about 1 foot, and the back adjusted signal was
also displaced to the right, but only slightly. These results are expected because the
right-ear signal was advanced, and the results also agree with the results by other
listeners in the anechoic room. With ITD of 600 us, listener A found the task harder
to do, and the images were on the right, but very close to head, and therefore the
externalization of the image was less good with a score of 2.5. In general, listener A
found the localization cues very strong, and the results on percent correct were always
above 84%. Listener A also demonstrated the same trend as for listener W, i.e. the
percent correct for 200 us is better than that for 600 us, although the difference is
not as large.

For listener Q, the results were similar to those of listener A. For ITD of 200 us,
listener Q rated the front signals with an externalization of 2, and found the images
about 4 feet away from head. For the back signals, he rated the externalization as
1.0, and reported that the images were about 2 feet away from head. For both front
and back signals, he found the signals to be 30° to the right. For ITD of 600 us,
listener QQ gave an externalization score of 1, and reported that the images were very
close to his head with a distance less than a foot. The images were about 45° to the
right, farther on the right than the images for 200 us. In general, his feedback on the
externalization and location was very similar to the feedback from other listeners in
Experiment 10 in the anechoic room. His performance on front/back discrimination
was very good, and his performance for 200 us is better than that for 600 s, agreeing
with the results for listeners W and A.

In summary, with this specific signal. i.e. advancing the right-ear channel, lis-

teners could localize the synthesis in an ordinary room with normal reverberation
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and succeed in the task of front/back discrimination using localization cues for an
ITD of 200 us; for ITD of 600 us, two out of the three listeners could discriminate
front /back with a high score (above 84%). Because only listener X did this experi-
ment in both the ordinary room and anechoic room, it might not be fair to compare
the results in both rooms, especially with large individual differences we have found
in VRX experiments. However, there seems to be some general tendency we can sum-
marize. Listener X found the displacement to the right in the ordinary room much
less than in the anechoic room. Although listeners A and Q did not do Experiment
10 in the anechoic room, the displacement that they reported in the ordinary room
was very little, i.e. at a distance of 5 feet away, the displacement to the right was
never more than a foot, which is smaller than the results in the anechoic room by
other listeners. In summary three out of four listeners (except for Listener W) found
that the displacement is indeed to the right, as in the anechoic room. Listener W,
however, found the sound image to be elevated, and sometimes even displaced to the
left, which was never reported by other listeners who participated in Experiment 10
in the anechoic room. The difference between the anechoic room and the ordinary
room must be due to the standing waves that were established in the ordinary room,
which might even add unwanted ILD cues. On the other hand, the good performance
by listeners has confirmed that the spectral information in the simulation was well
preserved, indicating that VRX technique can be applied in an ordinary room. For
signals which the room does not add strong cues to destroy the original localization
cues, e.g. advancing the right-ear channel with a small ITD of 200 us, listeners could

successfully discriminate front/back signals, as in the anechoic room.
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4.5 Conclusion

The VRX technique was developed to simulate external complex sound sources
using transaural synthesis in an anechoic room with two synthesis loudspeakers. Sim-
ulation was good up to 16 kHz. Sound images were externalized very well, and listen-
ers could not discriminate real and virtual signals. When tested in an ordinary room
with normal reverberation time, listeners could discriminate real and virtual signals
by subtle differences in the decay. Apart from this subtle difference, the steady state
of real and virtual signals sounded identical, and externalization of the simulation
was normally good.

The VRX technique is a very good tool to present any desired spectra to listeners’
ears, while giving them an opportunity to use their own pinna cues. The technique
is expected to be more accurate than any method using headphones (Kulkarni and
Colburn, 2000). Eleven experiments, ten of which used the VRX technique, were per-
formed on front/back discrimination to discover the importance of various front/back
cues. There were large individual differences among listeners, suggesting that listeners
have learned to use their own ears and developed quite different strategies in localizing
front and back sound sources. The large individual differences in performance must
be due to the large individual differences in the head-related transfer functions. or
specifically, in the directional transfer functions, which were found highly correlated
with geometric properties of listeners’ ears and heads (Middlebrooks, 1999).

In testing different models for the use of spectral cues, the experiments showed
evidence supporting a multiple band model. For any given listener, no frequency
band is absolutely necessary, and he can use information in available bands, or he
may even compare across various available bands, to make decisions on front/back
localization (Experiments 1 through 4).

When examining peaks and dips in front/back cues, our experiments found that

dips were more important than peaks for accurate front/back localization (Experi-
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ments 5 and 6). Monaural cues and interaural spectral level difference cues were not
sufficient for correct front/back judgement for most of our listeners (Experiments 7
and 8).

Applying interaural time delay up to 200 us did not ruin listeners’ front/back
judgement, although the sound image did offset to one side (Experiment 10). As the
ITD increased, most listeners’ performance decreased with individual differences, and
most listeners could not follow front/back cues with ITD more than 800 us.

To evaluate Blauert’s frequency-band model and the derivative model by Zaka-
rauskas and Cynader, sharpened spectra were presented to listeners (Experiment 9).
The experiments showed that listeners discriminated sharpened spectra better or
equally well compared with baseline spectra. This result supports Blauert’s model,
and disfavors the computational model by Zakarauskas and Cynader.

In VRX experiments, some listeners appeared to be insensitive, while others were
sensitive. Sensitive listeners are capable of making correct front/back decisions based
on little information, whereas insensitive listeners require more information. In an ex-
periment with competing cues (Experiment 11), insensitive listeners showed similarity
to analogous experiments with non-competing cues (Experiments 1 and 2) because,
when presented with competing cues, these listeners were sensitive to at most one of
these cues, and the competition does not actually arise; however for sensitive listen-
ers, because little information was adequate for them, the cues could compete in the
auditory systemn, and their results for competing cues were quite different from their

results for non-competing cues.
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