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ABSTRACT

DESIGNING OPTIMAL ITEM POOLS FOR

COMPUTERIZED ADAPTIVE TESTS WITH

EXPOSURE CONTROLS

By

Lixiong Gu

Computerized adaptive testing requires a well-designed item pool containing an

appropriate number of items to build an individualized test that matches the examinee's

ability level. An optimal item pool can be defined as a pool consisting of appropriate

items for each individual test that is capable of reaching the desired level of precision. It

also contains well-balanced items that will achieve optimal item usage and lower the cost

of item creation. One of the methods to develop an optimal item pool is Reckase’s

method (2003). which is a Monte Carlo method to determine the properties of an optimal

item pool. This study extends the method for designing item pools calibrated with 3PL

and applies it to situations where no exposure control, Sympson-Hetter procedure, or a-

stratified procedure is imposed to control the item exposure rate. The procedures for

designing the item pool and two approaches of simulating test items are presented. The

performance of each optimal item pools is evaluated along with the operational item

pools.
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Chapter I Introduction

Since its introduction in the early 1970 s, computerized adaptive testing (CAT) has

been used extensively in educational and psychological assessments (Lord, 1971; 3.

Reckase, 1974; Weiss, 1976). The objective of adaptive testing is to build individualized

tests by selecting items based on the examinee‘s current ability estimate. Test takers do *

not receive questions that are either too difficult or too easy, but are always challenged A

by appropriate items during the entire course of the testing. From the test administrator’s

perspective, when examinees are given questions maximizing the information about their

ability levels from the item response, reduced standard errors and satisfying measurement

precision can be achieved with only a handful of properly selected items. This

potentially leads to more efficient item usage and accurate ability estimates (Weiss,

1976). Adaptive tests are often administered with computers, which can quickly update

the estimate of the examinee’s ability after each item and then select subsequent items

based on the estimate. Therefore. when adaptive tests are mentioned, they are often

referred to as CAT.

Figure 1.1 shows a typical CAT process. It begins with an item pool (also called

item bank) that contains an adequate number of items calibrated using Item Response

Theory (IRT) (Lord, 1980). The CAT algorithm is most commonly an iterative process

involving a procedure for obtaining ability estimates based upon candidate item

performance and an algorithm for sequencing the set of test items to be administered to

candidates. A new ability estimate is computed based on the responses to all of the

administered items and the "best" next item is administered. This process is repeated

until it meets certain stopping criterion. such as time limit, number of items administered



(test length limit), change in ability estimate, content coverage, a precision indicator such

as the standard error, or a combination of factors.
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Figure 1.1 Steps of computerized adaptive testing

Computerized adaptive tests offer many advantages over paper and pencil test.

Examinees get flexible testing schedules and the opportunity to obtain their scores

immediately following administration of the test. More importantly, more accurate ability

estimates and higher test reliability and validity are achieved. Test developers may be

able to adopt new item formats in computerized administration that are not possible with

paper-and-pencil tests.

CAT has also dramatically changed the way tests are administered. Traditional

paper and pencil tests are usually administered in classrooms or a large auditorium where

desks and chairs are the only requirement for a testing site. CAT, however, needs more

expensive equipment (computer system) and a more individualized space to ensure



privacy and security. Specialized test centers with appropriate computer equipment have

been setup that will accommodate only a few examinees at a time. However, tests can be

offered on a nearly continuous basis—multiple administrations per day throughout the

week—to compensate for the large test volumes per administration. Continuous testing

gives test administrators and examinees more freedom. yet it also poses difficulties in test

development and test security.

Computerized adaptive testing administers slightly different items to different-IT";

examinees according to their ability levels. It thus requires a large number of diversel;

distributed items to measure each person with precision and efficiency (Embretson, 2001)

Items are needed at the extreme levels of difficulty, although it may be arduous for even

an experienced item writer to produce such items. The high costs for item development

becomes one of the major impediments to cost-effective implementation of computerized

adaptive testing. A quality item usually needs to go through a lengthy and costly

procedure such as item writing, content and editorial review, pretest, item analysis, and

final review before it can be chosen for an operational test. Particularly, item writing

relies on experienced human item writers, who may rather slowly produce items of

varying levels of quality. Some of the items that are produced may fail to meet screening

criteria or may be unable to achieve adequate psychometric properties based on an

empirical tryout.

Until the Internet became widely used, CAT was considered more secure than

paper and pencil tests because different examinees receive different test items. It is

difficult to artificially promote one‘s score by merely studying a few items (Wainer,

1990). One would have to learn a large portion of the item pool in order for pre-



knowledge to have any impact on an examinee‘s score, because the test was individually

tailored to his or her ability level. However, the increasingly popular Internet makes it

easily for examinees to share test related materials with each other. Presently, a student

taking a test on a future date can obtain information from a friend who took the test on

the previous day (Davis. 2002).

Item leakage and the high costs of item development have been the primary driving“

forces for research on designing and maintaining CAT item pools for better item usage. A,"

One of the solutions is to design high quality items more efficiently. A promising

technique is iteméil‘oning, also called model based item generation. This approach starts

with a formal description of a set of “parent items” along with algorithms to derive

families of clones from them (Bejar, 1993, 1996; Bejar & Yocom, 1991; Hively, - 3'

Patterson, & Page, 1968; Osburn, 1968). These parents are also known as “item forms,’i

“item‘templates,” or “itemshells.” More recent item generation research has tried to

model the relationship between item parts and its psychometric properties, such as item

difficulty and item discrimination (Bejar, Lawless. Morley, Wagner, & Bennett; 2003;

Glas & van der Linden. 2003', Graf. Peterson, Steffen, & Lawless, 2005). Items with

expected content coverage and psychometric properties (e.g., item difficulty and

discrimination) can be produced by varying the essential parts of an item (Deane, Graf, "

Higgins, Futagi, & Lawless. 2006; Singley & Bennett. 2002). Comprehensive reviews of

item-cloning techniques are given in Bejar (1993). .

Item cloning gives some hope in producing a large amount of items in a very short

time, but it can be very difficult and costly in the process of developing item models for "

item cloning. A more realistic solution is to optimize the blueprint for the item pool



development. In common computerized adaptive testing practice, items are selected to

maximize item information at an estimated ability level so we learn the most about an

examinee’s ability (Wainer,]990). It may produce variability in the frequency with _

which items are used because items differ in terms of the desirability of the _ ,i

characteristics for measuring an examinee‘s ability level. For example, items with

average difficulty will be more often selected for administration because of the assumed

normal distribution of the examinee ability level. Additionally, more discriminating

items will be selected more often because they tend to be more informative. If item

writers know how many items with certain psychometric properties are needed for an

item pool, they will not waste resources on developing too many items that are rarely

used while creating too few items that may be frequently used.

This current proj ect investigates the applicationsof a simulation me’thodfideveloped

by Reckase (2003, 2004) on designing the blueprint for a CAT item pool. Because an

optimal item pool will be different under different test situations,ithis project also

explores the item pool design when different exposure control methods are used,

specifically the Sympson-Hetter and a-stratified methods. The first chapter briefly

introduces the background under which this project is developed. The second chapter

reviews the literature on computerized adaptive testing, exposure control, and various

methods developed to design the blueprint to optimizethe item pool construction.

Chapter 3 illustrates Reckase's method in detail and provides extensions of his methods

to the applications with the three-parameter logistic IRT model. Following these sections,

simulation studies are conducted to demonstrate the item pool design process and

’.

«mi
2

."‘ :.



investigate the effectiveness of Reckase‘s method compared to a real item pool. Finally,

the implications of this current study and future directions are presented.

1 . I Research Context

The idea of an item pool is not new. It evolved long before computerized adaptive

testing became popular. Even in conventional paper and pencil tests, a well-designed

item pool provides test developers and teachers a convenient yet powerful tool to produce

99 “-

high quality tests. Item pools have been called by such terms as “item banks, question

banks," “item collections." "item reservoirs," and "test item libraries.” Although

distinctions among some of the temis can be made, they all refer to a relatively large .- ‘- i

. . . . . ‘ . »— l

collection ofeaszly accesszhle test questions (Millman & Arter, 1984). In other words, an. . ' '

1

item pool has to include a number of items which exceeds by several times the number tql

be used in any one test. Items in the pool are indexed, structured, or otherwise assigned

information that can be used to facilitate their selection for a test. Millman agglArter 1.. f

(‘1984Lcategorized this information into assigned item characteristics (e.g., keywords or ‘1;

other subject matter classifiers) and measured item characteristics (e.g., item difficulty or:

discrimination). The latter is also known as psychometric characteristics.

The concept of an item pool is expanded in computerized adaptive testing. Two

kinds of item pools are distinguished in a typical CAT program. One is often called the i.

master pool, which includes as many items as possibly being created for the testing use.

Another kind is the operational item pool, which is a smaller subset of the master pool

and by design, has to be small enough so that the computer may easily retrieve the item

and minimize item exposure. Yet, it has to be large enough to provide items with the

required characteristics. Due to the continuous nature with which many CATS are



administered, the useful life of an operational item or the entire operational item pool is

limited. After a certain number of uses, items are retired and put back into the master

pool. Some items can be reused only after a reasonably long time.

One question often asked during item pool design is how many items should be in 2 i,

a" fr'.
l'

a pool. Ideally, the more items the better, because it allows more choices in test assembly,

and seldom do the same items appear in tests repeatedly. With larger pools, it is difficult

for examinees to memorize answers. This is a problem in situations where learners have

access to the item pool. Larger pools also mean more items that match content, item 2“

format, and statistical requirements are available (Millman & Arter, 1984). The caveats,

however, are: (a) the items added to the pool should be well written, content valid, and

statistically fit; and (b) the total number of items should be manageable and easily

retrievable.

In paper and pencil test situations. test items are not reused as often. Millman and

Arter (1984)-??? Prosser( l 974) suggested the rule of thumb for the number of items in

an item pool be 10 items for each one that could be used on a testing occasion and 50

items for each class hour of presented material. In computerized adaptive testing, Luecht

(1998) suggests that between 3,800 and 21,000 items may be needed to begin a CAT

program when sufficient pool size. multiple pools, and item pretesting are taken into

consideration. Guidelines that have been suggested. for the appropriate size of the

operational item pool are 150-200 items or from six to twelve times the test length on an

operational form (Luecht, 1998; Patsula & Steffan. 1997; Stocking. 1994; Weiss, 1985).; I, ' -'

However, issues of item exposure, item retirement, and pool rotation may require this

number to be much larger.



An often overlooked issue in item pool design is how to construct a blueprint that

outlines the optimal composition of items with desirable assigned and psychometric

characteristics. The blueprint as the outcome of item pool design can tell item-writers to

write items not only by format (multiple-choice or constructed-response) and content

’
4
‘
,

coverage, but also by the desired psychometric characteristics of the items. The blueprint { " l "

,1

is optimal in that it consists of appropriate items for each individual test that is capable of

reaching the desired level of precision. An optimal blueprint also contains well-balanced

items to achieve optimal item usage and lower the cost of item creation.

Optimizing an item pool may not be an important issue in paper-and-pencil tests

where item exposure is not much of the concern. Usually an item pool may require only

a few items in each assigned item characteristics. more moderately difficulty items, and

some extremely easy and extremely difficult items. In computerized adaptive testing,

items have more chances to be overexposed, and the costs of developing new items are so

high that an operational item pool needs to have a more balanced item composition in

order to reduce the item exposure for often used items and increase exposure for less used

items.

A better way to address this problem is to design and develop item pools in a more

systematic and empirical manner. The item writing process is usually guided by

appropriately designed test specificationsthat outline the contents attributes and their

T?

distributions. Requirement for statistical attributes, such as the range of difficulty, may "

”a.

I

be provided but are often difficult to satisfy simply because the values of statistical
I/

attributes for individual items are not easily predicted. However, at the item pool level i

___'t

they often show persistent patterns of correlation with content attributes. These patterns



can be used to minimize the item-writing effort. Through carefully modeling of the CAT

procedure, test specification for the item pool could be developed with computer

simulations to forecast the number of items needed with specific attributes (vanfider

Linden_,_1999; Reckase,‘2003). The methods compared here are for the design of a single

item pool and can serve as tools for monitoring the item writing process.

Only a few empirical studies on optimal item pool design have been documented

for computerized adaptive testing. Among them there are two bodies of research. One

assumes the existence of a master item pool with research focusing on the best way to

allocate items into multiple operational item pools. The other focuses on the design of

the operational item pool independent of existing items. These studies assume no

existing items and focus on design of a blueprint for item pool construction in order to

provide precise ability estimation and minimize item exposure.

..-”" Stocking and Swanson’s (1998) system of rotating item pools assumed the

presence of a master item pool from which several smaller operational pools were

generated. The number of operational pools each item should be included in can be

manipulated so that items with highcr exposure rates are assigned to a smaller number of

pools and items with lower rates to a larger number of pools. By randomly rotating the

operational pools during the testing. uniformly distributed exposure rates for the test

items can be achieved. Ariel, Veldkamp, & van der Linden (2004) also, presented a

mathematical method to calculate the optimal way to allocate items from master item

pool into multiple operational pools.

The effectiveness of the rotating pools method, however. relies on the quality of

the master pool. Items have to be available in the master pool to be assigned into smaller



operational pools. Apparently, if the master pool contains difficult items only, even the

optimally assembled rotating pools would not have the easy items. The fundamental

issue in item pool design is how to design an item pool without assuming the existenceof '

the masterwitem 8992999. to explore the ideal characteristics, $491! as the Size and_'th_ehitem

distribution the item pool should have to function efficiently.

Research concerning the design of the item pool from scratch focuses on

developing a blueprint for an item pool —— a document that specifies the attributes of the a

r"

items needed in a new pool or an extension of an existing pool. The blueprint is designed

to allow for the assembly of a prespecified number of test forms from the bank, each with

its own set of specifications. The resulting item pool would allow CAT procedure to

generate adequate measurement precision for a majority of the test takers even with the

constraints of exposure control or content balancing. A favorable consequence is that the

number of unused items in the bank is also minimized. As will become clear, the ,

at r {7 ‘

blueprint not only specifies the number of items with each content coverage, but also the i I

number of items with certain psychometric properties, particularly the range of IRT I

parameters.

Boekkooi-Timminga (1991) used integer programming to calculate the number of

items needed for future test forms. She used a sequential approach that maximized the

test information function (TIF) under the one-parameter logistic (Rasch) model. These

results were then used to improve on the composition of an existing item bank.

Subsequently, several methods for the construction of rotating item pools have been

demonstrated in empirical studies, some achieved the design goal with integer

10
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programming methods (for a review of these methods, see Ariel, Veldkamp, & van der

Linden, 2004).

Veldkamp & van der Linden (1999) described five steps to design an optimal

blueprint for a CAT item pool with a mathematical programming method. First, a set of

specifications for the CAT is analyzed and all item attributes figuring in the

specifications are identified. Second, using the specifications, an integer programming

model for the assembly of the shadow tests in the CAT simulation is formulated. Third,

the population of examinees is identified and an estimate of its ability distribution is

obtained, for example, from historical data. Fourth, the CAT simulation is carried out

using the integer programming model for the shadow tests and sampling simulees from

the ability distribution. Counts of the number of times items from the cells in the

classification table are collected. Fifth. the blueprint is calculated from these counts,

adjusting them to obtain optimal projections of the item exposure rates.

As the basic idea of mathematic programming is to optimize the resource allocation

under the assumption of limited resources, in this case the optimization is constrained by

the resources prespecified. It thus assumes a design space that is defined as the Cartesian

product of all item attributes figuring in the specifications of the tests in the program.

Each combination of the attributes represents a virtual item. For example, a combination

of content coverage and a-, b-, c- parameters represents a virtual item available for

optimal item pool. Because item parameters are real numbers, there are infinitely many

combinations of item attributes. To simplify the problem, discrete values are chosen to

represent the possible values of the item parameters. For example, b = -3.0, -2.9, , 2.9,

3.0 represent the possible b-parameter values and a = 0.1. 0.2, , 2.9, 3.0 represents the

11



possible values for a-parameters. Any combination of the a- and b-parameters represents

a virtual item. Veldkamp & van der Linden (1999) demonstrated that modeling

constraints for the CAT version of the GMAT led to a design space containing 12,096

items.

Formulating constraints is an important step in the mathematical programming

method. Van der Linden (1998) laid out three kinds of constraints based on their

mathematical types: categorical item attributes, quantitative item attributes, and inter-

item dependencies. Categorical item attributes are attributes that characterize the content,

format, or author of items. Quantitative item attributes are certain quantitative attributes

items have, such as word counts. difficulty parameters, and discrimination indices. Inter-

item dependencies deal with possible relations of exclusion and inclusion between the

items in the pool, such as items in so-called enemy sets, in which items cannot be

included in the same sets.

The advantage of the mathematic programming method is that it is able to model

complicated test specifications. Once the constraints are identified and transformed to

numerical Constraints, special software is available to simulate the optimal item pool.

However, item pool design with mathematical programming method is closely tied with

shadow test procedure in item selections and requires the knowledge of special

optimization software. Depending on the way item attributes are partitioned, the design

space can be very large and the simulation process becomes computationally arduous.

Reckase (2003, 2004) took a slightly different approach and avoided using

mathematic programming. This approach does not assume pre-existing items. Instead,

items are simulated (in terms of the IRT parameters) to match the current ability



estimates to provide sufficiently optimal information. Reckase’s method first partitions

the target item pool into smaller ones based on different non-statistical attributes, such as

content. Then the CAT process is simulated to construct the small items pools ‘

simultaneously. The simulation starts with an examinee randomly drawn from the 1 tr" ‘

expected examinee distribution to receive the adaptive test. Each item is simulated to be

the optimal item based on the current ability estimate. The same procedure is repeated

for subsequent examinees and the items needed to support a large sample of examinees is

tallied and becomes the optimal item pool. Exposure control rules can be built into the

simulation to decide how many times an item can be reused. This procedure has been

demonstrated successfully with widely available programming software in the design of

CAT item pools for TABE and NCLEX.

1.2 Summary

The present study reports on the development of optimal item pools for

computerized adaptive tests in the investigation of the relative merits of two different

strategies. A modified version of Reckase’s method is applied to designing optimal item

pools calibrated with three parameter logistic models. Sympson-Hetter and a-stratified

exposure control methods, as well as content balancing. are investigated.

For the purpose of this research, it was desired to have an operational pool of items

measuring an empirically significant dimension of ability, while balancing the content

areas measured. Operational item pools for two sections of the CAT-ASVAB were

chosen as the design target in this study. The final item pools were designed to meet the

criteria described by van der Linden (2000): (I) it would be sufficiently large to allow

several thousand overlapping subtests to be drawn from its items; (2) the items would
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span the entire range of item difficulty relative to the population of interest; and (3) it

would consist of an appropriate mix of high and low discriminating items to lower the

item creation cost while meeting the needs of test precision.

This study compared simulated optimal item pools to operational item pools on

item distribution and performance for examinees randomly sampled from expected

examinee distribution. The simulation study took into consideration the distribution of

the examinee population, content balancing, and the expected precision of ability

estimates.

The following research questions are investigated in this study:

1. What does the optimal item pool designed for a computerized adaptive test look

like when the item selection procedure imposes no exposure control, when it incorporates

Sympson-Hetter method, or when it incorporates the a-stratified method?

2. What do the optimal item pools designed for a computerized adaptive test look

like when the test does not need content balancing. and when the test needs content

balancing?

3. Do optimal item pools designed by a Monte Carlo simulation perform better

than the real operational item pool in terms of empirical criteria?
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Chapter II Item Pool Design and Components of

Computerized Adaptive Testing

An optimal item pool design is based on the indepth understanding of the

mechanism of CAT. This chapter introduces computerized adaptive testing, its history,

pro and cons, and the components of the CAT procedure, which includes the item pool,

item selection procedure. ability estimation method, and stopping rules. Special attention

will be given to exposure control procedures, which are an integral part of the item

selection procedure, and how the design of the item pool should be based on the analysis

of its relationship with other CAT components.

2.] BriefHistory ofthe ComputerAdaptive Testing

Computerized adaptive testing (CAT). as its name suggests, is adaptive testing

delivered by computers. While CAT has only recently become a major force in

measurement practice. the idea of adaptive testing is not new. It has always been

recognized that too easy or too difficult items contribute little to the information about an

examinee’s ability level. By eliminating the need to administer items of inappropriate

difficulty, adaptive testing can shorten testing time. increase measurement precision, and

reduce measurement error due to boredom, frustration or guessing (Wainer, 1990).

The first adaptive test is known to be Alfred Binet‘s (I905) intelligence test, which

is still in use today in a more modern version. Since the concern was with the diagnosis

of the individual child, rather than the group, Binet realized he could tailor the test to the

individual by a simple strategy—first rank-ordering the items in terms of difficulty, then

starting to test the child at what he deemed to be a subset of items targeted at his
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approximation of the candidate's ability. If the child gave the correct answer, harder item

subsets were administered until the child answered a few questions in a row incorrectly.

If the child failed the initial item subset, then easier item subsets would be administered

until the child succeeded frequently. From this information, the child's ability level could

be estimated.

Lord's (I980) Flexilevel testing procedure and its variants, such as Henning's (1987)

Step procedure and Lewis and Sheehan's (1990) Testlets, are a refinement of Binet's

method. The items are stratified by difficulty level, and several subsets of items are

formed at each level. The test then proceeds by administering subsets of items, and

moving up or down in accord with the success rate on each subset. After the

administration of several subsets, the final ability estimate is obtained. Though a crude

approach, these methods can produce approximately the same results as more

sophisticated CAT techniques (Yao. 1991).

The use of computers facilitates a further advance in adaptive testing with

convenient administration and selection of single items. Reckasejs (I974) study is an

early example of this methodology of computer-adaptive testing (CAT). Since the mid

1990 3, many well known large-scale high stake testing programs, such as GRE, GMAT,

NCLEX and LSAT, have switched from paper and pencil tests to computerized adaptive

ICSIS.

2.2 Pros and Cons of'CA T

The advantages and cautions of CAT have been well document (e.g., Rudner,

I998; Wainer, 1990, Wainer & Eignor, 2000). One advantage is that, in general, CAT

greatly increases the flexibility of test management (e.g., Grist. Rudner. and Wise, I989;
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Weiss and Kingsbury, 1984). Tests are individually paced so that an examinee does not

have to wait for others to finish before going on to the next section. Self-paced

administration also offers extra time for examinees who need it, potentially reducing one

source of test anxiety. A number of options for timing and formatting, notably interactive

audio and video, can be offered. Therefore, it has the potential to accommodate a wider

range of item types. Besides flexibility, CAT increases test efficiency by shortening the

test length without reduction in measurement precision. A shorter test reduces examinee

frustration, boredom, and fatigue, a factor that can significantly affect an examinee's test

results. Since examinees see only those items appropriate for their ability level, they

remain engaged and challenged. In addition, individualized test leads to easy removal of

faulty items. With CAT, a poorly performing or incorrect item would only affect a

segment of the test-takers, and even for those, the self-correcting nature ofCAT would

make it unlikely there would be any impact on the pass-fail decision.

2.3 Components ofComputerizea’ Adaptive Testing

Reckase (1989) listed four major components of a computerized adaptive test: the

item pool, the item selection procedure, the scoring (ability estimation) procedure, and

the stopping rule. Item exposure control and content balancing have recently been

extensively studied to constraint the item selection so that items are selected not only by

their statistical appeals but also content specifications and security concerns. An optimal

item pool should be determined by the other components of the CAT, namely test length,

expected distribution of the examinee population, ability estimation and item selection

procedure, and target item exposure and overlap rates (Bergstrom & Lunz, 1999).
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2.3.1 Item Pool
 

The adaptive feature of CAT makes it unnecessary to use pre-designed test forms

like paper and pencil test. It requires an item pool from which all tests will be drawn. In

practice, there are two kinds of item pools: one is called the master pool and another is

called theoperational pool. The master pool is an inventory of test items maintained to

supply the testing program. An operational pool is a pool of items from which'individual

adaptive tests are actually assembled. Typically, anm‘asterpoolflis much less strugtured

thagagopgrational pool. Its items may be in various stages of development, while the

items in an operational item pool have passed all preparatory stages and the pool is ready /

for test assembly. The focus of this study is to investigate the methods for designing an

\ _.s_r.~_...,‘-_._

optimal operational item. pool.

~ 2“‘

.. 7"

Ideally, the item pool would have a sufficient number of high quality items to

allow several thousand of overlapping subtests to be drawn from its items. It would have

a sufficient number of items ingeach desired content area to meet the test specifications.

It would span a wide range of item difficulties relative to the population of interest to

allow the CAT to estimate ability levels for a broad range of examinees (Urry, 1977). In

addition, care must be taken to ensure that the item pool would consist of appropriate

items to reduce the over- and under-exposure rate while meeting the test precision

requirement (Davis, 2002, Wainer, 1990). Guidelinesfor the appropriatesi‘zeoftheitem

pool _§_l£§_._1_.5.0:200.items.or_from-six to twelvetimes thetestlengthon an operational form

(Luecht, 1998; Patsula & Steffan, 1997; Stocking, 1994; Weiss, 1985). However, issues

of item exposure, item retirement, and pool rotation may require this number to be much

larger. Due to the continuous nature with which many CATS are administered, the useful

18
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life of an item or an item pool is limited. Luecht (1998) suggests that between 3,800 and“

21.000 items may be needed to begin a CAT program when sufficient pool size, multiple

pools, and item pretesting are taken into consideration. Strategies to extend the life of a

pool, such as drawing multiple overlapping pools from an item vat (Patsula & Steffan,

1997), have been proposed. However, the cost and effort to create and maintain a CAT

item pool remains formidable and far exceeds that of paper and pencil testing, which

makes optimal design of item pool more important.

.- m,. _.

.r-’a.

An item pool is not only a reservoir of items, but also an organized list of items

with clearly defined attributes attached to them. Vanncgler“ LLndegQQQflaI’s’tinngfiéd l ‘i l1
“MN“ ”.22--
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three types of item attributes: quantitative, categorical, and logical. Quantitative

attributes are item attributes that take on numerical values. Examples of quantitative

attributes are word counts, expected response times, statistics such as item p-values and

[RT parameters, and frequency of previous item or stimulus usage. Categorical attributes

divide or partition the item pool into subsets of items with the same attribute. Examples

of categorical attributes include content category, response format of items (e.g.,

constructed response or multiple-choice), and use of auxiliary material (e.g., graph or

table). Logical attributes differ from quantitative and categorical attributes in that they

are not prOperties of single items or tests but of pairs. triples, and so forth. The logical

attributes involve relations of exclusion and inclusion between items or tests. For

example, a relation of exclusion between items exists if they cannot be selected for the

same test because one has a clue to the solution of the other (so-called “enemy items”).

A relation of inclusion exists if items belong to a set with a common stimulus and the

selection of any item implies the selection of more than one.
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2.3.2 Scoring Procedure 

One of the advantages CAT has is the ability to administer items suitable to an

examinee’s ability level. This is achieved by repeatedly estimating the ability level after

each item is administered. At the beginning of the test administration, an initial value for

ability level is arbitrarily provided since no information is known about an examinee and

no item is administered. This value is commonly the expected mean ability level of the

testing population or a random number around the expected mean ability level. If prior

information is available. it may help determine the initial value that may be closer to the

examinee’s real ability level, thus facilitating the proceeding estimations.

After each item is administered, an examinee‘s ability level is re-estimated, based

on his or her responses to all previously answered items. Maximum likelihood estimation

(MLE) and Bayesian estimation approaches are two commonly used ability estimation

methods.

MLE determines the most likely ability level for an examinee given the response

string to items with specified parameters, by multiplying together the individual

probabilities of a correct or incorrect response given theta to compute a joint probability

with the function.

h

L(ul9)=l—IPI(“1‘lasaiabiaci) (3)

i=1

where Pi(ui |6,a,-,b,-,c,-) is the probability of getting response 11,- on item i given an

examinee’s true ability 6and item parameters . and n is the number of items. The

maximum likelihood estimate of an examinee’s true ability 6 is 6 , the value that

maximizes the likelihood function (or, equivalently, the log likelihood function).
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Mathematically, this can be done by taking the derivative of the likelihood function,

setting the result equal to zero and solving for6. Iterative numerical methods such as

Newton-Raphson method (Wainer, 1990) typically are used to solve this equation.

MLE ability estimates are popular in CAT contexts due in part to their desirable

theoretical properties such as asymptotic consistency and asymptotic normality. Problems,

however, occur in solving the likelihood equation when examinees get all items correct or

all items incorrect, because such response pattern yield unbounded ability estimates.

These problems are often handled in CAT by setting arbitrary minimum and maximum

ability estimates for such response patterns (e.g., -4 and +4) or by using a Bayesian-based

ability estimate until examinee answers at least one item correctly and one item

incorrectly.

Owen’s (l 969) Bayesian sequential ability estimation technique was proposed as

part of his adaptive testing strategy, which selects items that minimizes the expected

value of the Bayesian posterior variance. This ability estimation procedure, however, has

proven useful in adaptive testing strategies using other item selection criteria, as well.

Owen’s Bayesian method begins with a prior distribution of ability — in effect, as

an assumption that the examinee is a member of a population with a normal distribution

of ability, with known mean and variance. After each test question, the mean and

variance are updated using a statistical procedure that combines the information in the

prior distribution with the observed score (right or wrong) on the most recent test

question, and the parameters of that question’s IRT model. The updated values of the

ability distribution parameters specify a normal “posterior” distribution, which is used as

the prior distribution for the next question. This process continues until the end of the
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test. At that point, the posterior mean is used as the estimate of the examinee’s ability

scale location. Owen’s formula for updating the prior mean is as follows:

_ j6P(u,-|6)h(6)d6 4

_ IP(u,-|6)h(6)d6 U

 

#(91' lui)

Owen (1975) showed that after each item is administered the estimates for 6,-1- and

l

" 2" ~ —2 . 2 __ 5

9,. =41 —o,-_1(a,- +0.4) 2t¢<B,-)/o(B,-)1(I—u,-/A,-). ‘ )

~ 2 ~ 2 2 —2 . 2 —1

0i :ai—l —(Ui—1) (at +(Ti—1) 4m (6)

where

ui is the item response (answer is correct when u,- = l and wrong when u; = O)

¢(B,~) is the standard normal probability density function of Bi,

(I)(B,-) is the standard normal cumulative density function of Bi»

’l'n :[¢(Bi)/(D(Bill(l—ui /Ai)l(] —“i lAi)¢(Bi)/¢(Bi)+3,'l,

l

B,- = (b,- -6I~)/(a,-_2 + 612—1) 2 . and

Ai = ci+(1— Ci )(I)(—B,-)

Adaptive test scoring using Owen‘s procedure takes into account just one item

response at a time. All previous information is absorbed into the parameters of the prior

distribution, which changes after each question. Because of the added prior information,

the Bayesian procedures have the advantage of smaller standard errors than with MLE for

the same number of items administered. However. use of a bad prior can result in the
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need to administer more items to recover and a regression toward the mean in ability

estimation tends to occur.

MLE cannot estimate ability level until one correct and one incorrect response are

obtained. Thus, MLE cannot be used after the first item or in the case in which an

examinee answers all items correctly or incorrectly. Therefore, with MLE, ad hoc

procedures must be implemented to cover cases in which no finite value 6is available

(Thissen & Mislevy, 2000). One soultion is to assign an examinee’s interim ability

estimate to be half the distance between the current ability estimate and a maximum or

minimum item difficulty value depending on whether all the responses are in the upper or

lower half of the response scale (Koch & Dodd, 1989). Bayesian procedures, on the

other hand, can obtain an ability estimate after the first item response. This makes it a

favorable estimation method in some CAT programs.

2.3.3 Item Selection Procedure
 

In CAT, new items are selected adaptively with respect to a provisional estimate of

the examinee’s ability level based on responses to those items already administered

(Davey & Parshall, 1995). The two strategies currently most widely used for item

selection in CAT are maximum information (MI) (Brown & Weiss, 1977) and maximum

posterior precision (MPP) (Owen, 1975).

The M1 strategy selects the item that maximizes the Fisher information value at the

examinee’s current ability estimate. Let Pj(6) denote the item response function for item

j and Qj(6) = l—Pj(6). Then, for a dichotomously scored item, Fisher information is

(Lord, 1980):



[Pi-of
noel-(6)

an__-<_6>

66

 I(6): 13(6)Qj(6) = (I)

where PJ-(6) is the probability of a correct response. given 6, and Qj(6) is the probability

of an incorrect response. Plugging item parameters in Equation (1), it can be simplified

for the dichotomous three-parameter logistic item response model (Hambleton,

Swaminathan, & Rogers, 1991; Lord, 1980):

DZDafa—c.)

(c.D+el")(1+ Wm)

 

11(6):

where L1. = aj (6 — bl) , D = 1.7, a,- is the item discrimination parameter, bj is the item

difficulty parameter. and cj is the pseudo-chance level parameter (i.e., the probability of a

very low 6 examinee correctly answering the item). Equation (2) indicates that the item

information increases as b,- approaches 6, as a,- increases, and as cj approaches 0

(Hambleton et al., 1991).

Unconstrained maximum information selection chooses an item i that maximizes

the Fisher information evaluated at é,- . the provisional proficiency estimate for the

examinee after it proceeding items. When the items that constitute CAT are selected

using M1, the precision of 6 increases as each item is administered (Hambleton et al.,

1991)

In practice, maximum information item selection is often based on a previously

computed table in which items are sorted by the information they provide at each number

ofproficiency values (an “Info Table”). Item selection is equivalent for all 6 ’s in an

interval around a tabulated value. Rather than evaluating Fisher information for each item
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in the pool at the current value of 6 each time it needed to select the next item, it need

only be evaluated once for each item at each tabulated point. Item selection based on an

Info Table is slightly less efficient but less computationally burdensome than maximum

information item selection.

The MPP is also called Owen‘s Bayesian method, which selects an item that

maximizes the expected posterior precision of the ability estimate, or, conversely, to

minimize the expected posterior variance of the ability estimate. At the initial stages of a

test, MPP item selection might differ from MI item selection due to its use of the

posterior distribution. However, at later stages, the posterior variance approaches the

reciprocal of the test information (Chang & Stout, 1993). Therefore, MPP strategy might

provide results that are similar to the MI strategy. MPP is computationally easier than the

M1 for its quick approximation to the posterior ability distribution (Davey & Parshall,

1995). This advantage makes MPP more popular when computing power is limited.

However, increases in available computing power and the fact that with the MPP strategy

estimated ability level varies as a function of item order have made maximum

information more widely used (Wainer, 1990). A hybrid strategy was also developed

using Owen’s Bayesian sequential procedure to update ability after each item response

and selecting items sequentially by referring to precomputed item information Iookup

tables. This strategy was evaluated by several researchers and seemed to retain the

advantages of MI and MPP and avoid their disadvantages (Wetzel & McBride, 1986).

These statistically motivated item selection procedures can be tempered by

practical considerations such as item exposure rates and content balancing, both of which

will be described in detail later in this chapter.
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2.3.4 StoppingRule
 

There are two methods to determine when to stop administering items in a CAT.

One is “fixed length,” which requires all examinees to take the same number of items.

With the same test length for all examinees, test-taking time is similar across examinees,

making test administration more predictable. However, measurement precision will

differ across ability levels. which causes difficulty in reporting test reliability. The other

method, the “variable length” method, requires that examinees continue to take items

until reaching a pre-specified level of precision. It is, however, hard to explain to non-

experts why different items are administered. In terms of the item pool use, variable

length tests tend to perform better than fixed length tests as they minimize test length

(Bergstrom & Lunz, 1999). However, simulation studies showed that fixed-length testing

was more efficient because highly informative items were typically concentrated over a

restricted range of ability examinees. In variable-length testing, examinees falling

outside of a certain range of ability tend to receive long tests, with each additional item

providing very little information and fatigue influencing the test precision (Segall,

Moreno, & Hetter, 1997). In practice. some adjustments are made to compensate for

shortcomings of either method. For example, in some certification tests. every examinee

has to take a minimum number of items to cover enough contents. If the desired

precision level cannot be reached for an examinee whose ability is close to the cut-score,

more items are given until the precision level or a maximum test length is reached.

2.4 Practical constraints in Item Selection

Without additional constraints, item selection algorithms select a single best item at

each step of testing for each examinee. In practice, some constraints that play no formal
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role in an IRT model are often imposed on item selection algorithms to achieve desirable

patterns of item usage. For example. a given examinee should not receive a particular

item twice; the number of items in each content area must not exceed certain proportions

specified by test specification; and the same item should not be administered more than a

certain number of times. Among these practical considerations, item exposure control

and content balancing are two of the most addressed in CAT operations.

The exposure rate of an item is defined as the ratio between the number of times

the item is administered and the total number of examinees. Because CAT’S are

administered frequently to small groups of examinees. there is a risk that items with high

exposure rates might become known to examinees (Mills & Stocking, 1996). Thus, high

item exposure rates can decrease test security.

Item selection based purely on a statistical model. such as maximum information or

maximum posterior precision, is the primary reason that leads to high item exposure rates.

For example, if no auxiliary information is used to start the CAT, every examinee sees

the same item first and one of a single pair of items second. Those three items would

soon become public knowledge for any widely used CAT. Research has demonstrated

that typically, CAT item selection results in the fact that not only are the pool’s most

informative-items most often administered, but also that a very small percentage of the

pool’s items account for a very large percentage of administered items (Wainer, 2000;

Wainer & Eignor, 2000). In other words, the most popular items are popular by a large

margin, resulting in an exponential decline in item usage as rank increases. Furthermore,

with maximum infomiation item selection, two examinees with the same ability estimate

will likely see the same item (Hetter & Sympson, 1997).



While rarely used items seem to be a waste of resources Spent on item creation,

frequently exposed items may cease to be a valid measure of the ability because

examinee may have prior knowledge of items either from taking a pre-test or from friends

who took the test before (Parshall, Davey, & Nering, 1998). The probability the same

examinee would take items he/she saw in pre-test can be minimized if items that are

pretested together are put into separate item pools (Stocking & Lewis, 2000). It is hard,

however, to deal with the threat from what Luech (1998) called “Examinee collaboration

networks (ECNS),” which are global groups of examinees who seek to pool their

resources and test experience to discover a sufficient number of test items from an item

pool to artificially increase scores (Davis, 2002). This situation is exacerbated by the fact

that tests are often continuously administered in CAT (Stocking & Lewis, 2000).

To lower the risk of overexposing test items, mechanisms are imposed on the item

selection function to control the item exposure rate. Estimation efficiency is thus traded

off against a more evenly distributed item exposure. a benefit from the point of view of

test security.

Another consideration on item selection is the balance of item content. Content

areas in a single test are often associated with the notion of multidimensionality. There

have been extensive debates on whether or not a test composed of different content areas

Should be treated as unidimensional or multidimensional test. If unidimensional IRT is

used in item selection and scoring procedures in CAT, one of the major assumptions is

that performance on items within a given content area can be characterized by a

unidimensional IRT ability or ability. Violations of the unidimensional adaptive testing

model may have serious implications for validity and testing fairness (Segall, Moreno, &
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Hetter, 1997). When content areas are disparate or introduce additional dimensionality, a

logical option is to use a multidimensional model and estimate separate ability levels

within a single test (Parshall, Davey, & Nering, 1998). Another option is to split the item

pool by administering separate tests, with separate ability estimations for each content

area (Segall, Moreno, & Hetter, 1997). However, it is often not practical to divide a

single test into several separate ones with the goals of the testing program (Thissen &

Mislevy, 2000). However, when content areas are shown to measure a single ability

dimension it is possible to design the item pool with item quantities proportional to the

desired content coverage for each examinee‘s test (Green, Bock, Humphreys, Linn, &

Reckase, 1984; Segal, Moreno, & Hetter, 1997). For example, in a test of general science

it might be desirable to constrain the 15—item adaptive test to include seven life science

items, seven physical/earth sciences items, and a single chemistry item, all in prespecifed

ordinal positions in the test.

Similar to item exposure control, programmatic restrictions to the item selection

procedure would be necessary to ensure the desired. content coverage during the CAT. In

a fixed-length CAT, the ordinal positions for each item type or content may be specified

as a priori, or a spiraling scheme rotating through the various kinds of items may be used.

With variable length CAT, the algorithm rotates through the various types of items so

that balance is approximately maintained at each possible stopping point.

Like item exposure control, one possible drawback for any content balancing

method is that the most informative item in the selected content area may not be the most

informative item available in the item pool. It might threaten measurement precision (in

a fixed length test) and could result in longer tests (in a variable length test) due to



administration of sub-optimal items. Some alternatives were proposed to balance the

content area while maintaining the test efficiency. The first is to balance fixed

proportions of information based on the same fixed target content percentages of items

required by the test specifications. The second is to balance the proportions of

information based on target content percentages of total test information that are

conditional on estimated ability (Davey & Thomas, 1996; Thomasson, 1997).

2.5 Exposure Control Methods

Way (1998) classified exposure control procedures into two categories:

randomization (Davis and Dodd, 2001; Kingbury and Zara, 1989; Lunz and Stahl, 1998;

McBride and Martin, I983) and conditional selection procedures. Instead of always

administering the most informative item, randomization procedures select several items

near the maximum information level and then randomly administer one from the selected

items. Although relatively easy to implement, for randomization procedures it is hard to

specify a maximum exposure rate for specific items. Conditional selection procedures

juggle this problem by setting exposure control parameters to each item and adjust the

administration rate accordingly. Conditional selection procedures, however, require a

time-consuming iteration process to obtain exposure control parameters. If the item pool

or the ability distribution of the examinee population changes. it has to go through the

same process to reset the exposure control parameters. In addition to the randomization

and conditional selection procedures, Chang and Ying (1996) developed the a-Stratified

procedure in which items with low discrimination are administered first, followed by

items with high discrimination as more accurate estimations of the examinees’ ability

levels are determined.
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2.5.1 Sympson—Hetter Exposure Control
 

The Sympson-Hetter exposure control procedure (Sympson & Hetter, 1985) is one

of the most commonly used conditional selection procedures. This procedure assigns to

each item an exposure control parameter value that is based on the frequency of item

selections during an iterative CAT simulation. Items with high administration

frequencies are assigned smaller exposure control parameters, which range from zero to

one. During the test operations, the exposure control parameter of the selected item is

compared to a random number, which also ranges from zero to one. If the exposure

control parameter is larger than the random number, the item is administered. If it is

smaller, the item is put back into the item pool and the same process is applied to the next

best item. The item exposure control parameter is like a threshold. By controlling the

thresholds, the S-H method limits the administration of frequently used items in CAT and

ensures a maximum item exposure rate for less often used items.

The exposure control parameters in the S-H method are usually set by a series of

iterative simulation of real CAT administrations. Simply put, it is the ratio of the target

exposure rate to the probability of the item being selected in testing. How it works can be

shown as follow:

Let S]- denote the selection of itemj for a randomly sampled examinee, and let Aj

denote the administration of that item. The exposure rate for itemj can be interpreted as

P(Aj), the probability that item j is administered to a randomly sampled examinee. The

S-H method separates item administered from item selected by the probability relation

P(Aj) = P(AleJ-)P(Sj) and controls P(Aj) by controlling P(Aj|Sj), the proportion of

selections that lead to administration. For any given exposure rate rj > 0; PM) 3 rj can
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be achieved by setting P(Alej) 5 r/P(Sj). If P(Sj) is known or can be approximated, this

method can be easily implemented by generating a uniform (0,1) random variable.

Hetter and Sympson (1997) described steps of setting exposure control parameter

K,- for the items. The probability of administering one item depends on the relationship

between a random number k and the item’s K value. Given that one item is selected, a

random number k is generated and compared to K. if k < K,- the item will be administered,

otherwise the item will be retained and the next highest information item will be selected

and the same procedure is applied. There are five steps to set the exposure control

parameters:

Step 1. Generate the first set ofKi values, which are 1.0 for every item. This

results in an n-by-one vector for n items. Denote each i”? element of it as K,- associated

with item 1.

Step 2. Administer adaptive tests to a random sample of simulees. For each item,

identify the most informative item i available at the examinee’s current ability estimate

then generate a pseudo-random-number x from the uniform distribution (0,1).

Administer item i ifx is less than or equal to the corresponding Ki- Whether or not item i

is administered, it is excluded from further administration for the remainder of this

examinee’s test. Note that for the first Simulation, all the K[’s are equal to 1.0 and every

item is administered, if selected.

Step 3. Keep track of the number of times each item in the pool is selected (NS)

and the number of times that it is administered (NA) in the total simulee sample. When

the complete sample has been tested, compute P(S), the probability that an item is



selected, and P(A ). the probability that an item is administered given that it has been

selected, for each item:

P(S) = NS/i‘VE

P(A) = NA/NE

where NE = total number of examinees.

Step 4. Use the value of the expected exposure rate r, and the P(S) values

computed above to compute new K,- as follows:

If P(S) > r, then new K,- = r/P(S)

If P(S) <= r. then new K,- = 1.0

Make sure that there are at least n items in the item pool that have new K,- = I.

Step 5. Given the new Ki~ go back to step 2. Use the same examinees and repeat

steps 2, 3, and 4 until the maximum value of P(A) that is obtained in step 3 approaches a

limit Slightly above r and then oscillates in successive simulations.

The K,- obtained from the final round of computer simulations are the exposure-

control parameters to be used in real testing.

The S-H method effectively limits the exposure rates of all items. However,

because items that are not selected cannot be administered, items with small probabilities

of being selected will still have small exposure rates; thus, the S-H method does not

increase exposure rates for "underexposed items. In addition. while the exposure of an

item across 6levels may be controlled. the same control may not hold for examinees at a

particular level of ability. For instance, even though the exposure of an item may be

controlled such that it is administered to no more than 30% of the examinees overall, it

may be administered to examinees of high ability 100% of the time. Furthermore,
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implementation of this method requires knowledge about P(Sj), which is associated with

the 6distribution of the examinee population. Hence. it is necessary to specify this

distribution a priori and then approximate the value of P(Sj) using Simulation.

Many variations of the S-H technique were proposed afterwards. Parshall, Davey,

and Nering (1998) developed the conditional Sympson-Hetter procedure in which the

exposure control parameters are determined based on ability level. Stocking and Lewis

(1995) extended the technique to utilize a multinomial model and proposed another

version of the technique (Stocking & Lewis, 1998) that conditions the exposure control

parameter not only on the frequency with which the item is selected but also on 6level.

This addition to the S-H technique (often referred to as the conditional Sympson-Hetter

technique, or CSH, when a multinomial model is not used) is desirable for it overcomes

the major disadvantages of SH method by establishing an exposure control parameter for

each item at a number of different 6 levels.

2.5.2 a-Stratified Adaptive Testing

The use of stratification testing based on item response theory is not new.

Poststratification in which stratification is applied according to an examinee’s test results

has been widely used in assessing differential item functioning (Dorans & Kulick, 1986;

Holland & Thayer, 1988; Shealy & Stout, 1993). Weiss (1973) proposed a stratified

CAT design in which stratification was performed according to item difficulty. Chang

and Ying’s (1999) a-stratified adaptive testing (STR) design was proposed primarily to

address the plagued concern of overdrawing items with high discriminating indices in

item pools.
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CAT item selection procedure based on maximum item information tends to select

items with higher discrimination parameters more often in the beginning stage of the test

than those with lower discrimination parameters. Because estimation of 6 tends to be

quite inaccurate early in the test, it seems a waste to use high discriminating items at this

point (Chang et al., 2003). With the STR method, the item pool is divided into a number

of strata, based on the values of the discrimination parameter of the items. During the

test, item selection is always constrained to one stratum, selecting items with maximum

information (van der Linden & Pashley, 2000) or the smallest distance between the value

of their difficulty parameter, b ,- and the current estimate of 6 (Chang et al.,1999). Early in

the test, items are administered from the stratum with the lowest value for the

discrimination parameter. However, as the test progresses, strata with higher values are

used. AS a consequence, a—stratification forces a more balanced exposure for all items,

particularly if the strata in the item pool are chosen to have equal size and nr 5 n/R

(Chang et al., 2003).

A simple a-stratified selection method can be described as follows:

1. Partition the item bank into K levels according to the item a values;

2. Partition the test into K stages;

3. In the k’h stage, select nk items from the lr’h level based on the Similarity

between b and 6 , then administer the items (note that nl+ + nK equals the test length);

4. Repeat Step 3 from k= 1. 2. K.

Note that item selection with the a-stratified design is based on matching b-

parameter with 6 rather than maximizing item information (Chang & Ying, 1999). This

simpler criterion is used because the a values are similar within a level. Thus, for the
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2PLM. maximizing item information is equivalent to matching b with 6. For the more

general 3PLM, matching b with 6 when item a values are the same very closely

approximates maximizing item information (Chang & Ying, 1996). Thus, this Simpler

selection method should maintain higher efficiency. It should also result in more evenly

distributed item exposure rates.

In practice, the strata consisting of items with high a values tend to have high b

values. A shortage of lower b items in those strata could cause low b items to be selected

more frequently (Chang. Qian. & Ying, 2001; Parshall, Davey. & Nering, 1998). A

refined STR selection method is called a-stratified with b blocking (BSTR), which

balances the distributions of b values among all strata. In the BSTR method, the basic

idea is to force each stratum to have a balanced distribution of b values to ensure a good

match of 6 for different examinees.

In most of the stratified designs (e.g., Chang et al., 1999), four strata have been

used. Hau, Wen, and Chang's (2002) simulation study shows that the ideal and optimum

number of strata to be used in each specific application depends on the item pool

structure, test length. and other testing conditions. There is a diminishing return in that

dividing the pool into too many strata can lead to small stratum, in which there are not

any items of close difficulty for each particular examinee. It is also shown in their study

that when item difficulty is normally distributed in an item pool, the optimal strata are

quite independent of the pool size and the correlation between item discrimination and

difficulty 0:05).
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2. 6 Item Pool Design and Its Relationship with Other Components ofCAT

Parshall, Davey. and Nering (1998) discuss the three often-conflicting goals of

item selection in CAT. First, item selection must maximize measurement precision by

selecting the item maximizing information or posterior precision for the examinee’s

current ability level. Second, item selection must seek to protect the security of the item

pool by limiting the degree to which items may be exposed. Third, item selection must

ensure that examinees will receive a content balanced test. Stocking and Swanson (1998)

add a fourth goal to this list, stating that item selection must also maximize item usage so

that all items in a pool are used, thereby ensuring good economy of item development.

Stocking and Lewis (2000) portray the item selection problem as a balloon — pushing in

on one Side will cause a bulge to appear on another.

An optimally designed item pool seeks the best compromise of the conflicting

goals. To allow several thousand overlapping subtests to be drawn from its items, the

item pool must have a sufficient number of high quality items. This is partly decided by

the number of examinees the item pool serves and the distribution of the examinees.

With item security consideration, the more examinees taking the test, the more items that

should be in the item pool. The CAT item selection procedure picks items with a

difficulty level approximately comparable to the ability estimates of the examinees,

therefore it is expected that items in the pool have a difficulty distribution that is similar

to the examinee ability distribution. It is desirable to have items in the pool to Span a

wide range of item difficulty relative to the population of interest to allow the CAT to

estimate ability levels for a broad range of examinees (Urry. 1977).
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Test length. which is closely tied to the stopping rules in CAT, also plays an

important part in determining the number of items needed in an item pool. For a fixed

length test, if the tests for individuals have no overlapped items, the number of items in a

bank should be exactly the number of items in each form multiplied by the number of test

takers. In reality, items can be used repeatedly within certain security constraints. Even

with item overlap, it is expected that the more items a test requires, the more items

needed in an item pool. Stocking (1994) recommended that the item pool Should have a

number of items that is at least 12 times the length of a test. Variable test length CAT

usually reduces the items needed for individual examinees. In this case, the number of

item needed for an item pool is correlated with the distribution of the test takers, i.e.,

number of examinees at each ability level.

With respect to the same item response patterns. different estimation methods may

lead to slightly different ability estimates and. in turn, influence the choice of the best

suitable item. Different item selection rules, such as picking the item that maximizes the

information or minimizes posterior variance at the current ability estimates, may choose

different items to be the most appropriate one for the examinee. Both Situations cause

different item usage and require different items in an optimal item pool.

Requirements on content balancing also require different compositions of the items

in an item pool. For example, if the test blueprint for a 40-item math test requires 20

arithmetic reasoning items and 20 problem-solving items. the optimal item pool would

contain a similar number of items for both contents. The goal is to have a sufficient

number of items in each desired content area to assemble an individual test with the

balanced content coverage required by the test design.
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In addition, care must be taken to ensure that the item pool consists of the

appropriate items to reduce the over— and under-exposure rate while meeting the test

precision requirement. Item overuse causes security concerns because the more

examinees take the same item, the more likely that item would be disclosed to the public.

Item under-use potentially increases the item developing costs. It has been commonly

realized that a tradeoff exists between test efficiency and item exposure control. A

choice needs to be made that maximizes efficiency within the limits of security

constraints, and that is essentially a matter of optimization. An optimally designed item

pool should be able to compensate for the exposure control and cause very little decrease

in the efficiency of ability estimation.



Chapter III Reckases Simulation Method and Extensions to 3PL

This chapter first introduces the key concepts of Reckase‘s Simulation method for

optimal item pool design. Then it discusses the simulation procedure when the method iS

applied to items calibrated with one-parameter logistic model (1 PL) and the potential

problems with the three-parameter logistic model (3PL). Finally, the extensions of the

method and their applications in situations when exposure methods are built into item

selection process are discussed in detail.

3.] Basic Concepts ofReckase ’s Simulation Method

An item pool could be described by a list of item parameters for the items in the

pool. The basic idea of Reckase‘s method is to determine the item parameters with

randomly sampled examinees from the expected examinee distribution. The simulated

computerized adaptive tests are administered to the examinees assuming that each item

administered to the examinee has the item parameters best suitable to the provisional

ability estimation. After a certain number of examinees taking the test, the union of the

“virtual” items is the optimal item pool for the CAT program.

Theoretically, every 6estimate is unique and the items optimally suitable for the

estimate have unique item parameters. This Simulation process described above would

lead to as many items in the item pool as the total number of items administered to

examinees, equal to the test length multiplied by the number of examinees. In practice,

however, items function very similarly to those items whose parameters differ by a small

amount. These items are redundant in the item pool in that any one of them could be

used to estimate the ability level for a person with very small loss in precision.
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The concept of "bin” is introduced to account for the redundancy of items with

similar parameters. A bin is an item reservoir whose boundary is defined by numerical

attributes of the items so that a number of items within a bin have Similar attributes and

are exchangeable in use. If items are calibrated with IPL, the item difficulty parameter

(b-parameter) is the main feature that controls the selection of test items. The bins are,

therefore, defined as ranges on the IRT 6—scale. For example, two consecutive bins with

width of 0.2 on the 6—5cale are denoted as (0.002) and (02:04). Items with b-

parameters 0.1 1 and 0.13 are considered exchangeable in CAT item selection because

they all belong to the bin (0020.2). The item pool, therefore. can be considered as a list

of “bins” containing items with similar properties.

The bins that define an item pool Should have a width that is sufficiently small so

all items are considered equally good for estimating the ability level of an examinee. If

the bin width is too large. items in the same bin may vary in their usefulness for

estimating the ability level. The approach taken to determine bin width used here is to

identify the range of 6—scale for an item that includes the maximum of the item

information function and the range around the maximum that is not much lower. “Not

much lower” is arbitrarily defined as 98% of the maximum. Certainly. an argument

could be made for using 96% or 97% as well.
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Figure 3.1 Demonstration of determining bin width

The end product of the optimal item pool design is an array of integers (x1, x2, ,

x3), which tells how many items are needed in each bin to assemble all tests in a

program. If no exposure control is used, the integers are bounded between zero and the

test length L, because items in each bin can be reused and no single test requires more

than L items from each bin. When item exposure control is assumed, some bins may

contain more items so that the Shared exposure rates for items from the highly exposed

bins are below the target exposure rate.



3.2 Reckase 's Method/or Optimal ltem Pool Calibrated with 1PL

When items are calibrated with IPL, item difficulty is the only psychometric factor

to decide if an item provides the most information at the 6estimate. Therefore, when

designing optimal item pools that are calibrated with IPL, Reckase’s (2003) method

focuses on matching the item b-parameters and the provisional. 6estimates. Reckase’s

method consists of four steps:

The first step is to understand clearly the characteristics of the CAT program,

because item pool design must model the test procedure as closely as possible. It is

important to identify the distribution of the expected examinee population, the test length,

and the type of items the test uses. For the CAT process, item exposure control, scoring

algorithm, ability estimate procedure, and stopping rules should be clearly specified and

strictly followed during item pool simulations.

The second step is to identify the categorical attributes required for the items, such

as content area, and divide the item pool into smaller ones according to these attributes.

If a test has more than one categorical attribute requirement, each separate attribute

introduces a partition of the item pool. This step is to simplify the simulation procedure

by focusing on determining the optimal item by the quantitative attributes such as its

psychometric characteristics.

The third step of the process for determining the optimal item pool is to administer

a Simulated CAT to examinees randomly sampled from the expected ability distribution.

If the ability follows a standard normal distribution, the initial ability level for the

examinee is zero in the 6 metric. The first item is the same for all examinees. It is an

item with maximum information at an ability level of zero. The next optimal item will be
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based on the examinee‘s response on previous items and the estimate of the examinee’s

ability level. Subsequent items are selected to have maximum information at the most

recent ability estimate. If items are calibrated with IPL, the optimal item is the one with

b-value the same as the current theta estimates. As the test items are selected and

administered, they are tallied in bins based on their b-valueS. Assuming the bin width is

0.25, the histograms in Figure 3.2 Show the distribution of items across bins for two

individual examinees A and B with a true ability level of -.095 and .032 taking a lS-item

fixed-length test.
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Figure 3.2 Items used for two individual examinee

45

 



As the number of test administrations increase, the number of items needed in the

ideal pool will increase as well, but 15 items are not added each time because many of the

needed items are already in the pool. Figure 3.2 shows that examinee A and B took some

items from different bins. but also took some items in the same bins. For example, one

item from bin (-0.25:0) is administered to examinee A while two items from the same bin

are given to examinee B. Because the one item administered to examine A can be reused

for examinee B, only one additional item in the same bin is added to the optimal item

pool. Therefore, instead of 30 items being needed for an optimal item pool to support

two examinees, only 23 items are needed if other constraints are not taken into account.

Figure 3.3 displays the distribution of the items in the pool for two examinees.
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Figure 3.3 Item pool for two examinees

To determine the required size of an ideal item pool, a large number of tests are

administered and the required item pool is tallied. Additional items are added to the item
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pool after more examinees take the test. In the fourth step, when the expected numbers of

examinees are administered the test, the union ofthe items forms a distribution of items

that represents an optimal item pool. The sum of the number of items in the bins is the

total number of items needed. Figure 3.4 Shows an example of an optimal item pool for

5000 examinees taking a lS-item fixed length test.
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Figure 3.4 Item pool for 5000 examinees

This strategy works well for item pools calibrated with IPL, when item difficulty is

the only factor in determining the amount of information an item provides. In this case,

items with b-parameters the same as an ability estimate will always provide maximum

information at the ability estimate. Therefore, they are always the optimal items at the

ability estimate compared to items with b-parameters different from the ability estimate.

When items are calibrated with 2PL or 3PL, they may differ in the amount of information

they provide even with the same b-parameters, simply because they have different a- or
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c-parameters. Extensions to Reckase‘s method, therefore, are needed to account for the

differences between a- and c-parameters in designing item pools calibrated with 3PL.

3.3 Reckase '3 Method Applied to 3PL

AS mentioned above, determining the optimal item pool that is calibrated with 3PL

is more complicated than that with lPL because the information an item could provide at

an ability level is determined by the combination of three parameters, the discriminating

parameter a. the difficulty parameter b, and the pseudo guessing parameter c. An item

could provide an infinite amount of information at any ability level, given that the b-

parameter is close to the theta level and the a-parameter is infinitely large. Although it is

impossible to have items with infinitely large a-parameters, it is common to have items

vary widely in their a-parameters. This implies that at a certain ability level, an item

reaching the maximum information it could provide is not necessarily the item providing

maximum information at the theta level. On the other hand, an item providing its highest

information at one ability level may provide more information than any other items in the

item pool over a range of ability levels. As demonstrated in Figure 3.5, an item with

parameters a=l .2, b=0.0, and c=0.2 provides more information at ability level -0.28 than

an item with parameters a = 0.8, b = -0.5, c =0.2, even though the latter reaches its peak

in the amount of information it can provide at this ability level.
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Figure 3.5 Item information provided by two different items.

Therefore, the optimal item for an ability level should not be defined as the item

providing its most information at the ability level. In addition, it is unrealistic to define

the optimal item pool as the one that contains items with the highest possible a-

parameters. Instead, the optimal item pool should contain items with a range of

discriminate parameters so that tests assembled from it would provide the sufficient

precision the testing program requires. This study explores two strategies proposed to

simulate the realistically optimal item pool. One focuses on simulating items that meet

the minimum precision needed for an examinee taking the test. The other takes into

consideration the relationship between the a-parameters and b-parameters in real

operational items so that the simulated item parameters are within realistic boundaries.
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Before introducing both strategies. it is important to extend the “bin” concept to fit the

three-parameter IRT models.

3.2.1 Extending the “Bin” Concept
 

Under the framework of the three-parameter IRT model, the maximum amount of

information an item could provide is decided by all three parameters. An item with high

discrimination (i.e., high a value) generally provides more information than one with low

discrimination. However. Chang and Ying (1999) demonstrated that it may provide less

information at the level oftheta estimate where 6 is far from the examinee’s true theta.

An item with smaller c-parameters provides more information at its maximum level, but

c-parameters usually vary slightly across items so they have little influence on the

amount of information items give. Therefore a- and b- parameters are the two primary

factors to determine how much information an item is capable of providing at an ability

level. Items that function Similarly have similar a- and b-parameters. This leads to the

extension of the “bin” concept introduced in item pool simulation with IPL, where it is

defined to be the interval of b-parameter values within which items provide similar

amounts of information over a range of ability levels.

With 3PL, the boundary of “bin” is defined by both the a- and b- parameters. This

forms a grid partitioning the plane formed by values of a and b. As illustrated

graphically in Figure 3.6, each cell defined by a range of a- and b- parameters is denoted

as ab-bin, whereas the marginal total across each row is denoted as a-bin and the

marginal total across each column is denoted as b-bin. Items with parameters within the

boundary of any grid defined by both a- and b-parameters provide similar information
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over the entire range of ability level, and provide maximum information at the ability

level around the boundary of the bin in which they are located.
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Figure 3.6 Bins defined by both a- and b- parameters.

While the boundaries of the b-bins are determined by dividing the 6—metric (or

equivilantly, metric of the b-parameters) into equal intervals, the width of the boundaries

for the a-bins are set to be different, because the maximum amount of information an

item can provide is proportional to the quadratic function of the a-parameters, assuming

the c-parameter is constant (Lord, 1980). Equation (7) shows the relationship between

the a-parameter and the maximum information. Mi, an item provides.

02a2 2 3/2Mi =___1_i.[1—20c,.—8c,- +(1+8c,-) ] (7)
8(l-Ci)
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It can be further shown that the differences between maximum information function

(AM ) for items with different a parameter is

DZU —20c-—8c2 +(1+8c)3/2]

8(l—c)2

 AM 2 Aa2 (8)

Plugging in the average c-parameter of the existing items, which is around 0.2, the

resulted constant is 0.5, therefore

AM = 0.5 Au2 (9)

Therefore, the boundary of the a-bin within which the changes of the a-parameters cause

little information change can be calculated. The grid defined by a-parameter intervals

and b-parameter intervals becomes the boundary of ab-bins. If 0.4 is considered a small

information change and 0.28 is a small b-parameter change, the bins defined by both a-

and b- parameters are shown in Figure 3.7. For simplicity, an ab-bin is denoted by its b-

parameter boundaries and a-parameter boundaries: (blower bozmd3bupper bound alower

boundzauppw. bound): For example. items with a-parameters between 0.89 and 1.26 and b-

parameters between 0.00 and 0.28 are in an ab-bin (0.00:0.28, 0.89:1.26). They are

considered interchangeable in item selection.

Distinctions are made. however. to the functions of b-bins and a-bins. As

mentioned above, the closeness of the b parameters to ability level determines how an

item would perfomi the best and provides the most infomiation. On the other hand, the

value of the a-parameter determines how much information an item can provide around

the ability level where it functions the best. With the maximum information item

selection approach, if an item with high information at ability level is available, it will be

picked over the low information items. An optimally designed item pool, thus. Should

52



provide sufficient items within each b-bin, and make sure the items with adequately high

a-parameters are available when needed. In other words, b-bins tally the number of items

needed that perform best over the ability levels around the b-bin. Within each b-bin, the

a-bins record at most how many high discriminating items are needed. The item pool

Simulation would produce an array of integers it = (x1, x2, , xB), which tells how many

items are needed in each b-bin, and a matrix X: (X1, X2. , XB), where each element X8

is a integer vector 0131.333. . J’BA) indicating at most how many items are needed in

each ab-bin within a b-bin. In both cases, B is the number of b-bins and A is the number

of ab-bins within each b-bin. The reason why they are recorded in two different matrices

is that x3 is usually not the same as the sum ofX8 in the early stage of the item pool

design. After the CAT simulation, yB‘s from ab-bins with the lowest item discrimination

are set to zero so that Z yB.= X8 and only the highest discriminating items required by the

simulation are in the optimal item pool blueprint. Visual displays of the two matrices are

shown in Figure 3.7, where the plot on top shows how many items in each b-bin are

needed for the optimal pool and the plot on the bottom distinguishes different ab-bins

with gray-scales and shows the number of items needed for each ab-bin within a b-bin.
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Figure 3.7 Item distribution by b-bins and ab-bins
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3.2.2. Strategies to Generate Items for Item Pool Simulation with 3PL
 

During the item pool simulation, each item generated for the current ability

estimate is assumed to provide its most information at the ability estimate. Then the ab-

bin the simulated item belongs to is identified by its a- and b-parameters. This is similar

to item generation in a lPL situation where it is assumed the optimal item is the one with

b—parameters close to the current ability estimate and which provides the most item

information. Note that with 3PL this item is not necessarily the item that provides more

information at the current ability estimate than all other items. This item Simulation

procedure simplifies the Simulation process by not taking into account the fact that items

belonging to one bin could give more information than items belonging to the other bin at

the ability level close to the other bin. However, by assuming optimal items are the ones

providing their most information at the ability estimates, recording the ab-bin items

belongs to is equivalent to recording approximately how much information is needed at

the ability estimate. The fact that items in one bin provide more information than items

in another bin will be addressed after the item pool Simulation is done with the

adjustment described in section 3.2.3.

The following two strategies are proposed to generate item parameters during the

item pool simulation process.



 

 

Bivariate Plot ofa and b Parameters for Operational Item Pool 2

R2 =0.315

 

Bivariate Plot of log/a) and b Parameters for Operational Item

Pool 2

R2 = 0.370

 

 

Figure 3.8 Bivariate plot of b-parameter and a-parameter for operational item pool
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3. 2. 2.] Prediction Model (PM) Strategy
 

The PM strategy is based on the fact that a-parameters and b-parameters are

significantly correlated (Chang & van der Linden, 2003; van der Linden, Scrams, &

Schnipke, 1999). As an example. Figure 3.8 Shows the scatter plot of an operational item

pool for ASVAB, where the a-parameters tend to shift with the level of b-parameters. In

addition, the variance of the a-parameter increases as the b-parameter increases,

indicating that logarithm transformations of the a-parameters are linearly related to b-

parameters.

To model this relationship, the a-parameter for a simulated item is set equal to the

regression function of the logarithm transformation of the a-parameter (a’) on the b-

parameter (Reckase. 2004).

a' = log(a,-) = ,60 + 61b,- +si (10)

a = exp(a’) (1 1)

where 6,- ~ NM, 02). The variation in the a-parameters is included in the item pool

estimation procedure by adding an error term in the regression function. Because the c-

parameter is not significantly correlated to the b-parameter. it is assumed to follow a beta

distribution varying around the average value.

The regression function and the variation in the c-parameters are estimated with the

item parameters obtained from the operational items, which give realistic estimates of the

item parameters for a specific testing program. During item pool Simulation. items are

generated in three steps:

Step 1) After each response, obtain the estimate of ability level 6 and use it as the

approximation of the b-parameter for the next optimal item.
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Step 2) Predict a’ from the b-parameter with a regression function estimated from

the operational items. To account for the variation in the a-parameter, a random number

simulated from N(0, 03) is added to the predicted value and then the natural exponential

function of a ’ is the simulated a-parameter.

Step 3) Generate the c—parameter from the beta distribution. Re-compute the b-

parameter so that the item provides maximum information at 6:

. l+./1+8'-

nzm—g m 2" an
. ui
 

With the PM strategy. the a-parameters usually fall in a range Similar to the

operational items. The resulted blueprint for the optimal item pool would most likely

contain items developers could easily produce. It, however, focus primarily on matching

the b-parameters with the examinee’s ability level estimates. The a-parameters are

generated randomly, albeit within a practical range. It does not take into account the

amount of information an item could provide, nor does it consider the information a

simulated test can possibly provide for the examinee.

3.2.2.2 Minimum Test Information (MTI) Strategy

The MTI strategy posits that the item pool is optimal when computerized adaptive

tests assembled from it can provide just sufficient information to examinees. The more

information a test can provide. the more precise the test can estimate an examinee’s

ability level. However, more test information needs more highly discriminating items,

which are usually expensive or hard to create, especially for easy items. The MTI

strategy makes sure that tests provide sufficient precision, but do not contain overly

abundant high discriminate items.



The MTI strategy sets a target information value over a range of 6—scales. The

target test information value is broken down for each item administered to the examinee.

With c-parameters (which can be generated from beta distribution) and b-parameters

(which is estimated by current ability estimate) both known, a-parameters can be

calculated.

The MTI strategy generates items in three steps:

Step 1) Determine how much information a test needs to achieve acceptable ability

estimate precision for individual examinees. Break down the target information I for each

item i according to the following formula:

I —l
target

11' =

adm
 

(13)

[test _]aan

To mimic the way CAT selects items, which picks the items providing the largest

information at current ability estimates. the target information could be manipulated so

that target information starts with a reasonably large number and decreases with the test

going forward, and stays at the value of the expected target information for the last few

items. While simulating the a-stratified exposure control method, the target information

is set at a lower level and then increased to the expected value because the a-stratified

method uses low a-parameter items first.

Step 2) Generate the c-parameter from the beta distribution. According to Lord

(1980), the relationship between 6 and the parameters of the item providing its

maximum information at 6 can be depicted as

é—b 1 1 1+ 1+8Cl 14)

i- i+Da—,- 11(———"-2——). ( ,
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where D is a scaling factor and is equal to 1.7. The most information a logistic item with

specific parameters a,- and c,- can. provide at 6 is

13202 2 3/2
IMi=——+;[I.—20Ci—8Cji +(I+8Ci) ] (15)

8(I‘Ci)-

By rearranging the equation and plug in 1,- for M,, it can be Shown that

,

a': 8(1‘Ci)bli (16)

' D2[1—20c,-—8c,-2+(1+8c,-)’/2]

 

 

Given that 1,- and c,- are known, an optimal a-parameter can be found with equation

(1 6) so that the item provides a minimum amount of information at the current ability

estimate.

Step 3) Calculate the b-parameter with a- and c- parameters from equation (12) so

that the generated item provides its most information at 6.

3.2.3 Post-simulation Adjustment

The results from the item pool Simulation, the vector 37‘ and the matrix X showing

the number of items needed from each bin defined by both a- and b-parameters,

essentially Show how many items providing a certain amount of information are needed

within the interval of b-parameters. This is because bins defined by both a- and b-

parameter cluster items by the point where they provide the most information. As

mentioned above, item simulation does not take into account the fact that items belonging

to one bin could give more information than items belonging to the other bin, even at the

ability level within the other bin. For example, Figure 3.9 shows that items from ab-bin

A (—0.84:-0.56, 1.26:1.55) may provide more information at 6s between -1.12 and -0.84
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than items from bin B (-1.12:-0.84, 0.00:0.89), although these items in bin B may provide

their most information over the same 6 range. In other words, item selection procedure

would choose the item in bin A over the item in bin B for ability estimates around -l.12
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Figure 3.9 Demonstration of items in one bin offering more information than items

in another bin.

Therefore the optimal item pool actually requires a sufficient number of items

providing large enough information at each b-bin, regardless of the bin to which the items

belong. An item pool constructed strictly following the number of items required by the

blueprint resulted from item pool simulation will have redundant items.

These items are trimmed by using an info table that is created to select the highest

information items from the bins identified by the Simulation procedure. This will assist

in forming the final blueprint for the item pool. To get the highest information item for
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each b-bin, the mid-points of the b-bins are treated as the anchor ability level, and the

mid-points of both the a-bin and b—bin as a-parameter and b-parameter, respectively,

representing the bin the item comes from. For example, the ability levels needed to form

the information table are (-3.90, -3.70 3.70, 3.90); an item with parameters a = 1.08, b

= 0.10. c = 0.187 represents an item from bin (0.002020, 0.89: 1.26). Ifthree items are

needed from this bin, three items with the same item parameters are entered into the info

table. Sufficient items are drawn in this way to represent the number of items needed in

each bin.

As shown in Figure 3.10. each column represents a b-bin and the number of items

needed in that bin is shown in the second row. The rows below are the item IDs with

each number representing an item. Items are rank ordered by the information it provides

within the boundary of the b-bin. Items closer to the top are the items providing the most

information. In practice, items ranked higher will be selected first, regardless of the bins

they are from. Therefore, even though each b-bin still requires a certain number of items,

they can be from the other bins. The graphical way to select needed items is to highlight

the exact number of items needed for each b-bin from the item providing the most

information. The unique items for all highlighted items are the items needed for the

optimal item pool.
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Figure 3.10 Items in the order of information provided most in each b-bin.

One caveat of this procedure is that because items provide more information over a

range of ability levels, they may be administered more times than the test administrators

want. Within a b-bin, the expected number of times an item is administered depends on

the rank order of the information it provides. During the item pool simulation it can be

estimated by recording the number of times items from each bin is simulated and

administered. If an item is to be selected more than the target exposure rate, a new item

from the same ab-bin is added to the final item pool. For example, Figure 3.11 shows the

expected item usage within each b—bin for 8000 examinees ordering by the information it

provides. Item 109 in Figure 3.8 is expected to be selected 11,800 times (8000 + 2471 +

1329), which is 0.48 times more than an item can be selected. The optimal item pool will

need one more item in the same ab-bin as item 38. If the target exposure rate is 0.33,

then it is 3.43 times more than the target exposure times. Four more items from the same

ab-bin, therefore, need to be added.
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Figure 3.11 Item usage in the order of information provided most in each b-bin.

Figure 3.12 and 3.13 demonstrate an item pool blue print before and afier post-

simulation adjustment.
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Figure 3.12 Item distribution for optimal item pool before adjustment
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Figure 3.13 Item distribution for the optimal item pool after post-simulation adjustment

3.4 Design Adjustments to Different Exposure Control Methods

3.4.1 Item Pool Design without Exposure Control

The item exposure rate for an item is the number of times an item is administered

divided by the number of examinees. During the optimal item pool design process, the

real items are not available, but the simulated items representing items from the bins they

belong to are. The number of times items from each bin are administered is the estimate

of the marginal exposure count of the items in this bin, which is shared by the number of

items needed in this bin. If the adaptive test has no item-exposure control, the design

blueprint for the item pool after post-simulation adjustment follows directly from these

exposure rates.

3.4.2 Item Pool Design with Sympson-Hetter Exposure Control

The Sympson-Hetter method controls item exposure with a probabilistic index k to

adjust the number of times an individual item is administered. An item that potentially
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has a high exposure rate is assigned a small k value so that the probability of

administering the item is brought down below the maximum exposure rate. When a

selected item is not administered because of the exposure control, the next most

informative item will be selected. The goal of the optimal item pool design with

Sympson-Hetter exposure control is that in addition to being optimal to accommodate test

length, content balancing, and other aspects of the test, it makes sure the exposure control

only slightly reduces the test precision. The goal is achieved by making sure that there

are sufficient items in the bins where items are selected more often.

The same method used in the post-simulation adjustment introduced previously is

used to retain sufficient items in each bin. Because the number of times an item is used

can be recorded during item pool design process, if it reaches rN, another item from the

same bin is retained so that the share of the total exposure for each of the items within the

bin is not larger than r.

3.1.3 Item Pool Design with a-Stratified Exposure Control

The a-stratified exposure control requires that the item pool be partitioned into an

equal number of items in each stratum. However, before the item pool design simulation,

the number of items in a pool has is unknown. It is impossible to decide the number of

items needed in each stratum, and the boundary (defined by a-parameters because it is

stratified by a) of each stratum. However, by modeling the way the a-stratified method

selects items, it is possible to approximate the psychometric properties of the items

needed in each stage of the test administration. The a-stratified method splits a fixed

length test into a number of stages that is equal to the number of strata. Each stage has an

equal number of items, and they are all selected from the same stratum of the item pool.
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The important rule is that in the first stage, items are selected from the strata with the

lowest a-parameters and. therefore, they provide the least information at the current

ability estimates. The next stage items are selected from strata with the next lowest a-

parameters. and in the last stage, items are selected from strata with the largest a-

parameters. Based on the characteristics of the a-stratified method, each test

administration is divided into stages with an equal number of items in each stage. Within

each stage, adjustments to the item simulation strategy are made to approximate the a-

stratified exposure control.

For PM item simulation, a random term of the prediction model is partitioned into

four equally likely intervals ordered by its possible values. During each stage of the test,

items are simulated from the corresponding interval. For example, with four strata and a

16-item test, the first four items are simulated so that their a-parameters are from the

lowest quarter of possible range. i.e., after a is predicted from 17. random error sis drawn

from N(CD_] (0.125).(0' / 4)2 ) . the next four item are drawn from

N(CD_1(0.375),(0'/4)2) ,. the next four items are N((I)"l (0.625),(0'/4)2), and the last

four items are from N((D"] (0.875),(0'/4)2).

For MTI simulation, the target information for one test is set to be different for

each stratum of items. For example. assume the target information for the whole test is

10.0. During the simulation, the target test information is set to 7.0 for the first four items.

Because the target information is for the whole test, the average target information for

each item is 7.0/16 = 0.438 at the current 6estimate. Then. the target test information

increases to 8.0 for the next four items, 9.0 for the next four items, and 10.0 for the last
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four items. Test information of 10.0 for the last four items makes sure the simulated test

achieve the minimum information needed.
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Chapter IV Methods

This study is composed of two closely related parts. In the first part, a Monte Carlo

simulation is used to design the optimal item pools for two CAT-ASVAB sections. The

second part evaluates the optimal item pools with empirical criteria and compares them to

the operational item pools on performances. This chapter briefly introduces the

characteristics of the operational item pool and the psychometric procedures CAT-

ASVAB used in test administration. It then describes the simulation procedure and the

independent variables on which this study focuses. Finally, a definition and brief

description of the item pool evaluation criteria are provided.

4.] Operational Item Pools

Operational item pools for two sections of the Armed Services Vocational Aptitude

Battery (CAT-ASVAB), Arithmetic Reasoning and General Science, were used as the

target and benchmark of this study. Originally designed to predict future academic and

occupational success in military occupations, ASVAB is a nationally normed, multi-

aptitude test battery that assesses academic ability and predicts success in a wide variety

of occupations. It tests a student's knowledge in eight areas including general science,

mathematics, word knowledge, paragraph comprehension. electronics information, auto

and shop information, and mechanical comprehension. Its Computerized Adaptive

Testing version, CAT-ASVAB, began in 1997 and was the first large-scale adaptive

battery to be administered in a high-stakes setting, influencing the qualification status of

applicants for the US. Armed Forces. It is also one of the most thoroughly researched

tests of human proficiencies in modern history.
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The Arithmetic Reasoning (AR) section of the CAT-ASVAB is a lS-item test

measuring the ability to solve basic arithmetic word problems. The General Science (GS)

section has 15 items and measures knowledge of life science, earth and space science,

and physical science. The General Science test is content-balanced among three content

areas (Life Science, Physical Science, and Chemistry). Items are administrated in roughly

the same proportion and order for each content area, as found in the reference P&P form:

L, P, L, P, L, P, L, P, L, P, L, P, L, C,

Where L = Life Science, P = Physical Science, C = Chemistry.

CAT-ASVAB test items are selected using maximum information. To save

computation time, an information "look-up” table is used. The Sympson-Hetter method

is incorporated to reduce overexposure of certain highly infomiative items. Owen’s

approximation to the posterior mean (Owen, 1975) was used to update the ability

estimate during test administration. For each test, the prior distribution had a mean of 0.0

and a standard deviation of 1.0. The estimate after the last item was used as the score for

the test. Each test was temiinated after a fixed number of items.

4.2 Simulation Procedure

Programs were developed with MATLAB® Student Version R14 (2004) to

simulate item pool design and evaluate both simulated and operational item pools. Item

pool design simulation was conducted in the following steps:
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Step 1: Modeling CAT Procedures
 

Because the purpose of this study is to investigate the optimal item pool design for

two sections of the CAT-ASVAB testing program, the simulation procedure follows

closely the psychometric procedure used in CAT-ASVAB operations.

Test length was the same as the operational ASVAB sections, both of which are

15-item fixed length sections. Content balance was not considered in AR item pools.

For GS item pools, the item pool was divided into three small pools, each containing

items for one content. Items were administered in the same order as described in Chapter

4.1. where item 1 through 15 are identified as L. P. L. P. L, P, L, P, L, P, L, P, L, and C.

Maximum information and the info table were used to select items. Owen’s

approximation to the posterior mean (Owen, 1975) was used to update the ability

estimate during test administration. For each test, the prior distribution of Qhad a mean

of 0.0 and a standard deviation of 1.0.

Step 2: Generating Examinee Population

CAT-ASVAB item pools are designed to serve examinees whose ability

distribution is assumed normal with a mean of 0.0 and variance of 1.0. The item pool

simulation followed the same assumption. and examinees were randomly sampled from

N(O, l ).

Step 3: Generating Item Parameters

For each test, the first item was generated to be optimal for an ability level of 0 in

the 6-metric. After each response. optimal items were generated for the current 6

estimate. It is assumed that items are calibrated by the three-parameter logistic model.
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Therefore. a-. b-. and e- parameters were generated by one of the two methods (PM and

MTI) described in Chapter 3.2. With either method, the e-parameter was generated from

a beta distribution with mean and variance equal to the mean and variance of the

operational items. The a-parameters were generated depending on the current ability

estimate and method used (PM or MTI). The b-parameters were generated so that the

item provide its most infomtation at 6? .

Step 4: Generating Response Data
 

The examinee response was generated following each item generation according to

a three-parameter logistic model. where the probability of examinee i correctly answering

itemj is expressed as:

1

1 + e—IJcflol—a)

 

13(6)) 2 6. +(1-c.) (17>

PI-(Hj) is the probability that a personj = l .1 with an ability parameter (9} gives a

correct response to an item i = 1 I; a,- is the value for the discrimination parameter, b,-

for the difficulty parameter. and Ci for the guessing parameter of item 1.

Because the examinee‘s true 6was known in the simulation, P0- was computed

after each item administered to the examinee was simulated. Then a random number mi]-

was drawn from a uniform distribution U(_0.1) and compared to Pij. If mg- was equal to or

less than Pi]- then it was assigned a l as the response. otherwise 0 was assigned.



Step 4: Post-Simulation Adjustment 

Five replications were conducted for each combination of methods and control

variables so that a relatively stable approximate of the optimal item pool could be

obtained. The blueprints and the item exposure counts from the five replications were

averaged before a post-simulation adjustment was done.

4.3 Control Variables

Two independent variables were controlled for in all item pool designs: design

method and exposure control method. Both AR and GS have the same target exposure

control rates (1/3 for Sympson-Hetter method), which is the same as the operational

procedure does. For simplicity. four strata were assumed for the a-stratified method.

Each of the two item pools. AR and GS, had its unique control variables.

Specifically. (I) there was no content balancing for AR while three contents were

administered in a fixed order for GS; (2) each item pool defined the bin width differently

in the H-metric, depending on the characteristics of the operational item pools.

The simulation design is illustrated in Table 4.1.
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Table 4.1 Simulation Design
 

 

CAT

Item Pool

Design

Item Pools

Arithmetic Reasoning (AR)

 

General Science (GS)

 

Test length 15

 

Examinee distribution N(0.1)

 

Exposure control

No exposure control

 

Sympson-Hetter (target exposure

rate is 1/3)

 

a-stratified (4 strata)

 

Design Method

Prediction Model

 

Minimum Test Information

 

Bin width

b-bin: 0.20 for AR and 0.26 for

GS

' . 7_ , ._

U-bll’l. AU“ '2JItl/Iaximum - 0.8

 

 Content Balancing  Single content for AR

Three contents for GS

 

Two types of distribution were considered in the item pool evaluation: (a) 6,000

6" s were simulated from N(0.l ). and these values were treated as the true abilities for the

examinees, and (b) 65 fixed values ranging from -4 to 4 with an interval of 0.125 were

selected (i.e., 0 = —4.0. —3.875. . . . . 3.875. 4.0). Five hundred examinees were set to

have an identical latent ability at each filevel. The former is to evaluate general

4.4 Evaluating Simulated and Operational Item Pools

performances, and the latter is to compute statistics conditional on 0.

The item pool evaluation criteria used by Chang & Ying (1999) and Reckase (2005) if

were adopted for this study. Precision of proficiency estimation include average test
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information at each theta level, bias. Mean Square Error (MSE). and correlation

coefficients between estimated and true person parameters. Test security indicators

include skewness of item exposure rate distribution, percentage of overexposed items,

item overlap rate, and percentage of underexposed items.

Conditional Test Information

Test information is the sum of all the Fisher item information in the test. In a

fixed-length CAT test. it can be taken as the index of test efficiency. The larger the

amount of information a test provides, the more efficient the test is.

Conditional Standard Error ofMeasurement (CSEM)

At each fixed 6point. the standard error of measurement (SEM) was calculated by

the formula:

 

N-
1 I . _

ij=1

Where N,- = 500 is the number of replications (i.e.. the number of adaptive tests

1 N,

administered) at each fixed 6point. and 6,- : ——f— 2 6, is the mean of the ability estimates

i n==l

over the N,- replications at 6,-.

Bias and Mean Square Error (MSE)

These quantities are defined as follows:

. 1” ~
Btas=——Z(6I-—6j) (19)

NF] ~

and
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, l N . a

MSE = N Z to, —o_,)- . (20)

./=1

where N is the number of simulees. and 6j is the estimator of thejth simulee with ability

level 6]: .

Conditional Bias and Conditional Mean Square Error (CMSE)

These quantities are defined as

.v.

. . . 1 ‘ ’ *
C ondtttonal Bias = -N— Z ( 6.1.1“ - 6i) , (21)

I 1:]

and

1 Ni ~ 7

CMSE = — Z (6 -, — 6,)“ . (22)

Ni i=1 ’

where 6,- = -4.0, -3.875, . 3.875. 4.0. for i = l. 2. , 65. respectively. and 61-1, (1'

= 1, 2, , 500) is the corresponding estimator of 6,; These values are estimated as the

conditional averages of errors and squared errors in the final estimates of 6,- in

simulations. As additional overall measures of the quality of the final estimates of 6, the

estimates of the bias and MSE functions in (19) and (20) were averaged over all

simulated values of 6in the study. They give a picture of item pool performance for

individual ability level.

Skewness ofItem Exposure Rate Distribution

A )8 statistic proposed by Chang and Ying (1999) is used to measure skewness of

item exposure rate distribution. It is defined as follows:
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2 (r~—L/n)2

Z =2 ’ 9 23

L/n ( )
i =1

where

r,- is the observed exposure rate for the fill item.

L is the test length. and

n is the number ofitems in the item pool.

Equation (23) captures the discrepancy between the observed and the ideal item

exposure rates. and it quantifies the efficiency of item pool usage. A low )8 value

implies that most of the items are fully used.

The ratio of )8 measures follows an F distribution and can be used to compare the

exposure rates of two methods.

Fmethodl, method2 : szethodl / xzmethodZ (24)

If F < 1. then method 1 is regarded as superior to method 2 in terms of the overall

balance of item exposure rates.

Percentage ofOverexposed Items

The exposure rate of an item can be defined as the ratio of the observed number of

item administrations to the total number of the examinees. A moderate level of item

exposure rate is generally desired. A high exposure rate of an item means an increased

risk of the items being known by the prospective examinees. If so, both the test security

and validity are threatened by the high item exposure rate. Therefore, the percentage of

overexposed items is taken as an important criterion to evaluate the success of a CAT

program. The expected exposure rate was set equal to 1/3 for both tests in ASVAB

(Segall, Moreno, & Hetter, 1997).
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Percentage of Underexposed Items

Low item exposure rate means that the item is rarely used. An item pool with too

many items with too low an exposure rate is a sign of the underutilization of the pool.

Both the cost—effectiveness of developing the items and the appropriateness of the item

selection method are challenged by the low item exposure rate. In this study, an item

with an exposure rate lower than .02 is considered as underexposed.

Test Overlap Rate and Conditional Test Overlap Rate

Test overlap rate is the expected number of common items encountered by two

randomly selected examinees divided by the expected test length. Ideally, the number of

common items between any two randomly sampled examinees should be minimized.

Test overlap rate can be calculated by ( l) counting the number of common items

for each of the N(N — [)0 pairs of examinees, (2) summing all the N(N — 1)/2 counts,

and (3) dividing the total counts by LN(N — M"? (Chang & Ying, 1999). The following

equation summarizes the calculation (Chen. Ankenmann. & Spray. 1999):

n

mej Z mitmi — 1)
i-l

_ . 2 .
T=____I=1 =-~ (25)

L81] LN(N—1)

 

where N denotes the number of fixed-length CATS administered. L is the number of items

in each of the CATS, n is the number of items in the pool. and m ,- is the number of times

item i was administered across all N CATS.

Conditional test overlap rate computes the test overlap rates for 500 tests

administered to each of the sixty-five fixed 6 s. The same procedure Chang and Ying

(1999) described in equation (25) can be used to compute test overlap rate for the tests
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administered to each fixed 6. In this case. N is 500 and m ,- is the number of times item i

was administered across all 500 CATs. The conditional test overlap rate gives a more

accurate picture of test overlap at a particular ability level. instead of the average across

all ability levels.
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Chapter V The Performance of the Item Pools without Exposure Control

5.] Item Pools/0r Test without Content Balance

Figure 5.1 compares the distributions of the operational item pool and two optimal

item pools designed by MTI and PM, assuming no exposure control. Table 5.1 presents

the sizes and the summary statistics of the item parameters for the three pools. The

optimal item pools consist of the fewest items. This is not surprising. partly because both

assume no exposure control. while the operational pool is designed for tests with the

Sympson-Hetter exposure control.

Table 5.1 indicates that all item pools have items that span a wide range of

difficulty levels. roughly from -2.5 to 2.5. However. the items in the optimal item pools

have slight smaller ranges. The operational pool has a large number of items with b-

parameters between 0.0 and 1.5. while the optimal pools display a more even distribution

across b-bins. The MTI pool consists of the fewest items and their a-parameters are more

concentrated. ranging from 1.275 to 1.781. The PM pool shows the characteristics of the

item parameters similar to the operational pool. in which difficult items tend to have high

a-parameter and easy items tend to have moderate to low a-parameters.
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a. Operational Item Pool
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Figure 5.1 Item distribution for item pools without exposure control

 



 

0. Item Pool Designed by PM

Content Area I: 101 Items

 

  

 

 

-0.005a<0.89 -2.193a<2.37

-0.89 sa <1.26 -2.37 sa < 2.53

-1.2esa<1.55 [22.53sa<2.63

-1.55$a<1.79 [:12.68sa<2.83

-1.795a<2.00 [32.83sa<2.97

i2.00sa<2.19 @2973“ Inf   

 

   
 

Figure 5.1 (Cont’d) Item distribution for item pools without exposure control

The overview of the evaluation results for these item pools are presented in Table

5.2. The ability estimates from all pools exhibit a certain level of positive bias; however,

the magnitudes of the bias are negligible. MSEs from optimal item pools are smaller than

that from operational pool. The MTI pool and PM pool resulted in a higher correlation

coefficient than the operational pool.
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Table 5.2 also shows that optimal item pools have a smaller test-retest overlap rate

despite having fewer items. It indicates that the magnitude of the item overlap rate may

not be related to the pool size with the optimal combinations of the items in the pool.

The plots for the conditional test-retest overlap rate in Figure 5.2 reveal that optimal item

pools have higher overlap rates for 6 levels below approximately -2.00 and above 2.00.

However, in practice, there are very few examinees at these ability levels.

 

 

+0PwithoutER

--MTIwithoutER

_ +PMwarm ER   

 

 
   

0.1

94 .2 6 2 4

Figure 5.2 Test-retest overlap rate conditional on 6

Both optimal item pools have significantly smaller percentages of under-exposed

items. Although the MTI pool has a higher percentage of over-exposed items, it is

reasonable given that it is the smallest pool and no exposure control was imposed.

Increasing the pool size reduced the item overlap rate.
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Figure 5.3 Item exposure rate by difficulty level

Figure 5.3 plots the item exposure rate for individual items in the order of their

difficulty levels. Extremely easy and extremely difficult items tend to have smaller
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exposure rates, but under-exposed items are across all difficulty levels, especially those in

the operational item pool. Table 5.2 indicates that the MTI pool has the fewest under-

exposed items and Figure 5.3a shows that items with extreme difficulty levels are utilized

more often in MTI pools.

As shown in Figure 5.4, the three item pools resulted in quite different average test

information plots at various fixed 6levels. The plot for the PM item pool looks similar to

the one for the operational pool, but provides more information over most ability levels.

The MTI item pool provides significantly less information over the ability level between

approximately -1.5 and 2.0. but the amount of information it provides over a long range

of ability levels exceeds the target information, which is 10.0 between ability levels 21:20,

and 8.0 beyond ability levels $2.0.
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Figure 5.4 Average test information conditional on true 6
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Figure 5.5 to 5.7 present the CSEM, conditional bias, and CMSE for the three

item pools. Figure 5.6 shows a significant increase in the biase of ability estimation,

which is positive for the ability levels below around -2.0 and negative for the ability

levels above around 2.0. It is not surprising because of the short test length and the

Baysian estimation method. The charts show that MTI perform better for ability level

below -2.0 and PM performs better for ability level over 2.5.
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Figure 5.5 Conditional standard error of measurement (CSEM)
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Figure 5.7 Conditional mean square error (CMSE)
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5.2 Item Poolsfor Tests with Content Balance

As can be seen from Figure 5.8, the distribution of the item pools with content

balancing shares a very similar pattern with the distribution of the item pools without

content balancing. Both optimal pools show a more even distribution in difficulty levels,

but the PM pool has more highly discriminating items in difficult items and very few for

easy items. The MTI pool has mostly moderately large a-parameters, regardless of the

difficulty levels. Table 5.3 lists the item pool size and the summary statistics of the items

in the pool. Compared to the operational pool, on average the MTI pool and the PM pool

have slightly higher a-parameters and lower b-parameters but the range of the item

parameters are smaller. Both optimal pools consist of fewer items in two larger contents

 

 

a. Operational Item Pool

Content Area l: 59 Items Content Area 2: 58 Items

  

 

   

 

 

6

0-4.0 -25 ~09 07 2.2 3.3 03-4.0 -25 .0907 2.2 3.3

Content Area 3: 13 Items

8 - . . . _-...

6.

4

 

i
1

3

2 ' j

i
l

0 .. w...)

.4.0 -25 .09 0.7 2.2 3.}:  
 

Figure 5.8 Item distribution for item pools with content balancing and without

exposure control
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Figure 5.8 (Conti’d) Item distribution for item pools with content balancing and

without exposure control
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but have similar number of items in the content with only one item in the test. The MTI

pool has the fewest items.

The overviews of the evaluation results for these item pools are presented in Table

5.4 and 5.5. The ability estimates from all pools exhibit slightly positive bias. The MSE

from the optimal item pools are smaller than that from the operational pool. In addition,

both optimal item pools result in a higher correlation coefficient.

The results show that optimal item pools have smaller test-retest overlap rate

despite having fewer items. Figure 5.9 also shows that the MTI item pools have the

smallest test-retest overlap rates at most ability levels.
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Figure 5.9 Test-retest overlap rate conditional on 19

Figure 5.10 plots the item exposure rate for individual items in each item pool by

content level. Regardless of the content. both optimal item pools have significantly

smaller numbers of under-exposed items. On the other hand. Table 5.4 shows that the
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percentages of over-exposed items are similar for all item pools, although optimal item

pools have fewer items.
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Figure 5.10 Item exposure rate by difficulty level
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Figure 5.1 1 displays the plot of conditional test information for the item pools. It

can be seen that the PM pool results in a plot similar to the operational pool but provides

more information at most ability levels. The MTI item pool provides similar amount of

information, which exceeds the target information. over the ability levels between

approximately -2.0 and 2.0.

The CSEM. conditional bias. and CMSE for three item pools are presented in

Figure 5.12 to 5.14 present. The charts show that at most ability levels, the three item

pools perform very closely. The MTI item pool results in the smallest bias and CMSE

for an ability level below approximately -1.5.
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Figure 5.11 Average test information conditional on true 6
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5.3 Summary

The results suggest that regardless of the constraints of content balancing, the

optimal item pools perform better than the operational item pool based on pool size, test

security and measurement accuracy, although each design method has its preferable

features. The operational item pool performs better over a given range of ability levels

because a large number of items, including very discriminating items, are clustered

around these levels. Optimal item pools, especially ones designed with MTI, provide

information more evenly over most ability levels and provide sufficient measurement

precision with a minimum number of items. All optimal pools, compared to operational

pools, save about 20 or more items and yield better correlations. In addition, optimal

pools have a significantly lower percentage of items with exposure rate below 0.02. With
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or without content balancing, PM item pools resulted in the highest correlation and the

lowest item overlap rate.

Overall, it seems that an item pool designed with the MTI method performs the

best, which indicates that the optimal item pool needs the fewest items to achieve

desirable precision if all the items have moderate item discrimination and distribute

roughly uniformly over a wide range of difficulty levels.
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Chapter VI The Performance of the Item Pool with Sympson-Hetter Exposure Control

6.1 Item Poolsfor Tests without Content Balance

The blueprint of the optimal item pools with SH exposure control is based on the

blueprint of those without exposure control. Specifically, more items are added in the

bins where items tend to be selected more often than the desired exposure rates. This

relationship is reflected in the item distribution illustrated in Figure 6.1, where compared

to the optimal pools without exposure control, there are noticeably more items with b-

parameters -1.0 to 1.0 in optimal pools designed by both MTI and PM.
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Figure 6.1 Item Distributions for item pools with Sympson-Hetter exposure control
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b. Item Pool Designed by MTI
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Figure 6.1 (Cont’d) Item Distributions for item pools with Sympson-Hetter exposure

control
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Table 6.1 shows the item pool size and the summary statistics of the item

parameters within each pool. The MTI pool consists of the fewest items and their a-

parameters vary within 1.307 and 1.777. a smaller range than the other two pools. The

optimal item pool designed by PM has more high a-parameter items. However, items in

the operational pool have the maximum a-parameter value in 3.141, compared to 1.777

for items in the MTI pool and 2.633 for items in the PM pool.

The MTI pool has 13 more items and the PM pool has 19 more items than the item

pools without exposure control, but the size of either pool is still smaller than that of the

operational pool. The added items are mostly highly discriminating items because they

tend to have higher exposure rates. This leads to a slightly higher average a-parameter

for the optimal item pools.

Table 6.2 lists the performance overview of the item pools. On average, all three

pools yielded slightly positive bias for ability estimates. The operational pool displayed

the smallest bias, but the difference from the optimal pools is negligible. Both optimal

pools exhibited better performance on all other criteria. The PM pool resulted in the

highest correlation coefficient and the lowest mean square error. The MTI pool, however,

consists of the least items, which is 42 items less than the operational pool and 25 less

than the PM pool.
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As shown in Figure 6.2, all three pools exhibit smaller test-retest overlap rates

compared to the item pools without exposure control. This is anticipated because item

selection with the exposure control method tends to utilize more items. Of the item pools

with exposure control, the operational pool clearly has the smallest test-retest overlap rate

at the ability levels larger than 2.0. However, Table 6.2 shows that on average, optimal

item pools have slightly smaller test-retest overlap rate despite having fewer items.
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Figure 6.2 Test-retest overlap rate conditional on 6

Figure 6.3 shows the item exposure rate for individual items in each pool in the

order of the item difficulty. It can be seen that the exposure control mechanic works very

well, with the exposure rates for all individual items around or below the target exposure

rate. The MTI pool seems to utilize items more evenly and have the fewest under-

exposed items. The operational item pool seems to have large numbers of difficult items

underexposed.
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Figure 6.3 Item exposure rate by difficulty level

A closer look at the measurement precision at the individual ability level is

displayed with the conditional test information plots in Figure 6.4. The plots for item
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pools with exposure control look very similar to those without exposure control. Because

of added items, optimal pools with SH exposure control yield more information at some

ability levels and closely match the information provided at other levels with the optimal

pool without exposure control. The operational pool, on the other hand, produces less

information at the ability levels between -0.5 to 0.75 when SH exposure control is used.
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The plots for conditional SEM, conditional bias, and conditional MSE are

presented in Figure 6.5 to 6.7. Smaller values indicate better accuracy in ability estimate.

The plots indicate that all item pools yield similar performance at ability levels between -

2.0 and 2.5. The MTI pool performs better for ability levels below -2.0 and the PM pool

performs better for ability levels over 2.5.
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6.2 Item Poolsfor Tests with Content Balance

As shown in Figure 6.8, the optimal item pools for tests with content balancing

display the same pattern as those without content balancing. Items are added to the bins

where items tend to have more than the desired exposure rates. Because content 3

appears only once in a test, no additional items are added in comparison to the pools

without exposure control. An interesting fact is that in optimal item pools, content 2 has

slightly more items than content 1 does, although both contents appear in a test with an

equal number of items.
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Figure 6.8 Item distribution for item pools with Sympson-Hetter exposure control

108

 



 

 

  

    

 

 

 

  

c. Item Pool Designed by PM
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Figure 6.8 (Conti’d) Item distribution for item pools with Sympson-Hetter exposure

control

Table 6.3 shows the item pool size and the summary statistics of the item

parameters within each pool. The total numbers of items in the two optimal item pools

are similar while both sizes are smaller than the operational pool. Compared to the item

pools without exposure control, the MTI pool has 12 more items and the PM pool has 18

more items. On average, items in the optimal pools have higher a-parameters and

relatively lower b-parameters than the operational pool.
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Table 6.4 and 6.5 display the overview of the evaluation results for these item

pools. The performance shows the same pattern as the item pools without content

balancing. The MSE from the optimal item pools is smaller than that from the

operational pool. The PM item pool results in the highest correlation coefficient.

Table 6.4 also shows that optimal item pools have smaller test-retest overlap rate

despite having fewer items. The plots for conditional test-retest overlap rates in Figure

5.2 reveal that the operational pool has the lowest overlap rates at ability levels below -

1.5 and the MTI pool has the lowest overlap rates at levels beyond approximately 1.00.

This is consistent with the findings from item pools without exposure control, but

different from the ones for item pools without content balancing, where the operational

pool has the lowest overlap rates at the two extremes of the ability levels.
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Figure 6.9 Test-retest overlap rate conditional on 6

112



113

Figure 6.10 Item exposure rate by difficulty level
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Table 6.4 and 6.5 also shows that. compared to the operational pool, both optimal

item pools have significantly smaller numbers of under—exposed, as well as over-exposed,

items. The number of under-exposed items is similar to the pools without exposure

control. but the number of over exposed items decreases substantially.

Figure 6.10 shows the item exposure rate for individual items ordered by their

difficulty levels in each item pool. Extremely easy and extremely difficult items tend to

have less exposure rates, but under-exposed items are across all difficulty levels,

especially for the operational item pool. As indicated in Table 6.4, the MTI item pool has

the fewest under-exposed items. and utilizes the extreme difficulty level items more often.

Figure 6.11 presents the conditional test information plots. The plots for item

pools with exposure control look very similar to those without exposure control. The

optimal pools with exposure control yield similar or more information than the pool

without exposure control. except that the MTI pool with exposure control yields a smaller

amount of information at the ability levels between 0 and 1.5. The operational pool

produces less information at the ability levels between -1.0 to 1.0 when compared to the

same pool without exposure control.
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Figure 6.1 1 Average test information conditional on true 6

Figure 6.12 presents the CSEM for three item pools. It shows that the MTI pool

performs better at ability levels below -2 and the PM pool performs better at ability levels

over 0.0. The operational pool has the largest SEM at ability levels between -2.0 and 1.5.

Figure 6.13 and 6.14 show that the MTI pool yields the smallest bias and the

smallest MSE at most ability levels. The operational pool and PM pool produce similar

MSE.
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Figure 6.14 Conditional mean square error (CMSE)

6.3 Summary

The results suggest all optimal pools, compared to operational pools, save about 10

or more items while performing better based on pool size, test security and measurement

accuracy. Tests assembled from optimal pools have smaller test-retest overlap rates. In

addition, optimal pools have significantly lower percentages of items with exposure rate

below 0.02.
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Chapter VII The Performance of the Item Pools with

a-Stratified Exposure Control

7.1 Item Poolsfor Tests without Content Balance

The a-stratified exposure control selects item by the closeness of b-parameter to the

provisional ability estimate instead of maximum information. Therefore. it is not

necessary to adjust the item pool after CAT simulations. The item distribution for the OP,

MTI, and PM pools are displayed in Figure 7.1.

 

a. Operational Item Pool
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Figure 7.1 Item distribution for item pools without content balancing and with a-stratified

exposure control
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b. Item Pool Designed by MTI

Content Area 1; 158 Items
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c. Item Pool Designed by PM
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Figure 7.1 Item distribution for item pools without content balancing and with a-stratified

exposure control
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As can be seen, the shapes of the distribution look similar for the MTI pool and the

PM pool, although the MTI pool is much smaller. The PM pool has more difficult items

with high a-parameters, while the MTI pool has more moderately difficult items with

high a-parameters. Both optimal pools seem to require more items with moderate to low

b-parameters and fewer items with high b-parameters.

Table 7.1 presents the sizes of three pools and the summary statistics for the item

parameters within each pool. The size of either optimal item pools is larger than the size

of the operational pool by 40 or more. The PM pool has the smallest b-parameter range

and the largest average a-value with a maximum of 3.520 and minimum of 1.146. The

range of a-parameter values for items in the MTI pool is from 1.275 to 3.394 and from

0.746 to 3.141 for the operational pool.

The overview of the evaluation results for these item pools are presented in Table

7.2. The average bias of the ability estimates is positive from the operational pool and

the MTI pool and negative from the PM pool, but the magnitudes of the bias are

negligible. Optimal item pools yield smaller MSE and higher correlation coefficient than

the operational pool does. Of the item pools, the MTI pool results in the highest

correlation coefficient and the smallest MSE.

Table 7.2 also shows that the MTI pool has the lowest test-retest overlap rate. The

PM pool, however, has the highest overlap rate despite having the largest pool size. The

plots of conditional test-retest overlap rate for item pools shown in Figure 7.2 reveal that

the MTI pool. has the lowest overlap rate at most ability levels.
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Figure 7.2 Test-retest overlap rate conditional on 6

As can be seen in Table 7.2, the MTI pool has the lowest percentage of items with

an exposure rate below .02 and the lowest percentage of items with an exposure rate

higher than the target rate 1/3. The PM pool has a lower percentage of over-exposed

items, but has over half of the items under-exposed. Individual item exposure rates are

shown in Figure 7.3. It is clear that items in the MTI pool are used more evenly. By

contrast, a few items in the PM item pool are used more often than most items, leading to

a highly skewed item exposure rates for PM pool.
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Figure 7.3 Item exposure rate by difficulty level

Figure 7.4 shows the average test information at the fixed ability levels. The plots

for the PM pool and the operational pool look similar in shape, but the PM pool provides
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more information at most ability levels. The MTI pool provides similar amount of

information between ability levels of-1.5 to 1.5, and provides information exceeding 10

over the range between -2.0 to 2.0.
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Figure 7.4 Average test information conditional on true 6

Figure 7.5 to 7.7 present the CSEM, conditional bias. and CMSE for three item

pools. The charts show that all three item pools yield similar SEM, bias, and MSE over

the ability level between -2.0 to 2.0 and the results are mixed for ability levels beyond

i2.0.
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Figure 7.6 Conditional bias



27+0PwithAs

 

 

 

—+— MTI with AS

51— ig—e-PMwithAS

Lu .. .. i

cg
l

_ 45 .
CU .

C i

.9 "

s 3 n
o ‘1' “ l

g .. i

e 21 i
g

<

1: i

i ,

0i _

-4 -2 o 2 4

Figure 7.7 Conditional mean square error (CMSE)

7.2 Item Poolsfor Tests with Content Balance

The item distributions for the OP, MTI, and PM pools are displayed in Figure 7.8.

The results are similar to those without content balancing. The shape of the item

distributions looks similar for the MTI pool and the PM pool. The PM pool has more

highly discriminating and difficult items in both Content 1 and Content 2, while the MTI

pool has more moderately difficult items with high discriminating parameters in all three

contents. Unlike the operational pool, which has more items with both high a-parameters

and high b-parameters, both optimal pools seem to require more items with moderate to

low b-parameters and fewer items with high b-parameters.
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Figure 7.8 Item distribution for item pools with content balancing and without

exposure control
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c. Item Pool Designed by PM
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Figure 7.8 (Conti’d) Item distribution for item pools with content balancing and

without exposure control

Table 7.3 presents the item pool sizes for the three pools and the summary statistics

for item parameters within each pool. Results are similar to ones where no content

balancing was present. The sizes for both optimal item pools are larger than the size of

the operational pool by 40 or more. The MTI pool has the largest average a-parameter

values with a maximum of 4.046 and minimum of 1.244. The operational pool has the

smallest b-parameter range. All three item pools have similar numbers of items in

Content 3. Interestingly. although Content 1 and 2 appear the same number of times in a

test, the optimal pools require more items in Content 2 than Content I.
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The overview of the evaluation results for these item pools are presented in Table

7.4. The results are similar to those without content balancing. The PM pool shows

slightly negative bias for the ability estimates. The average bias from the operational

pool and the MTI pool are positive but the magnitudes of the bias are negligible. Optimal

item pools yield smaller MSE and higher correlation coefficient than the operational pool

does. Of all the pools. the MTI pool resulted in the highest correlation coefficient and the

smallest MSE.

The plots of conditional test-retest overlap rate shown in Figure 7.2 draw a

consistent picture as the plots for item pools without content balancing. The MTI pool

has the lowest overlap rate at all ability levels. Summary statistics in Table 7.2 also

shows that the MTI pool has the lowest average test-retest overlap rate. The PM pool,

however, has the highest overlap rate despite having the largest pool size.

" -o~ OP with AS

‘ ; ——+- MTI with AS

9 -~e- PM with AS

 

 

   
Figure 7.9 Test-retest overlap rate conditional on 9
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Figure 7.10 Item exposure rate by difficulty level

Table 7.2 also shows that the MTI pool has the lowest percentage of items with

exposure rate below 0.02, the lowest percentage of items with exposure rate higher than



the target rate 1/3, and the lowest skewness of the item exposure rate. The PM pool has

over half of the items under-exposed and is the most skewed pool in terms of item usage.

Individual item exposure rates are shown in Figure 7.3. It is clear that items in the MTI

pool are used more evenly and only a few items in the PM item pool are used more often

while others are less used.

Figure 7.1 1 shows the average test information over the ability levels ranging from

-4.0 to 4.0. The amount of information the operational pool provides seems quite low.

Even at its peak levels, it is below 10. The plot for the PM item pool looks similar to that

for the operational pool but the PM pool provides more information over a range of

ability levels. The MTI pool provides a similar amount of information between ability

levels -2.0 to 1.5. and provides information exceeding 10 at the range between -2.0 to 2.0.
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Figure 7.11 Average test infomiation conditional on true 6



Figure 7.12 to 7.14 present the CSEM, conditional bias, and CMSE for three item

pools. The charts show that all three item pools yield similar SEM, bias, and MSE over

the ability level between -2.0 to 2.0. The MTI pool performs better at ability level below

-2.0 and over 2.0.
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Figure 7.12 Conditional standard error of measurement (CSEM)
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Figure 7.13 Conditional bias
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Figure 7.14 Conditional mean square error (CMSE)
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7.3 Summary

The results suggest the optimal pool designed with MTI performs the best, based

on test security and measurement accuracy. It does require more items and some highly

discriminating items. Tests assembled from MTI pools have smaller test-retest overlap

rates and significantly lower percentages of over- and under-exposed items.

The item pool designed by the PM did not perform as well as the operational pool

and. the pool designed by MTI, despite having more items. One possible reason is that the

way items are stratified is slightly different from the way items are simulated. It might

yield better results if items are stratified with Chang and van der Linden’s (2003) 0-1

linear programming method during the evaluation. stage.
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Chapter VIII Discussion

This chapter first revisits the definition of “optimal” in item pool design and

discusses how this study successfully addresses the criteria of optimality the definition

implies. It then presents the implication of Reckase’s method on the practice of item pool

development and maintenance. Finally, the limitations of this study and the expected

future research are discussed.

8.] A Revisit to the Definition of “Optimal

/-.

This study investigated two approaches to design optimal blueprints for CAT item

po’o‘l‘s‘.\Except for the item pool designed for a-stratified exposure control by the PM

method, optimal pools designed by either method perform better than the operational

pools no matter whether exposure control and content balancing are considered or not.

Optimal item pool design looks for the most desirable or favorable combination of

items to form an item pool that would support the assembly of a large number of

individualized computerized adaptive tests. There is, however, no single pool that is

absolutely optimal, as it is constrained by a number of factors and different compositions

of the items that may yield similar measurement precisions. That is why the two

“optimal” pools look quite different and each is still optimal in some sense.

A general objective for an optimal item pool design is to meet the three criteria

described by van der Linden (1999): I) sufficiently large to allow several thousand

overlapping subtests to be drawn from its items; 2) consisting of items spanning the entire

range of item difficulty relative to the population of interest; and 3) consisting of an

appropriate mix of high and low discriminating items to lower the item creation cost
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while meeting the needs of test precision. It is not hard to meet the first criteria, where

minimum size can be translated to the test length divided by the target exposure rate (1.0

if no exposure rate is considered). Simulation studies can easily realize the first two

requirements by randomly sampling a large number of examinees from the expected

examinee population. simulating a CAT administration to them, and tallying the number

of items needed in different difficulty levels. All optimal item pools designed in this

study are at least five times the test length and span a wide range of item difficulties.

Acceptable precision can be achieved with difficulty ranges slightly smaller than the

items in the operational pools in that the ranges of the item difficulty level for optimal

pools are all smaller.

The third criterion. item creation cost, was not estimated directly in this study.

However. mechanisms to indirectly approximate the item writing cost and the effort to

minimize it were utilized in Reckase’s item pool design method. Item generations with

both MTI and PM methods imply the relationship between item parameters and the cost

of item creations. The difference between PM and MTI can be primarily the difference

between the assumptions. The MTI method assumes that highly discriminating items

(i.e., items with high a-parameters) are more difficult to write and cost more to create,

therefore, the MTI design tries to limit the number of high discrimination items by

simulating items to meet the minimum test information requirement. The PM method

assumes that the more the items with certain characteristics among the existing items, the

less expensive to create items with the same characteristics. Therefore, it minimizes the

item creation cost by modeling the item characteristics (i.e., the relationship between IRT

parameters) and simulating items that are more like existing items.
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Overall, the optimally designed item pools perform better than the operational pools

obtained from CAT-ASVAB. The results show that the MTI design generally leads to

smaller pools and contain items with lower a-parameters. The PM pools, on the other

hand, maintain the correlation between item parameters but do not perform as well as the

MTI pool.

The operational pools, on the other hand, provide more measurement precision over

some range of latent ability levels. A closer look at the Arithmetic Reasoning pool finds

more highly discriminating items at the range of b-parameters between 0 and 1.5. In

practice, when operational item pools retire frequently, such high discriminating items

may be difficult to replace. It introduces doubts on whether or not the same performance

over similar ability levels can be easily duplicated. Item pools designed with Reckase’s

method have more items evenly distributed over a wider range of ability levels. As a

result, optimal pools perform better than the operational ASVAB item pools at most

latent ability levels.

The results imply that improvement may be made to the operational item pools by

adjusting the item distributions to make them closer to what optimal item pool blueprints

demand. For example, the arithmetic reasoning pool may perform better by adding more

moderately discriminating items in the lower end of the latent ability levels and taking

out some highly discriminating items in the higher end of the latent ability levels for

future use.

8.2 Implications on the Practice ofItem Pool Development

This study is based on the assumption that examinees are normally distributed with

a population mean ability of 0 and variance of 1. However, in reality. examinee
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distributions are not always normal, and the expected distribution may not match the

exact examinee distribution, which can only be decided when the tests are administered.

The question raised is how robust the design is to the violation of the distributions. There

are two situations, and, thus, two treatments are required. In the case where the expected

distribution is not normal, it is possible to sample the examinees from a predefined

examinee distribution, which can be constructed from previous test administrations. On

the other hand, since it is a simulation study, violation to the assumptions may threaten

the validity of the study and impact the results. The extent of the potential impacts could

be a study of interest for future research.

The end product of the item pool design isnagblueprint listingthe numberof(needed

items in 39911,,9111111131151119015. with the a- and b- parameters in agerta‘in- range. Similar
NM

__.~‘___

___t

,_,._.v-—"

to the functionmof a test blueprintforthe paper-and-penCil_test,themit‘empool blueprint (If?

servesfasa guide for item selection oritem creation fortheitem £901- It portrays the A

optimal item composition an item pool should have and, therefore, is a target item

developers should try to match. Items with desired content coverage and statistics can be

either selected from previously written ones or created by item writers.

This method has not been tested in the practice. In this study, all items required by

the design method are assumed available when comparing the optimally designed item

pools to the operational pools. It seems hard to produce items with exactly the same item

parameters required by the item pool design blueprint. However, with the advance in

item modeling-research, it will be more and more feasible to create large numbers of

similar items/with the desired psychometric properties. When the PM pool takes into

account the correlations between a- and b-parameters. the blueprint designed by the PM
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method may be easier to fulfill. The MTI pools achieve acceptable measurement

precision with a minimum number of items, but it is uncertain how hard it would be to

find or to create the proper items. On the other hand, improvement on the design method,

such as combining the two methods to take advantages of the good features of each

method, will make the design more practical. In addition, it should be pointed out that by

defining the width of “bins”, the blueprint requires similar items within a certain range

instead of with exact item parameters. Future studies are needed to investigate how hard

it is to fulfill the required items of the blueprint.

8.2 Implications an Item P001 Management

In practice, operational item pools are not static. In most testing programs, tests are

administered from the bank and new items are pretested on a continuous basis. Obsolete

items are removed from time to time. Thus, monitoring item usage and replenishing new

items are two important tasks of item pool management (van der Linden & Veldkamp,

2000). The item pool design methods presented here can easily be adapted for use in

item pool management, both at the master pool level and at the operational pool level.

The master item pool is a union of operational item pools. The distribution of the

optimal master pool could be simply a number of replications of the operational pool

distribution. In other words, if the master pool will support ten smaller operational pools,

the optimal item distribution of the master pool in each bin is simply ten times the item

distribution in the optimal pool designed by the simulation method. Alternatively, the

union method can take into consideration the expected exposure rates for the items in

each bin, where the number of items needed in each bin for the master pool can be

expressed as
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X,AB=A/I(LX(RXABI‘AB, XAB)

where R is the number of operational item pools a master item pool can support, and rAB

is the expected exposure rate for the numbers in each bin. In this way, the master item

pool has more items in the most exposed bins and fewer items in the least exposed bins.

8.3 Reckase '5 Method vesus the Mathematical Programming Method

The results show that the extensions to Reckase’s method work well in designing

optimal item pools in situations where items are calibrated with 3PL. Compared to the

mathematical programming method, Reckase’s method simulates the CAT procedure

straightforwardly and, therefore, is more flexible in adapting different item selection and

ability estimate process and is easier to implement. Constraints on non-statistical

attributes (e. g., content balancing) are absorbed into the first stage of the design by

partitioning the target pool into smaller ones. There is no special software needed. The

mathematical programming method is more mathematically structured by quantifying all

the constraints and searching for the optimal solutions with linear programming, but it

also requires the use of a “shadow test” item selection approach in CAT simulation.

Reckase’s method emphasizes the randomness of the item parameters in simulation,

while the mathematical programming method focusing on optimizing predefined

“pseudo” items. In the end, when they are all modeling the same CAT process, the

simulation results should be similar.

While taking different approaches, Reckase’s method and the mathematical

programming method are similar in many ways. One of the important similarities is

between the PM item simulation approach and the mathematical programming method in

the way item costs are minimized in item pool design process. The mathematical
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programming method defined a cost function, which is an inverse of the number of real

items with certain combination of the attributes, including IRT parameters. It assumes

that the more real items with the combination of item parameters, the less cost it is to

create items with this item parameter combination. The idea is essentially the same as the

PM method, in which the simulation would more likely generate items along the

regression line of b-parameters on a-parameters where more real items are clustered.

Either method may be able to borrow some ideas from the other to improve the item

pool design. No literature has described the design of item pools with a-stratified

exposure control by the mathematical programming method. Chang and van der Linden

described the 0-1 linear programming method to optimize the stratification of a-

parameters for an existing item pool but not for the “pseudo items”. As explored in this

study, it may be possible to simulate the item pool design by varying the target

information at different stages ofthe test.

8. 4 Limitations andfuture studies

Due to the limited resources. the prediction models in this study were based on one

operational item pool. In practice, it is possible to use multiple recent item pools to get a

more accurate estimation of the attributes of the items written for the testing programs.

Previous research showed that the bin width might influence the number of items

required in the optimal pool. With post-simulation adjustment utilized in this study, item

pools would trim unnecessary items in the bins, so the bin width might not influence the

size of the final pool. However, future studies are needed to investigate the impact.

The optimal item pool blueprints designed for computerized adaptive testing with a-

stratified exposure control appear to require more items than those designed for CAT
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with Sympson-Hetter exposure control. One of the reasons is post-simulation adjustment

was not applied due to different item selection procedure a-stratified exposure control

uses. Future research is expected to explore the appropriate post-simulation adjustment

for item pools with item selection procedure different from maximum information based

ones

While this study investigated the optimal item pool design with the PM and MTI

methods separately, both methods have their shortcomings. MTI method tends to result

in items with low correlations between their a- and b-parameters. The PM method, while

maintaining similar correlation as the items in operational pools do, tends to perform

better over some ability levels than others. It is important for future research to explore

ways to combine the two design methods so the item generation would take into account

the item parameter correlations while meeting the minimum information requirement.
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Item Distribution for Item Pool Simulated with MTI Method and with

Sympson-Hetter Exposure Control — Arithmetic Reasoning
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Item Distribution for Item Pool Simulated with PM Method and with

Sympson-Hetter Exposure Control —- Arithmetic Reasoning
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Item Distribution for Item Pool Simulated with MTI Method and with a-

Stratified Exposure Control — Arithmetic Reasoning

Table A6 
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Table A.7 Item Distribution for Item Pool Simulated with PM method and with a-

Stratified Exposure Control — Arithmetic Reasoning

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 l.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

 

 

 

-66 -300 0 0 0 0 0 0 0 0 0 0 0 0 0

-3.00 -2.80 0 0 0 0 0 0 0 0 0 0 0 0 0

-2.80 —2.60 0 0 0 0 0 0 0 0 0 0 0 0 0

-2.60 -240 0 6 0 0 0 0 0 0 0 0 0 0 6

-240 -220 0 2 5 0 0 0 0 0 0 0 0 0 7

-2.20 -200 0 2 6 0 0 0 0 0 0 0 0 0 8

-200 4.80 0 0 9 0 0 0 0 0 0 0 0 0 9

4.80 4.60 0 0 10 0 0 0 0 0 0 0 0 0 10

4.60 4.40 0 0 7 3 0 0 0 0 0 0 0 0 10

4.40 4.20 0 0 6 4 0 0 0 0 0 0 0 0 10

4.20 4.00 0 0 3 7 0 0 0 0 0 0 0 0 10

4.00 -0.80 0 0 1 8 2 0 0 0 0 0 0 0 11

-0.80 -0.60 0 0 0 7 3 0 0 0 0 0 0 0 10

-0.60 -0.40 0 0 0 5 5 0 0 0 0 0 0 0 10

-0.40 -020 0 0 0 0 8 2 0 0 0 0 0 0 10

-0.20 0.00 0 0 0 0 8 3 0 0 0 0 0 0 11

0.00 0.20 0 0 0 0 3 5 2 0 0 0 0 0 10

0.20 0.40 0 0 0 0 1 7 2 0 0 0 0 0 10

0.40 0.60 0 0 0 0 0 3 5 2 0 0 0 0 10

0.60 0.80 0 0 0 0 0 2 6 2 0 0 0 0 10

0.80 1.00 0 0 0 0 0 0 5 4 1 0 0 0 10

1.00 1.20 0 0 0 0 0 0 1 6 2 0 0 0 9

1.20 1.40 0 0 0 0 0 0 0 3 4 2 0 0 9

1.40 1.60 0 0 0 0 0 0 0 1 5 3 0 0 9

1.60 1.80 0 0 0 0 0 0 0 0 2 4 2 0 8

L80 2.00 0 0 0 0 0 0 0 0 0 2 4 2 8

2.00 2.20 0 0 0 0 0 0 0 0 0 0 4 3 7

2.20 2.40 0 0 0 0 0 0 0 0 0 0 2 4 6

2.40 2.60 0 0 0 0 0 0 0 0 0 0 1 4 5

2.60 2.80 0 0 0 0 0 0 0 0 0 0 0 4 4

2.80 3.00 0 0 0 0 0 0 0 0 0 0 0 0 0

3.00 00 0 0 0 0 0 0 0 0 0 0 0 0 0

Total 0 10 47 34 30 22 21 18 14 11 13 17 237
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Table A.8 Item Distribution for the Operational Item Pool - General Science Content 1

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 0

-2.34 -2.08 0
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-1.30 -1.04 2

-1.04 -0.78 3

-0.78 -0.52 0

-0.52 -0.26 3

-0.26 0.00 0

0.00 0.26 0

0.26 0.52 0

0.52 0.78 0

0.78 1.04 0

1.04 1.30 0

1.30 1.56 0
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1.82 2.08 1

2.08 2.34 0

2.34 2.60 0

2.60 2.86 0

2.86 00 0
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Item Distribution for the Operational Item Pool — General Science Content 2Table A.9 
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Table A. 1 0 Item Distribution for the Operational Item Pool — General Science Content 3 

00 Total

1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97
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Table A.11 Item Distribution for the Optimal Item Pool Designed by MTI and without

Exposure Control - General Science Content l

\000 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.33 2.97

b 0.89 1.26 l.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total
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Table A.12 Item Distribution for the Optimal Item Pool Designed by MTI and without

Exposure Control — General Science Content 2

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 l.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total
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Table A. 13 Item Distribution for the Optimal Item Pool Designed by MTI and without

Exposure Control — General Science Content 3

\000 0.89 1.26 1.55 L79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 l.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 0

-2.34 —2.08 0

-2.08 -l.82 0

-l.82 -l.56 0

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -0.78 0

-O.78 -0.52 O

-0.52 -O.26 0

-0.26 0.00 0

0.00 0.26 O

0.26 0.52 0

0.52 0.78 0

0.78 1.04 0

1.04 1.30 0
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Table A.14 Item Distribution for the Optimal Item Pool Designed by PM and without

Exposure Control — General Science Content 1

\000 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

 

 

 

-66 -2.86 0 0 0 0 o o 0 o 0 o o 0 o

-2.86 -2.60 o 0 0 o 0 0 0 0 0 o 0 0 o

-2.60 -234 0 o 0 0 0 o 0 0 0 o o 0 o

-2.34 -2.08 o 0 0 o 0 o o 0 0 o o 0 0

-2.08 -l.82 o 3 0 o 0 o o o 0 o 0 o 3

4.32 -l.56 0 3 0 o 0 o 0 0 o 0 o o 3

-l.56 4.30 0 0 0 o 0 0 o o o 0 o o 0

4.30 4.04 0 0 3 o o o o o o 0 o o 3

4.04 -0.78 o 0 2 o o o o o 0 0 o 0 2

-0.73 -0.52 0 0 l 2 0 0 0 0 o o 0 o 3

-0.52 -0.26 0 0 0 2 0 o o 0 o 0 0 0 2

-0.26 0.00 0 0 0 2 2 0 0 o o 0 0 o 4

0.00 0.26 o 0 0 2 0 0 0 0 0 o o 0 2

0.26 0.52 0 0 0 2 2 0 0 o o o o 0 4

0.52 0.78 0 0 0 l 2 0 0 0 0 o o 0 3

0.78 1.04 o 0 0 I 1 0 0 0 0 0 o 0 2

1.04 1.30 o o 0 2 2 0 0 o o o o o 4

1.30 1.56 0 0 0 2 0 o 0 0 0 o 0 0 2

I56 1.82 0 0 0 2 0 o 0 o 0 0 0 o 2

1.82 2.08 o 0 2 0 o o o 0 0 0 o o 2

2.08 2.34 o 0 0 o 0 o 0 0 0 0 o 0 o

2.34 2.60 o 0 0 0 0 0 0 0 0 o o o 0

2.60 2.86 o 0 0 0 0 0 0 0 0 o 0 o o

2.86 00 o 0 o o 0 0 0 o o o 0 o 0

Total 0 6 8 l8 9 0 o 0 0 0 0 o 41
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Table A. l 5 Item Distribution for the Optimal Item Pool Designed by PM and without

Exposure Control — General Science Content 2

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

~00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 0

-2.34 -2.08 O

-2.08 -l.82 0

-l.82 -l.56 0

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -0.78 O

-O.78 ~0.52 O

-O.52 -0.26 0

-0.26 0.00 0

0.00 0.26 O

0.26 0.52 0

0

O

O

0

0

0

0

O

O

O

0

 

0.52 0.78

0.78 1.04

1.04 1.30

l.30 1.56

l.56 1.82

1.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86

2.86 00

Total
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Table A.16 Item Distribution for the Optimal Item Pool Designed by PM and without

Exposure Control — General Science Content 3

\000 0.89 1.26 1.55 l.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 O

-2.60 -2.34 0

-2.34 -2.08 0

-2.08 -l.82 l

-l.82 -l.56 0

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -0.78 0

-0.78 -0.52 0

-O.52 -O.26 0

-0.26 0.00 O

0.00 0.26 O

0.26 0.52 O

0.52 0.78 0

0.78 1.04 0

1.04 1.30 O

1.30 1.56 0

1.56 1.82 0

1.82 2.08 0

2.08 2.34 O

2.34 2.60 0

2.60 2.86 O

2.86 00 0

1Total N
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Table A. l 7 Item Distribution for the Optimal Item Pool Designed by MTI and with

Sympson-Hetter Exposure Control — General Science Content 1

\0.00 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 oo Total

--00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 O

-2.34 -2.08 0

-2.08 -l.82 0

-l.82 -l.56 0

-l.56 -l.30 O

-l.30 -l.04 0

-].O4 -O.78 0

-O.78 -O.52 O

-O.52 -0.26 0

-0.26 0.00 0

0.00 0.26 O

0

0

0

0

0

O

0

O

O

O

O

0

 

0.26 0.52

0.52 0.78

0.78 1.04

1.04 1.30

1.30 1.56

1.56 1.82

1.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86

2.86 00

Total O
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Table A. 18 Item Distribution for the Optimal Item Pool Designed by MTI and with

Sympson-Hetter Exposure Control — General Science Content 2

\000 0.89 L26 l.55 L79 2.00 2.l9 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 O

-2.86 -2.60 0

-2.60 -2.34 0

-2.34 -2.08 O

-2.08 -l.82 O

-l.82 -l.56 O

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -0.78 0

-O.78 -O.52 0

-0.52 -0.26 O

-0.26 0.00 0

0.00 0.26 0

0

0

0

0

O

0

O

0

0

0

0

0

 

O
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1.04 1.30

1.30 1.56

1.56 l.82
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2.34 2.60
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Table A. 19 Item Distribution for the Optimal Item Pool Designed by MTI and with

Sympson-Hetter Exposure Control — General Science Content 3

\000 0.89 l.26 1.55 l.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

 

 

 

-oo -2.86 O 0 0 O 0 0 0 0 O 0 0 0 0

—2.86 -2.60 O 0 O 0 O O 0 0 0 0 O 0 0

-2.60 -2.34 0 0 0 0 0 O 0 O O O 0 0 0

-2.34 -2.08 O O 0 0 0 0 0 0 O 0 0 O O

-2.08 -l.82 O 0 0 0 0 O 0 0 0 O 0 0 0

-l.82 -l.56 0 0 l O 0 0 0 0 0 0 O O l

-l.56 -l.30 0 O 0 l O 0 0 0 0 0 0 O l

-l.30 -l.04 O 0 O l 0 O O 0 0 O 0 O l

-l.04 -0.78 0 0 0 l 0 0 0 O 0 0 0 O l

-0.78 -O.52 0 0 O l 0 0 0 O 0 0 0 O l

-0.52 -0.26 0 0 0 l 0 0 0 O O O 0 0 l

—0.26 0.00 0 0 0 l O 0 0 0 0 O 0 0 l

0.00 0.26 O 0 0 l 0 O 0 O 0 O O 0 l

0.26 0.52 0 0 0 l 0 O 0 O 0 0 0 O l

0.52 0.78 0 0 0 l O 0 0 0 0 O O 0 l

0.78 1.04 0 0 0 l 0 O O 0 O O 0 O l

1.04 1.30 O 0 0 l 0 0 0 O 0 O 0 0 l

[.30 1.56 0 0 l 0 0 0 O 0 0 O O 0 1

I56 l.82 0 0 0 O 0 0 O 0 0 0 0 O O

l.82 2.08 0 0 0 O O 0 0 0 0 0 O 0 O

2.08 2.34 0 0 O O 0 0 0 O O 0 O 0 0

2.34 2.60 0 0 0 0 0 O 0 0 0 O 0 O O

2.60 2.86 O 0 O 0 0 0 0 O O O 0 O O

2.86 00 0 O O 0 0 0 O 0 0 0 0 0 0

Total 0 0 2 ll 0 O 0 O O O O 0 l3
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Table A20 Item Distribution for the Optimal Item Pool Designed by PM and with

Sympson-Hetter Exposure Control — General Science Content I

\000 0.89 1.26 1.55 1.79 2.00 2.l9 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.]9 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 O

-2.34 -2.08 0

-2.08 -l.82 O

-l.82 -l.56 0

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -0.78 0

-O.78 -O.52 0

-O.52 -O.26 0

-0.26 0.00 0

0.00 0.26 0

0.26 0.52 0

0.52 0.78 O

0.78 1.04 O

1.04 [.30 0

1.30 l.56 O

1.56 1.82 0

1.82 2.08 0

2.08 2.34 O

2.34 2.60 0

2.60 2.86 0

2.86 00 0

Total 0 O
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Table A21 Item Distribution for the Optimal Item Pool Designed by PM and with

Sympson-Hetter Exposure Control — General Science Content 2

\000 0.89 1.26 l.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 I.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-oo -2.86 0

-2.86 -2.60 0

-2.60 -2.34 O

-2.34 -2.08 O

-2.08 -l.82 O

-l.82 -l.56 O

-l.56 -l.30 O

-l.30 -l.04 0

-l.04 -0.78 0

-O.78 -0.52 0

-0.52 -0.26 0

-O.26 0.00 O

0.00 0.26 O

0.26 0.52 O

0.52 0.78 O

0.78 l.04 O

1.04 1.30 0

1.30 1.56 O

|.56 1.82 O

1.82 2.08 O

2.08 2.34 0

2.34 2.60 0

2.60 2.86 0

2.86 00 0

0Total U
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Table A.22 Item Distribution for the Optimal Item Pool Designed by PM and with

Sympson-Hetter Exposure Control — General Science Content 3

\000 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 0

-2.34 -2.08 0

-2.08 -l.82 l

-l.82 -1.56 0

-l.56 -l.3O 0

-l.30 -l.04 0

-I.04 -O.78 0

-O.78 -O.52 O

-0.52 -0.26 O

-0.26 0.00 0

0.00 0.26 0

0.26 0.52 O

O

0

0

O

0

0

0

0

O

0

I

 

0.52 0.78

0.78 1.04

1.04 L30

L30 1.56

1.56 1.82

1.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86

2.86 00
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Table A23 Item Distribution for the Optimal Item Pool Designed by MTI and with a-

Stratified Exposure Control — General Science Content 1

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 1.55 l.79 2.00 2.l9 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 0

-2.60 -2.34 O

-2.34 -2.08 0

-2.08 -l.82 O

-l.82 -l.56 0

-l.56 -l.30 O

-l.30 -l.04 0

-l.04 -O.78 O

-0.78 -O.52 0

-O.52 -O.26 O

-0.26 0.00 O

0.00 0.26 O

0.26 0.52 0

0.52 0.78 0

0.78 l.04 0

1.04 L30 0

1.30 l.56 O

1.56 1.82 O

l.82 2.08 0

2.08 2.34 0

2.34 2.60 0

2.60 2.86 0

2.86 00 0

0Total O
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Table A.24 Item Distribution for the Optimal Item Pool Designed by MTI and with a-

Stratified Exposure Control — General Science Content 2

\000 0.89 1.26 l.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-oo -2.86 0

-2.86 -2.60 O

-2.60 -2.34 0

-2.34 -2.08 0

-2.08 —l.82 0

-l.82 -l.56 0

-l.56 -l.3O O

-l.30 -l.04 0

-l.04 -O.78 O

-0.78 -0.52 0

-0.52 -0.26 O

-0.26 0.00 0

0.00 0.26 0

0

0

0

0

O

0

0

O

0

0

0
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0.26 0.52

0.52 0.78

0.78 1.04

1.04 1.30

1.30 1.56

1.56 1.82

1.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86
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Table A25 Item Distribution for the Optimal Item Pool Designed by MTI and with a-

Stratified Exposure Control — General Science Content 3

\000 0.89 1.26 1.55 1.79 2.00 2.l9 2.37 2.53 2.68 2.83 2.97

b 0.89 1.26 1.55 l.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60

-2.60 -2.34

-2.34 -2.08

-2.08 -l.82

-l.82 -l.56

-l.56 -l.30

-l.30 -l.04

-l.04 -0.78

-0.78 -0.52

-0.52 -O.26

0

O

0

0

O

0

0

0

O

O

-0.26 0.00 0

0.00 0.26 0
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Table A.26 Item Distribution for the Optimal Item Pool Designed by PM and with a-

Stratified Exposure Control — General Science Content 1

\000 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 l.55 |.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86

-2.86 -2.60

-2.60 -2.34

-2.34 -2.08

-2.08 -l.82

-l.82 -l.56

-l.56 -l.30

-l.30 -l.04

-I.04 -0.78

-0.78 -0.52

-0.52 -0.26

-0.26 0.00

0.00 0.26

0.26 0.52

0.52 0.78

0.78 1.04

1.04 1.30

1.30 1.56

1.56 1.82

l.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86

2.86 00

Total
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Table A.27 Item Distribution for the Optimal Item Pool Designed by PM and with a-

Stratified Exposure Control — General Science Content 2

\000 0.89 1.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97

b 0.89 l.26 1.55 1.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86 0

-2.86 -2.60 O

-2.60 -2.34 0

—2.34 -2.08 0

-2.08 -l.82 O

-I.82 -I.56 0

-l.56 -l.30 0

-l.30 -l.04 0

-l.04 -O.78 0

-0.78 -O.52 0

-O.52 -0.26 0

-O.26 0.00 0

0.00 0.26 0

0.26 0.52 O

0.52 0.78 0

0.78 1.04 0

1.04 1.30 0

1.30 1.56 O

1.56 1.82 0

1.82 2.08 0

2.08 2.34 0

2.34 2.60 O

2.60 2.86 0

2.86 00 0

0Total
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Table A28 Item Distribution for the Optimal Item Pool Designed by PM and with a-

Stratified Exposure Control — General Science Content 3

\0.00 0.89 1.26 1.55 [.79 2.00 2.|9 2.37 2.53 2.68 2.83 2.97

b 0.89 126 1.55 l.79 2.00 2.19 2.37 2.53 2.68 2.83 2.97 00 Total

-00 -2.86

-2.86 -2.60

-2.60 -2.34

-2.34 -2.08

-2.08 -l.82

-l.82 -l.56

-I.56 -l.30

-l.30 -l.04

-l.04 -O.78

-0.78 -O.52

-0.52 -0.26

-026 0.00

0.00 0.26

0.26 0.52

0.52 0.78

0.78 1.04

1.04 1.30

1.30 1.56

1.56 1.82

1.82 2.08

2.08 2.34

2.34 2.60

2.60 2.86

2.86 00

Total
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