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ABSTRACT

SUPPORTING REMOTE SENSING AND CONTROL
OVER IP NETWORKS

By
Zhiwei Cen

In IP network based remote sensing and control systems, the operator controls a
slave manipulator with sensing capabilities located at a remote site. Control com-
mands and sensory feedback are transmitted through computer networks. The control
and sensing data involved in such systems differentiate themselves from other media
types in that they require both reliable and smooth delivery. Reliable delivery re-
quires that the transport service have TCP style semantics. By being smooth, the
transport service should be able to deliver the control and sensing data with both
the average latency and the standard deviation of the latency bounded and reduced.
Traditional transport services have great difficulty meeting the latency requirements
of delivering sensing and control data over the communication networks.

Remote sensing and control systems could be deployed in distant geographical
locations, or places where network infrastructures are not available. In the former
case, the Internet is an ideal communication channel due to its availability. In in-
frastructureless environments, Mobile Ad-hoc Networks (MANETSs) can be a good
choice. However, the transport protocols in both the Internet and MANETSs have
difficulty meeting the needs of this type of applications. We proposed a Supermedia
TRansport over Overlay Networks (STRON) framework to improve the QoS of tele-
operation systems over wide area networks. A QoS management frame work is also
proposed to support STRON based teleoperation systems. A Transport service for
Remote Sensing and Control (TRSC) over Wireless Networks is designed for MANET

based applications. The proposed approaches were verified using experiments, net-



work simulators and theoretical models.

The popularity of third-generation wireless communication, handheld devices and
local area wireless technologies makes pervasive computing environment a good in-
cubator for remote sensing and control applications. Supporting remote sensing and
control applications in pervasive computing environments poses new challenges to the
transport protocols. In this part of the research we proposed a collaborative approach
to support remote sensing and control in heterogeneous environments. We explore
the spatial diversity provided by dual-mode terminals that are equipped with both
WLAN and cellular interfaces. Multiple terminals serve as proxies to provide bet-
ter QoS for the targeted application. We built a dynamic mechanism to determine
the appropriate number of proxies to use. The mechanism utilizes the MAC layer
retransmission rate as an indicator of the contention level in the MANET.

We also examine the organization structures of the networks that support remote
sensing applications. In order to adapt to the changing environments and provide
resilient QoS, it is often desirable that the sensor network reorganize itself. We
explore the opportunities and challenges of deploying low cost hopping sensors and
utilizing their mobility to ensure coverage and maintain energy efficiency within a
sensing field. Hopping sensors are able to maintain mobility in harsh terrain but may
lack the movement accuracy of those sensors that are powered by wheels. We focus
on the problem of transporting a number of hopping sensors from multiple sources to
a destination. Probabilistic methods are used to contain the movement inaccuracies
along the hopping course. We also consider the impact of wind under an aerodynamic
setting. Two transport schemes are designed to minimize the number of hops needed
while considering other constraints, such as sustaining the capability of relocating
sensors within the whole network. The performance of the two schemes are evaluated

and compared through simulations.
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CHAPTER 1

Introduction

1.1 Motivation

The development of the Internet sees its impact on many fields. The mingling of
the Internet with these fields is changing the way industries operate and people live
their lives. The Internet connects not only traditional computers, but also mobile
phones, personal digital assistants, as well as sensors of various sizes and capabilities,
and robots that can perform different manipulations. The data transferred over the
Internet are not only text, image, audio and video, but also sensing feedback and con-
trol commands. In remote sensing and control applications, automatic manipulating
and sensing devices are deployed at a remote site. The user or operator control the
systems or accept feedback through network connections.

A typical application that uses remote sensing and control is a bilateral teleoper-
ation system [178, 133, 45, 67, 53, 56, 54, 55, 57, 58, 191, 16, 128, 190]. In such a
system, a human operator controls a mobile manipulator (robot) to perform certain
tasks and receives force and other feedback from the remote environment. In areas
of tele-medicine, a physician can feel the patient at a remote location for abnormal-
ities, or in tele-commerce, a customer can touch and manipulate an item before its
purchase. In the scope of the military, the ability of a soldier to control the fighting

devices remotely and sense the remote environment is one of the important objectives



of Future Combat Systems (FCS). In other areas, such as intelligent surveillance or
navigation, hazardous materials handling, remote control and sensing through wire-
less network is also a critical component of the system. Another example of remote
sensing and control systems is Mobile Surveillance Networks (MSNs) [72, 73]. In a
mobile surveillance network, mobile computer nodes equipped with multiple func-
tional sensors may recognize, characterize and track certain objects. Information of
the target objects in the form of image, binary data and even audio and video need
to be exchanged. The mobile nodes also need to coordinate the tracking movements
in order for the target to be covered by at least one of the nodes. The information

exchange is also time sensitive depending on the movement features of the target.

1.2 Challenges and Difficulties

The biggest challenge of Internet based remote sensing and control system is making
the unpredictability caused by the Internet to be transparent to upper layer of the
system. Random time delay, packet loss, network buffering effects and disconnects
in the Internet’s best-effort service model present major difficulties. Among all the
uncertainties, time delay is one of the biggest obstacles to build a stable remote
control system. High latency may cause the robot to stall in the middle of a task
or the operator to lose control of the remote robot. The uncertain variations of
the network latency makes the control system unstable, which in turn affects of the
performance of the remote sensing and control application. This problem may be

approached through two directions:

1. Try to modify the control mechanism of the system to accommodate the un-
predictable nature of the Internet. The traditional control system assumes a
dedicated and reliable communication channel between the operator and the

robot. In order for the system to work over the Internet, some of its assump-



tions must be changed.

2. Try to improve the quality of service of the communication channel to make it
close to the dedicated communication channels used by the traditional system.
One of the possible ways to help build a stable control system is to reduce the

end-to-end latency of the communication channels.

Event based remote control systems [67, 57, 58, 191] were presented to address the
problem from the first direction. The performance difficulty caused by the Internet
based remote control system is a result of using time as a reference for different system
entities. In the event-based control approach, a non-time based reference is used. An
event reference is a monotonically increasing parameter to synchronize the operator
and the robot. Through the event reference, low level sensing and control modules
are integrated with high level task scheduling and action planning. The system is able
to cope with the uncertainties caused by the Internet and provide event transparency
to the system user. Fung, et al. introduced a Task Dexterity Index (TDI [67]) of
the robotic task associated with each supermedia stream. The dexterity of a task
represents the complexity of the controlled movement that the robot makes and the
degree of attention the operator should give to tasks of the robot. A Task Dexterity
Index (TDI) is generated for each data stream using a fuzzy logic system to describe
the bandwidth requirement of the robotic task. Later, this TDI may be used in the
bandwidth allocation algorithm to rank the data streams that need to be transmitted.

Extensive research efforts have been dedicated to provide QoS aware transport
service over the Internet [169, 49, 14, 2, 160, 144, 181]. These efforts are closely re-
lated to our efforts to the second direction of approaching the remote control problem.
Some of the most notable work, including Integrated Service (IntServ [144, 186]) and
Differentiated Services (DiffServ [14]), aims to change the best-effort service model
to a QoS aware infrastructure. However, IntServ and DiffServ are not deployed over

major networks due to a variety of reasons. Many research efforts aim to improve QoS



levels for multimedia applications over the current best effort Internet {79, 164]. How-
ever these transmission mechanisms do not solve issues in supermedia transmission

due to the following reasons:

1. A remote sensing and control system involves several kinds of media types, such
as video, audio, control commands, haptic information, and code uploads. Dif-
ferent types of supermedia stream have different QoS requirements. Video and
audio streams may be unreliable but need to have an adaptive real time trans-
mission service. Control commands and haptic information need a timely and
reliable transmission service. Code uploads need reliable transmission service

but are not very time sensitive.

2. Supermedia streams have dynamic QoS requirements associated with the task
execution process. The priority of a supermedia stream will change dynami-
cally when the remote sensing and control system switches from one task to
another. For example, video streams may have higher priorities when the robot
is approaching an object or trying to circumvent obstacles, while haptic feed-
back may become the highest priority when the robot starts to manipulate the

object.

1.3 Approaches and Solutions

In order to provide the required QoS for remote sensing and control systems, we pro-
pose several approaches for different communication segments that can be possibly
involved in such a system. We propose Supermedia TRansport for teleoperations
over Overlay Networks (STRON) to improve the QoS for remote sensing and control
systems based on wired wide area networks. An improved Transport service for Re-
mote Sensing and Control (TRSC) is designed to solve the QoS issues for the class

of applications over wireless MANETSs. These efforts are combined and extended to



provide QoS for remote sensing and control applications in heterogeneous environ-
ments, where both cellular and wireless LAN technologies are present and utilized to
exploit the spatial channel diversities inherent in such a environment. Finally we pro-
pose a novel networking architecture that supports relocating sensor nodes through
hopping mobility. This is of special significance for those remote sensing and control
applications where the auto-organization and continuity of service are important.

The purpose of the proposed Supermedia TRansport for teleoperations over Over-
lay Networks (STRON) approach is to improve the reliability and efficiency of remote
sensing and control systems from the second perspective. STRON aims to provide a
fast transport service to transmit latency sensitive supermedia streams over current
non-QoS capable wide area networks. STRON takes advantage of multiple disjoint
overlay paths and forward error correction encodings to improve the QoS perfor-
mance. The networking routes and encoding redundancy may be adjusted dynami-
cally to meet the QoS requirements of the supermedia streams in face of networking
performance degradation. TCP Friendly Rate Control (TFRC [79]) is used as the
congestion control mechanism for each overlay connection, which ensures that the
supermedia traffic remains friendly to other Internet traffic.

In the improved Transport service for Remote Sensing and Control (TRSC) over
wireless networks, multiple disjoint paths between the sender and receiver are used to
improve reliability and reduce end-to-end latency. Forward error correction encodings
are applied to certain media streams to further increase the resilience over packet
loss. TFRC is used as the transport protocol, which provides a smoother congestion
control and at the same time remains friendly to other TCP traffic. The target
applications of TRSC are remote sensing and control applications based on MANETS.
Wireless networks have peculiarities that wired networks do not have, which include
link performance, node movements, and unstable topology. These wireless specific

characteristics pose significant challenges for a reliable and efficient transport service.



TRSC addresses these problems by introducing a resilient multi-path routing protocol
and forward error correction encodings.

When the communication channel is a heterogeneous system, we provide accept-
able QoS for the application by exploiting the channel. diversities of MANET peers
in a hybrid MANET /Cellular environment. The idea of using multiple communica-
tion channels to achieve diversity and resilience has been exploited in many layers
of the protocol stack. Utilizing multiple cellular channels can potentially improve
the system performance, and of course comes with costs. In spite of the processing
overhead of decomposing and combining traffic of multiple channels, there are two
questions that need to be answered. First, the peer nodes of the MANET are highly
likely to be located in the same cell. Recruiting more nodes to have active data
transactions will inevitably increase the cell load, therefore it is not apparent that
the collective performance of the application will be improved. Second, in order to
deal with momentarily bad conditions in certain channels, it is desirable to have more
peer nodes to exploit the spatial diversity. However, communication among the peers
will cause contentions and collisions, the effect of which will become worse as the
number of active peers increase. We answer the first question by demonstrating that
under prevalent scheduling policies it is possible to achieve better collective perfor-
mance even if the peers are within the same cell. To answer the second question, we
design an adaptive peer management scheme to optimally control the number of peers
based on the performance gains and contention effects. A novel contention indicator
is introduced based on the MAC layer retransmission rates and backoff timers.

Large scale sensor networks call for automatic deployment and maintenance. Mo-
bile sensors are important for facilitating sensor deployment and maintaining coverage
and communication during runtime. Hopping sensors are a class of mobile sensors
with a bionic mobility design that are inspired by creatures, such as grasshoppers.

Hopping may be propelled by a fuel engine, compressed air, or a spring. In order



to move to a different location, a hopping sensor throws itself high and toward the
destination direction. After landing, the sensor is able to reorient itself into the nor-
mal position. Hopping sensors are capable of maintaining mobility in terrain where
wheeled mobility is not possible. Compared with whéeled sensors, the mobility of
hopping sensors are nearly instant, but lack accuracy.

Hopping enabled mobility can be used to facilitate the sensor network deployment
and maintain coverage and connectivity during runtime. In the lifetime of a sensor
network, the sensing task and information flow may not be homogeneous in all areas of
the sensor network. Since both sensing and information forwarding consumes energy,
it often happens that the sensors in a certain area are depleted faster than other
areas. Those areas that have depleted sensors are called sensing holes or sensing
wells. A well planned deployment may allocate redundant sensors in the field, thus
when sensing wells are detected, sensors can be migrated from those regions that have
redundant sensors (referred as suppliers or sources) to sensing wells. We consider the
problem of transporting a certain number of hopping sensors from multiple sources
to a detected sensing well.

To facilitate sensing well detection and the matching of sources to the well, we
organize the sensor network field as a set of clusters. Quorum or broadcast based
approaches can be used to match the supplier and consumer clusters. We model the
hopping inaccuracy using a multivariate normal distribution. The influence of air dis-
turbance is also considered. In the transporting stage we employ cascaded movement
to speed the migration and argue the distance between relay clusters is crucial in
determining the routing path length and the consumption of the mobile capability of
sensors. We propose two schemes to minimize the total number of hops needed to fill
a certain sensing well, while at the same time maintaining the relocation capability
of the whole network. One scheme uses upper and lower relay edge hop limits, while

the other uses a balancing coefficient to construct a new optimization target dynam-



ically. Simulation results indicate that both algorithms are effective in balancing the
requirement of path optimality and maintaining the relocation capability of the net-
work. The dynamic algorithm is also shown to be resilient to topological changes of

the network.

1.4 Structure of the Content

The remainder of this document is structured as follows. The related research work
is given in chapter 2. In chapter 3, the architecture of STRON is elaborated, along
with simulation and experimentation results. Chapter 4 continues to present a QoS
management system based on STRON and experimental results that verify the effec-
tiveness of the QoS management system. Chapter 5 extends the STRON idea into
TRSC: Transport service for Remote Sensing and Control over wireless networks.
Simulation results and theoretical modeling of TRSC are also presented in this chap-
ter. Chapter 6 presents a QoS provision system for remote sensing and control in
heterogeneous environments. Simulation results are presented to verify the proposed
approach. Chapter 7 proposes a scheme to reorganize a mobile sensing network whose
nodes are mobile hopping sensors. A probabilistic model is proposed for hopping sen-
sors and an algorithm is proposed to minimize the number of hops needed when
migrating a certain number of sensors. The algorithm is evaluated through simula-

tions. Finally, a summary and possible future work are outlined in chapter 8.



CHAPTER 2

Related Work

This chapter includes a comprehensive literature survey related with supporting re-
mote sensing and control applications in both wired and wireless environments. We
start by an introduction of previous research on Internet based teleoperation systems
in section 2.1. Section 2.2 reviews the bandwidth and rate control mechanisms de-
signed for traditional multimedia applications. In section 2.3 we study the formal
definitions of QoS and the QoS requirement of teleoperation systems. The related
work of QoS improvement through overlay networks and in MANETS is presented
in section 2.4 and 2.5. Section 2.6 focuses on QoS support in heterogeneous envi-
ronments and section 2.7 provides previous research concerning nodes relocation in

self-organizing sensor networks.

2.1 Internet Based Teleoperation Systems

Internet based robot systems can be classified into three categories [56]: telepro-
grammed, telesimulated, and real-time teleoperated. Teleprogrammed Internet based
robots are the ones that require the operator to upload a plan or a set of commands for
it to execute. This uploaded program is executed by the robot either autonomously
or semi-autonomously. Telesimulated Internet based robots are systems that feed for-

ward commands in real-time but the feedback is simulated. The simulated feedback



can be corrected by actual feedback. Real-time teleoperated Internet-based robotic
systems feed forward commands in real-time and feedback real-time sensory informa-
tion. The feedback comes in several forms the most typical of which are video and
force. Elhajj, et al [54] introduced force reflection as a haptic feedback for teleoper-
ated robots. In some actual implementations, the reflected force is not the physical
reflected force the robot received, but a function of the distance of the robot to the
object, or other parameters. We focus our research on the real-time teleoperated
robots systems.

Teleoperation systems allow people to control automatic systems operating in
a remote site where it is inaccessible by the operators. For decades teleoperation
systems are used in industries to perform hazardous, repetitive operations or any other
tasks which machines can perform better or more economically than human beings.
All these teleoperation systems use dedicated communication channels between the
operator and the robot, which introduces higher costs and less flexibility. However,
the growth of the Internet opens a new stage for teleoperation systems. Through
the Internet, teleoperation systems can be deployed into the everyday life of common
people in an economical and flexible way. The Internet not only enables the operator
to control the robot in a remote site, but also transfers video, audio and haptic
feedback information back to the operator. The operator can watch, hear, touch
and feel the environment the robot is working in through the Internet. The video,
audio and haptic feedback extends people’s sensing ability from the approachable
physical vicinity to the far reaching ends of the Internet. Through an Internet based
teleoperation system, physicians can touch and feel patients to make examinations,
buyers can touch and manipulate products displayed in an online store, and visitors
can touch and feel the exhibits in a museum.

Figure 2.1 shows the structure of a teleoperation system. The operator manipu-

lates a control device such as control shaft or joy stick to generate control commands
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Figure 2.1. An Internet Based Teleoperation System

according to the feedback information. The operator can also send control commands
in the form of text messages, voice command (useful, for example, when the operator
is operating the robot through a mobile phone which does not have voice recognition
capability), and video command (for example, gestures). The feedback information
includes video, audio and haptic information. The robot is equipped with mechani-
cal hands and other devices to perform operations, and also cameras, recorders and
sensors to collect feedback information for the operator. At the robot side, control
commands are fed into the robot to commit certain manipulations. A set of sen-
sors (including cameras, microphones, etc.) gather information of the robot and its
surrounding environment. The feedback information is sent back to the operator
through the Internet. The operator and the robot form the global control loop of a
teleoperation system. The Internet is serving as a communication channel within this
control loop.

We call all the information flowing in a real-time teleoperation system superme-
dia [67]. Supermedia includes video, audio, haptic, temperature, control commands
and other media. Supermedia differs from traditional multimedia in that a larger
variety of media are involved, all of which are to be transmitted through a shared
path in the Internet and each of them has a different quality of service requirement.

One of the major challenges of Internet based teleoperation is to make the unpre-
dictability caused by the Internet to be transparent to the control loop of the system.

Among all the uncertainties, time delay is one of the biggest obstacles to build a sta-
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ble teleoperation control system. The performance difficulty caused by the Internet
based teleoperation system is a result of using time as a reference for different system
entities. The event based control model [56] has been proposed to combat the insta-
bility arising out of the random time delay in the confrol loop. In the event-based
control approach, a non-time based reference is used. An event reference, which is
a monotonically increasing parameter, is used to synchronize the operator and the
robot. Using the event based control model, the system stability can be ensured.
However, the effective performance of highly dexterous tasks using the teleoper-
ation system mainly depends on the quality of transfer of the supermedia streams
involved in the system. A dynamic QoS based resource allocation scheme has been
presented in [67] to address the problem from the application perspective. Fung, et al.
introduced a Task Dexterity Index (TDI [67]) of the robotic task associated with each
supermedia stream. A Task Dexterity Index (TDI) is generated for each data stream
to describe the bandwidth requirement of the robotic task. With the help of TDI,
bandwidth for all data streams involved in the teleoperation system is dynamically

allocated during task execution.

2.2 Bandwidth and Congestion Control Mechanisms

Bandwidth is an important quality of service (QoS) factor in media stream trans-
mission, including the media streams involved in a remote sensing and control sys-
tem. Although TCP provides a reliable connection oriented transport service, it is
not suitable to transmit in-time media streams. We must provide a new bandwidth
and congestion control mechanism for the in-time media transmission. This chap-
ter gives a brief review of the bandwidth and congestion control mechanisms found
in traditional multimedia transmission solutions. We discuss other QoS factors in
the following chapter. The bandwidth and congestion control function can be imple-

mented in both network and transport layer. This chapter focuses on the transport
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layer based end-to-end control mechanisms since the current Internet supports the
best-effort service model.

As shown in the research of Jain, et al [90], there are two main types of conges-
tion control mechanisms: resource creation schemes th#t require the increase of the
capacity of the resource, and demand reduction schemes, which reduce the demand
on the resource. Bandwidth and congestion control can be implemented in both the
network layer and transport layer. The network layer examples include the ICMP
Source Quench [139], Explicit Congestion Notification (ECN, [145]), and Random
Early Detection [63]. Transport layer based congestion control is more flexible in the
case of end-to-end congestion control. Since the capacity of current network links is
mostly static, the plausible mechanism would be the demand reduction mechanism.

According to the methods used to shape traffic, congestion control mechanisms
can be categorized into rate based, window based and credit based mechanisms.
TCP is a typical window and credit based congestion control protocol and TFRC
(TCP Friendly Rate Control [79]) is a typical rate-based congestion control protocol.
Congestion control protocols can also be categorized into sender based, receiver based
and transcoder based mechanisms. Most mechanisms are sender based, such as TCP
and TFRC. Receiver based congestion control mechanisms can be used in a multicast
environment to alleviate the burden of the sending server, such as the rate control
algorithm done by Smith, et al [163]. Transcoder based mechanisms take advantage
of the multimedia codecs to adjust the encoding rate in accordance with the network
condition.

In best effort networks, link capacity is often fixed, which means network con-
gestion becomes the major reason of network rate changes. In this situation, the bit
rate of the traffic transmitted in a certain path may give us enough information to
know the congestion situation and take measures to alleviate the congestion. The

routers or receiver can send back rate information, or any information related with
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rate measurement to the receiver. The transport entity of the receiver can adjust
the packet injection rate based on the transmission rate received or calculated. By
allocating an appropriate rate to each flow, the sender can keep the connection at the

highest throughput while at the same time being able to avoid congestions.

2.2.1 ATM ABR Rate Control

One of the earliest rate based congestion control mechanisms appears in ATM (Asyn-
chronous Transfer Mode [9]). ATM provides a connection oriented cell switched
network service. Cells are fixed size (53 bytes) and virtual circuits are established for
each network connection. There are several service classes that ATM can provide:
Constant Bit Rate (CBR), Variable Bit Rate (VBR), Available Bit Rate (ABR) and
Unspecified Bit Rate (UBR). Among the four classes, Available Bit Rate allows the
users to specify a minimum cell rate and a maximum cell rate when the connection
is to be established. During the transmission stage, the source transmits at a certain
rate between the minimum and maximum rates. When congestion occurs, the source
need to reduce the transmission rate to alleviate the congestion. Several rate-based
congestion control mechanisms were proposed to control source rate for the ABR ser-
vice in ATM [173], including Forward Explicit Congestion Notification (FECN [125]),
Backward Explicit Congestion Notification (BECN [125]), Proportional Rate Control
Algorithm (PRCA [80]), and Enhanced PRCA (EPRCA [152]). Although ATM has
many different features compared with the Internet, some aspects of the congestion
control are in common. The Explicit Congestion Control [145] of the Internet shares

similar characteristics of ATM congestion control mechanisms.

2.2.2 Rate Adaptation Protocol

RAP (Rate Adaptation Protocol [149]) is a sender and rate based congestion control

protocol. It is similar to TCP in that it is also an additive increase multiplicative de-

14



crease algorithm. This means when no loss happens the transmission rate is increased
linearly. If congestion occurs, the transmission rate is decreased multiplicatively. In
RAP, the transmission rate is controlled by inter-packet gap (IPG). The transmission

rate S; is thus defined by
_ PacketSize
o 1P Gi )

During the additive stage, I PG is adjusted by

S;

IPG,L' x C

IPGi+1 - IPG;+C

(2.1)

where C is a time constant. The result of Equation 2.1 is that the sending rate S is

adjusted in the form of

PacketSize
During multiplicative stage, S; is updated by

and [ is set to 0.5 in the algorithm. Simulation shows RAP achieves the unreliable

and TCP friendly transmission purpose.

2.2.3 General Additive Increase and Multiplicative Decrease

GAIMD (General Additive Increase and Multiplicative Decrease [195]) generalized
TCPs window based congestion control mechanism. Instead of the increase-by-one
and decrease-by-half strategy used in TCP, the sender increases its window size W
by a/W (a > 0) for each new ACK received when there is no congestion and reduces
the window size to 8 x W(0 < 8 < 1) when congestion is detected. The parameters o
and 3 are adjusted such that the flow is not as jittered as TCP but still remains TCP
friendly. The ideal values for o and 3 are a = 0.31,3 = 7/8 when the GAIMD flow
competes with TCP Reno flows and TCP SACK flows in both drop-tail and RED

conditions.
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2.2.4 Streaming Control Protocol

SCP (Streaming Control Protocol [24]) is also a modified window based congestion
control protocol based on TCP. During slow-start stage and the time when congestion
happens, SCP uses the mechanism as in TCP. However during the steady stage, the
window size adjustment is customized based on the following equation in order to

insure a smoother rate adjustment compared with TCP:
Wss =1 x Tyt + W (2.4)

where Wgs is the congestion window, r is the path capacity estimated during slow
start stage and is updated periodically, Tj.4; is the round trip time and W is an

increment constant.

2.2.5 TCP Emulation at Receivers

TEAR (TCP Emulation at Receivers [150]) is a rate-based congestion control protocol
in which the rate calculation is done at the receiver. The receiver gathers a bunch of
congestion signals and calculates an appropriate receiving rate. This rate is fed back
to the receiver and the receiver adjusts the sending rate based on this rate. Here is
how the receiver calculates the receiving rate. The receiver uses a method similar
to TCP to estimate the round trip time RTT and record the current congestion
window CWnd. For a certain period of time (called epoch), a new receiving rate is
calculated using r = %‘! The epoch is defined as a period begins either when the
transmission begins or congestions are detected and ends when a new epoch begins.

The rate returned to the sender is the weighted average rate of the last k epochs.

2.2.6 TCP Friendly Rate Control

TFRC (TCP Friendly Rate Control [79, 65, 64, 132]) is an equation based congestion

control mechanism and also one of the control mechanisms of DCCP (Datagram Con-
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gestion Control Protocol {100, 101]). DCCP provides congestion controlled flow of
unreliable datagram and allows the application to choose different congestion mech-
anisms. The selection is done by using Congestion Control IDs (CCIDs). Presently
two CCIDs are defined. CCID 2, which is TCP-like Cohgestion Control and provides
an additive increase multiplicative decrease congestion control method with behavior
modeled directly on TCP, including congestion window, slow start, timeouts and so
on. CCID 3 denotes TFRC.

The TCP throughput equation used in TFRC is based on the TCP Reno equation
from [132]:

s
X = (2.5)
2 3
R\/BR + tpro 3/ 2R)p(1 + 32p2)
where
e X is the transmit rate in bytes/second.
e s is the packet size in bytes.

e R is the round trip time in seconds.

e pis the loss event rate, which is between 0 and 1.0, of the number of loss events

as a fraction of the number of packets transmitted.

¢ tpTo is the TCP retransmission timeout value in seconds, which is set to 4R

in practice.
e b is the number of packets acknowledged by a single TCP acknowledgement.

Among these parameters, s, R, t () and b are measured or calculated by the sender.

p is measured by the receiver and sent back to the sender in the feedback packets.

The research of Floyd, et al [64, 79] explains the measurement method in detail.
After a connection is set up between the sender and the receiver, the sender

sends a stream of packets to the receiver at a controlled rate. When a feedback
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packet is received from the receiver, the sender changes its sending rate, based on
the information contained in the feedback report. If the sender does not receive a
feedback report for two round trip times, it cuts its sending rate in half. This is
achieved by means of a timer called the no-feedback tiiner. To initialize the sender,
the value of X is set to 1 packet/second and the no-feedback timer is set to expire
after 2 seconds. The initial values for R and ¢ o) are undefined until they are set
when the feedback is received.

The receiver periodically sends feedback messages to the sender. Feedback packets
are normally sent at least once per RT'T. Or if the sender send less than one packet
per RTT a feedback packet should be send for every data packet received. A feedback
packet should also be sent whenever a new loss event is detected without waiting for
the end of an RTT, and whenever an out-of-order data packet is received that removes
a loss event from the history. Simulations [64] shows that TFRC has a smoother
throughput variance compared with TCP and is remarkably fair when competing

with TCP traffic.

2.2.7 Stream Control Transmission Protocol

Stream Control Transmission Protocol (SCTP) is defined in RFC2960 [165]. The
initial motivation of SCTP is to provide a transport protocol to support Common
Channel Signaling System No. 7 (SS7) on IP networks. Later SCTP turns out to be

supporting high throughput network and multimedia transmission too. The major

differences between SCTP and TCP include:

e SCTP supports multiple logical streams in an association (an association is the

binding of several source destination pairs).
e SCTP is message oriented other than stream oriented compared with TCP.

e SCTP is designed for reliable data transfer but also include unreliable choices.
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e SCTP provides mechanisms against denial of service attacks.

SCTP uses the slow start and credit window mechanisms to achieve congestion
control. These are similar to TCP with little modification. Simulation shows SCTP
emphasizes too much on TCP friendliness that it is too friendly in the face of con-

gestions [23, 19]. Several works are dedicated to modify the congestion control mech-

anisms of SCTP [85].

2.2.8 Multicasting Rate Control

Multicasting multimedia applications need to deal with the heterogeneity of the Inter-
net. Different multicast receivers have different computing and bandwidth capacity,
thus the multicast application needs to differentiate these capacities and achieve the
overall efficiency of the whole system. Since IP multicast is not aware of the capabil-
ities of each receiver, the rate control should be addressed separately in the multicast
system. Several approaches have been proposed to deal with the heterogeneity of
the multicast system. In the simulcast approach [35], the receivers are divided into
several groups according to their available bandwidth and the multimedia stream is
transmitted according to the available bandwidth of each group. Video gateways [51]
can also be introduced into the network. A video gateway resides in the network and
transcodes the multimedia stream according to the available bandwidth.

Most multicast rate control mechanisms belong to either sender based approaches
or receiver based approaches. In the sender based approaches [164, 20], the sender
multicasts a single multimedia stream and adjusts the transmission rate based on
the feedback from the receivers. In the receiver based approaches [35, 116, 179),
the single multimedia stream is split into multiple segments which are transmitted
across several multicast channels and the receiver decides to add or drop the multicast
channels to achieve the best performance. The Layered Multicast Control Protocol

(LMCP [164]) combines the sender and receiver based approaches. The receivers in
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LMCP not only add or drop multicast channels according to their available band-
width, but also dynamically approximate their available bandwidth and provide this
information as feedback to the sender. The sender determines the optimal trans-
mission rate according to the receiver feedback to optimize the performance of the
multicast system.

Multicast with Cache (Mcache [146]) is a multicast mechanism proposed for video-
on-demand applications. In this approach, regional cache servers are used to cache
video clips which is sent to the receiver before the multicast of the sender begins. Some
research has also been done on video multicast in large local area networks [159], where
the variations of the CPU power other than the available bandwidth of the receivers

are the constrains of the multicasting system.

2.3 QoS in Wired Networks and QoS Requirement of Inter-

net Based Teleoperation Systems

2.3.1 What is QoS

The major motives of using the Internet as the transmission media for teleoperation
systems is the low cost and ease of access. However, the intrinsic nature of the
Internet imposes major challenges of transmitting supermedia streams between end
teleoperation systems. The best effort service model of the Internet can work fairly
well with non-real time information transmission, but the random time delay and
packet loss becomes major problems in the real time based teleoperation systems.
Quality of Service (QoS) is a widely used term in the communication community
to refer to a set of parameters that define the level of service provided by the commu-
nication channels. However, this is not a formal definition for QoS. The International
Telecommunication Union (ITU) standard X.902 [86] refers to QoS as “A set of qual-

ity requirements on the collective behavior of one or more objects.” The research of
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Vogel, et al [181] provides a general survey of QoS issues for communication protocols,
operating systems, multimedia databases, file servers and those issues concerned with

human users. In this paper, QoS is defined as

“the set of those technical and other parameters of a distributed multi-
media system, which influence the presentation of multimedia data to the

user, and in general the user’s general satisfaction with the application.”

Based on the research of Vogel, et al [181], QoS parameters can be classified into

the following types:

e Performance oriented QoS parameters, including end to end delay, throughput

of the communication channel, delay variance and throughput variance.

e Format oriented QoS parameters, including media format such as MPEG, res-

olution, frame rate, and also audio encoding format such as bit rate.

e Synchronization oriented QoS parameters, including coordination between dif-
ferent supermedia streams. For example, the synchronization between the be-
ginning audio and video streams, the synchronization between the haptic feed-

back and the video, audio feedback.

2.3.2 QoS Provision in Traditional Internet

Network based QoS requires support from the network layer for the application oper-
ation. For current Internet, network support QoS is provided by the routing facilities.
Several standards are proposed to support QoS in network layer, such as Integrated
Service (IntServ [160]) and Differentiated Services (DiffServ [14]).

Integrated service introduces the definition of flow: a flow is a stream of packets
with common source address, destination address and port number. IntServ requires

routers to maintain state information for each flow and the routers determine the
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resources for each flow based on the resource availability. Traffic is classified into
best-effort, controlled load and guaranteed service. RSVP (Resource Reservation
Protocol [144]) is used to setup the integrated service. IntServ does not scale well
since it requires the core Internet routers to maintain st-ates for every individual flow.

Differentiated Services [14] are introduced to address the problems of IntServ.
Instead of maintaining the states of each individual flow on all the routers, flows are
aggregated into big flows that are classified on the routers. Each packet is marked
as belonging to a certain kind of service and routers on the path examine the packet
header to decide the service allocated to the packet based on its mark. Network
based QoS requires the modification of the Internet forwarding architecture. Due to
practical issues, most part of present Internet are not deployed with QoS enabled
routers.

End system based QoS [119, 2, 206, 82] deals with the per-flow QoS management.
For end systems that have access to QoS enabled network services, the end system
should be able to interact with the network service provider to negotiate the QoS
parameters. Abdelzaher, et al [2] proposed a communication subsystem architecture
that satisfies the requirement of an end host in a QoS enabled network. Mehra, et
al [119] presents a receiver based control system for allocating bandwidth among TCP
flows according to user preference without changing the network infrastructure and
the TCP stack at the sender side. In the supermedia transmission system, each su-
permedia stream corresponds to a traffic flow among the end systems. These streams
have different QoS requirements on bandwidth, latency and jitter. End host based

QoS can be used to manage the resource consumption of different supermedia streams.

2.3.3 QoS Requirement of Internet Based Teleoperation Systems

For the teleoperation systems, the relevant QoS parameters include latency, jitter,

available bandwidth and packet loss rate. Latency is the time delay experienced by the
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data packets during transmission. The latency includes processing and transmission
delay at the end system, queuing, processing and transmission delay at routers and
switches, and propagation delay over the links. The queue delay is the time the data
packet spent in the buffers of routers. If the path in the network experiences heavy
load, the queue delay becomes longer. Thus the latency is influenced by the load of
the underlying network. The unexpected delay in the network may impose challenges
on the stability and synchronization of the teleoperation systems. An event-based
controller design is introduced to alleviate the time delay problem in the Internet.
The event-based control for teleoperation with haptic feedback is first introduced by
Xi [190], and further studied in [191, 58].

Jitter is the variation of the transmission latency. Due to the variation of the
queuing delay along the transmission path, the transmission latency experiences a
random delay as the data reaches the end systems. Jitter not only causes challenges
for the control mechanisms of teleoperation systems, but also influences the play back
of feedback information. In order to remove the effects of jitter on<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>