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ABSTRACT

SUPPORTING REMOTE SENSING AND CONTROL

OVER IP NETWORKS

By

Zhiwei Cen

In IP network based remote sensing and control systems, the operator controls a

slave manipulator with sensing capabilities located at a remote site. Control com-

mands and sensory feedback are transmitted through computer networks. The Control

and sensing data involved in such systems differentiate themselves from other media

types in that they require both reliable and smooth delivery. Reliable delivery re-

quires that the transport service have TCP style semantics. By being smooth, the

transport service should be able to deliver the control and sensing data with both

the average latency and the standard deviation of the latency bounded and reduced.

Traditional transport services have great difficulty meeting the latency requirements

of delivering sensing and control data over the communication networks.

Remote sensing and control systems could be deployed in distant geographical

locations, or places where network infrastructures are not available. In the former

case, the Internet is an ideal communication channel due to its availability. In in-

frastructureless environments, Mobile Ad-hoc Networks (MANETs) can be a good

choice. However, the transport protocols in both the Internet and MANETS have

difficulty meeting the needs of this type of applications. We proposed a Supermedia

TRansport over Overlay Networks (STRON) framework to improve the QoS of tele-

operation systems over wide area networks. A QoS management frame work is also

proposed to support STRON based teleoperation systems. A Transport service for

Remote Sensing and Control (TRSC) over Wireless Networks is designed for MANET

based applications. The proposed approaches were verified using experiments, net-



work simulators and theoretical models.

The popularity of third-generation wireless communication, handheld devices and

local area wireless technologies makes pervasive computing environment a good in-

cubator for remote sensing and control applications. Supporting remote sensing and

control applications in pervasive computing environments poses new challenges to the

transport protocols. In this part of the research we proposed a collaborative approach

to support remote sensing and control in heterogeneous environments. We explore

the spatial diversity provided by dual-mode terminals that are equipped with both

WLAN and cellular interfaces. Multiple terminals serve as proxies to provide bet-

ter QoS for the targeted application. We built a dynamic mechanism to determine

the appropriate number of proxies to use. The mechanism utilizes the MAC layer

retransmission rate as an indicator of the contention level in the MANET.

We also examine the organization structures of the networks that support remote

sensing applications. In order to adapt to the changing environments and provide

resilient QoS, it is often desirable that the sensor network reorganize itself. We

explore the opportunities and challenges of deploying low cost hopping sensors and

utilizing their mobility to ensure coverage and maintain energy efficiency within a

sensing field. Hopping sensors are able to maintain mobility in harsh terrain but may

lack the movement accuracy of those sensors that are powered by wheels. We focus

on the problem of transporting a number of hopping sensors from multiple sources to

a destination. Probabilistic methods are used to contain the movement inaccuracies

along the hopping course. We also consider the impact of wind under an aerodynamic

setting. Two transport schemes are designed to minimize the number of hops needed

while considering other constraints, such as sustaining the capability of relocating

sensors within the whole network. The performance of the two schemes are evaluated

and compared through simulations.
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CHAPTER 1

Introduction

1. 1 Motivation

The development of the Internet sees its impact on many fields. The mingling of

the Internet with these fields is changing the way industries operate and people live

their lives. The Internet connects not only traditional computers, but also mobile

phones, personal digital assistants, as well as sensors of various sizes and capabilities,

and robots that can perform different manipulations. The data transferred over the

Internet are not only text, image, audio and video, but also sensing feedback and con-

trol commands. In remote sensing and control applications, automatic manipulating

and sensing devices are deployed at a remote site. The user or operator control the

systems or accept feedback through network connections.

A typical application that uses remote sensing and control is a bilateral teleoper—

ation system [178, 133, 45, 67, 53, 56, 54, 55, 57, 58, 191, 16, 128, 190]. In such a

system, a human operator controls a mobile manipulator (robot) to perform certain

tasks and receives force and other feedback from the remote environment. In areas

of tele—medicine, a physician can feel the patient at a remote location for abnormal-

ities, or in tele-commerce, a customer can touch and manipulate an item before its

purchase. In the scope of the military, the ability of a soldier to control the fighting

devices remotely and sense the remote environment is one of the important objectives



of Future Combat Systems (FCS). In other areas, such as intelligent surveillance or

navigation, hazardous materials handling, remote control and sensing through wire-

less network is also a critical component of the system. Another example of remote

sensing and control systems is Mobile Surveillance Networks (MSNs) [72, 73]. In a

mobile surveillance network, mobile computer nodes equipped with multiple func-

tional sensors may recognize, characterize and track certain objects. Information of

the target objects in the form of image, binary data and even audio and video need

to be exchanged. The mobile nodes also need to coordinate the tracking movements

in order for the target to be covered by at least one of the nodes. The information

exchange is also time sensitive depending on the movement features of the target.

1.2 Challenges and Difficulties

The biggest challenge of Internet based remote sensing and control system is making

the unpredictability caused by the Internet to be transparent to upper layer of the

system. Random time delay, packet loss, network buffering effects and disconnects

in the Internet’s best-effort service model present major difficulties. Among all the

uncertainties, time delay is one of the biggest obstacles to build a stable remote

control system. High latency may cause the robot to stall in the middle of a task

or the operator to lose control of the remote robot. The uncertain variations of

the network latency makes the control system unstable, which in turn affects of the

performance of the remote sensing and control application. This problem may be

approached through two directions:

1. Try to modify the control mechanism of the system to accommodate the un-

predictable nature of the Internet. The traditional control system assumes a

dedicated and reliable communication channel between the operator and the

robot. In order for the system to work over the Internet, some of its assump-



tions must be changed.

2. Try to improve the quality of service of the communication channel to make it

close to the dedicated communication channels used by the traditional system.

One of the possible ways to help build a stable control system is to reduce the

end-to—end latency of the communication channels.

Event based remote control systems [67, 57, 58, 191] were presented to address the

problem from the first direction. The performance difficulty caused by the Internet

based remote control system is a result of using time as a reference for different system

entities. In the event-based control approach, a non-time based reference is used. An

event reference is a monotonically increasing parameter to synchronize the operator

and the robot. Through the event reference, low level sensing and control modules

are integrated with high level task scheduling and action planning. The system is able

to cope with the uncertainties caused by the Internet and provide event transparency

to the system user. Fung, et al. introduced a Task Dexterity Index (TDI [67]) of

the robotic task associated with each supermedia stream. The dexterity of a task

represents the complexity of the controlled movement that the robot makes and the

degree of attention the operator should give to tasks of the robot. A Task Dexterity

Index (TDI) is generated for each data stream using a fuzzy logic system to describe

the bandwidth requirement of the robotic task. Later, this TDI may be used in the

bandwidth allocation algorithm to rank the data streams that need to be transmitted.

Extensive research efforts have been dedicated to provide QoS aware transport

service over the Internet [169, 49, 14, 2, 160, 144, 181]. These efforts are closely re-

lated to our efforts to the second direction of approaching the remote control problem.

Some of the most notable work, including Integrated Service (IntServ [144, 186]) and

Differentiated Services (DiffServ [14]), aims to change the best-effort service model

to a QoS aware infrastructure. However, IntServ and DiffServ are not deployed over

major networks due to a variety of reasons. Many research efforts aim to improve QoS



levels for multimedia applications over the current best effort Internet [79, 164]. How-

ever these transmission mechanisms do not solve issues in supermedia transmission

due to the following reasons:

1. A remote sensing and control system involves several kinds of media types, such

as video, audio, control commands, haptic information, and code uploads. Dif-

ferent types of supermedia stream have different QoS requirements. Video and

audio streams may be unreliable but need to have an adaptive real time trans-

mission service. Control commands and haptic information need a timely and

reliable transmission service. Code uploads need reliable transmission service

but are not very time sensitive.

2. Supermedia streams have dynamic QoS requirements associated with the task

execution process. The priority of a supermedia stream will change dynami-

cally when the remote sensing and control system switches from one task to

another. For example, video streams may have higher priorities when the robot

is approaching an object or trying to circumvent obstacles, while haptic feed-

back may become the highest priority when the robot starts to manipulate the

object.

1.3 Approaches and Solutions

In order to provide the required (208 for remote sensing and control systems, we pro—

pose several approaches for different communication segments that can be possibly

involved in such a system. We propose Supermedia TRansport for teleoperations

over Overlay Networks (STRON) to improve the QoS for remote sensing and control

systems based on wired wide area networks. An improved Transport service for Re-

mote Sensing and Control (TRSC) is designed to solve the QoS issues for the class

of applications over wireless MANETS. These efforts are combined and extended to



provide (208 for remote sensing and control applications in heterogeneous environ-

ments, where both cellular and wireless LAN technologies are present and utilized to

exploit the spatial channel diversities inherent in such a environment. Finally we pro-

pose a novel networking architecture that supports relocating sensor nodes through

hopping mobility. This is of special significance for those remote sensing and control

applications where the auto-organization and continuity of service are important.

The purpose of the proposed Supermedia TRansport for teleoperations over Over-

lay Networks (STRON) approach is to improve the reliability and efficiency of remote

sensing and control systems from the second perspective. STRON aims to provide a

fast transport service to transmit latency sensitive supermedia streams over current

non-QoS capable wide area networks. STRON takes advantage of multiple disjoint

overlay paths and forward error correction encodings to improve the QoS perfor-

mance. The networking routes and encoding redundancy may be adjusted dynami-

cally to meet the QoS requirements of the supermedia streams in face of networking

performance degradation. TCP Friendly Rate Control (TFRC [79]) is used as the

congestion control mechanism for each overlay connection, which ensures that the

supermedia traffic remains friendly to other Internet traffic.

In the improved Transport service for Remote Sensing and Control (TRSC) over

wireless networks, multiple disjoint paths between the sender and receiver are used to

improve reliability and reduce end-to—end latency. Forward error correction encodings

are applied to certain media streams to further increase the resilience over packet

loss. TFRC is used as the transport protocol, which provides a smoother congestion

control and at the same time remains friendly to other TCP traffic. The target

applications of TRSC are remote sensing and control applications based on MANETs.

Wireless networks have peculiarities that wired networks do not have, which include

link performance, node movements, and unstable topology. These wireless specific

characteristics pose significant challenges for a reliable and efficient transport service.



TRSC addresses these problems by introducing a resilient multi-path routing protocol

and forward error correction encodings.

When the communication channel is a heterogeneous system, we provide accept—

able QoS for the application by exploiting the channel. diversities of MANET peers

in a hybrid MANET/Cellular environment. The idea of using multiple communica-

tion channels to achieve diversity and resilience has been exploited in many layers

of the protocol stack. Utilizing multiple cellular channels can potentially improve

the system performance, and of course comes with costs. In spite of the processing

overhead of decomposing and combining traffic of multiple channels, there are two

questions that need to be answered. First, the peer nodes of the MANET are highly

likely to be located in the same cell. Recruiting more nodes to have active data

transactions will inevitably increase the cell load, therefore it is not apparent that

the collective performance of the application will be improved. Second, in order to

deal with momentarily bad conditions in certain channels, it is desirable to have more

peer nodes to exploit the spatial diversity. However, communication among the peers

will cause contentions and collisions, the effect of which will becOme worse as the

number of active peers increase. We answer the first question by demonstrating that

under prevalent scheduling policies it is possible to achieve better collective perfor-

mance even if the peers are within the same cell. To answer the second question, we

design an adaptive peer management scheme to optimally control the number of peers

based on the performance gains and contention effects. A novel contention indicator

is introduced based on the MAC layer retransmission rates and backoff timers.

Large scale sensor networks call for automatic deployment and maintenance. Mo-

bile sensors are important for facilitating sensor deployment and maintaining coverage

and communication during runtime. Hopping sensors are a class of mobile sensors

with a bionic mobility design that are inspired by creatures, such as grasshoppers.

Hopping may be propelled by a fuel engine, compressed air, or a spring. In order



to move to a different location, a hopping sensor throws itself high and toward the

destination direction. After landing, the sensor is able to reorient itself into the nor-

mal position. Hopping sensors are capable of maintaining mobility in terrain where

wheeled mobility is not possible. Compared with wheeled sensors, the mobility of

hopping sensors are nearly instant, but lack accuracy.

Hopping enabled mobility can be used to facilitate the sensor network deployment

and maintain coverage and connectivity during runtime. In the lifetime of a sensor

network, the sensing task and information flow may not be homogeneous in all areas of

the sensor network. Since both sensing and information forwarding consumes energy,

it often happens that the sensors in a certain area are depleted faster than other

areas. Those areas that have depleted sensors are called sensing holes or sensing

wells. A well planned deployment may allocate redundant sensors in the field, thus

when sensing wells are detected, sensors can be migrated from those regions that have

redundant sensors (referred as suppliers or sources) to sensing wells. We consider the

problem of transporting a certain number of hopping sensors from multiple sources

to a detected sensing well.

To facilitate sensing well detection and the matching of sources to the well, we

organize the sensor network field as a set of clusters. Quorum or broadcast based

approaches can be used to match the supplier and consumer clusters. We model the

hopping inaccuracy using a multivariate normal distribution. The influence of air dis-

turbance is also considered. In the transporting stage we employ cascaded movement

to speed the migration and argue the distance between relay clusters is crucial in

determining the routing path length and the consumption of the mobile capability of

sensors. We propose two schemes to minimize the total number of hops needed to fill

a certain sensing well, while at the same time maintaining the relocation capability

of the whole network. One scheme uses upper and lower relay edge hop limits, while

the other uses a balancing coefficient to construct a new optimization target dynam-



ically. Simulation results indicate that both algorithms are effective in balancing the

requirement of path optimality and maintaining the relocation capability of the net-

work. The dynamic algorithm is also shown to be resilient to topological changes of

the network.

1.4 Structure of the Content

The remainder of this document is structured as follows. The related research work

is given in chapter 2. In chapter 3, the architecture of STRON is elaborated, along

with simulation and experimentation results. Chapter 4 continues to present a QoS

management system based on STRON and experimental results that verify the effec-

tiveness of the QoS management system. Chapter 5 extends the STRON idea into

TRSC: Transport service for Remote Sensing and Control over wireless networks.

Simulation results and theoretical modeling of TRSC are also presented in this chap-

ter. Chapter 6 presents a (208 provision system for remote sensing and control in

heterogeneous environments. Simulation results are presented to verify the proposed

approach. Chapter 7 proposes a scheme to reorganize a mobile sensing network whose

nodes are mobile hopping sensors. A probabilistic model is proposed for hopping sen-

sors and an algorithm is proposed to minimize the number of hops needed when

migrating a certain number of sensors. The algorithm is evaluated through simula-

tions. Finally, a summary and possible future work are outlined in chapter 8.



CHAPTER 2

Related Work

This chapter includes a comprehensive literature survey related with supporting re-

mote sensing and control applications in both wired and wireless environments. We

start by an introduction of previous research on Internet based teleoperation systems

in section 2.1. Section 2.2 reviews the bandwidth and rate control mechanisms de-

signed for traditional multimedia applications. In section 2.3 we study the formal

definitions of QoS and the QoS requirement of teleoperation systems. The related

work of QoS improvement through overlay networks and in MANETs is presented

in section 2.4 and 2.5. Section 2.6 focuses on (208 support in heterogeneous envi-

ronments and section 2.7 provides previous research concerning nodes relocation in

self-organizing sensor networks.

2.1 Internet Based Teleoperation Systems

Internet based robot systems can be classified into three categories [56]: telepro—

grammed, telesimulated, and real-time teleoperated. Teleprogrammed Internet based

robots are the ones that require the operator to upload a plan or a set of commands for

it to execute. This uploaded program is executed by the robot either autonomously

or semi-autonomously. Telesimulated Internet based robots are systems that feed for-

ward commands in real-time but the feedback is simulated. The simulated feedback



can be corrected by actual feedback. Real-time teleoperated Internet-based robotic

systems feed forward commands in real-time and feedback real-time sensory informa-

tion. The feedback comes in several forms the most typical of which are video and

force. Elhajj, et a1 [54] introduced force reflection as a haptic feedback for teleoper-

ated robots. In some actual implementations, the reflected force is not the physical

reflected force the robot received, but a function of the distance of the robot to the

object, or other parameters. We focus our research on the real-time teleoperated

robots systems.

Teleoperation systems allow people to control automatic systems operating in

a remote site where it is inaccessible by the operators. For decades teleoperation

systems are used in industries to perform hazardous, repetitive operations or any other

tasks which machines can perform better or more economically than human beings.

All these teleoperation systems use dedicated communication channels between the

operator and the robot, which introduces higher costs and less flexibility. However,

the growth of the Internet opens a new stage for teleoperation systems. Through

the Internet, teleoperation systems can be deployed into the everyday life of common

people in an economical and flexible way. The Internet not only enables the operator

to control the robot in a remote site, but also transfers video, audio and haptic

feedback information back to the operator. The operator can watch, hear, touch

and feel the environment the robot is working in through the Internet. The video,

audio and haptic feedback extends people’s sensing ability from the approachable

physical vicinity to the far reaching ends of the Internet. Through an Internet based

teleoperation system, physicians can touch and feel patients to make examinations,

buyers can touch and manipulate products displayed in an online store, and visitors

can touch and feel the exhibits in a museum.

Figure 2.1 shows the structure of a teleoperation system. The operator manipu-

lates a control device such as control shaft or joy stick to generate control commands
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Figure 2.1. An Internet Based Teleoperation System

according to the feedback information. The operator can also send control commands

in the form of text messages, voice command (useful, for example, when the operator

is operating the robot through a mobile phone which does not have voice recognition

capability), and video command (for example, gestures). The feedback information

includes video, audio and haptic information. The robot is equipped with mechani-

cal hands and other devices to perform operations, and also cameras, recorders and

sensors to collect feedback information for the operator. At the robot side, control

commands are fed into the robot to commit certain manipulations. A set of sen-

sors (including cameras, microphones, etc.) gather information of. the robot and its

surrounding environment. The feedback information is sent back to the operator

through the Internet. The operator and the robot form the global control loop of a

teleoperation system. The Internet is serving as a communication channel within this

control loop.

We call all the information flowing in a real-time teleoperation system superme—

dia [67]. Supermedia includes video, audio, haptic, temperature, control commands

and other media. Supermedia differs from traditional multimedia in that a larger

variety of media are involved, all of which are to be transmitted through a shared

path in the Internet and each of them has a different quality of service requirement.

One of the major challenges of Internet based teleoperation is to make the unpre

dictability caused by the Internet to be transparent to the control loop of the system.

Among all the uncertainties, time delay is one of the biggest obstacles to build a sta-
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ble teleoperation control system. The performance difficulty caused by the Internet

based teleoperation system is a result of using time as a reference for different system

entities. The event based control model [56] has been proposed to combat the insta-

bility arising out of the random time delay in the control 100p. In the event-based

control approach, a non-time based reference is used. An event reference, which is

a monotonically increasing parameter, is used to synchronize the operator and the

robot. Using the event based control model, the system stability can be ensured.

However, the effective performance of highly dexterous tasks using the teleoper-

ation system mainly depends on the quality of transfer of the supermedia streams

involved in the system. A dynamic QoS based resource allocation scheme has been

presented in [67] to address the problem from the application perspective. Fung, et al.

introduced a Task Dexterity Index (TDI [67]) of the robotic task associated with each

supermedia stream. A Task Dexterity Index (TDI) is generated for each data stream

to describe the bandwidth requirement of the robotic task. With the help of TDI,

bandwidth for all data streams involved in the teleoperation system is dynamically

allocated during task execution.

2.2 Bandwidth and Congestion Control Mechanisms

Bandwidth is an important quality of service (QoS) factor in media stream trans—

mission, including the media streams involved in a remote sensing and control sys-

tem. Although TCP provides a reliable connection oriented transport service, it is

not suitable to transmit in-time media streams. We must provide a new bandwidth

and congestion control mechanism for the in—time media transmission. This chap—

ter gives a brief review of the bandwidth and congestion control mechanisms found

in traditional multimedia transmission solutions. We discuss other QoS factors in

the following chapter. The bandwidth and congestion control function can be imple-

mented in both network and transport layer. This chapter focuses on the transport
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layer based end—to—end control mechanisms since the current Internet supports the

best-effort service model.

As shown in the research of Jain, et al [90], there are two main types of conges-

tion control mechanisms: resource creation schemes that require the increase of the

capacity of the resource, and demand reduction schemes, which reduce the demand

on the resource. Bandwidth and congestion control can be implemented in both the

network layer and transport layer. The network layer examples include the ICMP

Source Quench [139], Explicit Congestion Notification (ECN, [145]), and Random

Early Detection [63]. Transport layer based congestion control is more flexible in the

case of end-to—end congestion control. Since the capacity of current network links is

mostly static, the plausible mechanism would be the demand reduction mechanism.

According to the methods used to shape traffic, congestion control mechanisms

can be categorized into rate based, window based and credit based mechanisms.

TCP is a typical window and credit based congestion control protocol and TFRC

(TCP Friendly Rate Control [79]) is a typical rate-based congestion control protocol.

Congestion control protocols can also be categorized into sender baSed, receiver based

and transcoder based mechanisms. Most mechanisms are sender based, such as TCP

and TFRC. Receiver based congestion control mechanisms can be used in a multicast

environment to alleviate the burden of the sending server, such as the rate control

algorithm done by Smith, et al [163]. Transcoder based mechanisms take advantage

of the multimedia codecs to adjust the encoding rate in accordance with the network

condition.

In best effort networks, link capacity is often fixed, which means network con—

gestion becomes the major reason of network rate changes. In this situation, the bit

rate of the traffic transmitted in a certain path may give us enough information to

know the congestion situation and take measures to alleviate the congestion. The

routers or receiver can send back rate information, or any information related with
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rate measurement to the receiver. The transport entity of the receiver can adjust

the packet injection rate based on the transmission rate received or calculated. By

allocating an appropriate rate to each flow, the sender can keep the connection at the

highest throughput while at the same time being able to avoid congestions.

2.2.1 ATM ABR Rate Control

One of the earliest rate based congestion control mechanisms appears in ATM (Asyn-

chronous Transfer Mode [9]). ATM provides a connection oriented cell switched

network service. Cells are fixed size (53 b es) and virtual circuits are established for

each network connection. There are several service classes that ATM can provide:

Constant Bit Rate (CBR), Variable Bit Rate (VBR), Available Bit Rate (ABR) and

Unspecified Bit Rate (UBR). Among the four classes, Available Bit Rate allows the

users to specify a minimum cell rate and a maximum cell rate when the connection

is to be established. During the transmission stage, the source transmits at a certain

rate between the minimum and maximum rates. When congestion occurs, the source

need to reduce the transmission rate to alleviate the congestion. Several rate-based

congestion control mechanisms were proposed to control source rate for the ABR ser-

vice in ATM [173], including Forward Explicit Congestion Notification (FECN [125]),

Backward Explicit Congestion Notification (BECN [125]), Proportional Rate Control

Algorithm (PRCA [80]), and Enhanced PRCA (EPRCA [152]). Although ATM has

many different features compared with the Internet, some aspects of the congestion

control are in common. The Explicit Congestion Control [145] of the Internet shares

similar characteristics of ATM congestion control mechanisms.

2.2.2 Rate Adaptation Protocol

RAP (Rate Adaptation Protocol [149]) is a sender and rate based congestion control

protocol. It is similar to TCP in that it is also an additive increase multiplicative de-
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crease algorithm. This means when no loss happens the transmission rate is increased

linearly. If congestion occurs, the transmission rate is decreased multiplicatively. In

RAP, the transmission rate is controlled by inter-packet gap (IPG). The transmission

rate S,- is thus defined by

_ PacketSize

_ IPG, '

During the additive stage, IPG is adjusted by

32'

IP02: X C

’PGHFW
(2.1)

where C is a time constant. The result of Equation 2.1 is that the sending rate S,- is

adjusted in the form of

PacketSize

During multiplicative stage, S,- is updated by

Si+1 = flSi,IPG,-+1 = IPG’i/fi (2.3)

and B is set to 0.5 in the algorithm. Simulation shows RAP achieves the unreliable

and TCP friendly transmission purpose.

2.2.3 General Additive Increase and Multiplicative Decrease

GAIMD (General Additive Increase and Multiplicative Decrease [195]) generalized

TCPs window based congestion control mechanism. Instead of the increase—by-one

and decrease-by-half strategy used in TCP, the sender increases its window size W

by a/W(a > 0) for each new ACK received when there is no congestion and reduces

the window size to 6 x W(0 < 6 < 1) when congestion is detected. The parameters a

and 6 are adjusted such that the flow is not as jittered as TCP but still remains TCP

friendly. The ideal values for a and 6 are a = 0.31, [i = 7/8 when the GAIMD flow

competes with TCP Reno flows and TCP SACK flows in both drop-tail and RED

conditions.
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2.2.4 Streaming Control Protocol

SCP (Streaming Control Protocol [24]) is also a modified window based congestion

control protocol based on TCP. During slow-start stage and the time when congestion

happens, SCP uses the mechanism as in TCP. However during the steady stage, the

window size adjustment is customized based on the following equation in order to

insure a smoother rate adjustment compared with TCP:

W33 = 7‘ X Trtt + WA (2.4)

where W33 is the congestion window, r is the path capacity estimated during slow

start stage and is updated periodically, Trtt is the round trip time and WA is an

increment constant.

2.2.5 TCP Emulation at Receivers

TEAR (TCP Emulation at Receivers [150]) is a rate-based congestion control protocol

in which the rate calculation is done at the receiver. The receiver gathers a bunch of

congestion signals and calculates an appropriate receiving rate. This rate is fed back

to the receiver and the receiver adjusts the sending rate based on this rate. Here is

how the receiver calculates the receiving rate. The receiver uses a method similar

to TCP to estimate the round trip time RTT and record the current congestion

window C'Wnd. For a certain period of time (called epoch), a new receiving rate is

calculated using 7‘ = W. The epoch is defined as a period begins either when the

transmission begins or congestions are detected and ends when a new epoch begins.

The rate returned to the sender is the weighted average rate of the last k epochs.

2.2.6 TCP Friendly Rate Control

TFRC (TCP Friendly Rate Control [79, 65, 64, 132]) is an equation based congestion

control mechanism and also one of the control mechanisms of DCCP (Datagram Con-
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gestion Control Protocol [100, 101]). DCCP provides congestion controlled flow of

unreliable datagram and allows the application to choose different congestion mech-

anisms. The selection is done by using Congestion Control IDs (CCIDs). Presently

two CCIDs are defined. CCID 2, which is TCP-like Congestion Control and provides

an additive increase multiplicative decrease congestion control method with behavior

modeled directly on TCP, including congestion window, slow start, timeouts and so

on. CCID 3 denotes TFRC.

The TCP throughput equation used in TFRC is based on the TCP Reno equation

from [132]:

 (2.5)
X = s

R\/Z§17+ tRT0(3\/§)P(1 + 32p?)

where

o X is the transmit rate in bytes/second.

3 is the packet size in bytes.

R is the round trip time in seconds.

p is the loss event rate, which is between 0 and 1.0, of the number of loss events

as a fraction of the number of packets transmitted.

tRTO is the TCP retransmission timeout value in seconds, which is set to 4R

in practice.

0 b is the number of packets acknowledged by a single TCP acknowledgement.

Among these parameters, 3, R, tRTO and b are measured or calculated by the sender.

p is measured by the receiver and sent back to the sender in the feedback packets.

The research of Floyd, et al [64, 79] explains the measurement method in detail.

After a connection is set up between the sender and the receiver, the sender

sends a stream of packets to the receiver at a controlled rate. When a feedback
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packet is received from the receiver, the sender changes its sending rate, based on

the information contained in the feedback report. If the sender does not receive a

feedback report for two round trip times, it cuts its sending rate in half. This is

achieved by means of a timer called the no-feedback timer. To initialize the sender,

the value of X is set to 1 packet/second and the no—feedback timer is set to expire

after 2 seconds. The initial values for R and tRTO are undefined until they are set

when the feedback is received.

The receiver periodically sends feedback messages to the sender. Feedback packets

are normally sent at least once per RTT. Or if the sender send less than one packet

per RTT a feedback packet should be send for every data packet received. A feedback

packet should also be sent whenever a new loss event is detected without waiting for

the end of an RTT, and whenever an out-of-order data packet is received that removes

a loss event from the history. Simulations [64] shows that TFRC has a smoother

throughput variance compared with TCP and is remarkably fair when competing

with TCP traffic.

2.2.7 Stream Control Transmission Protocol

Stream Control Transmission Protocol (SCTP) is defined in RFC2960 [165]. The

initial motivation of SCTP is to provide a transport protocol to support Common

Channel Signaling System No. 7 (SS7) on IP networks. Later SCTP turns out to be

supporting high throughput network and multimedia transmission too. The major

differences between SCTP and TCP include:

0 SCTP supports multiple logical streams in an association (an association is the

binding of several source destination pairs).

0 SCTP is message oriented other than stream oriented compared with TCP.

o SCTP is designed for reliable data transfer but also include unreliable choices.
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o SCTP provides mechanisms against denial of service attacks.

SCTP uses the slow start and credit window mechanisms to achieve congestion

control. These are similar to TCP with little modification. Simulation shows SCTP

emphasizes too much on TCP friendliness that it is too friendly in the face of con-

gestions [23, 19]. Several works are dedicated to modify the congestion control mech-

anisms of SCTP [85].

2.2.8 Multicasting Rate Control

Multicasting multimedia applications need to deal with the heterogeneity of the Inter-

net. Different multicast receivers have different computing and bandwidth capacity,

thus the multicast application needs to differentiate these capacities and achieve the

overall efficiency of the whole system. Since IP multicast is not aware of the capabil-

ities of each receiver, the rate control should be addressed separately in the multicast

system. Several approaches have been proposed to deal with the heterogeneity of

the multicast system. In the simulcast approach [35], the receivers are divided into

several groups according to their available bandwidth and the multimedia stream is

transmitted according to the available bandwidth of each group. Video gateways [51]

can also be introduced into the network. A video gateway resides in the network and

transcodes the multimedia stream according to the available bandwidth.

Most multicast rate control mechanisms belong to either sender based approaches

or receiver based approaches. In the sender based approaches [164, 20], the sender

multicasts a single multimedia stream and adjusts the transmission rate based on

the feedback from the receivers. In the receiver based approaches [35, 116, 179],

the single multimedia stream is split into multiple segments which are transmitted

across several multicast channels and the receiver decides to add or drop the multicast

channels to achieve the best performance. The Layered Multicast Control Protocol

(LMCP [164]) combines the sender and receiver based approaches. The receivers in
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LMCP not only add or drop multicast channels according to their available band—

width, but also dynamically approximate their available bandwidth and provide this

information as feedback to the sender. The sender determines the optimal trans-

mission rate according to the receiver feedback to optimize the performance of the

multicast system.

Multicast with Cache (Mcache [146]) is a multicast mechanism proposed for video-

on-demand applications. In this approach, regional cache servers are used to cache

video clips which is sent to the receiver before the multicast of the sender begins. Some

research has also been done on video multicast in large local area networks [159], where

the variations of the CPU power other than the available bandwidth of the receivers

are the constrains of the multicasting system.

2.3 (208 in Wired Networks and QoS Requirement of Inter-

net Based Teleoperation Systems

2.3.1 What is (.208

The major motives of using the Internet as the transmission media for teleoperation

systems is the low cost and ease of access. However, the intrinsic nature of the

Internet imposes major challenges of transmitting supermedia streams between end

teleoperation systems. The best effort service model of the Internet can work fairly

well with non-real time information transmission, but the random time delay and

packet loss becomes major problems in the real time based teleoperation systems.

Quality of Service (QoS) is a widely used term in the communication community

to refer to a set of parameters that define the level of service provided by the commu-

nication channels. However, this is not a formal definition for QoS. The International

Telecommunication Union (ITU) standard X902 [86] refers to €208 as “A set of qual-

ity requirements on the collective behavior of one or more objects.” The research of
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Vogel, et al [181] provides a general survey of QoS issues for communication protocols,

operating systems, multimedia databases, file servers and those issues concerned with

human users. In this paper, QoS is defined as

“the set of those technical and other parameters of a distributed multi-

media system, which influence the presentation of multimedia data to the

user, and in general the user’s general satisfaction with the application.”

Based on the research of Vogel, et al [181], QoS parameters can be classified into

the following types:

0 Performance oriented (.208 parameters, including end to end delay, throughput

of the communication channel, delay variance and throughput variance.

0 Format oriented QoS parameters, including media format such as MPEG, res-

olution, frame rate, and also audio encoding format such as bit rate.

0 Synchronization oriented QoS parameters, including coordination between dif-

ferent supermedia streams. For example, the synchronization between the be-

ginning audio and video streams, the synchronization between the haptic feed-

back and the video, audio feedback.

2.3.2 (208 Provision in 'D'aditional Internet

Network based QoS requires support from the network layer for the application Oper-

ation. For current Internet, network support QoS is provided by the routing facilities.

Several standards are proposed to support Q08 in network layer, such as Integrated

Service (IntServ [160]) and Differentiated Services (DiffServ [14]).

Integrated service introduces the definition of flow: a flow is a stream of packets

with common source address, destination address and port number. IntServ requires

routers to maintain state information for each flow and the routers determine the
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resources for each flow based on the resource availability. Traffic is classified into

best-effort, controlled load and guaranteed service. RSVP (Resource Reservation

Protocol [144]) is used to setup the integrated service. IntServ does not scale well

since it requires the core Internet routers to maintain states for every individual flow.

Differentiated Services [14] are introduced to address the problems of IntServ.

Instead of maintaining the states of each individual flow on all the routers, flows are

aggregated into big flows that are classified on the routers. Each packet is marked

as belonging to a certain kind of service and routers on the path examine the packet

header to decide the service allocated to the packet based on its mark. Network

based QoS requires the modification of the Internet forwarding architecture. Due to

practical issues, most part of present Internet are not deployed with QoS enabled

routers.

End system based (.208 [119, 2, 206, 82] deals with the per-flow QoS management.

For end systems that have access to €208 enabled network services, the end system

should be able to interact with the network service provider to negotiate the QoS

parameters. Abdelzaher, et a1 [2] proposed a communication subsystem architecture

that satisfies the requirement of an end host in a QoS enabled network. Mehra, et

al [119] presents a receiver based control system for allocating bandwidth among TCP

flows according to user preference without changing the network infrastructure and

the TCP stack at the sender side. In the supermedia transmission system, each su-

permedia stream corresponds to a traffic flow among the end systems. These streams

have different QoS requirements on bandwidth, latency and jitter. End host based

QoS can be used to manage the resource consumption of different supermedia streams.

2.3.3 (.208 Requirement of Internet Based Teleoperation Systems

For the teleoperation systems, the relevant (.208 parameters include latency, jitter,

available bandwidth and packet loss rate. Latency is the time delay experienced by the
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data packets during transmission. The latency includes processing and transmission

delay at the end system, queuing, processing and transmission delay at routers and

switches, and propagation delay over the links. The queue delay is the time the data

packet spent in the buffers of routers. If the path in the network experiences heavy

load, the queue delay becomes longer. Thus the latency is influenced by the load of

the underlying network. The unexpected delay in the network may impose challenges

on the stability and synchronization of the teleoperation systems. An event-based

controller design is introduced to alleviate the time delay problem in the Internet.

The event-based control for teleoperation with haptic feedback is first introduced by

Xi [190], and further studied in [191, 58].

Jitter is the variation of the transmission latency. Due to the variation of the

queuing delay along the transmission path, the transmission latency experiences a

random delay as the data reaches the end systems. Jitter not only causes challenges

for the control mechanisms of teleoperation systems, but also influences the play back

of feedback information. In order to remove the effects of jitter on video and audio

transmission, a reconstruction filter is needed in the playback stage of the multimedia

data. Each chunk of the data is stamped with a timestamp and a sequence number,

and play-out of some particular packets or frames are delayed according to the network

condition. A reconstruction filter is also used to mitigate the effects of jitter in the

control system [128].

The bandwidth of a path is decided by the minimal bandwidth of the links among

the intermediate nodes. Teleoperation systems are sensitive to bandwidth. The video

and audio feedbacks need a minimal bandwidth to maintain a satisfactory display for

the end users. The haptic feedback would lose its real-time capability and stability

in the situation where bandwidth is scarce. In order to keep the bandwidth needs of

supermedia streams, special bandwidth control algorithms should be designed.

Packet loss is the result of exceeding traffic over the network capacity. Two factors
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may influence the packet loss rate: the network load and the queuing policy. It is

straightforward that overloaded network traffic tends to increase packet loss rate. Two

most common queuing policies are drop tail and Random Early Detection (RED [63]).

In drop tail queues, every incoming packet will be dropped when the queue length

reaches a certain threshold. In RED queues, two thresholds are used to adjust the

traffic. When the first threshold is hit, packets are dropped randomly. Only when the

second threshold is hit, packets on the queue are totally dropped. Some networks can

also enable Explicit Congestion Notification (ECN [145, 62]). By ECN the network

can signal the end systems of congestion without dropping packets. Since packet

loss is an important signal for the end host to know the situation of the network, the

nature of the packet loss should be taken into account when designing bandwidth and

congestion control allocation algorithms. The research of Floyd, et a] [64] defines the

notion of packet loss event rate other than packet loss rate considering the situation

where a single congestion may cause a series of consecutive packet losses.

In the teleoperation system, the flow of the supermedia data is bidirectional. Both

the operator and robot could be sender or receiver. Supermedia from the operator

to the robot might include: text command (or commands translated from joystick

movements), audio commands, and video commands (such as gestures). Supermedia

from the robot might include all kinds of feedback: video, audio, force feedback and

temperature information. For a certain kind of supermedia, there might be several

data streams being transmitted. For example, the video feedback of the robot might

include an overview of the robot movement as well as a close-up of the robot hand.

The objective of a good supermedia bandwidth allocation mechanism is to maxi-

mize the usable bandwidth for each type of supermedia while still maintaining a stable

receiving rate for the receiver and at the same time be able to respond to network

congestion at a certain level of promptness. However, different kinds of supermedia

stream may require different transmission services. Some media types, such as text or
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binary commands, require reliable in—order transmission. We call this type in-order

media (OM). Other media types, such as video and audio, may require high band-

width in—time delivery with small end to end latency and little jitters, but reliability

and packets order are not as important. We call this type in—time media (TM). The

requirement for transmission of in-time media is basically similar to the requirement

of traditional multimedia.

The transport layer of the Internet provides two kinds of transport service: the

connection oriented TCP (Transmission Control Protocol) and datagram oriented

UDP (User Datagram Protocol). TCP provides reliable transport service with flow

control and congestion control. For the supermedia transmission, it is straightforward

to use TCP as the transport layer protocol for in-order media. However, TCP is not

designed to serve as a transport layer protocol for multimedia or the in—time media

streams because of the following reasons [74]:

o TCP uses AIMD (Additive Increase and Multiplicative Decrease) as its flow

and congestion control mechanism. Upon a packet loss, TCP decreases its

window size sharply (some version of TCP decrease the transmission rate to the

minimum). However, most multimedia streams require a minimum throughput

and less jitter for useful operation. The sharp decrease of the transmission rate

can cause unpleasant quality for the receiver.

0 Video and audio streams can tolerate a certain rate of packet loss but have a

high requirement of the timely delivery of the packets. Retransmission of lost

packets is not necessary in most multimedia applications. Thus the reliable

transmission service provided by TCP is not fit for multimedia applications.

0 TCP introduces per packet acknowledgement in order to satisfy the reliabil-

ity requirement. This can be a large portion of overhead for high bandwidth

multimedia applications and multicast applications.
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Due to above reasons most multimedia applications choose UDP as their trans-

port layer protocol and implement the bandwidth and congestion control function

in the application layer. For the same reason, novel transport service is needed for

supermedia applications. More care should also be take to provide transport service

for in-time media streams.

Player [120], Apple QuickTime [8] implement their own proprietary application

layer congestion control mechanisms.

2.3.4 Encoding and Synchronization of Teleoperation Systems

This section is devoted to discuss some issues concerning the interaction of supermedia

transmission and encoding that are not included in previous sections. Among different

types of supermedia, video and audio streams have a. relatively high requirement

on the bandwidth, so the data of these streams are often compressed before being

transmitted to the Internet. In order to cope with the packet loss, bandwidth and

latency variation of the Internet, the compress algorithms have to deal with issues

like synchronization, error correction, error concealment and rate-distortion (R—D)

optimization. This solution can be integrated into the transcoder based congestion

control mechanisms.

Originally the rate—distortion theory addresses the problem of determining the

minimal amount of entropy R (information amount in information theory) that should

be communicated over a channel such that the source can be reconstructed at the re-

ceiver given the distortion D. This theory was initially created by Claude Shannon and

widely used in image and video encoding over the Internet. In a given media encoding

mechanism, rate-distortion optimization can be carried out to dynamically adapt me—

dia rate according to the network status and media characteristics. Zhang, et al [200]

proposes a resource allocation scheme to adapt media rate to the estimated network

bandwidth using the rate-distortion function of each media layer under various net-
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work conditions. Zhai, et al [198] designs a rate-distortion optimization approach to

determine the encoding mode for each packet and the channel coding rates in order

to minimize the overall expected end to end distortion.

In the supermedia transmission system, we may define a distortion index for each

supermedia stream. The relationship between the transmission rate, the task dexter-

ity index and the distortion index can be explored to define a rate-distortion function.

A series of ratedistortion functions can be applied into the bandwidth control mech-

anism to maximize the quality of the media displayable to the end users. Synchro-

nization control in multimedia systems can be classified into two groups: preventive

control and reactive control [84]. Preventive control tries to deal with synchronization

problems before they really happen. Preventive approaches include using timestamp

to identify each packet, and putting reorder buffer at the sender and receiver side.

Reactive control concerns with the situation where desynchronization already hap—

pens in the transport layer. Reactive control mechanisms include pausing, skipping,

discarding, shortening and extension of output duration.

2.4 QoS Improvement through Overlay Networks

An overlay network is composed of a set of IP—layer network paths, which are called

overlay links. The end hosts of the network paths are overlay nodes. Packets may

be routed among overlay nodes according to overlay link performance measurements.

Since the setup of an overlay network does not require changing the underlying net-

work infrastructure, many overlay networks are used to deploy emerging networking

applications [1, 17, 99, 106, 156, 138, 142, 167, 189, 202, 201, 203, 148, 11, 170, 31,

91, 166, 212]. Other overlay networks are used to improve the performance of the

Internet by circumventing the inefficiencies of BGP4 in the face of link and router

failures [48, 47, 107, 108, 168, 208]. Common overlay networks include RON [6],

QRON [108], SON [48], and PlanetLab. Some research focuses on implementing mul-
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ticasting through overlay networks [199, 38]. Others focus on peer-to-peer file sharing

systems [52, 98, 123, 71].

A Resilient Overlay Network [6, 5, 122] allows distributed applications to detect

and recover from link failures or performance degradation, which may be much quicker

than solely relying on the routing protocols. The RON nodes monitor the Internet

paths among them and decide whether to allow the Internet to route the packets or

relay the packets among RON nodes to achieve a better performance. In order to meet

the reliable and fast transmission requirement of teleoperation systems, the STRON

approach may utilize several overlay network paths supported by the overlay nodes.

The use of parallel connections to increase throughput was extensively studied in the

high performance computing community. Some research shows that when the network

is under utilized, parallel connections can achieve fair utilization among common

connections [77]. Statistics shows in large academic networks such as Abilene [3],

most network links are usually under utilized.

In order for the STRON system to provide an effective transport service, the

overlay paths should be physically as disjoint as possible. Currently there are several

research efforts related with disjoint paths selection in overlay networks. Cui uses a

probability model to represent the disjoint degree of two overlay paths [42]. Any pair

of links of the two paths is given a probability of breaking at the same time. The dis-

joint degree of the two paths is thus in reverse proportion to the sum of the breaking

probability of the link pairs of the two path. Finding the minimum sum has been

proved to be an NP complete problem. This research presents an alternative approach

to provide an approximation of the optimal case. In this approach, a shortest latency

based path is selected as a primary path and another path is selected to be backup

path based on its failure probability. The Control Overlay Protocol [18] divides the

overlay nodes into regions. Each region has a super node. The super node probes its

subordinate nodes to collect their disjoint information. Different super nodes coordi-
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nate to provide a set of approximately disjoint paths. A routing underlay approach

for overlay networks [122] introduces a routing underlay that sits between the overlay

network and the Internet. The routing underlay collects topological information from

the Internet and this information is used in the overlay network to provide a more

reliable and efficient service. This paper shows that by detouring into another AS,

1157 out of 1235 direct paths (93.7%) have at least one disjoint secondary path.

STRON uses forward error correction encoding to provide a reliable and fast trans-

mission service, which is applicable for real time media. TCP provides the standard

reliable transport service but it is not designed to serve the requirement of real time su-

permedia streams. UDP and its variant transport services, such as TCP Friendly Rate

Control (TFRC [79]), Datagram Congestion Control Protocol (DCCP) and Stream

Control Transmission Protocol (SCTP), are designed for multimedia transport but

each has difficulty to provide reliable transport services by taking advantage of pos-

sible performance enhancements of overlay networks. SCTP also supports transport

of the data over multiple paths but it requires the sender and receiver nodes to have

multiple physical networking connections. RTP and RTCP provides support for real

time application controls such as timing reconstruction, loss detection, security and

content identification. However, they lack the congestion control and error recovery

mechanisms that are essential for supermedia applications.

Other research work also uses overlay networks as a means to improve quality

of service for multimedia applications. QRON (QoS-aware Routing in Overlay Net-

works [108]) is a general unified overlay network framework. One or more Overlay

Brokers (OBS) in each Autonomous System (AS) form an Overlay Service Network

(OSN). OSN provides services such as resource allocation and negotiation, overlay

routing, and topology discovery. A hierarchical QoS-aware routing protocol is used

to setup overlay paths between OBs that meet the QoS requirement of different ap-

plications. OverQoS [168] is an architecture to provide QoS using overlay networks.
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Flows are aggregated into a bundle in order for OverQoS to exercise control over

the available resources among the flows. Controlled-Loss Virtual Link (CLVL) is an

abstraction of the physical overlay links to characterize the service received by a bun-

dle. By policing at the entry and exit nodes of CLVL,ia bound of the loss rate can

be provided to the overlay applications. OverQoS does not provide a mechanism to

reduce end-to—end latency, which is essential in supermedia applications. The method

presented by Nguyen, et al [126] uses a traceroute based heuristic scheme to find re-

dundant paths and transmit FEC encoded data over multiple paths to reduce packet

loss. However, the traceroute approach is traffic intensive and the heuristic scheme

may not always be able to find the optimal path set. Andersen, et a1 [7] examined the

performance of transporting data over multiple overlay network paths. The measure-

ment results showed that “the chances of losing two packets between the same hosts

is nearly as high when those packets are sent through an intermediate node (60%)

as when they are sent back-to-back on the same path (70%)”. STRON may also use

multiple overlay paths. However the FEC encoding and TCP friendly rate control of

STRON make sure the latency between the end hosts is reduced even if the overlay

network paths experience high packet loss rates.

2.5 (205 in MANETs

There are plenty of research work dedicated to solve the Quality of Service issues in

mobile ad hoc networks (MANETs). MANETs has a lot of natures that infrastructure

based networks do not have, such as variable link performance, node movements, and

changing topology etc. Soft £208 [176] was proposed to release the QoS requirement in

MANETs. After connections are setup, soft QoS permits a grace period during which

the QoS specification may not be satisfied. Dynamic QoS approach was presented to

meet the changing nature of MANETs. In the work of dynamic RSVP (dRSVP [121]),

resource reservations represent ranges and applications adapt to a QoS level within
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the requested range.

There were efforts to support Q08 in the MAC layer of MANETs, such as

MACA [97] (Multihop Access Collision Avoidance), MACAW [13] and IEEE 802.11e,

but we focus our research on QoS support in the network layer. Earlier MANET rout-

ing protocols does not support (208. These protocols include Wireless Routing Proto-

col (WRP [153]), Ad hoc On—demand Distance Vector (AODV [137, 136]), Dynamic

Source Routing (DSR [94]), Temporary Ordered Routing Algorithm (TORA [134]),

Associativity Based Routing (ABR [172]), Signal Stability Routing (SSR [153]), and

Dynamic Load-Aware Routing (DLAR [103]).

The goal of QoS aware routing is to find a path from the source to the destination

while satisfying the QoS requirements. CEDAR, a Core-Extraction Distributed Ad

hoc Routing algorithm [162] uses a set of ad hoc nodes called core to establish an

QoS aware route from the source to the destination. The bandwidth availability

information was propagated among core nodes using an link state protocol. Ticket

based probing [33, 34] is one of the flooding based routing discovery algorithms.

Since a complete optimal QoS routing protocol is very complicated, the ticket based

routing algorithm assumes an imprecise state model and tries to reduce the amount

of flooding routing messages by issuing logical tickets. Each probing message contains

at least one ticket. When a probe arrives at a node, the tickets contained in the probe

can be split to its neighbors. When one or more probes arrive at the destination node,

the routing path is known and the networking information can be used to establish a

quality aware path. The ticket based routing is again extended by Liao, et al to find

a multi-path QoS routing scheme between the source and the destination [109]. The

multi-path approach is able to find several paths to satisfy the QoS requirement when

the available bandwidth in the ad hoc network is limited. One of the characteristics

of MANETs is that the nodes are mostly energy constrained. Jia, et al proposed a

method [92] to find a network topology that meets the QoS requirements while the
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maximum transmitting power of nodes is minimized. In the work of Zhu, et al [207],

the route discovery mechanism of AODV was used to set QoS routes in a TDMA

enabled MANET. In AQOR (Ad hoc QoS on-demand routing [193]), the source uses

limited flooding for route establishment. The destination of the route was responsible

for QoS violation detection and and the destination-initiated recovery process begins

when a QoS violation is detected.

INSIGNIA [105] is an effort to design a cross-layer framework to support QoS

routing in ad hoc network. INSIGNIA uses an in—band and soft-state based signaling

protocol to support fast reservation, restoration and end-to-end adaptation of QoS

parameters. FQMM (Flexible (.208 Model for MANETs [192]) uses both the per- ow

state property in IntServ and the service differentiation in DiffServ. In FQMM, the

highest priority classes has per flow provisions while the other classes are given per

class provisions.

Two notable multiple paths routing protocols over MANETs are AODVM [196]

and Split Multi-path Routing (SMR [104]). AODVM is a multiple paths routing

protocol based on Ad hoc On—Demand Distance Vector (AODV) "Routing protocol.

In AODV, duplicate RREQ packets are discarded by the intermediate nodes while

only the first received RREQ message is processed. In AODVM, however, all received

RREQ messages are recorded in the RREQ table at each intermediate node. However,

the limitation of AODVM is that it cannot ensure a disjoint path is found if one

exists. For example, in Figure 2.2, assuming we are routing from node A to node I ,

the algorithm cannot ensure that paths AEBFI and AGC’HI can be found. In some

cases, the algorithm may only be able to find a single path (ABCDI).

Split Multi-path Routing (SMR [104]) is a DSR (Dynamic Source Routing) based

multiple paths routing approach. Unlike DSR, intermediate nodes in SMR do not keep

a route cache and do not reply to RREQ messages. This ensures that the destination

node receives all the possible routing messages so that it can select additional paths.
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Figure 2.2. An Example for AODVM

Another difference with DSR is that duplicate RREQ messages are not discarded by

intermediate nodes. Instead, intermediate nodes forward RREQ messages that are

received through different incoming links and whose hop counts are not larger than

previously received RREQ messages. The first RREQ received by the receiver denotes

the primary path with the shortest delay. The destination then waits to receive more

RREQ messages. The path that is maximally disjoint with respect to the primary

path is selected as the secondary path.

FEC is traditionally used in the link layer to avoid unnecessary retransmissions.

Some research uses FEC to improve the performance for a general wireless transport

protocol [10, 104, 110, 111, 112, 126]. TCP with adaptive forward error correc-

tion (TCP-AFEC) [112] uses FEC to improve the performance of the TCP connec-

tion between the mobile host and the base station. FEC is also used in end-to—end

TCP connections to reduce the number of retransmissions [10]. FEC was also used

by McKinley, et al. [117] to build a reliable web resource multicasting service over

WLANs.

Other research aims to build a general real time transport protocol using multi-

flows, but FEC is not integrated into the transport protocol [115]. Some research also

deals with using multiple paths for specific video encoding schemes [205]. The work of

Ma, et al. [114] uses a hop-by-hop FEC check within ad hoc networks to improve the
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performance of multi-hop connections. However this approach imposes a large pro-

cessing burden on intermediate ad hoc nodes, which is not power-optimal for mobile

computing devices. M-MPR [43] and ReInForM [44] are examples that use multipath

or FEC to improve the routing reliability in general wireless sensor networks. How-

ever these schemes have to trade transport efficiency for power conservation, which is

a common constraint for sensor networks. In teleoperated applications, energy con-

sumption are usually not crucial but transport efficiency and transmission latency are

more important factors.

2.6 Cooperative Resource Sharing in Celluar Networks and

MANETs

The integration of cellular networks and wireless LANs has drawn much attention

from research communities. Some efforts have focused on developing multi-hop cellu-

lar networks by adding multi—hop relays into the cellular networks. The methods range

from using a single wireless interface for both the relay and infrastructure mode [188],

and using two interfaces to connect to the cellular data network and the mobile ad

hoc network simultaneously. Some research [113, 143, 155, 210, 96] and our work fall

into the second category. In the Unified Cellular and Ad-hoc Network Architecture

(UCAN [113]), a relay proxy forwards packets from the base station to the clients with

poor channel quality via high-bandwidth IEEE 802.11-based ad hoc links to improve

throughput of the cellular network. A greedy and on—demand proxy discovery mech-

anism is introduced but the adversary effects of traffic contention caused by more

proxies are not addressed. iCar [143] uses network operator managed relay proxies

to divert bursty traffic from one congested cell to another idle cell. The scheme is

not applicable to ad-hoc users that reside in one cell. CHUM (Cooperating ad Hoc

network to sUpport Messaging [210]) is proposed as an approach to integrate 3G net—
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works and ad hoc networks in a manner that significantly reduces 3G network costs

to provide energy efficient solution for instant messaging and better QoS support by

aggregation idle cellular links [209, 211].

Compared with those schemes, our work goes one step further by asking the

question of under what condition the benefits of relay proxies outweigh their costs. We

answer the question by measuring the contention caused by MANET peers through

the MAC layer packet retransmission rate, and design a dynamic mechanism to control

the number of relay proxies.

The value of spatial channel diversity in homogeneous environments has been

studied from the physical layer to the network layer of different wireless communica-

tion systems [102, 158, 177, 204, 69]. A comprehensive overview of the studies can

be found in [46]. Even in wired networks, the value of traffic diversity in the Internet

has been studied and exploited to provide better QoS under multi-homing [171] or

application layer overlay networks [6, 127, 30]. A key difference of that research and

this one is that we target our design under the settings of MANET/cellular hetero-

geneous environments and emphasize the trade-off of diversity gains and contention

avoidance. Our work is motivated by supporting remote sensing and control applica-

tions in pervasive environments, and special attention is given to reducing end-to—end

latency and latency jitters. This is important to ensure system responsiveness and

stability of the control loop.

2.7 Node Relocation in Mobile Sensor Networks

Much work has utilized the mobility of general mobile sensors to facilitate deployment,

coverage maintenance and improving energy efficiency [161, 182, 41, 187, 183, 131,

32, 81, 66]. In the deployment stage, mobile sensors are used to adjust the coverage

after being initially distributed to the sensing field. The general approach is to detect

sensing holes and ensure that they are covered through sensor relocations. In [182],
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holes are detected using Voronoi diagrams and three protocols, namely vector based

algorithm, Voronoi based algorithm and Minimax based algorithm are proposed to

relocate sensors to fix the holes. In the work of [41], all sensor nodes are placed at a

single point and a gradient based distributed algorithm is used to disperse the sensors

into the covering area.

In the runtime stage, proper sensor distribution is essential in covering the target

field. Sensor node density is also an important factor of efficient traffic forwarding.

It has been shown in multi-hop ad-hoc communications, node density affects both

the network throughput and latency [26, 75]. A cluster based approach is proposed

in [187]. The objective of sensor relocation is to ensure the number of sensors per

cluster are uniform. During the relocation, overall sensor movement is minimized to

be energy efficient. Another cluster based approach is proposed by [183]. In [183],

clusters are organized into grids and a quorum method is used to match sensing holes

and those grids with excessive sensors. A cascaded movement method is used to

transport sensors to cover the holes. The work of [131] models the mobile sensors as

a virtual body and uses the notion of artificial potentials to maintain sensing coverage.

The use of hopping or flipping based sensors in sensor network deployment is

also studied in [32]. The work models the individual movement of each flipping

sensor and constructs a virtual graph to depict the sensing holes. A minimum-cost

maximum-flow based solution is proposed to optimize both the network coverage and

number of flips needed in the relocation process. However, the work in [32] does

not explicitly consider the characteristics of hopping sensors we investigate in this

research, and more importantly does not build the relocation scheme based on the

understanding of the movement of large number of multi-hop sensors. The work

of Wang, et al. [183] also comes close to our research in terms of the objectives

and system settings. They follow a similar approach for migrating multiple wheeled

sensors between a single source and destination within the sensor network. In contrast,
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we focus on the problem of relocating hopping based sensors, which have a different

mobile and dynamical model compared with wheeled sensors. In addition, we consider

the case where a single source cannot provide sufficient sensors and multiple sources

are needed.
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CHAPTER 3

Supermedia Transport over Overlay

Networks

A teleoperation system is a typical example of a remote sensing and control system.

In real-time Internet based teleoperation systems, the Internet is the communica-

tion medium through which the operator sends control commands to the robot and

receives feedback. TeleOperation systems support robotic control commands, video,

audio, haptic feedback, and other sensory information, which are called supermedia.

Traditional transport services of the Internet may not be able to meet the timely

transmission requirements and dynamic priorities of supermedia streams. This re-

search aims to design an efficient and reliable transport service for teleoperation

applications. Built upon multiple disjoint paths in overlay networks, Supermedia

TRansport for teleoperations over Overlay Networks (STRON) uses forward error

correction encodings to reduce end-to-end latency for the transmission of superme-

dia streams. Network routes and encoding redundancy may be adjusted dynamically

to meet the QoS requirements of the supermedia streams in the face of networking

performance degradation. At the cost of minimal encoding computation, the sys-

tem achieves better performance in transporting supermedia streams than available

transport services and at the same time remains friendly to other Internet traffic.

Evaluations using PlanetLab available bandwidth traces show that STRON can sig-
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nificantly reduce latency.

The rest of this chapter is organized as follows. In section 3.1, the architecture of

STRON is presented with a detailed design of the optimal path selection module. We

discuss the simulation methodology and results in section 3.2. Section 3.4 provides

the a summary.

3. 1 System Architecture

3. 1. 1 System Overview

The basic idea of the Supermedia TRonspart over Overlay Networks (STRON) may

be explained as follows. Each supermedia stream contains a series of messages gener-

ated by the teleoperation application in a variable or constant bit rate. The message

is again chopped into packets with a certain size (such as the Maximum Transfer Unit

or MTU) determined by the networking layer. Given p packets for a certain message

that needs to be transmitted, STRON encodes the p packets into ap packets, where

a (a 2 1) is called the stretch factor. The encoded data packets are scheduled to

be transmitted over multiple overlay paths. As soon as the receiver collects (1 + 6);)

distinctive encoded data packets, the decoding algorithm can reconstruct the original

data packets. Here 6 is called the reception overhead. The reception overhead is

zero for some encoding algorithms and a small number for others. A class of erasure

codes that has this property is called a digital fountain code [21, 15, 151]. By using

a digital fountain code, the transport protocol can provide a rather reliable trans-

port service without using acknowledgments and retransmissions. The most common

digital fountain codes are Reed-Solomon codes and Tornado codes [21]. Simulation

using Reed—Solomon codes shows the encoding and decoding time for 100KB data

(100 lKB-sized packets) are around 0.12 seconds and 0.054 seconds (the simulation

is done on an AMD Duron 1.26GHz CPU with 512MB memory). However, the Tor-
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nado codes can decrease the encoding and decoding time by over 100 times [21]. For

Reed—Solomon codes, the reception overhead is zero. For Tornado codes, the recep—

tion overhead is around 0.05. The advantage of the Tornado codes is that they trade

off a small increase in the reception overhead for a big improvement of the encoding

and decoding efficiency.

Figure 3.1 illustrates the mechanisms of transporting supermedia streams over

multiple paths. Source data were encoded with stretch factor 2 and sent over two

disjoint paths. Six packets were sent over path 1, which has a higher bandwidth and

lower loss rate. Four packets were sent over path 2, whose bandwidth is low and the

loss rate is high. As soon as the receiver collects 5 data packets, which are enough

for the decoder to work, it signals the sender to stop sending packets and decodes

the information. Because STRON eliminates the requirement of most retransmissions

when packet loss occurs, it has great advantage over traditional transport protocols.
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Figure 3.1. An Example of Transporting Messages over Multiple Paths

The system architecture is shown in Figure 3.2 and Figure 3.3. At the sender

side, the supermedia streams are classified according to their roles in the teleop-

eration system by the Classifying System (CS). Each class of stream has its own

(.208 requirement. For teleoperation applications, the supermedia streams have three

classes. Class 1 is for small but high frequency data streams, such as temperature and

force feedback. These data streams have a low bit rate but whenever a data packet

is available it requires timely delivery. We may not apply redundancy encoding to
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supermedia of this class and simply transfer cepies of the data over several overlay

network paths. Class 2 also works for low bit rate and high-frequency supermedia

streams, such as the force feedback when multiple force detectors are present. For

class 2 supermedia streams, the data generated during each sample interval cannot fit

into one packet. Hence redundancy encoding is needed to provided a reliable trans-

mission. However, since the amount of data being sent is not large, a high redundancy

level may be used to ensure reliability and timeliness. Class 3 is designed to transmit

high bit rate supermedia streams that do not have a strict requirement on reliability.

Examples of class 3 supermedia streams include video and audio. A certain level of

redundancy is used to transmit class 3 data over multiple overlay paths. We may

also differentiate video and audio streams since sometimes audio streams are more

sensitive to data loss than video streams. Differentiated treatments of each superme-

dia class are implemented in the '7 updating algorithm of the Optimal Path Selection

Module (OPSM).

The Sender-side Overlay Network Agent (SONA) is responsible for transporting

each class of streams according to its QoS specifications. The DiSjoint Path Search

Module (DPSM) runs a disjoint overlay network path searching algorithm [42, 18, 122]

through the connected overlay nodes. The paths found by DPSM may not be totally

physically disjoint. Such paths may be called semi-disjoint paths. A disjoint degree

shows the correlation of the network performance fluctuation of a pair of overlay

paths. A higher disjoint degree may enhance the reliable transmission service of the

system. The Network Measurement Module (NMM) is usually deployed in overlay

nodes as a common service. Active measurements are launched periodically to probe

the networking conditions. Some research efforts have been dedicated to making

accurate measurements of the network. Pathload [88, 87, 37, 36, 89, 124, 129, 140]

takes advantage of the fact that the one-way delays of a periodic packet stream show

an increasing trend when the stream rate is larger than the available bandwidth. The
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measurement results (available bandwidth 7“,, single trip delay dz- and packet loss rate

[3,) of the disjoint path set are fed into the Optimal Path Selection Module (OPSM).

The objectives of OPSM include: (1) find the optimal disjoint path set to be

used as active transmission paths; (2) decide the amount of data sent over each

active path; (3) decide the stretch factor according to the networking condition of

the chosen active paths. In the case when the available disjoint paths set are not

too large (which is true in common cases), a brute force method may be used to find

an optimal subset of disjoint paths to minimize the overall transmission delay. The

amount of data sent over each active path is determined according to the capacity

of each path. The redundancy coefficient 7 is a safety factor to make sure enough

packets are received by the receiver under the presence of unpredictable loss patterns.

The loss rate of each active path and 7 jointly decides the stretch factor a. OPSM

also receives QoS feedback from the receiver. The feedback tells the sender to what

degree the redundancy in the encoding is effective or whether retransmission is needed

for reliable transport services. Hence OPSM uses the feedback to decrease or increase

the redundancy by calculating a new stretch factor a. The design of the OPSM is
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discussed in detail in the latter parts of this section.

The Encoding and TYansport Module (ETM) encodes the supermedia streams

using a stretch factor a and passes the encoded packets to the overlay transport

service. The stretch factor a is found by the Optimal [Path Selection Module. The

encoding algorithm may be any of the digital fountain codes, such as Reed-Solomon

codes [151] and Tornado codes [21]. TCP Friendly Rate Control (TFRC [79]) is

used as the transport control mechanisms for each overlay path. TFRC provides a

congestion control mechanism that is more suitable to multimedia applications than

TCP while at the same time remains TCP friendly.

At the receiver side, the Decoding and Transport Module (DTM) of the Receiver—

side Overlay Network Agent (RONA) decodes the packet streams received by the

TFRC receivers and notifies the sender when enough packets have been collected for

a certain message or a message is lost if a timeout occurs. The feedback to the sender

also includes information telling the sender to what degree the redundancy in the

encoding is effective so that the sender can adjust the redundancy level accordingly.

In the following section we discuss the design details of the Optimal Path Selection

Module and the transport protocol.

3.1.2 Optimal Path Selection Module (OPSM)

The OPSM receives input from NMM and DPSM specifying the available disjoint

overlay paths and the quality parameters of each overlay path. The goals of the

OPSM is to find the optimal disjoint path set to be used as active transmission

paths, and decide the amount of data sent over each active path and the stretch

factor for the digital fountain encoding. The OPSM consists of two parts: the path

selection submodule and the 7 adaption submodule.
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THE PATH SELECTION SUBMODULE

We formulate the problem of optimal path selection as follows. Suppose N disjoint

(or semi-disjoint) overlay paths were found in DPSM. For each path k (k E [1, N]),

the following parameters are given: the single trip delay dk in terms of seconds, the

average throughput rk in terms of bytes per second, and the packet loss rate Bk.

Each supermedia stream contains a series of messages generated by the teleoperation

application as a variable or constant bit rate. The size of the message, which is the

amount of effective data we need to transmit from the sender to the receiver, is E in

terms of bytes.

We need to choose M disjoint paths out of the N given paths to minimize the

latency between the sender and receiver. For each path 2' (i E [1, M]) of the M path,

we also need to calculate V2" which is the amount of data injected into this path by

the sender. The system redundancy coefficient 7 shows how much redundancy the

system has over unexpected packet loss. Assume E, is the effective data gathered

from path 2' that is used in the data construction process, and we have

._W0-@)
EZ _ ————7 . (3.1)

Assuming t is the time for the receiver to receive and reconstruct the original data,

 

we have
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where e (e E [0, 1)) is the reception overhead of the digital fountain code, or

_ mills — dilfiu — an

_ (1 +e)7

 E (3.6)

Solving t yields

M . _ . .t=E(1+€)7+Zz-=1rz(1 film, (37)

2911mm —fl.-)

To solve the problem, we may try set 3 = {(z'l,t'2,--- ,z'M)|z'p E [1,N],p E

 

[1,M],and for anyp 75 q,p E [1,M],q G [1,M],z'p 7e iq}, which is a combination

of set [1, N] to minimize (3.7), which is

_ E(1+ e)7 + ZjEs rj(1 — flj)dj

t -— (3.8)

ZjEs Tju — flj)

The most straightforward method is to enumerate all the (5V4) sets to find the subset

 

s of [1, N] that minimizes (3.7). When N is small, which is true in most cases, this

method works well. When N is large, more efficient algorithms are needed.

The volume that needs to be sent over a selected disjoint path 2', which is Vt, may

be found by using (3.3). The stretch factor a of the digital fountain encoding may

be calculated as

29.11 V.-

A transport plan consists of a series of active overlay network paths, the QoS

parameters of these paths, the redundancy factor 7, the stretch factor a and the

number of packets (or the volume of data) to be sent over each active overlay path.

We have the following example to illustrate how the path selection process works.

Assume the message size is 100 packets and the packet size is 1K bytes. Thus E =

100KB. We assume the redundancy coefficient 7 is 2 and the reception overhead 6 is

0.05. Assuming we have two disjoint paths to choose (shown in Table 3.1), we have

the following possible strategies.

1. Choosing path 1 only, we have

E(1+€)’7+7‘1(1—fil)d1

t: 710—31)

= 0.4535.
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Table 3.1. Two DiSjoint Paths

Path [ rk (KB/SEC) dig (sec) flit:

1 600 0.1 0.01
2 1000 0.2 0.005

 

2. Choosing path 2 only, we have

__ E(1+€)7+r2(1—fiflcij =

t _ 7:20—52? 0.4111. 

3. Choosing both paths, we have

_ E(1+€)’7+T1(1—,31)d1+T2(1-52)d2 __

— r1(1—m)+r2T1—#2) ‘ ”2948'

It is clear that strategy 3 is the best one. Given this strategy, we can calculate the V2

t
 

for each path according to (3.3): V1 = (t — d1)r1 21 117KB and V2 = (t —- d2)r2 a:

95KB. The stretch factor a is ill-Eh = 2.1164.

THE 7 ADAPTION SUBMODULE

The redundancy coefficient 7 is a user defined parameter specifying the amount of

redundancy to be used in the system. The value of 7 influences the efficiency and

reliability of the system and should be adjusted dynamically when the quality of

the overlay paths changes. The larger 7 is, the more reliable the transport service.

However, a larger 7 requires more encoding and decoding overhead. Figure 3.4(a)

shows the relationship of 7 and the successful rate.

In the simulation scenario, two candidate disjoint overlay network paths were

established (detailed description of the simulation methodology may be found in

Section 3.2). The slower path pathO has an available bandwidth of 1MB and a single

trip delay of 100ms. The faster path path] has an available bandwidth of 10MB and

a single trip delay of 100ms. In both cases, 100 supermedia messages were sent. Each

message contains 50 packets whose size are 1000 bytes. The MMPP model was used

to simulate the packet loss events (see Section 3.2.2 for details). A message is said

to be transmitted successfully when the receiver is able to reconstruct the original
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message using the packets received over different overlay paths. In the first case,

both overlay paths were using an MMPP error model with an expected packet loss

rate of 4%. We see that 7 = 1.2 ensures the transport to be 100% reliable under

this network condition. In the second case, both overlay paths used an MMPP error

model with an expected packet loss rate of 1%. A smaller 7 was able to ensure that

the transport is 100% reliable. Considering the difficulty of specifying the redundancy
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Figure 3.4. Simulation of the Influence of 7

coefficient by the user and the fact that the quality of the network is always changing,

we need an automatic 7 updating algorithm. The 7 adaption submodule updates the

redundancy coefficient according to the quality of the overlay paths. Figure 3.5 shows

the gamma adaptation algorithm. The variables actual-succ.rate and uf-rate are

feedbacks received from the receiver by the sender. The target successful rate of this

supermedia class is denoted as target-succ_rate. The variables gamma_roof and

gamma_floor are the minimal and maximal value of 7 for this supermedia class. The

variables diff-allowable, uf_floor and uf_roof are other QoS parameters for this

supermedia class and will be explained in the following paragraphs.

The variable actual-succ-rate is the ratio of the messages successfully delivered

by the system up to the present. A message is regarded as delivered successfully if
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enough packets are received by the receiver before a timeout occurs and the original

message is successful decoded by the decoder. The variable af-rate means “under-full

rate.” The under-full rate is calculated by the receiver after a message is successfully

decoded, otherwise the under-full rate is set to —1. The definition for uf_rate is

PktsReceived

(AllPktS - Pktssent) ' PktsSent . (3 10)
AllPkts

'

 

uf_rate =

where AllPkts is the total number of packets after the message is encoded and may

be calculated as

AllPkts = [a - EffectiveP/cts]. (3.11)

a is the stretch factor and Effectz’vePkts is the original data packets of the message.

Upon decoding, PktsReceived should equal Effectz'vePkts. PktsSent is the

number of packets sent by the sender up to now. The receiver obtains this information

from the packet ID of the last packet received. Although there may be some packets

in transit or lost after the last packet was sent, those packets are negligible.

The variable af_rate shows the percentage of the packets that would have been

useless if they were received successfully by the receiver. Thus, af.rate is a parameter

that shows how much redundancy was “wasted” during previous transmissions. To

keep the system stable, uf_rate is updated in the following way:

uf_ratenew = uf_rateold ~ auf

+uf-Tatelastiz'me - (1 — auf) (3.12)

where a.“f is a stabling parameter.

The 7 adaptation algorithm works as the following. If the actual successful rate

of the supermedia stream is below the target successful rate by a difference more

than diff_allowab1e or uf_rate is below the floor threshold and 7 has not reached

the roof value, 7 is increased. Otherwise if the under-full rate is over the roof value

(uf_roof) and 7 is over the floor value, 7 is decreased.

49



 

bool gamma_changed = false;

if ( (uf_rate < uf_floor ||

target_succ_rate - actual_succ_rate

> diff_allowable) &&

gamma < gamma_roof) {

increase gamma;

gamma_changed = true;

}

else if ( uf_rate > uf_roof &&

gamma > gamma_floor) {

decrease gamma;

gamma_changed = true;

}

if( gamma_changed)

run path selection algorithm;

Figure 3.5. 7 Adaptation Algorithm  
 

The system adjusts the quality of service for different classes of supermedia by

setting appropriate 7 adaptation parameters for them. The default values of the

7 adaptation parameters used in the simulation system are shown in TABLE 3.2.

fiavg is the average loss rate of the active overlay paths. The parameters for class 1

supermedia are trivial since class 1 supermedia may not need redundancy encoding

but simply send duplicate data packets over different paths. If the quality of

Table 3.2. The 7 Adaptation Parameters

 

 

(Hass 2 3

Initial ’7 flay + 2 flay + 1

target-succ-rate 100 o 98 o

gamma_roof flat) + 4 flat) + 3

diff_allowable (100%001 (1063

uf_roof 0.16 0.12

uf_floor 0.12 0.10

the overlay paths is stable, the value of 7 will converge and the system reaches a

stable state. Figure 3.4(b) shows the working process of the automatic 7 adaptation
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system. The simulation scenario is the same as the one described at the beginning

of this section. In both cases, 100 class 2 supermedia messages were sent. After a

certain number of transmissions, 7 tends to converge to a stable value.

3.1.3 The Transport Protocol Design
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The state transitions of the transport protocol are shown in Figure 3.6. The

two major transport entities are the Encoding and Transport Module (ETM) at the

sender side and the Decoding and Transport Module (DTM) at the receiver side.

The ETM calls OPSM when the system initializes and when a feedback is received.

OPSM in turn gets inputs from NMM and DPSM, which provide the overlay network

information (as seen in Figure 3.2). OPSM produces a transport plan using the

overlay network information and the feedback. According to this transport plan, ETM

initializes the TFRC connections and encodes the messages to be sent. Before sending
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the encoded packets, ETM starts a timer. If the timer timeouts before feedback is

received, ETM stops waiting and tries to send a new message using the old transport

plan. The value of the timer may be specified in the form of (it, where t is the

speculated transmission time found in (3.8) and 6 is an adjustable parameter. For

certain classes of supermedia streams, a reliable transport service may be needed. In

such cases, ETM will repeat transmitting the same message until a positive feedback

is received.

The receiver side transport entity DTM starts a timer when the first packet of a

new message is received. After enough packets were received for the current message

(the number of effective packets required to decode the message is specified in the

data packet, see Figure 3.7), ETM decodes the message and sends a feedback to

the sender. If the timer timeouts before enough packets were received, a negative

feedback (with the under-full rate set to —1) is sent back to the sender. Similar to

the sender side timer, the value of the receiver timer may also be specified in the form

of 6t, where t is the speculated transmission time found in (3.8) and 6 is an adjustable

parameter. However, the sender side feedback timer should be a bit longer than the

receiver timer considering the single trip delay of the feedback packet.

Since the feedback only contains a small amount of data, no redundancy encoding

is needed. The feedback may be sent over the primary overlay path (the overlay

path with the best quality) through the TFRC connection of that path. When none

of the overlay paths has satisfactory quality, the feedback may also be sent with

duplicate copies over several overlay paths. Besides the existing TFRC connection,

an additional TCP connection can be setup to transmit the feedback data. The

packet formats of STRON data and feedback are shown in Figure 3.7 and Figure 3.8.

Stretch factor, af_rate and actua1_succ.rate are double float numbers. The sender

and receiver should agree on a format of these numbers.
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Figure 3.7. The Data Packet Format of STRON
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Transport
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payload actual_succ_rate

      

Figure 3.8. The Feedback Packet Format of STRON
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3.2 Simulation

To evaluate the effectiveness and efficiency of the system, the ns2 network simulator

was used to construct a simulation environment for the overlay network transport

protocol. An Optimal Path Selection Module was implemented in the application

layer of the simulator. An implementation of Reed-Solomon codes [15] was used

to estimate the encoding and decoding overhead of the algorithm. We did not use

Tornado codes in the simulation due to its proprietary nature.

3.2.1 Simulation Methodology

The OPSM was implemented in ns2 as an Application layer protocol. According

to the overlay network information and the supermedia transport scenarios provided

by the simulator input, the OPSM constructs a transportation plan. The TFRC

module in ns2 was modified to support a supermedia payload. One unreliable TFRC

connection is established over each chosen overlay path in the supermedia transport

plan. The receiver side of the application collects successfully transmitted packets

and carries out a simulated decoding process. The application layer of the simulator

consists of the following interfaces:

0 Adding paths: Add an overlay network path to the system. For each path, the

system is provided with the available bandwidth ri, single trip delay (1,; and

packet loss rate fizz

o Removing paths: Remove a previously added overlay network path.

0 Modifying paths: Modify the parameters of a previously added path.

After collecting simulation setup information from the user, the system applica-

tion layer runs the path selection submodule using the initial 7 adaptation submodule

parameters to choose a set of paths as an active overlay path. The simulator scheduler
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starts sending supermedia messages at a specified time. For each message received,

the receiver generates the QoS feedback needed for the 7 updating algorithm. When

a QoS feedback is received by the sender, the sender runs the gamma adaption sub~

module and path selection submodule, which yield a new transport plan.

3.2.2 Packet Loss Models
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Figure 3.9. Latency vs Loss Rate: STRON, TCP and SCTP (with 1 path)

In order to simulate the behavior of the system under lossy network conditions, it

is important to choose good packet loss models. Extensive research [76, 39, 194, 174,

175, 157, 93, 77, 61, 4] has been done on simulating packet loss of the Internet.

Trivial stochastic packet loss models drop a subset of packets according to a prob-

abilistic process, such as uniform or exponential processes. A Poisson arrival process

assumes the packet loss event to be independent and the loss event inter-arrival time

conforms to an exponential distribution. Some measurements [194] show that the
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packet loss events of the Internet may be independent and fit an exponential distri-

bution.

A more sophisticated error model uses a two-state continuous time Markov chain.

The model has two states that have different packet dropping rates. One common

configuration is to set one state to have a zero dropping rate, corresponding to a stable

period of the network, and the other state have a certain dropping rate, corresponding

to the lossy period of the network. The state sojourn time conforms to an exponential

distribution. Although the Markov model retains memory of previous states, some

work [93] found that the Markov model tends to underestimate the probability of

consecutive packet losses.

To depict packet loss events more accurately, the Poisson process is modified into

a Markov Modulated Poisson Process (MMPP). The MMPP is a doubly stochastic

Poisson process whose arrival rate is given by an m—state irreducible continuous time

Markov chain. The Markov chain should be independent of the Poisson process. The

MMPP can be implemented in the ns2 simulator using the MultiState loss module.

3.2.3 Simulation with Variable Packet Loss Rates

In the following simulations, two candidate disjoint overlay network paths were es-

tablished. The slower path pathO has an available bandwidth of 1MB and a single

trip delay of 100ms. The faster path pathl has an available bandwidth of 10MB and

a single trip delay of 100ms. We simulated the transmission of class 2 supermedia.

Each message contains 50 packets, each of which is 1000 bytes. In the following two

subsections, we compared the performance of STRON with TCP and SCTP under

variable packet loss rates. Since TCP does not support multiple transmission paths,

only path] is used in the simulation when TCP is involved in the comparison.

Unless explicitly specified, we used the exponential packet loss model in this sim-

ulation since the exponential model is more suitable to generate packet loss events
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according to a given packet loss rate. In the following simulation, the packet loss rate

was increased from 0.01 to 0.1. We see from Figure 3.9 that while the packet loss rate

increases, STRON performs better than TCP and SCTP. For example, when the loss

rate is 0.05, STRON takes 0.98 seconds to transmit a 50KB message, while TCP takes

1.73 seconds and SCTP takes 1.40 seconds. An experiment with the Reed-Solomon

codes shows with stretch factor 1.2, the encoding and decoding of 50KB data takes

0.014 and 0.002 seconds under the experimenting computer (an AMD Duron 1.26GHz

CPU with 512MB memory). Thus overall STRON takes 0.996 seconds, with an im-

provement of 42% compared with TCP and 29% compared with SCTP. If Tornado

codes were used as the digital fountain encoding method, the improvement would be

even higher.

Unlike TCP, SCTP is able to support multiple transmission paths. In Figure 3.10

two paths were used for the transmission. The path pat/20 has an MMPP packet loss

model with expected packet loss rate 0.01. The path path2 has an exponential packet

loss model with the packet loss rate increasing from 0.01 to 0.1. Although when the

packet loss rate is low, SCTP performs a little better than STRON, STRON may

take better advantage of the overlay paths as the loss rate increases. For example,

when the loss rate is 0.05, STRON takes 0.88 seconds to transmit a 50KB message,

while SCTP takes 1.03 seconds. Using the same encoding and decoding time in

the previous simulation, we have a 13% improvement with STRON over SCTP. The

successful rates without retransmissions of STRON are shown in 3.11. It shows an

additional overlay path helps improve the successful rate dramatically.

3.2.4 Simulation with PlanetLab 'Ilraces

In this part, we simulated the behavior of STRON using available bandwidth traces

collected under PlanetLab. The available bandwidth traces were measured using

Pathload [88] among three PlanetLab nodes that are located in Michigan State Uni-
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versity (node MSU), Japan (node JPN) and Australia (node AUS), respectively, as

shown in Figure 3.15. The measurements were done among the three nodes at the

Figure 3.15. Three PlanetLab Nodes

same time. One Pathload probe started at the beginning of every minute. Most

measurements finished within one minute. If Pathload does not converge within one

minute, the launching of the next measurement was delayed until the beginning of the

minute that goes right after the previous Pathload measurement finishes. The mea—

surement results generated two bandwidth series as shown in Figure 3.16(a). BWl

was the available bandwidth between node MSU and AUS. BW2 was the minimum

of the available bandwidth of the path between MSU and JPN, and the path between
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JPN and AUS. BW2 can be regarded as the available bandwidth series of an overlay

path between MSU and AUS that traverses JPN. Results of traceroute show that

the paths of MSU-AUS and MSU-JPN-AUS are quite disjoint except for some over-

laps on the continents of North America and Australia. A snapshot of the available

bandwidth measurement (bandwidth series from 1 to 1500 second in Figure 3.16(b))

was used in the simulation. We modified the simplex-link object in ns2 to enable the
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bandwidth input. In the following scenarios, a series of supermedia messages were

sent from node MSU to AUS. Each message has 250 original packets and the packet

size is 1000 bytes. An MMPP packet loss model with expected packet loss rate 1% was

assumed on all paths. Figure 3.12 shows the latency variance when the messages were

sent over the direct connection using the available bandwidth series BW1. STRON

achieves better performance and has less variance compared with TCP. Figure 3.13

shows the situation when both the direct path and overlay path are used by STRON

and SCTP. In the simulation of Figure 3.14, we established two TFRC connections

under the direct path (with available bandwidth BW1). The results show that two

TFRC connections under one path do not necessarily decrease the latency compared
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with one TFRC connection under one path. However, a second overlay path can

improve the performance of the system under the same packet loss conditions. The

Table 3.3. The Average and Standard Deviation of the Latencies

 

 

Simulation Average STD

STRON 1 path 3.9268 0.4947

STRON 2 paths 2.4604 0.5886

TCP 1 path 6.0985 1.8439

STRON 2 connections 3.9022 0.4899

SCTP 2 paths 4.0613 0.9387

average and standard deviation of the latency under different schemes are shown in

TABLE 3.3. Considering the encoding and decoding time of STRON (which are 0.071

seconds and 0.014 seconds for 250KB data on the experimental computer, see Sec-

tion 3.2.3), in the case of one path, STRON has an improvement of 34% over TCP.

Using the same encoding and decoding overhead, in the case of two paths, STRON

has an improvement of 37% over SCTP. STRON has reduced the latency by 37% by

using an additional transport path. STRON with 1 path and STRON with 2 paths

have an average successful rate without retransmissions 98% and 99%, respectively.

3.3 Experimental Implementation and Testing

The advantages of the proposed algorithm are demonstrated using experiments with

a teleoperated mobile manipulator robot.

3.3.1 Description of the Experimental Platform and Setup

Figure 3.17 shows the hardware structure of the Experimental test platform. It

consists of a robot manipulator, a haptic device and a vision system connected through

the Internet. The haptic device (phantom) is used to obtain velocity commands from

the operator and render force feedback from the robot. The vision system is used for

visual feedback from the robot and its surroundings.

62



 

 

Figure 3.17. The Experimental Test Platform

The communication channel is composed of several nodes in the PlanetLab overlay

network. The nodes were selected at myriad locations over the world from several

distinct Autonomous Systems (AS). Multiple routes from the source to the destination

for the various supermedia streams were implemented via the overlay network. The

stretch factor a for the various supermedia streams was preset to be equal to the

number of paths being used. The reception overhead factor, 6, was set to 0.

The robot system was located at Michigan State University (MSU), USA and

the operator was located at Chinese University of Hong Kong (CUHK), Hong Kong,

China. Overlay routing nodes for implementing the multiple path approach were

selected from many different location over the world. Four disparate paths were

heuristically chosen for the overlay routing links. The four paths chosen can be

tabulated as 1) east coast of USA path, 2) west coast of USA path, 3) a path through

Europe and 4) a path through Asia. Experiments were carried out utilizing 1, 2,

3 and 5 paths (including the default Internet path). In order to achieve repeatable

operation to compare the results of the various experiments, the teleoperation task

was simulated using a stream of actual teleoperation commands recorded in a previous

trial. The task involved moving the robot end-effector in concentric circles in the
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X — Y plane as is shown in figure 3.18. This task has high dexterity requirements as

is explained in [133]. The same set of commands was played back at the Hong Kong

peer for each experimental run.

3.3.2 Experimental Data and Analysis

The teleoperation task was carried out for different number of paths used to transport

the supermedia streams. The Round Trip Time (RTT) delay, motion of the robot

and effective time to completion of the task are recorded and analyzed.

EXPERIMENTAL RESULTS AND DISCUSSIONS

First, the teleoperation task was carried out using only the default route as a single

data path between the operator and the robot. Next the proposed system using a

total of up to 5 routes (4 routes via the overlay network and one default route), was

used to route supermedia streams involved in the teleoperation task. Figure 3.19

depict a 1 minute time slice of typical sample runs for the two experimental cases

implemented with and without the use of the proposed framework.

Figure 3.19 shows the measured round trip time delay trace during the task ex-

ecution for both the trial runs. It can be seen that the RTT delay is significantly

higher in the case of the single path. The proposed multiple paths via overlay net-

works approach significantly reduces the end-to—end latency in the control loop which

results in eflicient task execution.

Table 3.4 lists the various statistical quantities of interest for the various exper-

iments conducted using the proposed approach. The mean RTT delay decreases as

a function of the number of paths used. Further the variance of the RTT delay de-

creases quite rapidly with the increase in the number of paths used for the supermedia

transport. This decrease in the variance of the RTT with the number of paths used iS

very significant as it improves the reliability and performance of the communication
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Figure 3.19. Round Ttip Time (RTT) Delay with Drops.
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channel used. The mean time per event is an indication of the overall efficiency of the

system. A lower mean time per event indicates the system performs the task more

 

 

 

 

 

efficiently. These results reinforce the idea that by using multiple overlay paths

Table 3.4. Statistical Data For Experiments Conducted

No. No. RTT RTT Execution Mean time

of of (mean) (variance) time per event

Paths Events (sec) (sec) (sec/event)

1 4014 0.4488 0.7256 1857.371 0.4627

2 4289 0.3949 0.1345 1789.598 0.4173

3 4194 0.3742 0.0473 1598.912 0.3811

5 5549 0.3580 0.0052 2047.581 0.3690        
to provide the supermedia transport service, the data receiver will always take the

data packet that arrives first from the fastest path, thus the round trip time of the

packets is reduced. It is typical that network congestion or router. capacity overflows

occur in a restricted geographical area. The multiple paths provide a convenient and

resilient way to circumvent the local networking performance degradation without in-

troducing much overhead. Using multiple overlay paths does increase the networking

traffic e.g., four overlay paths increase the networking traffic from about lKBPS to

5KBPS when transmitting the latency critical data. However, this increase is not at

all significant when compared to the streaming rates of audio and video data which

are close to 500KBPS. What’s more, the TFRC protocol in the STRON approach

ensures the supermedia traffic is friendly to other traffic.

Table 3.5 indicates the percentage of time a particular path has the lowest latency.

It shows the contribution of the individual paths to the overall supermedia transport

system. It can be seen that the default route (Path #1) is the most used route. This

is expected, however in the event of network congestion in the default path, various
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other routes can be used to maintain low latency.

Table 3.5. Routing Percentage per Path

 

 

 

 

 

 

Number Path #1 Path #2 Path #3 Path #4 Path #5

of Paths (%) (%) (%) (%) (%)

1 100 - - - -

2 97.73 2.27 - - -

3 96.13 1.89 1.98 - -

5 55.1 39.9 2.06 1.64 1.30       

EXPERIMENTS WITH SIMULATED PACKET Loss

Due to the difficulty in capturing the characteristics of a network route in the limited

time span of conducting the real-time teleoperation task, a packet loss simulation was

also implemented in one of the sets of experiments reported. For this experiment,

a 10 % packet loss across all paths in the system was simulated. The loss model

is implemented using a stochastic packet loss model which drops a subset of packets

according to an exponential processes. Some measurements [194] Show that the packet

loss events of the Internet may be independent and fit an exponential distribution.

Figure 3.20 shows the RTT delay trace during the task execution for both the

trial runs. It can be seen from the figure that packet loss affects RTT delay for single

routes more severely than the proposed approach. These results are in tune with

the fact that the proposed method is more robust to the congestion and failure of

individual network paths.
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3.4 Summary

Designing a transport service for an Internet based teleoperation system is challeng-

ing because of diverse media forms in the application and the timely transmission

requirement of supermedia streams. The end-to—end latency of the communication

channel is crucial for the teleoperator to send commands to the robot and receive hap-

tic feedback from the robot, both of which are important for the operator to maintain

smooth control of the robot. The STRON system is built to reduce the end-to—end

latency and improve other QoS parameters for teleoperation systems.

DiSjoint overlay network paths and forward error correction encoding are used to

improve the reliability and efficiency. An automatic redundancy factor adjustment

system can update the redundancy level used to ensure the right amount of redun-

dancy is used to make the transmission reliable. An optimal path selection module

can adjust the transmission paths according to the dynamic network conditions.

The results of the Simulation demonstrates that the supermedia transport system

performs well under different network conditions. In the case of network paths with

heavy packet loss rates, it has a significant improvement over TCP and SCTP.
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CHAPTER 4

QOS Management of Supermedia

Enhanced Teleoperation via Overlay

Networks

In supermedia enhanced Internet based teleoperation systems, the data flowing be-

tween the operator and the robot include robotic control commands, video, audio,

haptic feedback and other media types. The difference between an Internet based

teleoperation system and other Internet applications are that (1) there are many me-

dia types involved in teleoperation systems and each of them has a particular Quality

of Service (QOS) requirement; and (2) some media types are very latency sensitive.

Overlay networks have been proposed to improve the QoS of teleoperation applica-

tions. However efficient use the overlay network resources and the distribution Of

these resources optimally to all supermedia streams remains an important problem.

This research work aims to provide a framework of QOS management for teleoper-

ation systems over overlay networks. The validity and performance of the system

is evaluated using the PlanetLab overlay network. The usage of overlay networks

to improve QOS of supermedia enhanced teleoperation systems can be illustrated in

Figure 4.1. The experiments Show that STRON was effective in reducing end to

end latencies of teleoperation systems. However, considering that various supermedia
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streams have different QoS requirements, and all need to be transmitted over the

same set of overlay paths, it is important to design a QOS management framework to

assign the networking resource to the supermedia streams efficiently and optimally.

This is one of the major problems we are going to solve in this research.
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Figure 4.1. Usage of Overlay Networks to Improve the QOS

4.1 Task Dexterity Index Generation

In order for the overlay transport services module to allocate the networking resources

optimally, a mechanism is needed to model the dexterity and resource requirement

of robotic tasks. This mechanism is task dexterity index. An on-line task dexterity

analyzer is proposed to analyze task dexterity requirements by Pan, et al. [133]. The

operator commands, the information from the mobile manipulator and the sensory
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information are taken as inputs and a collection of task indicators is generated online,

which represent the actual conditions of the task being performed. Using a fuzzy

inference scheme, the task analyzer maps the task conditions represented by task

indicators into TDI, which represents task dexterity requirements. The task indicator

vector u E RM (set of all task indicators) is defined as:

_ . , - _. . T
u—{u1,u2,---,uM|Vu,EU, 2—1.M} . (4.1)

where, M is the number of task indicators. The following is an example of the collec-

tion of task indicators which could be used for the tele—operated mobile manipulator:

o End-effector absolute motion on position:

 

AParm 2 (/A332 + [3.3/2 + A22

where Ar, Ay, A2 are the position transformation on x, y, and z axes in the

world frame.

0 End-effector absolute motion on orientation:

Aearm = AbS(arCCOSO.5(TT(Rerr) — 1))

I

Here Rerr is the product of the desired rotation matrix and the transpose of

the actual rotation matrix, Tr is the trace of a matrix and Abs is the absolute

value.

0 Local curvature k and torsion r of the trajectory, which are described by the

previous and current commands.

o Operator commands. The characteristics (say acceleration and deceleration) of

commands can indicate task conditions and the operator’s intention.

0 Status of the mobile manipulator ( such as end-effector open/close, the external

force, etc).
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o Sensory information about the environment (say Obstacles, working environ-

ment temperature, etc).

The Task Dexterity Index is used to mathematically describe the task dexterity

requirements. The index is generated by a fuzzy mapping, which takes the task

indicators as input variables:

'9j(uj)

H
M
:

b
i
g
-
P

 Index = f(u) = ‘7 (4.2)

M

X “j
J=1

where aj is the relative weight of task indicator uj in the task, and gj is the mapping

function of the task indicator aj for the task. Equation (4.2) maps the task indicator

value into the extent of the task dexterity requirement. The relative weights are

assigned based on the physical meaning and importance of a particular task indicator.

4.2 Transport Service Architecture

The system architecture is Shown in Figure 4.2. The design details of Sender-side

Overlay Agent and Receiver-side Overlay Agent can be found in [25] [30]. At the

sender side, the supermedia streams are classified according to their roles in the

teleoperation system by a classifying system. Each class of stream has its own QOS

requirement. Differentiated treatments of each supermedia class are implemented in

the QOS Management Module (QMM).

The Sender-side Overlay Network Agent (SONA) is responsible for transporting

each class of streams according to its QOS specifications. The SONA consists of four

submodulesz the DiSjoint Path Search Module (DPSM), the Network Measurement

Module (NMM), the Optimal Path Selection Module (OPSM), and the Encoding and

Transport Module (ETM).
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The DiSjoint Path Search Module (DPSM) runs a disjoint overlay network path

searching algorithm [42] [18] [122] through the connected overlay nodes. A higher

disjoint degree of the overlay paths ensures that if one of the paths experiences con-

gestion or service outage, the performance of other paths will be minimally influenced.
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Figure 4.2. The Architecture of the Overlay Network Transport System

The Network Measurement Module (NMM) is usually deployed in overlay nodes

as a common service. Active measurements are launched periodically to probe the

networking conditions. The measurement results needed by SONA include, the avail-

able bandwidth, the single trip delay, and the packet loss rate. Some research efforts
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have been dedicated to making accurate measurements of the network. In our frame-

work, we use Pathload as the available bandwidth measurement tool. Pathload [88]

takes advantage of the fact that the one-way delays of a periodic packet stream Show

an increasing trend when the stream rate is larger than the available bandwidth. The

measurement of single trip delay and packet loss could be trivial except that half of

the round trip time is taken as the single trip delay for simplicity.

The objectives of OPSM are to find the optimal disjoint path set to be used as

active transmission paths and decide the amount of data sent over each active path.

The redundancy encoding parameters are also decided in OPSM. The design of the

OPSM is discussed in detail in [25].

The Encoding and Transport Module (ETM) encodes the supermedia streams

using redundancy encoding and passes the encoded packets to the overlay transport

service. TCP Friendly Rate Control (TFRC [79]) is used as the transport control

mechanisms for each overlay path. TFRC provides a congestion control mechanism

that is more suitable to multimedia applications than TCP while at the same time

remains TCP friendly.

At the receiver side, the Decoding and Transport Module (DTM) of the Receiver-

side Overlay Network Agent (RONA) decodes the packet streams received by the

TFRC receivers and notifies the sender when enough packets have been collected for

a certain message or a message is lost if a timeout occurs. The feedback to the sender

also includes information telling the sender to what degree the redundancy in the

encoding is effective so that the sender can adjust the redundancy level accordingly.

In the following section we discuss the design details of the QOS management

module and the transport protocol.
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4.3 QOS Management Module (QMM)

The available bandwidth B in terms of bytes per second of the sender is reported by

the Network Measurement Module of the sender Sideoverlay agent. The purpose of

the Q08 Management Module is to allocate B for each supermedia stream according

to their requirements. For each supermedia stream 2' (i = 1, - -- ,M) we have the

following parameters.

0 Stream Priority

For each supermedia stream, a heuristic priority number p,- is calculated and

updated dynamically based on the robotic tasks of the teleoperation applica-

tion. A good way to calculate p,- is using the Task Dexterity Index (TDI) as

introduced in [67].

o Stream Weight

The weight w,- denotes the possible percentage of bandwidth of this stream over

the whole bandwidth. 20,- is related with the type of stream. For example, a

video stream should have more weight than a text stream.

0 Stream Floor Rate

fz- is the minimum rate to make the stream 2' workable. For some types of media,

such as video, if the bandwidth available to this this type of media drops below

a certain level, the media will simply not be useful anymore.

0 Stream Sending Rate

The allocated sending rate rz- of each stream is decided by the following algo—

rithm.

If B satisfies all fi, that is

M

BZZn an

i=1
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The remaining of the bandwidth is allocated according to the weight of the

 

streams. M

B — -_ f-

T2: = fi + w,- X 22—1 2 (4.4)

i=1 “’z'

If B cannot satisfy all fi, that is

M

B < 2 f7; (4.5)

i=1

The bandwidth is allocated according to the priority up to fz- for each stream.

Sort the stream according to the priority in the descending order, we have

i—l

Ti 2 min(fz-, max(0, B — Z fj)) (4.6)

j=1

Given the target rate r,- we need a packet scheduler to make sure the actual sending

rate of each TM stream is 7‘2” We may use token bucket algorithm [154] to achieve this

goal. For each TM stream 2' we have a token bucket Bi whose size is Ft: One token

in the bucket corresponds one byte/second bandwidth the stream can use. The rate

of token increase in the bucket is rz- and F,- is a number decided by 212,-. Ft should at

least be greater than the packet size. The stream can send a packet whose size is X if

there are X or more than X tokens in the bucket, otherwise, the stream would have

to wait until the bucket has the required number of tokens. Once a packet is sent out

for a stream, a certain number of tokens are deducted from the corresponding token

bucket. The token bucket algorithm is illustrated in Figure 4.3.

4.4 Experimental Implementation and Simulation

In this section we present the results of using the overlay based QOS framework to

accomplish an obstacle avoidance and object pickup task through teleoperation. The

number of overlay paths is dynamically adjusted based on the TDI during the teleop-

eration process. Also network Simulator NS2 is used to Simulate the behavior of the
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Figure 4.3. The Token Bucket Algorithm

token bucket algorithm in shaping the bandwidth consumption of several supermedia

streams.

4.4. 1 Experiment Setup

Our teleoperation system mainly consists of two parts: the mobile manipulator (No-

mad XR400 and Puma 560) and the haptic device. The devices can be seen in

Figure 4.5. Twe types of haptic devices are available in our system: Phantom Pre-

mium 1.5A and Microsoft SideWinder Force Feedback Pro joystick (with three degree

of freedom). Unless noted, Phantom is our default haptic device. In the experiments,

the Phantom is used to send position commands to mobile manipulator and render

force feedback from the mobile manipulator. Several kinds of sensors were installed

in the mobile manipulator. In our experiment, laser sensors have been used to detect

the obstacle and produce the TDI. In the proposed approach for reliable and efficient

teleoperation, the PlanetLab nodes serve as overlay network relay agents to transmit

the control command stream through selected overlay routes in addition to the de-

fault IP routes determined by the routing protocols. In the experiment, PlanetLab

nodes are also used as relay nodes to simulate that the operator controls the robot in
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a remote location. A snapshot of one of the experiments (the experiment described

in section 4.4.3) is shown in Figure 4.4.

.1 Destinati

\l II) ‘7 ’

 

Figure 4.4. Experiment Snapshot

PlanetLab [138] is an overlay network used to design, evaluate and deploy geo-

graphically distributed network services. The sender side overlay agent and receiver

side overlay agent are implemented and run on a set of preselected PlanetLab nodes.

Our experiments can be classified into two categories. The first category of experi-

ments are carried out to verify the operation efficiency of teleoperation tasks using

the proposed transport service. In the second category of experiments, the operators

are facilitated with QOS cues when performing certain teleoperation tasks, and the

results are compared with the case when no QOS cues are present.

4.4.2 Experiments to Measure Operation Efficiency under the Transport

Service

In this experiment we compared the operation efficiency Of performing certain teleop-

eration tasks using the traditional transport service and the overlay network transport

service (Figure 4.5). In the experiment we recruited a certain number of globally dis-

tributed PlanetLab nodes as overlay nodes to form a pool of ten overlay paths. As

the TDI changes, from one to six paths out of the ten paths will be used for the

teleoperation task. Periodical latency measurements are done over each path in the
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Figure 4.5. The Two 'Ifansport Schemes.

pool regardless of whether the path is active or not. All the overlay paths in the pool

are ordered according to their QOS performance. This makes sure whenever another

active path is needed, the path with the best performance will be chosen. The stretch

factor a for the supermedia stream was preset to be equal to the number of paths

being used. This will actually duplicate the sending data to each overlay paths, and

as a result simplifies the process of redundancy encoding and decoding.

During the experiments, up to six paths will be allocated to the most dextrous

tasks. The number six is chosen because according to our previous experiments [25],

five or six paths are generally enough to reduce the latency and its variance in most

cases More overlay paths would increase the performance marginally but the gain

will be very limited. The same teleoperation task is carried out under two transport

schemes (Figure 4.5). Both the robot and the operator are located in the United

States. In both schemes an overlay node in Beijing, China (denoted as CHN) is al-

ways chosen in the paths. This is to simulate that the teleoperation task is performed

between two distant locations (China and USA). In scheme (a), the operator is con-

nected to the robot through a direct Internet path. In scheme (b), ten overlay paths
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are served as an path pool (established by node N0 to N4 as in Figure 4.5. At a

certain stage during the task, zero up to five overlay paths will be chosen as active

overlay paths from the path pool depending on the task dexterity index. Supermedia

traffic are transmitted through the default path and the active path pool based on the

proposed QOS improvement approach. In the second scheme, ONA (Overlay Network

Agent) performs the the overlay transport service operations of SONA (Sender-side

Overlay Network Agent) and RONA (Receiver-side Overlay Network Agent), such as

duplicating the packets and reconstructing them. The separation of ONA and the

sender and receiver makes it possible to adapt to the overlay network service without

modifying the sender and receiver software.

 

 

voeoAO
Obstacle Obstacle

(b) (C)

Figure 4.6. Experiment Scenarios.

In the experiment, the Operator controls the mobile manipulator to move front

point A to point B while avoiding an obstacle in the middle, accept a material piece

and then move to point C (as shown in Figure 4.6(b)). The task can be divided into

the following five subtasks.

o Subtask 1: move the robot toward the obstacle.

o Subtask 2: avoid the obstacle.

o Subtask 3: move the robot toward point B.

o Subtask 4: accept the object.
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o Subtask 5: move the robot toward point C.

During the teleoperation experiment, TDI is produced online to reflect the dexterity

of robotic tasks. The experiment is repeated several times for both the overlay paths

case and the direct path case.

The RTT (Round Trip Time) comparison of using overlay paths and one direct

path can be seen in Figure 4.7. In the overlay paths case, the RTT has an average of

1.04 and a standard deviation of 0.78. The corresponding statistics of the direct path

case are 1.52 and 1.47. The results show that the additional overlay paths are very

effective in reducing the RTT. More importantly, the variance of RTT is also reduced

 

    

greatly.

5

4r
.1

75 l

83U f

a)

In

B 2t 1

El

04

1~ . .

I '1

0 J l l l

O 10 20 30 40 50

Operation Event Sequence

-+—Overlay Paths—I—Direct: Path

Figure 4.7. RTT of the Two Schemes

The average task finishing time (repeating the experiment 6 times) of the two

schemes are shown in Table 4.1.

Figure 4.8 shows the results of RTT, TDI and active number of paths when using

the overlay transport service to accomplish the teleoperation task. TDI was generated
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Table 4.1. Time Measurements For Experiments Using Different Transport Services (sec-

ond)

 

 

 

 

 

 

 

     

Category Direct Overlay Improvement

Subtask 1 26.19 21.05 24.4%

Subtask 2 30.50 21.89 39.3%

Subtask 3 35.34 29.42 20.1%

Subtask 4 29.83 21.66 37.7%

Subtask 5 13.27 9.41 41.0%

Total 135.12 103.44 30.6%

 

through the fuzzy logic system taking the distance of the robot to the nearest object

as input. TDI shows the dexterity requirement while operating the robot. We can

observe for subtask 2 (from event sequence number 24 to 40) and subtask 4 (from event

sequence number 72 to 82) the TDI increased to accommodate the task dexterity. AS

the TDI changes, the number of active overlay paths is automatically adjusted. As a

result, the RTT tends to decrease when more active paths are used in the transmission.

More obvious is that the variance of RTT is reduced significantly when the number

of active paths increase.

In another teleoperation task, the operator controls the mobile manipulator to

accept a material piece and transport it to another place. The robot base tracks

(one track of each type of experiments) are plotted in Figure 4.9. We can see that the

overlay path experiment gives a smoother track than the direct path experiment. The

changes of Y distance (one plot of each type of experiments) during the teleoperation

process is shown in Figure 4.10. The experiment using overlay paths completes the

task earlier than the experiment with the direct path only.
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4.4.3 Experiments to Measure the Effects of Facilitating the Operator

with QOS Cues

In addition to measuring all the available overlay path in the path poOl, the Network

Management Module also gathers QOS information of the paths in the active transport

plan. The QOS information is sent back to the operator in the form of a series of

QOS cues. The operator can benefit from the Q08 cues directly or through a QOS

cue processing fuzzy logic system. Experienced operators may interpret the QOS

cues and choose from alternative strategies when planning the tasks, or choose from

alternative devices when performing the same task, depending on the quality of the

transport service. In the Q08 cue processing fuzzy logic system, task planning and

implementation strategies may be recommended to the operator based on a fuzzy

logic rule base and the current QOS cue values and Task Dexterity Indices (TDI) [67].

A fuzzy logic rule base contains a set of linguistic rules. A linguistic rule Rj with n
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inputs and one output can be written as,

IF X,- is if AND X... is F3, THEN Y is C]-

where Xz' are input variables, Ff are antecedent fuzzy sets, Y is output variable and

A-

Gj is consequent fuzzy set. of rule Rj. Examples of linguistic rules are:

0 IF TDI is LOW AND BANDWIDTH is GOOD

THEN DEVICE is JOYSTICK

0 IF TDI is HIGH AND BANDWIDTH is GOOD

THEN DEVICE is PHANTOM.

The final result can be computed using common fuzzifier, defuzzifier and inference

rules [184].

We designed a series of experiments to verify that providing the operator with QOS

cues of the network will help improving the operation efficiency of the teleoperation

task. One of the challenges is to be able to have similar and predictable QOS conditions

(such as congestion) throughout different experiments. In order to have predictable

and observable congestion during each experiment, we modified the overlay network

agent (ONA) to generate artificial congestion. For the experiments whose results are

compared, we make same active artificial congestion intervals during the operation

process. The active artificial congestion intervals are Short (usually half a minute)

and distributed randomly during the operation. During the active artificial congestion

phase, the ONA drops the data packets following an exponential distribution with a

fixed rate (5% in the experiments). Some measurements [194] Show that the packet

loss events of the Internet may be independent and fit an exponential distribution.

Two types of experiments were carried out to verify the effectiveness of QOS cues.

In the first type, we designed a teleoperation task that consists of several subtasks.

The actual order of implementing the subtasks can be adjusted by the operator based
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on QoS cue observations. In the second type of experiments, the operator is given a

choice of different operation devices and the decision of which to use is made based

on task requirement and QOS conditions.

USING QoS CUES To FACILITATE TASK PLANNING

In this experiment, the operator operates the robot to Simulate a classical producer-

consumer process. In the producer-consumer problem, the producer produces a cer-

tain type of objects and put them in a buffer. The consumer will consume the objects

from the buffer. In the teleoperation experiment, the producing-consuming task is

decomposed into the following subtasks.

o Subtask 1: simulate the producing phase by operating the robot to transfer an

object from point A (the source site) to point B (the buffer) while avoiding an

obstacle during the trip (as Shown in Figure 4.6(a)).

o Subtask 2: Simulate the consuming phase by operating the robot to transfer an

object from point B to point C (the destination Site).

The final goal of the task is to produce and consume as many objects as possible

during a given time, or produce and consume a certain number of objects as fast as

possible. Initially we can set the buffer to be nonempty, thus the operator may have

the choice of performing either subtask 1 first or subtask 2 first. Since the buffer

has a certain size and can hold several objects, the operator also has the choice of

performing either subtask during the process unless the buffer is drained or full. The

producing phase (subtask 1) is more difficult than the consuming phase (subtask 2).

The operator may utilize QOS cues in planning the operating strategy.

In the first experiment setup, the operator is asked to produce and consume five

objects. The buffer has a size of three and initially has one object. The experiments

are repeated many times for the following three scenarios:
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1. There is no artificial congestion.

2. The ONA generates artificial congestion but the operator is not notified with

the Q08 cues.

3. The ONA generates artificial congestion and the operator is notified with the

Q08 cues.

The time used to produce and consume five objects for the three scenarios are 270.5

seconds, 346.9 seconds and 298.7 seconds. With the help of QOS cues, the operator

can improve the completion time by 13.9% under the same networking conditions.

In the second experiment setup, the operator is given ten minutes to produce

and consume as many as possible objects. Under the three scenarios, the number of

objects produced and consumed are 12, 9, and 11. The number of objects achieved

under artificial congestion with the help of QoS cues is almost as good as the case

when no artificial congestion are generated. We can infer from the experiments that

QOS cues can alleviate the impact of bad networking conditions to a certain extent.

USING QOS CUES To CHOOSE OPERATION DEVICES

In this experiment, the operator operates the mobile manipulator to move from point

A to point B while avoiding an obstacle in the trip (as Shown in Figure 4.6(c)). A

snapshot of the experiment is also shown in Figure 4.4. However, instead of using

Phantom as the only teleoperation device, the operator can also use an additional

Microsoft force feedback joystick to perform the Operation. The joystick can issue

velocity commands and is more suitable when the robot needs to travel long distance.

However when the network condition is not good enough the risk of mal-manipulation

when using the joystick is higher than using Phantom. Also Phantom can perform

better than the joystick when doing fine manipulation movements Since Phantom has

more degrees of freedom and finer control. Facilitated with QoS cues, the operator
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can choose with operating device to use depending on the task and the network

conditions. For example, if the network condition is good and the robot is not near

to an obstacle, the Operator may choose to use the joystick.

The experiments are repeated many times for the following three scenarios (all

with artificial congestion):

1. The operator can only use Phantom.

2. The operator can only use the joystick.

3. The operator can use both Phantom and the joystick but is not facilitated with

the QoS cues.

4. The operator can use both Phantom and the joystick and is facilitated with the

QoS cues.

For the sake of time keeping we break the task into the following subtasks.

o Subtask 1: move the robot toward the obstacle.

o Subtask 2: avoid the obstacle.

o Subtask 3: move the robot toward point B (the destination).

Table 4.2. Time Measurements For Experiments Using Different Devices (second)

 

Category Scen.1 Seen. 2 Seen. 3 Scen. 4

 

Subtask 1 24.22 30.21 28.54 19.38

 

Subtask 2 64.51 71.35 61.98 50.12

 

Subtask 3 53.11 32.17 36.25 32.61

 

Total 141.84 133.73 126.77 102.11       

The average task finishing time (repeating the experiment 6 times) of the four

scenarios are shown in Table 4.2. In Scenario 4, the operator was able to choose
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between Phantom and the joystick based on QOS cues. This scenario has the short-

est completion time, which has an improvement of 28% compared with scenario 1.

Generally the joystick achieves better control when the robot is moved over relatively

long distances but not as good as Phantom when doing fine manipulations, such as

avoiding an obstacle. This can be observed through the fact that subtask 3 in scenario

2 took the shortest time but subtask 2 in scenario 2 took the longest time. With the

help of QoS cues the operator can choose the right control device that fits the task

best and improve the operation efficiency.

4.4.4 Simulation Of the Q08 Management Module
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Figure 4.11. Effects of the Token Bucket Algorithm

In the overlay network based transport service framework, the QOS management

module is to allocate the network resource to different supermedia streams (as detailed

in section 4.3. To reflect the resource variance of the real network, available bandwidth

traces were collected between two remote PlanetLab nodes using Pathload [88]. The

bandwidth trace is further normalized to meet the simulation needs. The simplex-link
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class in NS2 is modified to enable the bandwidth input.

In the simulation scenario, three supermedia streams 30, 31, and 32 are scheduled

to be transmitted. The weights of the three streams are 2, 3, and 5. The priorities

of the three streams descend in the order and the floor rates of the streams are 10,

20, 30 KB accordingly. We can see from the simulation results (Figure 4.11) that the

token bucket algorithm is effective in partitioning the available bandwidth according

to the QoS specifications of each supermedia stream.

4.5 Summary

A QOS Management framework for supermedia enhanced teleoperation systems is

presented. This framework aims to provide an efficient QOS control mechanism to

allocate networking resources for different supermedia streams. Overlay networks are

used to reduce the end to end latency of teleoperation applications and hence improve

the operation efficiency and stability.

The architecture of the transport service based on overlay networks is described.

The architecture supports dynamically allocate overlay paths based on the task dex-

terity index generated according to the dexterity of the robotic task. A QOS manage—

ment model is designed using the token bucket algorithm to ensure the networking

resources are allocated efficiently over multiple supermedia streams. The state tran-

sitions of the transport protocol are also discussed.

Experiments using multiple overlay nodes on PlanetLab show that the overlay

network is effective in reducing the round trip time and its jitter when the dexterity

of the task demands a higher quality of service. Simulations are also done to verify

the effectiveness of the bandwidth allocation module of the Q03 management frame-

work. The results show that the token bucket algorithm can efficiently partition the

bandwidth according to the requirement of each stream.
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CHAPTER 5

Remote Sensing and Control in MANETS

In remote sensing and control applications, such as bilateral teleoperated systems, the

signal transmissions between an operator and the slave manipulators have different

QOS requirements in comparison to traditional network traffic. The challenge for sup-

porting teleoperated systems over wireless networks is more difficult in comparison

to wired networks. The media streams involved in teleoperated systems differentiate

themselves from other media types in that they require both reliable and smooth

delivery. Reliable delivery requires that the transport service have TCP style seman-

tics. By being smooth, the transport service should be able to deliver the control

and sensing data with both the average latency and the standard deviation of the

latency bounded and reduced. We conducted numerous teleoperated experiments us-

ing our system. Our teleoperation experiments and simulations Show that traditional

transport services have great difficulty meeting the latency requirements of deliver-

ing sensing and control data over wireless networks. This research work proposes an

improved Transport service for Remote Sensing and Control (TRSC). The service

reduces the end-to—end latency and the standard deviation of the latency (jitter) for

real-time reliable media in mobile ad hoc networks by using forward error correction

encoding and multiple network paths. Theoretical modeling and simulation using

NS2 shows the approach performs well under different wireless scenarios.

Mobile Ad hoc Networks (MANETS) are becoming a supporting framework for
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applications that enable people to acquire and disseminate information freely. Remote

control and sensing are another class of applications that may find their way to

wireless networks. A typical application that uses remote control and sensing is a

bilateral teleoperation system. An IP based network is an ideal candidate for the

communication channel between the Operator and the robot due to its flexibility

and interoperability. IP based MANETS further make a teleoperation system more

resilient and adaptive to different environments, such as battle fields or emergency

rescue scenarios.

A typical MANET based teleoperation system may be illustrated as in Figure 5.1.

A multi-functional robot is controlled by a human operator through the ad hoc wire-

less network. The operator issues control commands to the robot and receives feed—

back information from the robot. The feedback information includes audio, video,

haptic and temperature, etc. The working environment of the robot may be deployed

with a number of sensors, which may be video cameras, recorders, infrared sensors,

laser sensors, temperature sensors, etc. In a mobile surveillance network, mobile

computer nodes equipped with multiple functional sensors may recognize, character-

ize and track certain objects. Information of the target objects in the form of image,

binary data and even audio and video need to be exchanged. The mobile nodes also

need to coordinate the tracking movements in order for the target to be covered by

at least one of the nodes. The information exchange is also time sensitive depending

on the movement features of the target.

The media streams involved in these applications may be classified into two groups.

The first group, which includes video and audio, features traditional multimedia

streams. The second group, which includes control commands and binary feedback

(force, temperature etc.), is described as Real-time Reliable Media or RRM.

RRM differs from traditional non-real-time reliable data. The typical non-real-

time reliable data are FTP or HTTP traffic supported by TCP. TCP serves the
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Figure 5.1. An Teleoperation System Over Mobile Ad hoc Networks

non-real—time reliable transport service well with a conservative congestion control

scheme. However, the AIMD (Additive Increase and Multiplicative Decrease) nature

of TCP causes undesirable jitter for RRM applications in the face of congestion. The

segment based acknowledgment scheme may also increase end-to-end latency, which

may impact the performance of RRM applications. Under wireless environments, the

impact will become worse.

UDP and its variant transport services, such as TCP Friendly Rate Control

(TFRC [79, 65, 132]), Datagram Congestion Control Protocol (DCCP [101, 100])

and Stream Control Transmission Protocol (SCTP [19, 23, 85, 165]), are designed

for multimedia transport. However, each has difficulty providing reliable transport

services, which is crucial to RRM. RTP and RTCP provide support for real time ap—

plication controls but they lack the congestion control and error recovery mechanisms

that are essential for RRM applications.

We conducted a series of teleoperation experiments using wired networks. These

experiments gave us insight of the Q08 requirements of the RRM streams. In our

experiments, we controlled a mobile robot based upon Nomad XR400 and Puma 560

controllers using the Phantom desktop haptic device. Using our teleoperated system,

if the end-to—end latency standard deviation becomes larger than 0.3 second, the
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operator would have difficulty maintaining smooth control of the slave manipulator.

However, in an ad hoc network, the latency variance may be much larger under

TCP. Using NS2, we simulated a MANET of 50 mobile nodes equipped with Orinoco

802.11b network cards with data rate of 11 Mbit/sec and a transmission range of 60 m,

which are scattered across a 400 m x 400 m rectangular area. A modified version

of the Random Waypoint Model [197] was used to determine the initial position and

the moving patterns of these mobile nodes, with one second pause time and 4 m/s as

the maximal moving speed. A series of 1000 byte packets were sent from a selected

sender to a certain receiver to test the end-to—end latency variance. The result is that

the end-to—end latency standard deviation may be up to 2.5 seconds in the simulated

scenario. This is far beyond the acceptable range of a teleoperation system.

5. 1 System Architecture

The improved transport service for RRM applications takes advantage of multiple

disjoint ad hoc routes and FEC encoding to improve the quality of service. Current

ad hoc routing protocols are extended to support finding disjoint routes among the

ad hoc nodes. Digital fountain [21] encoding is used to reduce the necessities of

retransmissions of current transport protocols. The encoding redundancy level is

adjusted automatically according to the network conditions and the QOS requirement

of the application. The transport protocol is built over TFRC to ensure its friendliness

with other networking applications. A measurement module provides the networking

parameters needed for the application.

The system consists of the following modules (Figure 5.2).

o Multi-path Routing Module (MRM). Responsible for finding multiple paths

between the source and the destination. The paths are preferably node disjoint.

0 Network Measurement Module (NMM). Responsible for measuring and report-
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Figure 5.2. Architecture of the Reliable Transport Service over Ad hoc Networks

ing the QOS parameters of the paths.

0 Active Path Selection Module (APSM). Responsible for selecting the optimal

path set that will be used in the transmission. APSM also decides the amount

of data sent over each active path and the stretch factor according to the net-

working conditions of the chosen active paths.

0 Encoding and Transport Module (ETM). Encodes the transport messages and

transmit the messages using TFRC connections.

0 Decoding and Q08 Feedback Module (DQFM). Resides at the receiver and is

responsible for decoding and Q08 feedback.

The transport layer message for each media stream is chopped into packets with

a certain Size (such as the Maximum Transfer Unit or MTU) determined by the net-

working layer. Assuming the message for a certain stream contains p packets, ETM

encodes the p packets into ap packets, where a (a _>_ 1) is referred as the stretch

factor. The encoded data packets are scheduled to be transmitted over multiple

paths. AS soon as the receiver collects (1 + e)p distinctive encoded data packets, the

decoding algorithm can reconstruct the original message. Here 6 is referred as the

reception overhead. The reception overhead is zero for some encoding algorithms and
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a small number for others. A class of erasure codes that has this property is called

a digital fountain code [21]. By using a digital fountain code, the transport protocol

can provide a rather reliable transport service without using acknowledgments and

retransmissions. The most common digital fountain codes are Reed-Solomon codes

and Tornado codes [21]. Simulation using Reed-Solomon codes shows the encoding

and decoding process does not introduce Significant overhead under common com-

puting environments (Section 5.3). Moreover, the Tornado codes can decrease the

encoding and decoding time by over 100 times [21]. Tornado codes are not used in

our simulation due to their proprietary nature.

5.1.1 Multi-path Routing Module (MRM)

In order to provide a reliable and efficient transport service for RRM applications,

multiple paths may be used in the ad hoc network. Compared with single path

routes, multiple paths may provide fault tolerance when one routing path experiences

performance degradation. By splitting the traffic over different paths, QOS parameters

such as throughput, delay, and performance jitter may be improved. Moreover, to

ensure fault tolerance and reduce media contention, it is desirable for the multiple

paths between the sender and receiver to be disjoint. Paths can be disjoint in two

senses: node-disjoint and link-disjoint. Node-disjoint paths are more desirable in that

they can be more fault tolerant and contention free.

The issue of finding multiple disjoint paths in an ad hoc network can be chal-

lenging. We extend the SMR protocol to choose multiple disjoint paths in the RRM

application transport framework.

As in DSR, the sender initializes the path-finding process by sending RREQ mes-

sages to its neighbors. Besides the original fields of the DSR RREQ message (the

address of the initiator, the address of the target, a sequence number, and a route

record), the RREQ message in MRM also contains path measurement parameters, as
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described in Section 5.1.2. Unlike DSR, intermediate nodes do not keep a route cache

and do not reply to RREQ messages. This ensures the destination node receives all

the possible routing messages. Also, duplicate RREQ messages are not uncondition-

ally discarded by intermediate nodes. Instead, intermediate nodes forward RREQ

messages that are received through different incoming links and whose hop counts

are not larger than previously received RREQ messages. Since the source route is

appended in each of the RREQ messages, the destination is able to choose a group

of disjoint paths according to the quality of service requirement of the application.

5.1.2 Network Measurement Module (NMM)

After MRM has found a group of available disjoint paths, it is important to decide if

some paths perform better than others. Thus, we can allocate the data streams over

different paths according to their performance. The QOS parameters for each path

include available bandwidth ri, packet loss rate 6,- and one-way trip delay dz“

The available bandwidth of an ad hoc link can be measured using the method

presented in [211].

Ti = Reapacity _ E: Rconsumed(']) (5'1)

JED/(I)

According to equation 5.1, the available bandwidth of one node I could be computed

as the ad hoc network capacity minus the total consumed traffic in I ’s neighbor N(I)

The available bandwidth of a path could be computed as the minimal of the available

bandwidth of the nodes the path traversed.

For the packet loss rate, we assume that most packet loss events are caused by

the physical layer transmission rather than packet dropping by the relay nodes. This

assumption is reasonable since the relay nodes are only responsible for forwarding for

a small number of nodes in a moderate sized ad hoc network. We assume that each

node is capable of Signal-to-Interference plus Noise Ratio (SINR) measurement. If
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independent Rayleigh fading from symbol-to—3ymbol within a packet is assumed, we

can map the SINR to a symbol error rate through some modulation analysis. For

example, if the 2m-ary symbols are transmitted with 2m-ary noncoherently decoded

orthogonal frequency shift keying, the symbol error rate is [141, 112]:

2m—1(_1)l+1(12m—1)

SER: I; 1+l+lSINR (5'2)

 

And the frame error rate (FER), or the packet loss rate is given by:

(N—K)/2 . ‘

FER = 1 — 2 (IV)SERz(1 — SER)(N—z) (5.3)

i=0

If we assume block fading from packet to packet, similar calculations can be done

accordingly. Details can be seen in [141].

If we assume the packet loss events are independent at the hops of one path, we

can have the packet loss rate of a path with k hops given by:

k

135 = 1 — [[(1 — FERi) (54)

2'21

In most cases, the one-way trip delay d,- of path 2' may be taken as half of the

round trip delay of the path. The measurement of the round trip delay of a path is

straightforward. One possible way might be to piggyback the measurement informa-

tion to the routing messages. Other measurement information may be passed back to

the sender through the feedback mechanism, which will be discussed in the following

sections.

5.1.3 Active Path Selection Module (APSM)

The active path selection module selects some of the disjoint paths found in the MRM

according to the QOS parameters of these paths found in the NMM. The selected paths

serve as the active transmission paths for the RRM application.
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The problem of optimal path selection may be formulated as follows. Suppose N

paths were found in MRM. For each path k (k E [1, ND, the following parameters are

given: the one-way trip delay dk in terms of seconds, the average throughput rk in

terms of bytes/second, and the packet loss rate flk. Each media stream is chopped

into messages as a variable or constant bit rate. The size of the message, which is the

amount of effective data we need to transmit from the sender to the receiver, is E in

terms of bytes.

We need to choose M paths out of the N given paths to minimize the latency

between the sender and receiver. For each path 2' (2' E [1,M]) of the M path, we

also need to calculate Vi, which is the amount of data injected into this path by the

sender. The system redundancy coefficient 7 shows how much redundancy the system

has over unexpected packet loss. The actual active path selection algorithm is the

same as Section 3.1.2 so it will not be repeated here.

The redundancy coefficient 7 is a user defined parameter specifying the amount

of redundancy to be used in the system. The value of 'y influences the efficiency

and reliability of the system and should be adjusted dynamically when the quality

of the overlay paths changes. The larger 7 is, the more reliable the transport service

is. However, a larger 7 requires more encoding and decoding overhead. In the sys-

tem implementation, '7 is initialized to an empirically determined value and adjusted

through the QoS feedback process (Section 5.1.5).

5.1.4 Encoding and Transport Module (ETM)

The encoding module encodes the supermedia streams that need to be transmitted

using forward error correction to ensure the quality of service. The encoded packets

are allocated to the selected path and transmitted using an end-to-end transport

service. One transport service candidate is TFRC since it is designed to transmit

multimedia data while remaining friendly to existing TCP traffic.
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The state transitions of the sender side transport protocol are shown in Figure 5.3.

The active path selection module produces a transport plan using the network mea-

surement information and the feedback. According to this transport plan, TFRC

connections are initialized and the messages are encoded using the given redundancy

parameters. As the packets are being sent, the sender starts a timer. If the timer

timeouts before any feedback is received, the sender stops waiting and tries to send a

new message using the old transport plan. The value of the timer may be specified in

the form of 6!, where t is the speculated transmission time found in the active path

selection algorithm, and 6 is an adjustable parameter.

The receiver side starts a timer when the first packet of a new message is received.

After enough packets were received for the current message (the number of effective

packets required to decode the message is specified in the data packet), the receiver

decodes the message and sends feedback to the sender. If the timer timeouts before

enough packets were received, a negative feedback is sent back to the sender.

5.1.5 Decoding and QoS Feedback Module (DQFM)

The Decoding and QoS Feedback Module collects the data packets from different

paths and decodes them. QoS feedbacks that show the effectiveness of the redun-

dancy encoding are sent back to the sender. A timer at the receiver side also starts

when the first packet of a message is received. If the timer timeouts and the receiver

has not collected enough packets, a negative feedback is sent back to the sender,

otherwise a QoS feedback packet is sent back. The QoS feedback includes QoS pa-

rameter adjustments made based on the new transmission, including the redundancy

coefficient 7. Similar to the sender side timer, the value of the receiver timer may

also be specified in the form of (St, where t is the speculated transmission time and

6 is an adjustable parameter. However, the sender side feedback timer should be a

bit longer than the receiver timer considering the one-way trip delay of the feedback
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packet.

Since the feedback only contains a small amount of data, no redundancy encoding

is needed. The feedback may be sent over the primary path (the path with the best

quality) through the TFRC connection of that path. When none of the overlay paths

has satisfactory quality, the feedback may also be sent with duplicate c0pies over

several paths. The adjustment of the the redundancy coefficient 7 can be done using

a threshold based algorithm; the details are presented in [29].

5.2 Analytic Modeling of the System Performance

In this section we model the actual effective data transmitted by each active path.

Due to instability and mobility of mobile wireless networks, the effective traffic carried

by each path could be larger than the value calculated through the transport plan.

We will show in this section that the actual effective traffic of each path will still be

bounded by the total effective data.

As discussed in Section 5.1.1, the multiple paths used by the transport system

are ideally node disjoint. For a given transport plan that has M active disjoint

paths, consider that path j is one of the disjoint paths from the source node 8' to the

destination node D. Let N,- be the ith (z' = 1,2, ...,kj, where kj is the number of

nodes in path 3') node in the path. The lifetime of a wireless node will expire when

the node cannot be contacted by its neighbors. The node may have moved, been

turned off by the user, or consumed its power. We represent the lifetime of wireless

node N,- with an exponentially distributed random variable 1LN2" Assume that LN,-

are independent and identically distributed exponential random variables, each with

mean 1. Knowing the expected transmission time t calculated through equation 3.8,

we can calculate the probability of failure of each path j during the transmission.

We assume that if the lifetime of one node expires, the path where the node resides

will fail. In the following parts we will use blackboard alphabets to denote random
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variables and the corresponding upper-case alphabets to denote their values. The

probability density function of LN,- is given by

_ L

f(L) = [e T (L 2 0). ~ (5.5)

The probability that this node fails during the transmission is

F

t

P{1LN2, < t} = [0 f(L)dL

fi
l
l
—
i

t1_L _t _

for TdL=1—e i=1—e (5.6)

In equation 5.6, r = % may be referred as availability coefi‘icient, which shows the ratio

of node average lifetime versus the time used to transmit a message. The probability

that path j fails during the transmission is

F,- = 1 — (1 — F)kJ'. (5.7)

To simplify the analysis we assume that the average path length is It, thus equation 5.7

may be written as

_ k [g
F=1—u—F)=1—er. ma

Assume that M is the random variable that denotes the number of failed paths

during the transmission. The probability that M equals M may be given by the

following equation, where M is the total number of paths in the transport plan.

HM = M}=(%)FM(1— FW‘M (5.9)

The effective traffic that needs to be carried by each unfailing path may be expressed

as a random variable IE, which is a function of random variable M.

E(1+e)

W) =m
(5.10)

In equation 5.10, E is the amount of effective traffic and e is the reception overhead

of the digital fountain code (section 5.1.3).
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The expectation of IE is

 

M—l

EUE] = Z E(M)P{M=M}

151:0

M—l _
_ 1+6 M — A71 —E1\/1—M

" E: M—M(M)(1_e T) e T( )
M=O

(5.11)

Let M 1

l— 1 (: _19 ' _E _-

g= _ fifixhe T)Me 7W M) (5.12)

to be a partition coefi‘icient showing the average ratio of effective traffic carried by

each path. We have

E[lE] = EC. (5.13)

In a wireless environment in which the nodes are relatively stable, that is, the

availability coefficient T is high enough, the partition coefficient C should converge to

7&1. We simulated the change of C and the results are plotted in Figure 5.4. In the

simulation scenario, the reception overhead 6 is chosen to be 0 and the average path

length k is chosen to be 10. When 7' is too small, the network is not stable enough

to finish transmitting the message. This situation is handled by retransmission as

described in section 5.1.4. Under the settings of the simulation, when T is over 5,

full messages can be received and the value of C begins to converge. The converging

points of C are 0.2 and 0.1, when M = 5 and M = 10, respectively.

5.3 Simulation Methodology and Results

To evaluate the effectiveness and efficiency of the system, the N82 network simulator

was used to construct a simulation environment for the real-time media transport

protocol.
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Figure 5.4. The Convergence of C

An ad hoc routing protocol was extended to provide two paths between the me-

dia sender and receiver. An Active Path Selection Module was implemented in the

application layer of the simulator. An implementation of Reed-Solomon codes [15]

was used to estimate the encoding and decoding overhead of the algorithm. We did

not use Tornado codes in the simulation due to their proprietary nature. The TFRC

module in NS2 was modified to support having a payload. One TFRC connection

was established over each chosen path in the transport plan. The receiver side of

the application collected successfully transmitted packets and carried out a simulated

decoding process. In the simulation, the available bandwidth r,- was set to equal to

the total link bandwidth since the real-time application was assumed to be the only

application running on the network. For the sake of simplicity, the packet loss and the

one-way trip delay were set to fixed values Without losing generality of the algorithm.

In the mobile network scenario, the mobile nodes were scattered into a 400m x

400m rectangular area. A modified version of Random Waypoint Model [197] was
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used to determine the initial position and the moving patterns of these mobile nodes.

The old Random Waypoint Model was found to fail to provide a steady state in that

the average nodal speed consistently decreases over time. In the modified Random

Waypoint Model, the minimal speed of the mobile nodeswas set to a nonzero value

(0.1 meter/second in the simulation) so that a steady state could be reached. Each

node moved to a random spot within the area, rested for a certain period and then

headed for another random spot, resulting in continuous changes in the topology of

the underlying network. Unless otherwise stated, the pause times of the mobile nodes

were set to be one second.

Each mobile node was simulated to work with the Orinoco 802.11b network card,

which has a data rate of 11 Mbit/sec and a transmission range of 60 m. A series

of 50 messages with a size of 1000 bytes were sent from one mobile node to another

during the simulation period, which was set to be 100 seconds.

Two types of experiments were carried out on the simulation platform. In both

types of simulations, we measured the end-to-end latency of sending the specified

number of messages from the sender to the receiver, the standard deViation (STD) of

the latency, as well as the goodput ratio of both of the TRSC and TCP cases. Many

simulation runs were conducted and the results are averages of the simulations runs.

For TRSC, the goodput ratio is the effective traffic divided by the total amount of

traffic sent out by the sender, which is encoded using FEC. For TCP, the goodput ratio

is the amount of net traffic (which is the same as the effective traffic of TRSC under

the same simulation settings) divided by the total TCP traffic sent out by the sender.

The total TCP traffic consists of the net traffic and the traffic retransmitted under

TCP semantics. When calculating the latency of TRSC, we took into account the

encoding and decoding times of the packets. An experiment with the Reed-Solomon

codes shows that with stretch factor 1.2, the encoding and decoding of 50KB data

takes 0.014 and 0.002 seconds on the experimental platform (an AMD Duron 1.26GHz

108



CPU with 512MB memory).
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Different Maximal Speeds

First, we fixed the number of nodes in the simulation and changed the maximal

roaming speed of the Random Waypoint Model. In the simulations, the number of

nodes were chosen to be 50 and the maximal roaming speed changed from 3 m/s to

8 m/s. The end-to—end latency and latency standard deviation of sending the given

number of messages using TRSC and TCP is shown in Figures 5.5 and 5.6. Of all the
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speed modes, the average latency for TRSC and TCP were 4.16 s and 5.19 s. TRSC

had an improvement of 19.9% compared with TCP. The goodput ratio of TRSC and

TCP are shown in Figure 5.7. The averages of the goodput ratio were 91.5% and

93.2%, respectively. We can see that TRSC reduced the latency by 19.9% but only

had a 1.7% goodput ratio decrease.
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Figure 5.7. Comparison of Goodput. Ratio of TRSC and TCP under Different Maximal

Speeds

Second, the maximal roaming speed was fixed to 3 m/3 and the number of nodes in

the simulation changed from 50 to 100. The end-to—end latency and latency standard

deviation of sending the given number of messages using TRSC and TCP are shown

in Figures 5.8 and 5.9. Since the sender and receiver were the only traffic generators

in the network, an increase in the number of nodes improves the chance of finding a

viable and good quality path between the sender and the receiver. Of all the cases

with different numbers of nodes, the average latency for TRSC and TCP are 0.87 s

and 1.30 s. TRSC has an improvement of 32.7% compared with TCP. Compared with

the case when only the maximal speed changes, TRSC performs even better when the

number of nodes is large, in which situation TRSC can take advantage of more quality

paths. The goodput ratios of TRSC and TCP are shown in Figure 5.10. The averages

of the goodput ratios were 96.2% and 97.9%, respectively. We see that TRSC reduces
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the latency by 32.7% and has a 1.74% goodput ratio decrease compared with TCP.
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Figure 5.8. Comparison of the Latency of TRSC and TCP with Different Number of

Nodes

The maximum number of nodes used in the simulation is 100. We also did some

simulations for TRSC and TCP when fewer nodes are involved. It shows that as long

as the number of mobile nodes is larger than 10, TRSC has significant advantages over

TCP in reducing latency and latency jitter. We can infer that TRSC works better in

the scenarios where even more mobile nodes are involved. In MANETS deployed for

remote sensing and control applications, the number of nodes are often large. In those

circumstances TCP often performs poor in terms of latency and latency variance due

to broken routes and frequent retransmissions. TRSC, on the other hand, can reduce

the latency and latency variance through the usage of multiple paths routing and

forward error correction encodings.
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5.4 Summary

Real-time wireless applications, such as teleoperation systems, require some media

streams to be reliably transmitted between end hosts with the latency to be low and

have little jitter. Traditional transport services either provide reliable content based

transport services (TCP) or unreliable real time transport services (UDP and its vari—

ants). However none works well with real-time reliable media (RRM). This research

proposed an improved real-time reliable transport service (TRSC) over mobile ad hoc

networks. The proposed approach utilized multiple disjoint paths and forward error

correction to reduce the end-to—end latency and the jitter of the latency. Probabilistic

approaches are used to modeled the traffic load of each path. Simulation results show

that in comparison to TCP, TRSC performs well in reducing end-to—end latency and

jitter with only marginal goodput ratio decrease.
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CHAPTER 6

(.208 Provision for Remote Sensing and

Control in Heterogeneous Environments

In a heterogeneous wireless network environment, the network nodes are equipped

with both wireless local area network (WLAN) and cellular interfaces. It is desirable

to combine the higher bandwidth of a WLAN and the ubiquitous nature of cellular

networks to provide the transport service for QoS demanding applications, such as re-

mote sensing and control systems. Common solutions exploit the diversity of cellular

channels by recruiting multiple WLAN peers to work as proxies for a MANET node

that needs to communicate through the cellular network. One important problem

when utilizing channel diversity in a heterogeneous wireless network environment is

to balance the trade-off of channel diversity gains with MANET peer contentions. A

greater number of proxies will inevitably increase the MANET contention and possi-

bly QoS degrading of the cell, and fewer proxies may not be able to provide sufficient

diversity. This research aims to build a dynamic mechanism to determine the appro-

priate number of proxies to use. The mechanism uses the MAC layer retransmission

rate as an indicator of the contention level in MANET. Simulation using cellular

channel fading models and prevalent cell scheduling policies indicate the scheme can

provide better QoS through channel diversity by using the appropriate number of

proxies.
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The development of cellular communication technologies makes it possible to de-

ploy ubiquitous applications with higher QoS requirements. However, the data rate

and QoS of cellular networks are not comparable to wired networks or wireless local

area networks (WLAN). In a hybrid WLAN/cellular environment, the mobile hosts

are equipped with both WLAN and cellular interfaces, referred as dual-mode nodes.

WLAN technologies such as IEEE 802.11 suite of protocols have limited coverage.

However the availability of relatively high bandwidth WLANs can be a good com-

plement to the cellular link. By recruiting WLAN peers to form a mobile ad hoc

network (MANET) and share their cellular channels, a mobile node can achieve the

level of QoS that can never be met alone.

An instance of an application that could take advantage of dual mode connectivity

is a remote sensing and control system [29]. Figure 6.1 shows an example of such a

system. The wireless control terminal is equipped with both WLAN and cellular

interfaces. The control terminal also has the capabilities of issuing control commands

such as pan, tilt or zoom of visual sensors, or moving the base of mobile sensors.

Sensory information, such as video and audio, will also be received and rendered

by the control terminal. The control commands and sensory feedbacks, including

possibly different types of media types, are referred to as supermedia [25]. In this

dissertation, the control terminal may also be referred to as a control client or a client.

The communication between the control terminal and the sensors may traverse

different types of communication channels. Usually the communication path will

include cellular links with the base station (BS), wired networks (such as the Internet)

and wired or wireless local area networks, to which the sensors attach. We focus

on the communication issues of cellular link. Particularly, video, audio and other

sensory feedbacks are transmitted from the BS to the control terminal, referred as

the downlink. Control commands are sent from the control terminal to the BS,

referred as the uplink. Prevalent cellular networks, such as CDMA2000, exhibit
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asymmetric bandwidth levels over the uplink and downlink. The downlink channel is

usually controllable by the BS, and may have greater bandwidth capabilities. This

could be a blessing for remote sensing and applications since the sensory information

usually has higher bandwidth demands. Nevertheless, the QoS provided by a single

cellular link may still not be able to meet the needs of the application. Moreover, the

requirement of high responsiveness and control loop stability of remote sensing and

control applications often demands stable channel quality as well as higher bandwidth.

This implies the end-to—end latency and latency variance (jitters) are important QoS

metrics besides throughput.

The rest of this chapter is organized as follows. In section 6.1, we examine the

scheduling policies of prevalent cellular data networks and simulate the possible band-

width gains when using more than one simultaneous connecting proxies. An adaptive

peer management scheme is presented in section 6.2. We simulated the performance

of the proxy group control scheme under the NS2 simulator, and the results are pre-

sented in section 6.3. Section 6.4 provides the conclusions.

6.1 Model of Bandwidth Sharing in Cellular Networks

Recruiting peer proxies to share their cellular bandwidth involves introducing more

active cellular network users. In most cases, all the users will reside in the same cell.

As a result, the workload of the cell will increase. Since most cellular data networks

are packet switch networks, heavier workload will inevitably influence the amount of

bandwidth that each user can get. Therefore it is not straightforward that bandwidth

sharing will increase the throughput of the control terminal. However, due to small

scale fading of the radio signal, different cellular users receive different data rates

even if they share the same large scale physical environments. Cellular bandwidth

sharing can take advantage of this fact to ensure the control terminal receives stable

QoS even if the radio signal of its single channel experiences the fading effects.
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Figure 6.1. A Remote Sensing and Control System in Heterogeneous Environments

117



Since the radio signal received by the terminal is the sum of many signals received

from different directions, the instantaneous received signal strength may fluctuate

even if the terminal moves over very small distances. When the receiver moves only

a fraction of a wavelength, the received signal power may vary by up to three or four

orders of magnitude (30 or 40 dB) [147]. For cellular frequencies in the range of 1

GHz to 2GHz, the effective movements can be less than a meter. Such movements

are very common for cellular users and as a result the data rate received by the users

will have dramatic change due to small scale fading effects. In the following parts, we

simulate the effects of bandwidth sharing in a typical cellular network. We consider

a CDMA based cellular data network.

In a cellular network, the forward channel (or downlink channel as referred in

some literature), which is from the base station to the user, is often controlled by a

scheduler in the base station. The reverse channel, is an asynchronous channel where

all users contend for the usage. The relation between the forward rate and power of

a mobile node in a CDMA network can be given as [95, 180]:

a, R
LOS¢Sl my

where (25 is the fraction of the base station power required to support a data rate R,

Eb is the received energy per data bit, PI is the total interference power, and SINR

denotes signal to interference plus noise ratio. The quantity Eb/PI depends on the

physical layer frame error rate (FER) and is often maintained below a threshold. Base

station power control refers to changing (b to maintain a rate R given a certain SINR,

and rate control refers to changing R given a certain SINR to maintain a fixed (I)

value. It has been proved that in continuous bandwidth conditions, time multiplexing

is superior to code multiplexing in CDMA networks [95]. This policy is also adopted

in CDMA2000 HDR (High Data Rates, also known as levolution Data Only or

1xEV—DO) [185]. In CDMA2000 HDR, the scheduler at the base station allocates the

whole capacity of the channel to one user at a time at the maximum power, which
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corresponds to ()3 = 1. In order to decide which user to allocate the bandwidth to at

each time step, proportional fairness scheduling policy is often used [12].

Assume that the channel of a given cell is shared among N users through fixed time

slots. The length of one time slot is denoted by T1. The. time slot length is 1.66 ms

in EV—DO and 1.25 ms in EV-DV (Evolution Data and Voice). The input to the

scheduler includes a rate vector RT = (151’,- - - ’va)’ which is the achievable data rate

r27.- for user 2' during the next time slot 7'. RT is determined by the channel conditions

of each user. For users residing in the same cell, RT will be mainly determined by

the small scale fading effects of each user channel.

The proportional fairness policy always allocates the channel to the user that has

the largest ratio of the next time slot achievable rate over its previously achieved rate.

Let k denote the user that is picked for the next time slot, and then it holds

2 = max (:1) (6-2)
Ak je{1,...,N} Aj

where

143-(T): (1—a)Aj(T—1)+arj. ' (6.3)

Equation (6.3) calculates the previously achieved rate Aj(r) at time step 7' for user j.

a(0 < a < 1) is a coefficient to control the influence of history rates on the calculation

of the achieved rate.

We can see that the proportional fairness policy favors two types of users:

1. The nodes that have good achievable rates (or channel qualities).

2. The nodes that have smaller previous achieved rates.

Through bandwidth sharing among cellular users, more than one nodes are re-

cruited to serve the current application. Thus the chance of the node (or nodes)

that contribute to the current application being scheduled in the next time slot is

increased. This takes advantage of the first type of users favored by the scheduling
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policy. Also compared with being served by a single node, the application is served

by a collection of nodes. As a result, the previous achieved rate of each of the col—

lected node will be smaller compared with the case when only one node serves the

application. This exploits the second type of users. A

We simulated the effects of using multiple proxies in a cellular network under a

Gaussian fading channel with 1.2% variance. The simulation consists of a propor-

tional fairness scheduling module and an wireless channel fading simulation model.

Following previous literature [185], we used Gaussian fading to model the channel

characteristics. Similar results can be obtained by using Rayleigh fading or Rician

fading models. For some simulation scenarios, cross traffic generators (CTGs) are

introduced. CTGs cannot be recruited as proxies but they will remain as cellular

users in the scheduling algorithm. It is assumed that all cellular users require a class

of 1 MBPS rate, and the actual achievable rate of each user is determined through

the fading channel simulation.

When multiple cellular proxies are available in the simulation, the achieved rate

is calculated by averaging the collective rate of those proxies through the simulation

time span. For a single client (taken as the case where there is one proxy, which is the

client itself) case, the achieved rate is calculated by average the rate of the particular

client over the simulation time span.

The changing trend of the achieved cellular rate versus the number of recruited

proxies is shown in Figure 6.2. The curves starting with P denote the achieved rate

with proxies, and the curves starting with S denote the achieved rate without proxies.

S curves are not influenced by the number of recruited proxies and their fluctuation

comes from the channel fading effect of different simulation runs. S curves are plotted

for comparison purposes. The numbers following each curve legend denote different

simulation scenarios. In scenario 1, there are no CTGs. And there are 5, 10, and 15

CTGs in scenarios 2, 3, and 4, respectively. We can see that even a few number of
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proxies are even quite effective in improving the achieved rates. CTGs impact the

performance of both single client case and the case with proxies. An increase in the

number of proxies can reduce the impact of CTGs. This can be further illustrated in

another set of simulations as shown in Figure 6.3. A

As the number of CTGs increases, the achieved rate of the cases with more proxies

tend to decrease slower, compared with the cases where there are no or fewer proxies.

When no CTG is present, the achieved rates of single client case, the cases with 5

proxies and 20 proxies are 0.917, 0.993, and 0.994 MBPS, respectively. The cases

with proxies have an improvement of 8.2% and 8.4% over the single client case,

respectively. When 10 CTGs are present, the achieved rates of single client case, the

cases with 5 proxies and 20 proxies are 0.119, 0.354, and 0.676 MBPS, respectively.

The cases with proxies have an improvement of 198% and 469% over the single client

case respectively. In practice when the number of CTG is large, it tends to be difficult

to recruit more proxies.
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6.2 A Dynamic Multi-proxy Selection Algorithm

The use of multiple cellular network relay proxies in the MANET can. help improve the

network QoS of the sender. However, it is also possible that multiple transmission

flows increase the traffic load of the network and cause further congestion for the

wireless network. For the cellular network, we can assume generally the BS will

enforce an admission control policy to prevent the system load from exceeding its

capacity. For the MANET, however, it is difficult to impose such a policy. Moreover,

since all cellular proxies need to communicate with the control client through its

WLAN interface, media contention and congestion in the MANET will have serious

performance impact on the client.

In this section, we devise a dynamic contention detection and multi-proxy selection

scheme to solve this problem. The basic idea is to have the control client monitor the

contention level of the WLAN (indicated by the link layer retransmission rate) and

the cellular bandwidth gains. Using those parameters, the control client estimates
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the transmission latency for a given traffic block. By calculating the derivative of the

estimated latency over the number of proxies, the control client knows whether to

increase, decrease, or maintain the number of proxies.

In a WLAN with multiple paths that originate from the sender, the control client is

the most possible victim when the increased traffic load causes media layer contentions

and interferences. Also, it is shown that a few more hops in the MANET will decrease

the QoS dramatically [204]. Thus we only consider the impact of additional proxies

on the first node of the multi-path, which is the control client. It is also safe for us

to assume that the majority of the proxies are only one hop away.

When the number of paths is so large that excessive contention occurs, the QoS

of the whole application degrades. This problem is closely related with the capacity

of MANETS. It has been shown [75] that in a MANET with n nodes, the through-

put ).(n) obtainable by each node for a random destination is O(—\/TTlu;————g—n), given

the rate of each node is W bits per second. Numerical simulations also show that

the throughput of an IEEE 802.11 infrastructureless network will decrease once the

number of node-pairs that are exchanging traffic is over 15 [50]. 'In our case of a

MANET/cellular network, the impact of node density could be even worse since the

control client is the bottleneck of the MANET communication.

Of all the costs associated with using multiple cellular proxies, the potential

MANET contention caused by the proxies is a major constraint of the system per-

formance. It is important to find a measure to describe the QoS degrading when

excessive contention occurs. Unlike wired networks, where increased RTT is a good

sign of built up queues because of congestion in routers, RTT is not a good mea-

sure because the major reason for QoS degrading in wireless networks is not due to

built-up queues in the relayers, but packet loss or link layer retransmissions caused

by increased media contention. Instead of using RTT as a metric of overloaded traf-

fic, we develop a metric based on the link layer retransmission rate detected by the
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MANET senders to monitor the condition of the media channels. Both media colli-

sion and channel noise can cause link layer retransmissions. Unlike media collisions,

channel noise can be regarded as independent of the number of MANET users. Thus

the retransmission rate can be taken as a measure of the degree of media contention

in a MANET. By modeling the 802.11 media channel as an M/G/1/PS system,

it is shown that the collision probability increases logarithmically with the number

of users [118]. In reality, the rate of retransmissions caused by collisions should be

constantly monitored to facilitate the proxy selection process.

By taking the link layer retransmission rate as a collision indicator and using the

retransmission rate and the cellular network bandwidth model proposed in section 6.1,

we propose a scheme to dynamically adjust the number of proxies to achieve Optimal

system latency for a given traffic block. The multi—proxy selection algorithm can be

illustrated in Figure 6.4.

Considering the asymmetric nature of the cellular link and the targeted applica-

tion, the multi-proxy selection algorithm is designed to Optimize the performance of

downlink traffic. The major traffic flow will be from the BS to proxies, and then from

proxies to the client. The system will bootstrap by recruiting a constant number of

proxies. After that, the multi-proxy selection algorithm illustrated in Figure 6.4 is

invoked periodically to maintain the optimal number of proxies in the active proxy

group. The proxy group control algorithms determine whether to increase, decrease,

or maintain the number of nodes in the proxy group. We assume the number of

members in the proxy group is denoted by k. To support the proxy group control

algorithm, each node i in the proxy group maintains two metrics, the measured link

layer retransmission rate 3i and the cellular rate Ci. More details about retransmis-

sion rate measurement are discussed later. The achievable cellular rate can usually

be obtained from the BS [95]. Periodically the retransmission rate 6,- and the cellular

rate c,- are sent to the client by being piggybacked to data packets.
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The S consolidation module processes the individual retransmission rate of each

proxy to arrive at a collective retransmission rate of the proxy group and the client.

As discussed at the beginning of this section and proved in [118], the collective re-

transmission rate is a monotonically increasing function of k. We denote it as ,6(k) or

8 when there is no confusion. A simple consolidation process is to set 5(k) to be the

arithmetic mean of all ,Bi. A more sophisticated method can take into account the

amount of traffic carried by each proxy and use a weighted average. The c consoli-

dation module calculates the collective cellular rate c by adding together the cellular

rate c, of each proxy i. Assuming the number of recruited proxies does not exceed

the capacity of the given cell, as shown in the cellular bandwidth sharing model of

section 6.1, c is a monotonically increasing function of k. Thus the collective cellular

rate c can also be noted as C(k) to reflect the dependence.

Assume the amount of a traffic block to be sent is n and the data rate of the ad

hoc network is r. We can take r as the achievable bandwidth of the shared MANET

media. For example, for IEEE 802.11b, the achievable bandwidth could be 2 MBPS

or 11 MBPS depending on the networking conditions. The latency to transmit the

traffic block is composed of two parts, the latency from the BS to the proxies and

the latency from the proxies to the control client in the MANET. Before reaching

the BS, the traffic has to traverse other communication channels, for example, the

Internet. The latency of those communication channels can be optimized too but is

beyond the scope of this research. The time used by the proxies to obtain the traffic

from the base station can be approximated as t1(k) = 3%) For the latency in the

WLAN, we model the impact of the retransmission rate over the latency. Given n as

the net traffic to be sent and the link layer retransmission rate 3, the actual traffic

to be sent is #05. And the latency for transmitting the traffic in the WLAN is

t2(k) _ 1—[J’nk 7"
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The total latency is a performance indicator of the system given k proxies:

t(k) = t1(k) +1200 = $15 + (77%)? (6.4)

 

L
a
t
e
n
c
y

(
S
e
c
o
n
d
s
)

    
Number of Proxies

Figure 6.5. Simulated Latency vs. the Number of Proxies

The relationship of t, t1 and t2 versus k can be simulated as shown in Figure 6.5. 6

is simulated through a monotonically increasing function from [1, + inf) to (0, 1). The

parameter c is simulated through a. monotonically increasing function from [1, + inf)

to (1.066, +inf), which denotes 1 MBPS channel for each cellular connection. The

parameter n is 864 bits, which denote 10 1000-byte packets. The parameter r is 1166

to denote an IEEE 802.11b channel. The result shows when k is around 5, the latency

is minimized. We can also observe that t(k) is a convex function, so its extremum

can be located through the derivative of k.

We obtain the derivative of k for equation (6.4):

 

1)“) _ nfi’Uc) _ nc’(k)

’ re — 3a))? c2(k>' (6'5)
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6’ and 6’ can be calculated using numerical methods. Depending on the sign of

t’, we can decide whether to increase or decrease the number of proxies. In practice,

if is compared with a small positive threshold value 6. If |t'| S 6, k is near optimal

and we keep the number. If t, < ——6, it means It value is on the left of the Optimal

value and we need to increase it. If t’ > 6, it means It value is on the right of the

Optimal value and we need to increase the number of proxies.

In reality, 6(k) or C(k) may not be strictly monotonically increasing functions.

Changes of physical environments may cause [3(k) or C(k) to fluctuate. In that situ-

ation, the local extremum indicated by t’(k) may not be the global extremum. We

reduce the possibility of the local extremum by randomizing the amount of increment

or decrement imposed on k. For example, if k needs to be increased, a random num-

ber is drawn from [1, K] to be the increment value, where K is an upper bound of

the increment. When t, indicates a near optimal k, a small amount of randomized

increment or decrement can also be applied to avoid local extremum. As noted before,

the maximum of k is limited by the capacity of the current cell. We assume that the

proxies being recruited are facilitated with mechanisms to be notified of a capacity

overflow. Otherwise, a upper bound of k is set for the algorithm.

The proxy hunting process can be based on any broadcasting based mechanisms as

proposed by previous work [113, 211]. Failure recovery processes will also be invoked

when one or more of the active proxies fail. In order to reduce the overhead of hunting

for new proxies, when It needs to be decreased the node IDs of the released proxies can

be cached as candidate proxies in a local pool of the client. Later when more proxies

are needed, the proxies in the local pool are first probed and used. The candidate

proxies are also preferably required to maintain connection information for the relay

traffic if connection oriented transport protocols such as TCP are used to support

reliable traffic. This further reduces the connection setup overhead. Alternatively,

connectionless reliable transport services can also be used. Examples include forward
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error correction based connectionless reliable transport services, such as [30].

6.3 Simulation Results

We simulated the performance of the multi-proxy selection algorithm using the cel-

lular network bandwidth model discussed in section 6.1 and the MANET/802.11

modules of NS2 ( [130], version 2.29).

In the simulation, the MAC layer of NS2 802.11 is modified to support retrans-

mission rate measurement. The measurements consider both retransmissions and the

backoff timer of retransmissions. Successive retransmissions after the first retrans-

mission are assigned more weight.
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Figure 6.6. Parameters of Proxy Group Control with no CTGs

In the MANET scenario, the simulation area is a 400m x 400m rectangle. The

client node is placed in the center of the area and the potential proxy nodes scatter

around it within the power range. Each mobile node was simulated to work with the

Orinoco 802.11b network card, which has a data rate of 11 Mbit/366 and a trans-
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Figure 6.7. Latency Comparison When There Is no CTGs

mission range of 60 m. For the cellular network, each cellular interface requests an

average of 1 MBPS rate. We used the on/off traffic pattern to measure the perfor-

mance of the proxy selection algorithm. At each simulation step, the client requests a

traffic block of 5K bytes. As in section 6.1, we simulated the effects of using multiple

proxies in a cellular network under a Gaussian fading channel with 1.2% variance. In

the proxy group control algorithm, we use a simple linear k adjustment algorithm,

that is, increasing or decreasing k by one upon each t, indicator is calculated. More

sophisticated algorithms can be used in real implementations to reduce the effect of

local extremum as discussed in section 6.1.

The simulations are carried out under the situation when there are no Cross Traffic

Generators (CTGs) in the cellular network and when there are CTGS in the cellular

network. Figure 6.6 shows the parameters of proxy group control with no CTGs. In

the figure, the X axis denotes the simulation event sequence. For each simulation

event interval, QOS indicator t’ is calculated and k is updated. The Y axis of each
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subgraph denotes the parameters as indicated by the title of each subgraph. In the

given simulation conditions, It is stabilized around 4, although the upper bound of k

is set to be 10. The collective cellular rate 6 is able to benefit from channel diversities

and maintain an average rate of 9.96 MBPS. It is also. clear that as k increases or

decreases, fl and 6 also increases or decreases. The derivative of latency, t’, which is

calculated according to Equation ( 6.5), serves as a good cue to control the number of

proxies k. The latency comparison of the cases with and without proxies is shown in

Figure 6.7. All the simulation parameters are the same except that in the case where

there is no proxies k. is always set to 1. The average latency for 5 K bytes on/off

traffic in the two cases are 44.2 and 47.1 microseconds. The standard deviations are

0.108 and 0.166 microseconds. The improvements when proxies are used for latency

and its standard deviation are 6.1% and 35%. The use of proxies are particularly

effective in reducing end-to—end latency variance.

Figure 6.8 shows the parameters of proxy group control with CTGS. In the sim-

ulation, 5 CTGs in the cellular network are introduced. We observe that in the

simulation with CTGs, the proxy group control process takes more simulation steps

to converge (about 10 steps in the simulation, while in the case without CTGs, the

converging time is almost negligible). The reason is that when CTGs are present,

more proxies are needed to meet the requirement of QOS indicator. We can also see

that the average number of proxies required is also increased from around 4 with no

CTGs to around 12 with CTGs. The converging trend is also shown in the latency

comparison (Figure 6.9). Once k stabilizes, the average latency for 5 K bytes on/off

traffic in the two cases are 47.4 and 83.3 microseconds. The standard deviations are

0.971 and 1.73 microseconds. The improvements when proxies are used for latency

and its standard deviation are 43% and 44%. When CTGs are present, using proxies

are even more effective in reducing end-to—end latency and its variance.
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6.4 Summary

We aim to provide acceptable QoS for remote sensing and control applications by

exploiting the channel diversities of MANET peers in. a hybrid MANET/Cellular

environment. Utilizing multiple cellular channels can potentially improve the system

performance, and of course comes with costs. Compared with previous schemes,

our work goes one step further by asking the question of under what condition the

benefits of relay proxies outweigh their costs. We answer the question by measuring

the contention caused by MANET peers through the MAC layer packet retransmission

rate, and design a dynamic mechanism to control the number of relay proxies.

The model evaluation under common fading channels using prevalent scheduling

algorithms indicate that utilizing channel diversity has great potential of improving

the system performance. Built upon the cellular bandwidth sharing model we de-

signed a dynamic proxy group control algorithm that will automatically adjust the

number of proxies based on the cellular network bandwidth gain and MANET con-

tentions. Simulations under NS2 indicates the proposed scheme is effective in reducing

end-to—end latency and latency variance. When cross traffic generators are present,

the gains obtained by multiple proxies are even more impressive.
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CHAPTER 7

Sensor Network Reorganization through

Hopping Relocation

Hopping sensors are a class of mobile sensors whose mobility design is inspired by

creatures such as grasshoppers. Such sensors are able to maintain mobility in harsh

terrains but may lack the movement accuracy of those sensors that are powered by

wheels. Hopping sensors may also be susceptible to the influence of wind.

Mobility powered by the concepts of hopping are widely discussed in the area of

planetary exploration [40, 78]. Similar units are constructed for robotic perimeter

surveillance systems and self-healing minefield [60]. The work Of Feddema, et al. [60]

described a prototype minefield hopping robot. The prototype is 12 cm in diameter

and 10 cm in length. It can make 100 hops without refueling and can hop as high as

3 m. The robot is also equipped with a radio, a steering system and ranging sensors.

In this research, we assume that the hopping sensors are capable of adjusting the

hopping direction. The hopping range could be adjustable, but we do not make that

assumption. We generally assume a fixed propelling force for hopping. In reality,

the hopping range may vary due to the physical load of the sensor, different terrain

conditions, and local aerodynamic settings. The landing area can be modeled with a

normal distribution centered around the projected destination. In order to facilitate

routing, the sensors are also assumed to have a localization capability.
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Compared with wheeled mobile sensors, hopping sensors have the following char-

acteristics:

e The movements of hopping sensors are not as accurate as wheeled sensors. Thus

the movements of the sensors should be modeled probabilistically. When trans-

porting multiple sensors from one place to another, we may need to consider

the possibility that some sensors may have a skew track and thus miss the

destination.

0 The movement of hopping are more susceptible to air disturbance than wheeled

mobility. Although local air disturbance is diflicult to predict, it is not as

difficult to measure and predict large scale air disturbance or wind. Using such

measurements the hopping directions and number of hops needed to reach a

destination can be adjusted dynamically.

e Hopping sensors may need a charging period before engaging in hopping, but

after that the hopping can happen nearly instantly. Compared with wheeled

sensors, which may need considerable time to move to the destination, hopping

sensors may have fewer coverage disruptions caused by mobility.

We examine the opportunities and challenges of deploying low cost hopping sensors

and utilizing their mobility to ensure coverage and maintain energy efficiency within

a sensing field. We focus on the problem of transporting a number of hopping sensors

from multiple sources to a destination. Probabilistic methods are used to contain the

movement inaccuracies along the hopping course. We also consider the impact of wind

under an aerodynamic setting. Two transport schemes are designed to minimize the

number of hOps needed while considering other constraints, such as sustaining the

capability of relocating sensors within the whole network. In one scheme we use

upper and lower hopping limits to apply the network mobility constraints. The other

scheme uses a balancing coefficient to construct a new optimization target to meet the
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requirement of path optimality and network mobility dynamically. Both schemes are

simulated and evaluated using the physical and dynamic parameters of the prototype

minefield hopping robots. The results show that both schemes work well regardless of

the wind factors, while the dynamic scheme is also shown to be resilient to topological

changes of the network.

7.1 System Model

Hierarchical models are widely used in sensor network design. The work of Zou,

et al. [213] assumed that a cluster head was available to coordinate the sensor de-

ployment based on virtual forces. Wang, et al. [183] also used a grid based quorum

method to match the source and destination grids. Clustering techniques are also

used to facilitate efficient routing in wireless ad hoc networks, such as zone routing

protocols [135]. In our hopping sensor network model, we assume that the sensors are

organized into clusters. A cluster head assumes the responsibility of evenly distribut—

ing the sensors, detecting sensor deficiency, and detecting redundant sensors within

the Cluster. The cluster head may be a more powerful node in terms of energy and

computing capacity compared with other nodes. However, it is also possible that the

cluster head responsibility is rotated among peers and the head is elected using head

election algorithms [83].

There are well established methods to detect redundant sensors in a sensor network

based on computing Voronoi diagrams [22]. The clusters that are detected to have

redundant sensors mark themselves as sources and identify themselves through the

cluster head over the sensor network. The problem of detecting sensing holes or

sensing wells are also studied [182, 70, 59]. Christ, et al. [70] propose using an

algebraic topological invariant, referred as homology to detect sensing holes. The work

of Fang, et al. [59] detects and circumvents sensing holes by means of identifying stuck

nodes. The sensing holes also mark and identify themselves over the sensor network.
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Matching the sources and holes could be complicated in the presence of multiple

sources and holes. The work of Chellapan, et al. reduces the matching problem

in the sensor deployment stage as a multi-commodity maximum flow problem [32].

We assume that hopping sensor migrations are necessary only in the runtime stage

and the occurrence of sensing holes are not highly frequent. We take the approach of

filling the sensing holes one by one. In order to maximize the migration efficiency, it is

necessary to recruit multiple sources to provide redundant sensors. Thus we consider

the problem of migrating hopping sensors from multiple sources to one destination.

All the sources and the hole add their presence information to their identities. The

matching process can be done by piggybacking the presence information to routing

protocols. A more sophisticated method, using grid based quorum, is also presented

in [183].

7.1.1 Normal Distribution Model of Inaccurate Hopping

Compared with wheeled mobile sensors, hopping sensors lack the accuracy of move-

ment. This is a design trade off between more functionality and lOwer cost for mass

deployment. Hopping sensors can also maintain mobility in harsh terrains. The ori-

entation ability of the sensors are calibrated and measured before deployment. We

use a multivariate normal distribution model to determine the landing accuracy of

multiple sensors that hop together. Based on the model, we derive the upper bound

of the number of hops needed to migrate a number of sensors to a target location.

The result is also used to derive the number of sensors that can reach the consumer

from the sources for a given demand when astray sensors are considered. A sensor is

regarded as astray when its landing point is outside a range of the projected point,

as will be explained later in the writing.

In a two dimensional case, the landing accuracy is characterized by the displace-

ment between the targeted location, represented by vector T, and the actual landing
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location represented by vector L. The displacement vector D can be represented

as D = T -— L. D is modeled by a two dimensional normal distribution with mean

(0,0), standard deviation (0, a), and correlation p. Note that we used a nondiscrim-

inating standard deviation vector for the two dimensions. These parameters can be

obtained based on sensor samples using maximum likelihood estimation methods.

The probability density function of D in terms of (:13, y) can be given as

3:2 + 312 — 2px;;1

ex — . 7.127ra2 F—’—1_ p2 P( 202(1— p2) ) ( )

In order to model the uncertainty of the landing location, we define an acceptable

 

f(rvay) =
 

landing area as a torus S around the targeted location. As shown in Figure 7.1,

the radius of the torus no is determined by multiplying a factor n to the standard

deviation 0. For the migration distance that requires one hop only, the acceptable

landing area lies within the target location of the sensor. For migrations that need

more than one hop, if the sensor lands within the acceptable landing area, the sensor

is recharged for another hop towards the target; otherwise the sensor is deemed as

astray and will seek to join a local cluster.

Upper bound point 5

Source Hop 1 Hop 2

o 4. >
\3/

Figure 7.1. Modeling the Hopping Accuracy Using Normal Distribution

 

The probability that the hopping sensor lands in the acceptable landing area S

can be represented as

P(S) = I] f(z, y)d:c dy. (7.2)

S
77

It is known that Equation (1.2) does not have a closed form solution. Numerical

methods can be used to calculate the probability [68].
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Based on the probability that the hopping sensor lands in the acceptable landing

area, we derive the upper bound of the number of hops needed for a migration distance

1. Assuming the distance covered by one sensor hop is r, the lower bound of the

number of hops N needed to cover distance l is

N = ;, (7.3)

The upper bound of N, however, is determined by the situation when, for every

hop, the sensor lands at the farthest point from the target and on the direct line

segment between the source and the target location, as indicated in Figure 7.1. This

is equivalent to reducing the hopping range of the sensor from r to r — no. Thus

the upper bound of the number of hops given distance l and hopping range 7‘ can be

given by

l

r—no'

 Nu = (7.4)

Assume we know the number of sensors demanded by the target cluster and the

number of sensors that are tasked to the current source is Et- As-will be discussed

in section 7.2.1, the consumer estimates the number of astray sensors and demands

some additional sensors to cover those sensors. For each hop, the number of hopping

sensors will decrease due to straying. For the first hop, the number of hopping sensors

is Et. For the second hop, the number is EtP(S), etc. Thus the total number of hops

needed for all sensors is

 

Nu—l . NIL—1 , _ Nu

H: 2 E,P’(S)=E, Z Pi(5)=11fP(S()S)Et. (7.5)

i=0 i=0

The calculation of the probability that the hopping sensor lands in the acceptable

landing area S may be computationally intensive when using numerical methods.

Thus P(S) can be precalculated based on the predetermined parameters a, p and

n. For noncritical cases, P(S) can even be approximated by its one dimensional

counterpart.
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7.1.2 Aerodynamical Model of Hopping under Air Disturbance

Unlike wheeled movement, the motion of hopping is more susceptible to air distur-

bance. We need to estimate the impact of air disturbance so that we can adjust the

hopping orientation properly when wind is detected. We also model the influence of

air disturbance on the hopping range of the sensors so that we can obtain an accurate

estimation of the number of hops needed to traverse a certain path. A good estima-

tion of the number of hops is crucial since one of the criteria that the route planning

process considers is the number of hops needed to travel between clusters.

We assume the hopping sensor has a fixed propelling impetus. In order for the

sensor to have the longest horizontal hopping range, the sensor should jump towards

a tilted upward direction. When there is no air disturbance, the optimal upward

angle that provides the longest horizontal range is 45°. This can be easily proved

using the principles of gravity. Assume the hopping velocity is v and it is a up from

the horizontal direction, as shown in Figure 7.2. The flying time of the sensor is

_ 2|vv| _ 2|v|sina

g g '

t (7.6)

In Equation (7.6), vv ([vv| = [v] sin a) is the velocity of the sensor in the vertical

direction and g is the amount of acceleration caused by gravity. Assuming a flat

terrain, the horizontal distance traveled by the sensor in the air is

|v|2sin 2a

7" = tlvhl = t|v| cosa = (7.7)

In Equation (7.7), Vh ([vh| = [v] cos a) is the velocity of the sensor in the horizontal

2

direction. Maximizing r in terms of a yields 7' = M— when a = %. Thus the
g

magnitude of the initial horizontal velocity of the sensor is Ivhl = [v] COS% = A@[V].

We assume that the air disturbance only influences the horizontal velocity of the

sensor. The result of the influence will be reflected on both the direction of hopping
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Figure 7.2. Velocity of the Hopping Sensor

and the magnitude of the horizontal velocity. If the velocity of the wind in the

horizontal direction is vw, the real velocity of the hopping sensor in the horizontal

direction is Vhreal = Vh + vw, as shown in Figure 7.3. In order to target the sensor

for a certain direction, we have to adjust the direction of the initial hopping velocity

to compensate for the influence of the air disturbance. If the direction of the targeted

location is given in Vhreal’ the hopping direction of the sensor can be given as

Vh = Vhreal — Vw. (7.8)

    

  

Real horizontal

horizontal

velocity V],

Wind velocity vw

Figure 7.3. Horizontal Velocity of the Hopping Sensor under Air Disturbance

We also worry about the number of hops needed to traverse a distance. Under

the influence of air disturbance, the number of hops needed for a certain distance will

also change. When there is no wind, the hopping range of the sensor can be given in

Equation (7.7). Since the wind only influences the horizontal velocity of the sensor,
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the flying time of the sensor remains the same when there is air disturbance. Thus

the hopping range of the sensor with wind can be represented as

rm 2 tlvhreall' (7.9)

In practice, we use the proportion of the hopping range under air disturbance

to the normal hopping range to facilitate calculation of the number of hops needed.

According to Equation (7.7) and Equation (7.9), we have

I2=BM@J am)

7‘ thl

Assuming the number of hops needed for a trip of length 1 under the normal condition

is N, the number of hops needed under air disturbance Nw can be obtained through

I

NE=E=L=ML=J5L (711,
N fl: ’f‘w IVhreal] IVh + Vw]

In conclusion, when the air disturbance generates a horizontal velocity of vw, the

hopping direction of the sensor can be given using Equation (7.8), while the number

of hops needed for a fixed range compared with the normal case can be given using

Equation (7.11). When considering the upper bound of the number of hops needed

(denoted as qu and Nu), Equation (7.11) is modified to

l
NWU_W_ r—no _ Ivhlt—na
  (7.12)

N — _l__ _ — _ v t— 'u r—na rw n0 lhreall n0

Given Equation (7.6) and a = if: Equation (7.12) is also easily calculable. Similar to

Equation (7.5), the upper bound of the total number of hops for all sensors waith

air disturbance can be given by

_l—PMWW)

Hm” l-HS

 13,, (7.13)

where Et is the number of sensors that are tasked to the current source.

In order to Obtain the wind information needed by the model, anemometers are

deployed within the sensor network. Those sensors equipped with anemometers peri-

odically broadcast information about the wind power and direction. In extreme cases,

142



anemometers can also be equipped on each sensor. The behavior of the air flow is

bursty and changes fast in most atmospherical and geographical settings. The model

implied in Equation (7.13) is only applicable to the situations where the wind flow has

a predictable and relative stable nature. Examples of such environments are indoor

spaces where air disturbance is caused by ventilation systems, or outdoor settings

where the air flow is stable and predictable. For settings where the air flow follows

random changes, a pre-deployment can be used to measure the air flow impacts. If

the air flow impact is assumed to follow a normal distribution model, the method

used in section 7.1.1 can be augmented to cover the upper bound of the number of

hops needed in such situations.

7.2 Route Planning in Hopping Sensor Migrations

Route planning involves migrating the required number of sensors from multiple

sources to the destination cluster. The process includes identifying supplying and

consuming sensor clusters, matching those clusters and selecting the optimal route to

migrate the sensors.

7.2.1 Matching of the Consumer and Suppliers

Once a cluster detects a sensing well inside its cluster, it signals the presence of its

sensing well to the network through an SREQ message requesting additional sensors

and identifies itself as a consumer. At the same time, the clusters with redundant

sensors also signals their presence through an SREP message and identify themselves

as suppliers. The SREQ message specifies the number of sensors needed and the

SREP message specifies the number of sensors that can be provided by the supplier.

Location information is also supplied in the messages. The matching process can be

done through either broadcasting or quorum based approaches.

In a grid quorum based approach [183], the clusters are formed so that a cluster
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grid exists in the sensor field. In a grid, an SREQ message is only multicasted into

its own row (column). Likewise, SREP messages are multicasted into the columns

(rows) where the suppliers reside. The intersected clusters of the row and those

columns are responsible for matching the suppliers andconsumers. The work of [183]

only supports matching one supplier with one consumer. In order to extend the

approach to support multiple suppliers, multiple intersected clusters will perform the

matching task. The intersected clusters of the row and those columns will have to

send the matching information to the consumer. The consumer finally acknowledges

to each potential supplier and determines the actual suppliers. Since sensors might

go astray in the migration process, the consumer chooses the suppliers by considering

the astray rate.

Assume that for supplier i (i = 1- - - M), the number of sensors it can provide is

p,- and the distance between supplier i and the consumer is 1,, the number of sensors

that can reach the consumer can be estimated as

M l,-

Eest = EMT-”0(8). , (7.14)

i=1

In Equation (7.14), P(S ) is the rate of the sensors that land in the acceptable range, as

defined in Equation (7.2). 7.4% is the number of hops needed between the consumer

and supplier i, which is similar to Equation (7.4). When considering the wind factor,

the number of hops estimation can be done with the aid of Equation (7.10). It is

noted that the number of hops estimated is based on the assumption that the sensors

migrate from the supplier to the consumer directly, without using relay clusters. The

concept of relaying is explained in section 7.2.2. When relay clusters are used, the

number of hops needed might be larger. In the latter case, an augmenting factor

should be applied to Equation (7.14).

Assuming the number of sensors the consumer needs is d, we compare d and East

If East _>_ d the suppliers can satisfy the consumer and a matching process can be
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concluded. Otherwise the consumer has to wait for additional suppliers.

If multiple SREQ messages are issued in the network, policies can be made to

decide which clusters to be served first. For example, priority levels can be indicated

in the SREQ message and the request with highest level is honored first. Aged requests

will have their priority levels increased in order to prevent starvation of initially lower

level requests. Those requests that cannot be satisfied currently are cached by each

supplier. When multiple suppliers are involved, deadlocks may happen when all the

available suppliers are engaged into different consumers but none of the consumers

have enough sensors to start sensor migration. When designing operation protocols

of the supplier, consumer and matcher, mechanisms are developed to avoid or resolve

such deadlocks. One method is to enforce non-duplicate priority levels and timeout

mechanism in the matching process.

7.2.2 Finding the Optimal Migration Path

In this section we discuss the algorithms to migrate the hopping sensors from mul-

tiplesuppliers to the consumer cluster. We assume the routing‘planning process is

performed at the supplier clusters. Each cluster has a topological view of the network.
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Figure 7.4. Two Hopping Strategies

Two possible migration strategies can be used. The first strategy is to migrate the

sensors directly from the supplier to the consumer, as shown in Figure 7.4(a). The
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second strategy, however, uses intermediate clusters as relay clusters. Sensors can

hop simultaneously starting from the supplier and the relay clusters, as illustrated by

Figure 7.4(b). One cluster does not need to have redundant sensors to be able to serve

as a relay cluster since the migrated sensors will soon. be superseded by the sensors

migrated from the preceding cluster in the cascading chain. However, a cluster may

not be available to serve as a relayer if the majority of its nodes are engaged in sensing

or communicating activities.

Cascaded hopping or hopping with relays of the second strategy was also proposed

by Wang, et al. [183] to migrate wheeled sensors. Since sensors in the relay clusters can

start hopping simultaneously, the time to finish the migration is shorter compared

with direct hopping. The second strategy does not need to require the hopping

sensors to be able to hop a long range. It is also beneficial in terms of maintaining

the capability of mobilizing the majority of the sensors. Although sensors can be

assumed to be able to make multiple hops, the number of hops one sensor can make

(denoted as khard) is not unlimited before refueling or recharging. For example, the

prototype proposed by Feddema, et a1 [60] has a limit of 100 hops before refueling.

In the first strategy, the hopping capability of the sensors throughout the network

could be depleted unevenly, which actually reduces the dynamic relocation capability

of the network. However, the first strategy wins by reducing the total number of

hops needed in some cases. Direct hopping can always guarantee a straight route but

hopping with relays cannot. Furthermore, direct hopping gives sensors more freedom

to adjust their hopping direction on the fly if the landing point is off the route, which

will ultimately save the number of hops. For example, in Figure 7.4(b), hop number

5 and 6 could have been combined into one hop if the relay is not used. Thus it is

desirable to use straight hopping for relatively short migration paths but using relay

hopping for longer paths. For relay hopping, the tradeoffs require us to set a limit

on both the maximum and minimum distance between the relay clusters. We set the
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upper limit k to maintain the relocation ability of the network. A lower limit j is set

to avoid unnecessary hops introduced by excessive number of relays.

The notion of short or long here, is related with khard’ the number of hops one

sensor can make before refueling. khard is referred as the hard limit. The soft limit

k is set so mobility of the sensors are kept evenly throughout the network.

We use the topology and availability information of the clusters to construct a

graph. The vertices set is composed of the clusters. Initially, all the available clusters,

including the suppliers and the consumer, are connected with edges. The weight

of the edges are set to be the estimated number of hops needed, as indicated in

Equations (7.4) and (7.12). Our objective is to find an optimal path to migrate the

sensors from the suppliers to the consumer.

 

Algorithm 1 MinHops(G, W,S,t,j,k,kha,.d)

1: (G’, W’) +— Delete edges whose weights are outside [j, k] in W

2: (0”, W”) <— Delete edges whose weights are larger than khard in W

3: for all s in S do

 

4: p <— Dijkstra(G’, W’, s, t)

5: if p = (0 then

6: p, <— Dijkstra(G”, W”, 3,15)

7: if p, = 0 then

8: Failed for source 3

9: else

10: Output results from p’

11: end if

12: else

13: Output results from p

14: end if

15: end for
 

In the first route planning algorithm (Algorithm 1), we first apply the upper and

lower limits of the edge weights by deleting the edges whose weights fall outside the

range of [j, k]. Then Dijkstra algorithm (Algorithm 2) is called for the sources to find

the shortest paths from the suppliers. If for some sources the shortest path cannot be
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Algorithm 2 p = Dijkstra(G, W, s, t)

1: for all 1) in V(G) do

 

2: d(v) <— +oo {Initialize the distance vector}

3: 19(2)) <— undefined {Initialize the previous node vector}

4: end for

5: d(s) (— 0 {The source has 0 distance to itself}

6: C i— (0 {Initialize the checked node set}

7: Q :— V(G) {Copy the vertex set into a working set}

8: while Q # 0 do

9: u +— ExtractMin(Q) {Extract the vertex with minimum value in d}

10: C <— C U {u}

11: if u = t then

12: return

13: end if

14: for all edge (u, 1)) do

15: if d(u) + W(u,v) < d(v) then

16: (1(1)) (— d(u) + W(u, v)

17: p(v) +— u

18: end if

19: end for

20: end while

21: if It 6 C then

22: p <— 0

23: end if
 

found, we release the limits, but apply the upper hard limit, and run the algorithm

again. If the shortest path still cannot be found for some suppliers, we conclude the

supplier is separated from the consumer and the consumer is informed to search for

new suppliers. Algorithm 2 takes the graph G, edge weight set W, source node 3

and destination node t as inputs and returns vector p. Vector p specifies the previous

node chain along a found path starting from the destination. Using p, the shortest

path can be easily constructed. Algorithm 1 takes the graph G, edge weight set W,

source node set S, destination node t and the limits (j, k, khard) as inputs.

The algorithm stated above tries to maintain even mobility consumption among

clusters and minimal number of hops using manually set limits. However, for the
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clusters whose edges are within the limits, the mobility consumption and number of

hops of the edges can still vary from edge to edge. This is more obvious when the

topology of the graph changes. In order to migrate the sensors from the suppliers to

the destination optimally, and at the same time maintain even mobility throughout

the clusters, we consider the following goals for a desirable path.

1. The total number Of hops along the path should be small.

2. The motion should be distributed evenly among the clusters. That is, the

maximum number of hops of the edges along the path should be small. However,

the minimum number of hops of the edges should not be too small in order to

avoid unnecessary relay clusters.

In order to meet the conditions stated above, we modify the path searching al-

gorithm by adding an additional adjusting process. In the adjusting process, we try

to minimize a fraction of the sum of the weights along the path and a fraction of

the difference of the maximum and minimum weights of the edges along the path.

Since the maximum and minimum weight of the edges along the} path is only known

after the path is found, we run Algorithm 2 several times until we find the optimal

solution.

The second algorithm is described in Algorithm 3. The algorithm takes the graph

G, edge weight set W, source node set S, destination node t and the hard limit

khard as inputs. The lower and upper soft limits are not needed. For each source

node, the algorithm first runs Algorithm 2 to get a shortest path solution where the

only constraint is the hard limit. After that, the solution is refined through several

iterations. The minimization target becomes a fraction of the sum of the weights

along the path and a fraction of the difference of the maximum and minimum weight

of the edges along the path, which is expressed as (1 - 7)w3um + 7(wmag; — wmin)

as shown in line 11. Here 7 (0 S 'y S 1) is a coeflicient to determine the fraction of

149



the difference of the maximum and minimum weight of the edges to be considered

in the algorithm. The sizes and availability of the clusters, and distances between

clusters, are all factors to be considered when tuning the coefficient. The algorithm

terminates when it cannot find a better solution given the constraints and the last

known good solution is taken as the final solution.

 

Algorithm 3 MinHopsExt(G, W, S, t, khard)

I I I

2: W’ <— Delete edges whose weights are larger than khard in W

3: for all s in S do

 

4; (GI, W{) +- (G, W’)

5: loop

6: p <— Dijkstra(G'1, W], s, t)

7: if p 7e 0 then

8: wsum <— Get the sum of edge weights using p

9: (emax, 6mm) +— Get the edges with maximum and minimum weight using

P

10: (wmagg, wmin) <— Get the weights of (emax, 6min)

11‘ if (1 - *y)w3um + 7(wmax - wmin) < (1 " ’l’)w.’sum + 7(wfnasr “ whim)

then

12‘ (“k/sum: wfnara whim) *— (wsum, wmax, wmin)

13: p, <— p

14: Delete edges emax and 6mm in W; and 01

15: else

16: Use the solution in p’ and break loop

17: end if

18: else

19: Use the solution in p, and break loop

20: end if

21: end loop

22: end for
 

7.3 Performance Evaluations

In order to validate the proposed models and algorithms, we simulated a hopping

sensor network environment under Matlab. A topology generator is used to generate
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the simulation environment in a 1000m x 1000m rectangular area. The simulation

environment can be regarded as a sensor network where some clusters are available to

serve as relays, while others are not. The available clusters, as well as the source and

destination clusters, are plotted. Two clusters are connected if the number of hops

needed to migrate between them is less than khard' Figure 7.5 shows a simulation

topology. The dotted lines connect available clusters and the path between a possible

supplier and consumer is indicated by a solid line.

 

  1 1 1".1 ' iii-"'11:"... ""‘HI L l m 1_ 1

0 100 200 300 400 500 600 700 800 900 1000

X

Figure 7.5. A Simulated Network Topology

The parameters regarding hopping sensor dynamics and sensor distribution are

shown in Table 7.1. We derive the hopping range, initial velocity and hops capacity

based on the Feddema prototype minefield hopping sensor model [60]. We assume

zero correlation of the X and Y direction in the landing model.

A series of simulations are performed to evaluate the performance of the proposed

route planning strategies. We first evaluated the performance of Algorithm 3 where

the path optimality and remaining network mobility are controlled through the setting

of soft hop limits. Considering the fact that most clusters may be involved in sensing
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Parameter VaTue

Number of Total Hops Capable without Refueling (khard) 100

 

Hops Capable per Sensor Initially 100

Magnitude of Initial Horizontal Velocity (lvhl) 7m/s

Hopping Range (7") 3m

Sensors per Cluster Initially Deployed 200

Acceptable Landing Area Radius (n0) - 0.6m

Acceleration due to Gravity (g) 9.8m/s2
 

Table 7.1. Parameters Used in Hopping Sensor Simulation

tasks and not available as relays, the simulation topology is generated as a sparse

graph. In a sparse environment, it is safe to use a small lower hop limit j without

jeopardizing the optimality of the path since the degree of each node is small.

In the first simulation we fixed the lower limit j to be 1 and evaluated the number

of hops needed to migrate a group of sensors and the mobility capacity of the network

after the migration when the upper hop limit It changes (Figure 7.6).

The path optimality is measured using the average number of hops consumed by

each migrated sensor (referred as Hm, Figure 7.6(a)). In the simulation, a group

of 10 sensors (Et = 10) are requested by the consumer. Thus Eth is the total

number of hops needed in the migration. The remaining mobility of the network is

measured using the standard deviation (STD) of the number of remaining hops per

sensor throughout the network (Figure 7.6(b)).

In the simulation we evaluated the metrics under three circumstances, the normal

condition, the condition with a positive wind force and the condition with a negative

wind force. Considering the migration path from A to B in Figure 7.5, a positive

force is modeled as a wind velocity that is 45° counterclockwise of the positive X axis.

Likewise, a negative force is modeled as a wind velocity that is 225° counterclockwise

of the positive X axis. In either case, the magnitude of the wind velocity |vw| is set

to be 1/ 10 of the magnitude of the initial horizontal hopping velocity [VII].

The simulation results of Figure 7.6 indicates that the value of the upper soft limit

It has a significant influence on the path optimality and remaining network mobility.
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(a) Number of Consumed Hops per Migrated Sensor
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Figure 7.6. Number of Consumed Hops per Migrated Sensor and Mobility Metrics Vs.

Upper Soft Limit k
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Wind factors also slightly influence the results, but not as dramatic as k.

Larger I»: will yield better paths with fewer hops, but the STD of the number of

remaining hops per sensor is also larger, which indicates imbalance of the mobility

distribution throughout the network. The number of remaining hops per sensor also

confirms the trend with a steep curve. When k is over a certain value (50 in this case),

the parameters will not change since the constraints of the topology is reached. When

k is too small, however, a path might not be found due to the topology constraints. It

is also notable that under different wind conditions the influence of It follows the same

trend. This indicates that we can set a k value and expect that it works well under

different wind conditions. In practical deployments, the k value can be determined

using simulations while taking into account various network and dynamic parameters.

A tradeoff is to be made between obtaining the optimal path and maintaining an even

network mobility distribution among sensors.

 

Topol TopoZ Top03

.7=0.2 57:05 87:08

Figure 7.7. Number of Consumed Hops per Migrated Sensor (Hm) under Different Topolo-

gies and 7

In the second simulation we evaluated the performance of Algorithm 3, where

a dynamic approach is used to balance the need of path optimality and network

mobility distribution. The advantage of this algorithm over Algorithm 1 is that the

arbitrary hopping limits are not needed anymore. Instead, a scaling coefficient 7 is

used to determine the optimization target (as shown in Line 11 of Algorithm 3). In

this simulation we evaluated the affect of the 7 coefficient over the average number of
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hops consumed in a path and the mobility metrics of the network after the migration

is performed.

 

Topol TopoZ Topo3

I7=0.2 I7=o.5 87:0.8

Figure 7.8. STD of Number of Remaining Hops per Sensor under Different Topologies

and 7

As revealed in the first simulation, under different wind conditions, the path op-

timality and mobility metrics follow the same trend line as the hop limits change.

Thus we did not simulate the cases with different wind influences when evaluating

the performance of adjusting the hop limits dynamically using the 7 coefficient. Un-

like the upper and lower hopping limits, we argue that the dynamic method is more

resilient to topological changes of the network. To validate this, we simulated the

algorithm over three different topologies, namely Topol (the same as the topology

used in the first simulation), Topo2, and Topo3, as indicated in the Figures 7.7 and

7.8. The results show that under different topologies, the coefficient has comparable

balancing influences.

7.4 Summary

Hopping sensors are more adaptable to harsh terrains compared with wheeled mobile

sensors. Low cost and large number of hopping sensors can be deployed into both

military and civilian environments where dynamic and adaptable sensing capabilities

are needed. Hopping sensors pose the challenges of being inaccurate while moving

and susceptible to the influence of air disturbances.
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We studied the multi-hop landing of the sensors under a multivariate normal dis-

tribution model and obtained an upper bound of the number of hops needed given

the physical distance of the source and destination. The bound is further refined by

considering the aerodynamics of air disturbances. Under such premises we focused on

the problem of migrating a number of hopping sensors from multiple source clusters

to a destination in a sensor network. We argue that cascaded relay hopping can speed

up the migration but frequent relays may introduce unnecessary hops. We also want

to conserve the dynamic relocation capability of as many clusters as possible. To

achieve these goals we devised two algorithms. One uses upper and lower relay edge

hop limits, while the other uses a balancing coefficient to construct a new optimization

target dynamically. The two schemes are simulated using the physical and dynamic

parameters of the Feddema prototype minefield hopping robots [60]. Simulation re-

sults indicated that both algorithms are effective in balancing the requirement of path

optimality and maintaining the relocation capability of the network. The dynamic

algorithm is also shown to be resilient to topological changes of the network. Further

research includes implementing the route planning algorithms in a distributive fash-

ion and studying the strategies and impacts of relocating the hopping sensors within

clusters.
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CHAPTER 8

Conclusions and Future Work

8.1 Conclusions

Remote sensing and control applications are a class of applications that will proliferate

along with the development of communication technologies. By enabling the users

to perform sensing and control tasks in remote locations, the Internet is turned from

the traditional information highway to the “action highway”. However, the media

streams involved in teleoperated systems differentiate themselves from other media

types in that they require both reliable and smooth delivery. Reliable delivery requires

that the transport service have TCP style semantics. By being smooth, the transport

service should be able to deliver the control and sensing data with both the average

latency and the standard deviation of the latency bounded and reduced.

In this dissertation, a Supermedia TRansport over Overlay Networks (STRON)

framework to improve the QOS of teleoperation systems over wide area networks is

proposed. Multiple overlay paths are used to ensure reliability and timeliness of the

transport service. Part of the work is published in [30, 28, 25]. A class of forward

error correction encoding is used to eliminate the requirement of acknowledgments

in typical reliable transport protocols. A QOS management framework is developed

to allocate bandwidth among different supermedia streams and support efficient con-

trolling the remote manipulators using QOS cues and sensor feedbacks, which is also
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published in [27]. A Transport service for Remote Sensing and Control (TRSC) over

Wireless Networks is also proposed for MANET based applications. TRSC extended

the STRON approach by building a reliable and efficient transport service based on

multiple path routing protocols in MANETS. The proposed approaches were verified

using experiments, network simulators and theoretical models and published in [29].

The possible challenges and problems of supporting remote sensing and control

in cellular networks and pervasive environments are also studied. Supporting remote

sensing and control applications in pervasive computing environments poses more

challenges compared with traditional computing environments. We proposed an ap-

proach to utilize a cooperative local area wireless network to support data transport

for remote sensing and control applications in pervasive computing environments. A

novel mechanism is developed to determine the right number of proxies to use based

on the MAC layer retransmission rate and is published in [26].

We also examine the organization structures of the networks that support remote

sensing applications. Particularly we studied a type of sensor network that is cable of

self-reorganization through sensor relocations powered by hopping. Hopping sensors

are able to maintain mobility in harsh terrain but may lack the movement accuracy of

those sensors that are powered by wheels. We focus on the problem of transporting

a number of hopping sensors from multiple sources to a destination. Probabilistic

methods are used to contain the movement inaccuracies along the hopping course.

We also consider the impact of wind under an aerodynamic setting. Two transport

schemes are designed to minimize the number of hops needed while considering other

constraints, such as sustaining the capability of relocating sensors within the whole

network. In one scheme we use upper and lower hopping limits to apply the network

mobility constraints. The other scheme uses a balancing coeflicient to construct a

new optimization target to meet the requirement of path optimality and network

mobility dynamically. Both schemes are simulated and evaluated using the physical
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and dynamic parameters of the prototype minefield hopping robots. The results show

that both schemes work well regardless of the wind factors, while the dynamic scheme

is also shown to be resilient to topological changes of the network.

8.2 Future Work

In the future work of the research, the proposed approaches to support remote sensing

and control over wide area networks and wireless networks can be further refined and

verified. Moreover, it is promising to explore the challenges and possible solutions

to provide quality of service support for remote sensing and control applications in

pervasive computing environments, as well as problems regarding novel self-organizing

mobile sensor networks. Particularly, the possible researching directions are listed as

follows.

0 A pervasive computing environment often consists of different types of end

devices and hosts. The heterogeneity of the system will invalidate the design

principles of traditional homogeneous distributed systems. For example, the

power and computing constraints of small devices may require the application

to use more efficient algorithms. Thus one of the research topics might be to

design the transport protocols and algorithms to accommodate the special needs

of controllers, manipulators and sensors.

0 In a pervasive computing environment, applications are desirably expected to

be context aware and integrated well with other devices and surroundings. This

requirement implicates many reliability, quality of service, invisibility and se-

curity issues when designing an application. For remote sensing and control

applications, it will be an interesting topic to explore the methods that enable

remote sensing and control devices to cope with frequent location changes and

159



at the same time keep the impact on quality of service of the application to be

minimal.

In a heterogeneous environment with cellular and wireless LAN networks, the

potential of using spatial diversity can be further exploited to dynamically ad-

just the traffic that are sent over each relay proxies. A network QOS measuring

model can be deployed to actively monitor the capacity of each relay channels

and allocate the amount of traflic that will be sent over each channel accordingly.

Relocating mobile sensors powered by hopping is important to maintain the

connectivity and coverage of a sensor network. The current centralized path

planning approach can be extended to support distributed planning and decision

making to further reduce the possibility of failure and increase the resilience of

sensor network structure. Future study can also explore the cases when multiple

destination clusters need to be filled with adequate sensors. In that situation

a priority based system can be developed to reach an optimal route planning

strategy.
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