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# ABSTRACT <br> FLOW-INDUCED ALIGNMENT AND MIGRATION OF PARTICLES IN SUSPENSIONS 

## By

## Liping Jia

The alignment and migration of suspensions are important for industrial processes associated with composite processing, the fabrication of microelectronics devices, the manufacturing of products with micro- and nano-scale suspensions, the environment (pollutants migration, particulates, and microbes), and the petroleum industry. In this work, problems associated with the motion of a single particle are solved and models needed to describe the orientation and migration of a large number of particles are developed.

The hydrodynamics of a single ellipsoid suspended in an unbounded homogeneous flow was first investigated by Jeffery in 1922 [1]. Jeffery's work deals with the problem of incompressible Newtonian fluid with constant viscosity, no-slip on the interface of solid/fluid, and linear shear flow. Based on Brenner's asymptotic method [2] analytical solutions are developed to study the influence of other conditions on the motion of a single particle, i. g. slip boundary conditions on the interface, other flow fields (a quadratic flow and cubic flow), and viscosity. The results are partially validated by comparing with existing solutions for some limiting cases of no-slip, perfect slip, sphere, and constant viscosity. Equations describing the motion of a single particle under different conditions are derived. A different method is used to study the influence of inertia forces on the motion of a single particle, which is based on Burgess' general solutions [3] of a viscous Oseen flow. Differ-
ent velocity fields of the fluid are found for the cases of translation motion of a sphere and a deformed sphere with slip and no-slip boundary condition.

Equations describing the motion of ensembles of rigid particles of complex shapes are studied next. Each particle is assumed to be non-axisymmetric, and its orientation is described with three Euler angles. The geometry of such particles (e.g. ellipsoids) and their interactions with the surrounding fluid are described by a third order tensor instead of the single parameter often used for axisymmetric particles (spheroids). To compute the flowinduced alignment of these particles, one must solve an evolution equation for the orientation distribution function but such computations are costly. Instead, an evolution equation for the second moment of the distribution function, which forms a fourth order tensor, is used in order to obtain the average orientation of the particles in homogeneous flows. A closure model is introduced for the unclosed eighth-order tensor which satisfies six-fold symmetry and six-fold projection properties.

In the last part of this work, models describing solid-liquid two-phase flows are developed using a continuum approach. A so-called Eulerian-Eulerian technique is adopted to deal with the motion of the non-spherical particles and Newtonian fluid. Based on the moments of the distribution function, the evolution of the second moment of the orientation tensor is used to govern the orientation of particles statistically. The concept of control volume/control surface method is used to develop closure models for the stresses and interfacial force. The fully symmetric quadratic model (developed for axisymmetric particles) is applied to close the problem associated with computing the orientation tensor. A finite element code is developed to simulate the alignment and migration of dilute suspensions of spheroids in a flowing liquid.
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## CHAPTER 1

## Introduction

### 1.1 Background on alignment and migration of particles

Alignment and migration of suspension of solids or droplets in a continuous medium at low Reynolds numbers are important phenomena to various fields in associated with material processing (composites), the fabrication of microelectronics devices, the manufacturing of products with suspensions (micro- and nano-scale particulates), the environment (pollutants dispersion, particulates, microbes), and the petroleum industry [4,5]. Shortfiber composites are widely used in automobile bodies, business machines, and customer parts. When a short-fiber reinforced polymer is molded, the mold filling flow changes the orientation of the fibers. The fiber orientation in turn affects the physical properties of the composite, including stiffness, strength, thermal expansion, and electrical conductivity. For example, the composite is stiffer and stronger in the direction of greatest orientation, and weaker and more compliant in the direction of least orientation. The most common types of fibers used are glass, carbon, and aramid. Injection molding, extrusion and compression
molding are common manufacturing methods for polymer matrices.

### 1.2 Dilute suspension theory

The basic assumptions employed in almost all dilute suspension models are
(1) The volume fraction, $\phi$ of fibers is so small that hydrodynamics interaction between fibres or between a fiber and a flow boundary may be ignored.
(2) The particle size is small compared with the macroscopic characteristic length.
(3) The aspect ratio $a_{p}$ of the fiber is uniform.
(4) The suspending liquid is incompressible and Newtonian.
(5) The effects of inertia and external body force may be neglected
(6) Nonslip boundary condition is applied on the interface of the particle and the fluids.

### 1.2.1 Hydrodynamics of a single particle

A single particle motion and hydrodynamic forces acting on the particle are fundamentally important in the nature. Comprehensive information about the interaction between the particle and the fluid in low-Reynolds-number flow is required for many practical systems and industrial processes. Much is known at present about a single particle or two particles in a creeping flow. Lamb's classic treatise [6] on hydrodynamics contains much historical and technical information on the development of solutions for creeping flows. Happel and

Brenner [4] developed the theoretical calculations of the Stokes resistance of a particle to translational and rotational motions in an unbounded fluid. The motion of a rigid ellipsoid in a uniform simple shear flow at a low Reynolds number is solved completely by Jeffery [1] and verified accurately by the experiments of Trevelyan and Mason [7]. By using Jeffery's method [1], Bretherton [8] investigated theoretically on the orbit of a particle of a more general shape in a non-uniform shear flow. The motion of non-neutrally buoyant spheroidal particles is investigated with considering the effect of inertia by Broday and his coworkers [9]. The resistance functions for two unequal spheres are derived by Jeffery [10] and extended by Keh [11] to the slip problem on the interface of the particle and fluids. Wetzel [12] set up an analytical model for the deformation of an ellipsoidal Newtonian droplet, suspended in another Newtonian fluid with different viscosity and zero interfacial tension. Transient wake flow patterns and dynamics forces acting on a rotating spherical particle with non-uniform surface blowing are studied by Niazmand [13] for moderate Reynolds numbers.

Hydrodynamics of a single particle include the relations between the hydrodynamic force $\mathbf{F}$, the torque $\mathbf{T}$, and the stresslet $\boldsymbol{\tau}$ exerted by the fluid on the particle. Two kinds of problems are classified in this area. One is from the viewpoint of mathematical boundary value problems. The velocities of the particle and the surrounding flow field are fixed, which supply for the suitable boundary conditions. Then calculate the force $\mathbf{F}$, the torque $\mathbf{T}$, and the stresslet $\boldsymbol{\tau}$. This kind of problem is called resistance problem defined by Brenner [14,15]. The other problem is inverse to the first one, which is defined by Batchelor [16,17] as the mobility problem. For this problem, the force $\mathbf{F}$, and the torque $\mathbf{T}$ are given and the relative motion of the particle through the fluid is to be determined.

### 1.2.2 Fundamental equations of creeping flows

Introduced in [14], the particle Reynolds number is defined as $\frac{\rho d|\mathbf{U}|}{\mu}$ in the case of translating bodies or streaming flows, and $\frac{\rho d^{2}|\omega|}{\mu}$, in the case of rotating bodies; $\mathbf{U}$ being the translation velocity of the particle; $d$ a characteristic particle dimension and $\omega$ the angular velocity. At small particle Reynolds number, the convective term $\rho \mathbf{v} \cdot \nabla \mathbf{v}$ in the NavierStokes equation is very smaller in comparison with the viscous terms, $\mu \nabla^{2} \mathbf{v}$. Neglecting the influence of the convective terms in the Navier-Stokes equation, the dynamic and kinematic equations of motion of a viscous, incompressible fluid can be written as

$$
\begin{equation*}
\rho \frac{\partial \mathbf{v}}{\partial t}+\nabla p=\mu \nabla^{2} \mathbf{v} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=0 \tag{1.2}
\end{equation*}
$$

where $\mathbf{v}, \rho, p, \mu$, and $t$ are respectively the local fluid velocity, the fluid density, the pressure, the viscosity, and the time.

The local acceleration terms $\rho \frac{\partial \mathbf{v}}{\partial t}$ in the equation of motion is equal to zero for steady problems. However, this term can also be ignored at a small particle Reynolds number even for unsteady problems. The dynamic equations of motion of the fluid are therefore simplified as

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{v}=\nabla p \tag{1.3}
\end{equation*}
$$

Consider a rigid particle immersed in an unbounded quiescent flow. The undisturbed ambient flow field is composed of the uniform streaming velocity $\mathbf{U}^{\boldsymbol{\infty}}$ and the linear field
(constant velocity gradient), described by

$$
\begin{equation*}
\mathbf{v}=\mathbf{U}^{\infty}+\mathbf{\Omega}^{\infty} \times \mathbf{x}+\mathbf{S}^{\infty} \cdot \mathbf{x} \tag{1.4}
\end{equation*}
$$

where $\mathbf{x}$ is the position vector of a point relative to the origin at $O, \Omega^{\infty}$ is the rotation of the flow field, and $\mathbf{S}^{\infty}$ the rate-of-strain of the flow fluid. The motion of the particle induced by the fluid has translational velocity U at a point $O$, which is regarded as the origin of this particle, and angular velocity $\omega$. If no-slip is applied at the interface of the particle and the fluid, the instantaneous velocity of the fluid at the particle surface is

$$
\begin{equation*}
\mathbf{v}(\mathbf{x})=\mathbf{U}-\mathbf{U}^{\infty}+\left(\boldsymbol{\omega}-\mathbf{\Omega}^{\infty}\right) \times \mathbf{x}-\mathbf{S}^{\infty} \cdot \mathbf{x}, \quad \mathbf{x} \in S_{p} \tag{1.5}
\end{equation*}
$$

in which $S_{p}$ is the surface of the particle.
The force, torque and stresslet exerted by the fluid on the particle about the origin of the particle are $\mathbf{F}, \mathbf{T}$, and $\boldsymbol{\tau}$ respectively. The relations between the quantities $\mathbf{F}, \mathbf{T}$, and $\boldsymbol{\tau}$ with $\mathbf{U}-\mathbf{U}^{\boldsymbol{\infty}}, \boldsymbol{\omega}-\boldsymbol{\Omega}^{\boldsymbol{\infty}}$, and $\mathbf{S}^{\boldsymbol{\infty}}$ are to be determined.

### 1.2.3 Particle material tensor

## The resistance tensor

When the specified quantities are the velocities of the particles and of the prescribed flow, the linearity of the Stokes equations (1.3) permits the expression of the forces, the torques and stresslets [5] in the form

$$
\left(\begin{array}{c}
\mathbf{F}  \tag{1.6}\\
\mathbf{T} \\
\boldsymbol{\tau}
\end{array}\right)=\mu\left(\begin{array}{ccc}
\mathbf{A} & \widetilde{\mathbf{B}} & \widetilde{\mathbf{G}} \\
\mathbf{B} & \mathbf{C} & \widetilde{\mathbf{H}} \\
\mathbf{G} & \mathbf{H} & \mathbf{M}
\end{array}\right)\left(\begin{array}{c}
\mathbf{U}^{\infty}-\mathbf{U} \\
\mathbf{\Omega}^{\infty}-\omega \\
\mathbf{S}^{\infty}
\end{array}\right)
$$

The square matrix in the above equation is called the resistance matrix, in which $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ are second-order tensors, $\mathbf{G}$ and $\mathbf{H}$ are third-order tensors, and $\mathbf{M}$ a fourth-order tensor. According to the reciprocal theorem of Lorentz [4], the resistance matrix is symmetric, i.e.,

$$
\begin{align*}
A_{i j}=A_{j i}, & C_{i j}=C_{j i}, \quad M_{i j k l}=M_{k l i j} \\
B_{i j}=\widetilde{B}_{j i}, & G_{i j k}=\widetilde{G}_{k i j}, \quad H_{i j k}=\widetilde{H}_{k i j} \tag{1.7}
\end{align*}
$$

## The mobility tensor

When the particle forces and torques are prescribed in a known ambient flow, the so-called mobility problem [5] satisfies the following relation

$$
\left(\begin{array}{c}
\mathbf{U}^{\infty}-\mathbf{U}  \tag{1.8}\\
\mathbf{\Omega}^{\infty}-\omega \\
\frac{1}{\mu} \tau
\end{array}\right)=\left(\begin{array}{ccc}
\mathbf{a} & \widetilde{\mathbf{b}} & \widetilde{g} \\
\mathbf{b} & \mathbf{c} & \widetilde{h} \\
\mathbf{g} & \mathbf{h} & \mathbf{m}
\end{array}\right)\left(\begin{array}{c}
\frac{1}{\mu} \mathbf{F} \\
\frac{1}{\mu} \mathbf{T} \\
\mathbf{S}^{\infty}
\end{array}\right)
$$

in which the square matrix is the mobility matrix. Similarly, the $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ are second-order tensor, $\mathbf{g}$ and $\mathbf{h}$ third-order tensor, and $\mathbf{m}$ the fourth-order tensor. The mobility matrix is also symmetric as the consequence of the Lorentz reciprocal theorem:

$$
\begin{array}{ll}
a_{i j}=a_{j i}, \quad c_{i j}=c_{j i}, \quad m_{i j k l}=m_{k l i j} \\
b_{i j}=\widetilde{b}_{j i}, \quad g_{i j k}=\widetilde{g}_{k i j}, \quad h_{i j k}=\widetilde{h}_{k i j} \tag{1.9}
\end{array}
$$

The resistance problem and mobility problem are inverse to each other physically. So the resistance matrix defined by (1.6) and the mobility matrix defined by (1.8) are inverse to each other. The transformation matrix between them can be found in [18].

### 1.2.4 Jeffery's solution of the motion of an axisymmetric particle in a linear field

In 1922, Jeffery [1] investigated the flow induced motion of an ellipsoid in an unbounded flow field. Some assumptions are made in Jeffery's model: (i) the particle is rigid, neutrally buoyant, and large enough to neglect Brownian motion, ( ii ) the ambient fluid is Newtonian, ( iii ) the inertia forces of the particle and the fluid are negligible and the motion of the fluid is governed by Stokes' equations, (iv ) the particle is immersed in a homogeneous flow, which means the velocity gradient of the flow field is constant, ( v ) no-slip boundary conditions are applied on the interface of the particle and the fluid. Under these assumptions, the time evolution of a spheroid orientation is expressed in the form as $[1,19]$

$$
\begin{equation*}
\dot{\mathbf{p}}=\mathbf{\Omega}^{\infty} \times \mathbf{p}+\lambda\left[\mathbf{S}^{\infty} \cdot \mathbf{p}(\mathbf{p} \cdot \mathbf{p})-\mathbf{S}^{\infty}: \mathbf{p p p}\right] \tag{1.10}
\end{equation*}
$$

in which $\mathbf{p}$ is a unit vector representing the orientation of the particle. $\mathbf{p}$ can be characterized with the angles $\theta$ and $\phi$ as shown in Figure 1.1

$$
\mathbf{p}=\left(\begin{array}{c}
\sin \theta \cos \phi  \tag{1.11}\\
\sin \theta \sin \phi \\
\cos \phi
\end{array}\right)
$$

$\lambda$ is a function of of the particle aspect ratio, $a_{p}=\frac{\text { length }}{\text { diameter }}$, and is expressed as

$$
\begin{equation*}
\lambda=\frac{a_{p}^{2}-1}{a_{p}^{2}+1} \tag{1.12}
\end{equation*}
$$

$\lambda>0$ represents a prolate particle, $\lambda=0$ a sphere, and $\lambda<0$ an oblate.


Figure 1.1. Schematic of the coordinate system used to represent the orientation of a particle.

For a special case of a neutrally buoyant torque-free axisymmetric particle in the shear field $\mathbf{v}^{\infty}=\dot{\gamma} y \mathbf{e}_{x}$ shown in Figure 1.2. The ambient rotation and rate-of-strain can be given by

$$
\Omega^{\infty}=-\frac{1}{2} \dot{\gamma} \mathbf{e}_{z}, \quad \mathbf{S}^{\infty}=\frac{\dot{\gamma}}{2}\left(\begin{array}{lll}
0 & 1 & 0  \tag{1.13}\\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Substituting (1.11) and (1.13) into (1.10), the orientation of the particle is governed by the coupled differential equations

$$
\begin{align*}
& \dot{\theta}=-\left(\frac{a_{p}^{2}-1}{a_{p}^{2}+1}\right) \frac{\dot{\gamma}}{4} \sin 2 \theta \sin 2 \phi  \tag{1.14}\\
& \dot{\phi}=-\frac{\dot{\gamma}}{a_{p}^{2}+1}\left(a_{p}^{2} \cos ^{2} \phi+\sin ^{2} \phi\right) \tag{1.15}
\end{align*}
$$



Geometry of the particle

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}}+\frac{z^{2}}{c^{2}}=1
$$

Aspect ratio: $a_{p}=\frac{c}{a}$

Figure 1.2. An axisymmetric particle, i.g. a spheroid suspended in a simple shear flow. The geometry of the particle is a spheroid and the aspect ratio of the particle is $a_{p}=\frac{c}{a}$.

The above equations can be solved exactly and yield periodic trajectories known as the Jeffery orbits [5],

$$
\begin{align*}
\tan \theta & =\frac{C a_{p}}{\left(a_{p}^{2} \cos ^{2} \phi+\sin ^{2} \phi\right)^{1 / 2}} \\
\tan \phi & =-a_{p} \tan \left(\frac{\dot{\gamma} t}{a_{p}+a_{p}^{-1}}\right) \tag{1.16}
\end{align*}
$$

From these equations it can be seen that the motion of the particle is periodic. The period $T=2 \pi\left(a_{p}+a_{p}^{-1}\right) / \dot{\gamma}$ is proportion to the $\dot{\gamma}^{-1}$ and becomes longer with increasing particle nonsphericity. The constant $C$ is known as the orbital constant determined by the initial angle of the particle. The exact shape of the orbit can be determined by the the particle aspect ratio via the Bretherton constant B [8]. Jeffery orbits are shown in the Figure 1.3 for different shapes of particles suspended in different shear flows. In these cases, the initial


Figure 1.3. Jeffery orbits are shown for spheroidal particles at different aspect ratios $a_{p}$ and different flow fields $\mathbf{v}_{\infty}=\dot{\gamma} y \mathbf{e}_{x}$. The motions of the spheroidal particle suspended in a simple shear flow are periodic and the periods depend on the shape of the particle and the constant $\dot{\gamma}$ of the flow field.
angles of the particle are $\phi=0$, and $\theta=0$. Suspended in the simple shear flow $\mathbf{v}_{\infty}=\dot{\gamma} y \mathbf{e}_{x}$, the axisymmetric particle rotates along the z axis. It can be seen the period of the motion of the particle with the aspect ratio of $a_{p}=4$ is longer than that of the particle with aspect ratio of $a_{p}=2$ when the constants $\dot{\gamma}$ are same for the two cases, and the period of a same particle increases with decreasing the constant $\dot{\gamma}$.

### 1.3 Non-Dilute Suspensions

Let $v$ be the number of particles per volume. Solutions for rod-like suspensions, length $L$ and diameter $b$ are distinguished by [20]

$$
\left\{\begin{array}{cl}
v<\frac{1}{L^{3}} & \text { dilute }  \tag{1.17}\\
\frac{1}{L^{3}} \ll v \ll \frac{1}{d L^{2}} & \text { Semi - dilute } \\
v=O\left(\frac{1}{d L^{2}}\right) & \text { Concentrated }
\end{array}\right.
$$

Work has been done theoretically and experimentally on dilute suspensions [21-23]. With the development of new materials, it is necessary to model fiber-fiber interactions and describe quantitatively the effect of the interaction to properties of the suspensions and the final products.

The rheological features of nondilute fiber suspension have been observed experimentally. A summery of the previous experimental studies on the nondilute suspension can be found in [24]. Interesting results stated in those experiments include Blakeney [25], who found that the effective viscosity of a steady-state suspension was approximately equal to the viscosity of the solvent; Maschmeyer [26] showed a Power Law dependence of vis-
cosity on shear rate; Miles's experiment illustrated that the viscosity was dependent on the volume fraction of fibers but independent on the shear rate and the length of fibers for glass-fiber suspensions [27]; The shear-induced corrugation of free interfaces in concentrated suspensions was observed by Loimer [28], in which it was shown that the roughness of the surface disturbances depended on the particle size, the particle concentration and the fluid surface tension.

To model the interactions between suspended fibers, Batchelor [29] treated the semidilute regime by using a cell model in the case of aligned particles in Newtonian fluids. This model was applied to the non-Newtonian fluids for aligned fibers in extensional flows [30]. In Batchelor's work, the interaction among randomly oriented dispersed fibers was modelled as a Newtonian drag, which was exerted on a fiber segment in motions relative to the bulk suspension [24]. Similar ideas to model suspensions of non-Newtonian matrices were used later in [31].

### 1.4 Objectives of this work

Hydrodynamics of a single ellipsoid suspended in an unbounded homogeneous flow was investigated by Jeffery in 1922 and the flow induced motion of the ellipsoid was applied later on to the analysis of dilute suspensions. Jeffery's work dealt with the problem of incompressible Newtonian fluid with constant viscosity, no-slip on the interface of solid/fluid, and linear shear flow. Recent advances in materials processing make it relevant to understand the influence of a slip boundary condition, other flow fields, viscosities, inertia forces on the drag force and rotary motion of a single particle as well as the dynamics of ensemble
particles.
The objectives of this work are:
(1) Determine the influence of the slip boundary conditions, flow field, viscosity, and inertia force on the drag force and rotary motion of a single particle suspended in an unbounded flow field.

No-slip on the interface of the fluid/solid is an idealization in the transport process. The slippage phenomena on the solid/fluid interface has been confirmed both experimentally and theoretically. Unfortunately no equations describing the flow-induced motion of an ellipsoid with slip are available so far. Some results are available for a deformed sphere with the slip $[32,33]$. These results are limited on the special case of a fixed particle in the space. With the successful application of the motion of a single particle to the analysis of dilute ensemble particles, it is an important step to get the dynamic motion of an ellipsoid with slip to fully understand the microstructure of dilute and concentrated suspensions. A translating or rotating non-spherical particle suspended in a slip flow is one of the main topics in this dissertation. Both of the creeping flow and the Oseen flow are investigated to determine the influence of physical parameters, e.g. geometry parameters of particles, fluid viscosities, and the interfacial slip coefficient, on the drag, torque, and rotary motion of a deformed sphere in an unbounded homogeneous shear flow.
(2) Develop a new closure model for Non-Axisymmetric particles required in the moment equation.

The shape of particles is another factor to the microstructure of suspension systems.

Previous studies of the orientation of particles have restricted attentions on the axisymmetric particles. The current orientation of a nonaxisymmetric particle is specified by a rotation matrix from the reference configuration to its present orientation. Closure approximation is needed in the governing equation of the second moment orientation equation of nonaxisymmetric. This dissertation is also devoted to study the microstructure of non-axisymmetric particles suspensions.
(3) Predict the flow-induced alignments coupled with the migration of multiparticles. Orientations of particles can affect the rheology properties of a suspension system, and mechanical properties of composite materials. In order to treat the microstructural kinematics of a suspension system, lots of research has been done to predict the orientation of ensemble particles statistically. For the suspension of axisymmetric particles the orientation statistics can conveniently be given in terms of a unit vector $\mathbf{p}$ along the axisymmetric axis and a second-order tensor $\mathbf{a}=<\mathbf{p p}>$ is often used to describe the orientation state of particles. In the previous research, uniform suspension of particles is assumed. It is known that nonuniform suspension, shear force and inertia force will cause particle migration. The influence of flow field parameters on the orientation and fiber stress is studied for a specific two-dimensional problem using finite element calculations. Therefore, to study particles orientations coupled with the migration is another goal in this dissertation.

## CHAPTER 2

## MOTION OF A DEFORMED SPHERE

## WITH SLIP

### 2.1 Introduction

With the evolution of micro- and nanoscale systems, there has been a recent wave of interest in challenging the idea of a "no-slip" boundary condition on liquid/gas flows. Slip has been confirmed experimentally and theoretically by using sensitive force measurements [34,35], visual techniques [36] and molecular dynamics simulation data [37-41]. Situations for which slip may occur can be encountered in solid particles suspended in rarefied gases, and can also be encountered in liquid/solid systems such as polymer melts or water flowing in thin hydrophobic capillaries [42-45]. Contrary to macroscopic flows, a small amount of slip can strongly influence the transport phenomena and serious consequences may occur for miocro- and nanoscale flows. On the design of nanoscale flow devices it is necessary to understand the fundamental aspects of interfacial phenomena and particularly accurate


Figure 2.1. The slip length $L_{s}$ is defined for a simple shear flow in the presence of slip boundary conditions at the interface of solids and liquids.
prediction of the fluid transport through tiny structures [46,47].
The degree of slip is normally characterized by an extrapolated slip length $L_{s}$ defined as the distance from the surface within the solid phase to where the flow velocity vanishes. The definition of the slip length $L_{s}$ is explained in Figure 2.1. For most practical situations, with simple fluids (composed of small molecules with a diameter $d$ ), small slip lengths $d \sim L_{s}$ are generally expected. There are many factors that can affect the slip length including the degree of hydrophobicity [48,49], the substrate topography and surface roughness [50-57], the presence of interstitial lubricating layers $[56,58,59]$, the polymer molecular weight [60-62], and the applied shear rate [63-68]. Three levels of slip corresponding to the slip length can be distinguished by no slip, finite slip, and perfect slip (infinite slip) as shown
in Figure 2.2. The relation between the slip length and the surface slip coefficient can be


Figure 2.2. Illustration of lengths $L_{\mathrm{S}}$ used to describe different slip cases. When $L_{s}=0$, no slip occurs on the interface; when $L_{s}=$ finitenumber, finite slip occurs on the interface; when $L_{s}=$ Infinity, perfect slip occurs on the interface.
obtained by [37]

$$
\begin{equation*}
L_{s}=\frac{\mu}{\beta} \tag{2.1}
\end{equation*}
$$

in which $\mu$ is the viscosity of the fluid and $\beta$ is the slip coefficient on the interface.
Analytical solutions for Stokes flow past non-spherical particles with slip on the solidfluid interface are limited to flows around spheroids fixed in space [32,33] by using a stream
function formalism. In this approach, the slip boundary condition can only be satisfied on the surface of a sphere particle even though solutions for flow around a slightly deformed sphere are given in those previous work. Equations describing the motion of spheroidal particles in creeping flows with slip are not available, unlike the case of ellipsoidal particles with no-slip surfaces. The latter equations are available in the classical work of Jeffery [1]. In his paper, the behavior of an ellipsoid suspended in a uniform shear flow field is analyzed based on Stokes' equations of motions. Jeffery's work is extended by Bretherton [8] to investigate the orbit of a particle of a more general shape in a non-uniform shear flow. A series of research papers on the intrinsic hydrodynamic resistance of particles of arbitrary shape based on the application of singular perturbation techniques are studied by Brenner [2,69-71] presented. Jeffery's equation has been applied to the analysis of dilute suspension problems [19,21,39, 72,73 ]. Corresponding equations for the induced motion of an ellipsoid with slip boundary conditions are however not available.

### 2.2 Basic formulations

The slow motion of a slightly deformed sphere in an unbounded Newtonian and incompressible flow is considered. Apart from the disturbance produced in the immediate neighborhood of the particle, the motion of the fluid is assumed to be quasi-steady, and variable in space on a scale which is large compared with the dimensions of the particle. The fluid is allowed to slip over the surface of the particle. At small translational and/or angular Reynolds numbers, $\frac{r_{0}|\mathbf{U}|}{v}$ and $\frac{r_{0}^{2}|\omega|}{v}$, respectively, the fluid motion is governed by Stokes
equations,

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{v}=\nabla p, \nabla \cdot \mathbf{v}=0 \tag{2.2}
\end{equation*}
$$

Representation of the general solution for the Stokes equations in terms of solid spherical harmonics and surface spherical harmonics is given by Lamb as [6]

$$
\begin{gather*}
\mathbf{v}=\sum_{n=-\infty}^{\infty}\left[\nabla \times\left(\mathbf{r} \chi_{n}\right)+\nabla \phi_{n}+\frac{(n+3)}{2(n+1)(2 n+3) \mu} r^{2} \nabla p_{n}-\mathbf{r} \frac{n}{(n+1)(2 n+3) \mu p_{n}}\right]  \tag{2.3}\\
p=\sum_{n=-\infty}^{\infty} p_{n} \tag{2.4}
\end{gather*}
$$

where $\chi_{n}, \phi_{n}$, and $p_{n}$ are solid spherical harmonics of degree $n$ and can be determined by suitable boundary conditions. Lamb's general solution to the Stokes equations assumes the velocity field vanishes as $r \rightarrow \infty$. In the event that the velocity field is required to be prescribed at $\mathbf{v}_{\infty}$, the specified velocity $\mathbf{v}_{\infty}$ and corresponding pressure $p_{\infty}$ are added to the right side of (2.3). Naturally $\mathbf{v}_{\infty}$ must itself satisfy Stokes equations.

The surface of a deformed sphere is assumed to be described by an equation of the form

$$
\begin{equation*}
r=r_{0}(1+\varepsilon f(\theta, \phi)) \tag{2.5}
\end{equation*}
$$

in which $(r, \theta, \phi)$ are spherical coordinates and the origin is located at the center of an undeformed sphere with a radios of $r=r_{0} ;|\varepsilon|$ is a small dimensionless parameter, and $f(\theta, \phi)$ is an arbitrary function which can be approximated by a series of surface spherical harmonics, $f_{k}(\theta, \phi)$. Hence, the surface of the deformed sphere can be written as

$$
\begin{equation*}
r=r_{0}\left(1+\varepsilon \sum_{k=0}^{\infty} f_{k}(\theta, \phi)\right) \tag{2.6}
\end{equation*}
$$

The slip boundary condition at the solid-fluid interface is modeled as $[6,11]$

$$
\begin{equation*}
\mathbf{u}=\mathbf{v}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t} \tag{2.7}
\end{equation*}
$$

where $\mathbf{u}$ and $\mathbf{v}$ are the velocities of the particle and the fluid on the interface respectively, $\beta$ the slip coefficient. $\sigma_{r t}$ is the tangential traction on the surface of the particle. The traction on the particle can be decomposed by two parts

$$
\begin{align*}
\boldsymbol{\sigma}_{r} & =\boldsymbol{\sigma} \cdot \frac{\mathbf{r}}{r} \\
& =\underbrace{\frac{\mathbf{r r}}{r^{2}} \cdot \boldsymbol{\sigma}_{r}}_{\boldsymbol{\sigma}_{r r}}+\underbrace{\left(\mathbf{I}-\frac{\mathbf{r r}}{r^{2}}\right) \cdot \boldsymbol{\sigma}_{r}}_{\boldsymbol{\sigma}_{r t}} \tag{2.8}
\end{align*}
$$

in which $\sigma_{r r}$ is the normal traction and $\sigma_{r t}$ the tangential traction. The motion of the particle on the surface can be expressed as

$$
\begin{equation*}
\mathbf{u}=\mathbf{U}+\boldsymbol{\omega} \times \mathbf{r} \quad \text { on } \mathrm{S}_{d} \tag{2.9}
\end{equation*}
$$

in which $\mathbf{U}$ is the translation at the center of the particle, $\omega$ is the angular velocity of the particle around its axes. $S_{d}$ represents the surface of the deformed sphere. The boundary condition at infinity is described by

$$
\begin{equation*}
\mathbf{v}=\mathbf{v}_{\infty}(\mathbf{x}) \quad \text { as } r \rightarrow \infty \tag{2.10}
\end{equation*}
$$

where $\mathbf{v}_{\infty}$ is an arbitrary flow field.
For the problem of slip flows pasting a deformed sphere, solutions are sought by assuming that the velocity and pressure can be expanded in powers of $\varepsilon$ in the form

$$
\begin{align*}
& \mathbf{v}=\sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{v}^{(i)}  \tag{2.11}\\
& p=\sum_{i=0}^{\infty} \varepsilon^{i} p^{(i)}  \tag{2.12}\\
& \mathbf{\sigma}_{r t}=\sum_{i=0}^{\infty} \varepsilon^{i} \boldsymbol{\sigma}_{r t}^{(i)} \tag{2.13}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{v}_{\infty}=\sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{v}_{\infty}^{(i)}  \tag{2.14}\\
& \mathbf{u}=\sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{u}^{(i)} \tag{2.15}
\end{align*}
$$

Due to the linearity of the Stokes equations both of the individual perturbations $\mathbf{v}^{(i)}$ and $p^{(i)}$ still satisfy Stokes equations.

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{v}^{(i)}=\nabla p^{(i)}, \nabla \cdot \mathbf{v}^{(i)}=0 \tag{2.16}
\end{equation*}
$$

Substituting (2.11) into the boundary conditions (2.7) and (2.10), and equating terms involving the orders of $\varepsilon$, it can result:

$$
\begin{align*}
\mathbf{u}^{(i)}-\mathbf{v}_{\infty} & =\mathbf{v}^{(i)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(i)} & & \text { on } S_{d}  \tag{2.17}\\
\mathbf{v}^{(i)} & =\mathbf{v}_{\infty}^{(i)} & & \text { at } r=\infty \tag{2.18}
\end{align*}
$$

Approximating $\mathbf{v}^{(i)}$ and $\boldsymbol{\sigma}_{r t}^{(i)}$ using Taylor series expansion about $r=r_{0}$, boundary conditions on the interface can be written as:

$$
\begin{align*}
& \sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{u}^{(i)}=\sum_{i=0}^{\infty} \varepsilon^{i}\left\{\left[\left(\mathbf{v}^{(i)}\right)_{r=r_{0}}-\frac{1}{\beta}\left(\boldsymbol{\sigma}_{r t}^{(i)}\right)_{r=r_{0}}\right]\right. \\
& \left.+\sum_{j=1}^{i} \frac{1}{j!} \varepsilon^{j} r_{0}^{j} f^{j}(\theta, \phi)\left[\left(\frac{\partial^{(j)} \mathbf{v}^{(i-j)}}{\partial r^{(j)}}\right)_{r=r_{0}}-\frac{1}{\beta}\left(\frac{\partial^{(j)} \mathbf{\sigma}_{r t}^{(i-j)}}{\partial r^{(j)}}\right)_{r=r_{0}}\right]\right\}  \tag{2.19}\\
& \text { at } r=r_{0}
\end{align*}
$$

It is difficult to obtain solid spherical harmonics $\chi_{n}, p_{n}$, and $\phi_{n}$ by directly substituting the boundary conditions (2.17-2.18)into (2.3). Three identities are instead introduced to the slip boundary conditions for the each power of $\varepsilon$ [2]:

$$
\begin{equation*}
\frac{\mathbf{r}}{r} \cdot\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\right]_{r=r_{0}}=\frac{\mathbf{r}}{r} \cdot\left[\mathbf{v}^{(0)}-\frac{1}{\beta} \sigma_{r t}^{(0)}\right]_{r=r_{0}} \tag{2.20}
\end{equation*}
$$

$$
\begin{gather*}
-r \nabla \cdot\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\right]_{r=r_{0}}=-r \nabla \cdot\left[\mathbf{v}^{(0)}-\frac{1}{\beta} \sigma_{r t}^{(0)}\right]_{r=r_{0}}  \tag{2.21}\\
\mathbf{r} \cdot \nabla \times\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\right]_{r=r_{0}}=\mathbf{r} \cdot \nabla \times\left[\mathbf{v}^{(0)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(0)}\right]_{r=r_{0}} \tag{2.22}
\end{gather*}
$$

and

$$
\begin{gathered}
\frac{\mathbf{r}}{r} \cdot\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial v^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\sigma_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=\frac{\mathbf{r}}{r} \cdot\left[\mathbf{v}^{(1)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(1)}\right]_{r=r_{0}}(2.23) \\
-r \nabla \cdot\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial v^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\sigma_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=-r \nabla \cdot\left[\mathbf{v}^{(1)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(1)}\right]_{r=r_{0}}^{(2.24)} \\
\mathbf{r} \cdot \nabla \times\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial v^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\sigma_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=\mathbf{r} \cdot \nabla \times\left[\mathbf{v}^{(1)}-\frac{1}{\beta} \sigma_{r t}^{(1)}\right]_{r=r_{0}}^{(2.25)}
\end{gathered}
$$

### 2.3 Relation between $p_{n}, \phi_{n}$, and $\chi_{n}$ with $X_{n}, Y_{n}$ and $Z_{n}$

Substituting (2.3) into right hands of the three scalar identities (2.20-2.22), it yields,

$$
\begin{align*}
\frac{\mathbf{r}}{r} \cdot\left[\mathbf{v}^{(i)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(i)}\right]_{r=r_{0}} & =\sum_{n=-\infty}^{\infty}\left[\frac{n r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]  \tag{2.26}\\
-r \nabla \cdot\left[\mathbf{v}^{(i)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(i)}\right]_{r=r_{0}} & =\sum_{n=-\infty}^{\infty}\left[\frac{n(n+1) r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n(n-1)}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]  \tag{2.27}\\
& +\frac{1}{\beta} \sum_{n=-\infty}^{\infty}\left[\frac{2 n\left(1-n^{2}\right) \mu}{r_{0}^{2}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}-\frac{n^{2}(n+2)}{2 n+3}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}\right]
\end{align*}
$$

$$
\begin{equation*}
\mathbf{r} \cdot \nabla \times\left[\mathbf{v}^{(i)}-\frac{1}{\beta} \boldsymbol{\sigma}_{r t}^{(1)}\right]_{r=r_{0}}=\sum_{n=-\infty}^{\infty}\left[n(n+1)\left(\frac{r_{0}}{r}\right)^{n} \chi_{n}^{(i)}-\frac{1}{\beta} \frac{\mu\left(n^{2}-1\right) n}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \chi_{n}^{(i)}\right] \tag{2.28}
\end{equation*}
$$

When the velocity field is prescribed at the surface of the particle, the left hand sides of (2.20)-(2.25) can be represented by surface spherical harmonics

$$
\begin{align*}
\frac{\mathbf{r}}{r} \cdot\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\right]_{r=r_{0}} & =\sum_{n=1}^{\infty} X_{n}^{(0)}  \tag{2.29}\\
-r \nabla \cdot\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\left(r_{0}, \theta, \phi\right)\right]_{r=}=r_{0} & =\sum_{n=1}^{\infty} Y_{n}^{(0)}  \tag{2.30}\\
\mathbf{r} \cdot \nabla \times\left[\mathbf{u}^{(0)}-\mathbf{v}_{\infty}^{(0)}\left(r_{0}, \theta, \phi\right)\right] r=r_{0} & =\sum_{n=1}^{\infty} Z_{n}^{(0)} \tag{2.31}
\end{align*}
$$

and

$$
\begin{array}{r}
\frac{\mathbf{r}}{r} \cdot\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial \mathbf{v}^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\boldsymbol{\sigma}_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=\sum_{n=1}^{\infty} X_{n}^{(1)} \\
-r \nabla \cdot\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial \mathbf{v}^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\mathbf{\sigma}_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=\sum_{n=1}^{\infty} Y_{n}^{(1)} \\
\mathbf{r} \cdot \nabla \times\left\{\left(\mathbf{u}^{(1)}\right)-\mathbf{v}_{\infty}^{(1)}(r, \theta, \phi)\left[\left(\frac{\partial \mathbf{v}^{(0)}}{\partial r}\right)-\frac{1}{\beta}\left(\frac{\mathbf{\sigma}_{r t}^{(0)}}{\partial r^{(j)}}\right)\right]\right\}_{r=r_{0}}=\sum_{n=1}^{\infty} Z_{n}^{(1)} \tag{2.34}
\end{array}
$$

By replacing $n$ by $-(n+1)$ in those terms of (2.26)-(2.28) for which $n$ is negative, the sum can be made to extend form $n=1$ to $\infty$ rather than $-\infty$ to $\infty$. Hence the following three relations are obtained

$$
\begin{align*}
\sum_{n=1}^{\infty} X_{n}^{(i)} & =\sum_{n=1}^{\infty}\left[\frac{n r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]  \tag{2.35}\\
& +\sum_{n=1}^{\infty}\left[\frac{-(n+1) r_{0}}{2(-2 n+1) \mu}\left(\frac{r}{r_{0}}\right)^{-(n+1)} p_{-(n+1)}^{(i)}-\frac{n+1}{r_{0}}\left(\frac{r}{r_{0}}\right)^{-(n+1)} p_{-(n+1)}^{(i)}\right]
\end{align*}
$$

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} Y_{n}^{(i)}=\sum_{n=1}^{\infty}\left[\frac{n(n+1) r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n(n-1)}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]  \tag{2.36}\\
& +\frac{1}{\beta} \sum_{n=1}^{\infty}\left[\frac{2 n\left(1-n^{2}\right) \mu}{r_{0}^{2}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}-\frac{n^{2}(n+2)}{2 n+3}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}\right] \\
& +\sum_{n=1}^{\infty}\left[\frac{-n(n+1) r_{0}}{2(2 n-1) \mu}\left(\frac{r}{r_{0}}\right)^{-(n+1)} p_{-(n+1)}^{(i)}+\frac{(n+1)(n+2)}{r_{0}}\left(\frac{r}{r_{0}}\right)^{-(n+1)} \phi_{-(n+1)}^{(i)}\right] \\
& +\frac{1}{\beta} \sum_{n=1}^{\infty}\left[\frac{2(n+1)\left(n^{2}+2 n\right) \mu}{r_{0}^{2}}\left(\frac{r}{r_{0}}\right)^{-(n+1)} \phi_{-(n+1)}^{(i)}-\frac{(n+1)^{2}(n-1)}{2 n-1}\left(\frac{r}{r_{0}}\right)^{-(n+1)} p_{-(n+1)}^{(i)}\right] \\
& \sum_{n=1}^{\infty} Z_{n}^{(i)}=\sum_{n=1}^{\infty}\left[n(n+1)\left(\frac{r_{0}}{r}\right)^{n} \chi_{n}^{(i)}-\frac{1}{\beta} \frac{\mu\left(n^{2}-1\right) n}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \chi_{n}^{(i)}\right]  \tag{2.37}\\
& +\sum_{n=1}^{\infty}\left[n(n+1)\left(\frac{r}{r_{0}}\right)^{-(n+1)} \chi_{-(n+1)}^{(i)}-\frac{1 \mu n(n+1)(n+2)}{\beta}\left(\frac{r}{r_{0}}\right)^{-(n+1)} \chi_{-(n+1)}^{(i)}\right]
\end{align*}
$$

For an exterior problems, conditions that the fluid should be at rest at infinity require that

$$
\begin{equation*}
p_{n}^{(i)}=\phi_{n}^{(i)}=\chi_{n}^{(i)}=0 \quad \text { for } \quad n \geq 0, \tag{2.38}
\end{equation*}
$$

so only the negative harmonic functions survive in (2.35)-(2.37). Due to the orthogonality of surface harmonics of different orders, the left- and right-sides of the resulting equations are equated term-by-term under the summation signs. The resulting equations may then be solved simultaneously for the three harmonic functions. When $n \geq 0$, it is found that

$$
\begin{align*}
& p_{-(n+1)}^{(i)}=\frac{(2 n-1) r_{0}^{n} \mu\left(2 r_{0} \beta X_{n}^{(i)}+r_{0} n \beta X_{n}^{(i)}+r_{0} \beta Y_{n}^{(i)}+4 n \mu X_{n}^{(i)}+2 n^{2} \mu X_{n}^{(i)}\right)}{(n+1) r^{(n+1)}\left(r_{0} \beta+\mu+2 n \mu\right)}  \tag{2.39}\\
& \Phi_{-(n+1)}^{(i)}=\frac{r_{0}^{(n+2)} \mu\left(2 r_{0} \beta X_{n}^{(i)}+r_{0} \beta Y_{n}^{(i)}-2 \mu X_{n}^{(i)}+2 n^{2} \mu X_{n}^{(i)}\right)}{2(n+1) r^{(n+1)}\left(r_{0} \beta+\mu+2 n \mu\right)}  \tag{2.40}\\
& \chi_{-(n+1)}^{(i)}=\frac{r_{0}^{(n+2)} \beta Z_{n}^{(i)}}{n(n+1) r^{(n+1)}\left(r_{0} \beta+\mu+2 n \mu\right)} \tag{2.41}
\end{align*}
$$

Substituting these relations into Lamb's solution (2.3), the velocity and pressure field can be written in the form

$$
\begin{equation*}
\mathbf{v}^{(i)}=\sum_{n=1}^{\infty}\left[\nabla \times\left(\mathbf{r}_{-(n+1)}^{(i)}\right)+\nabla \phi_{-(n+1)}^{(i)}-\frac{(n-2)}{2 n(2 n-1) \mu} r^{2} \nabla p_{-(n+1)}^{(i)}+\mathbf{r} \frac{(n+1)}{n(2 n-1) \mu} p_{-(n+1)}^{(i)}\right] \tag{2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
p^{(i)}=\sum_{n=1}^{\infty} p_{-(n+1)}^{(i)} \tag{2.43}
\end{equation*}
$$

The hydrodynamic force and torque exerted by the fluid on the deformed sphere can be written as [2]

$$
\begin{align*}
& \mathbf{F}=\sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{F}^{(i)}=\mathbf{F}^{(0)}+\varepsilon \mathbf{F}^{(1)}+0\left(\varepsilon^{2}\right)  \tag{2.44}\\
& \mathbf{T}=\sum_{i=0}^{\infty} \varepsilon^{i} \mathbf{T}^{(i)}=\mathbf{T}^{(0)}+\varepsilon \mathbf{T}^{(1)}+0\left(\varepsilon^{2}\right) \tag{2.45}
\end{align*}
$$

in which

$$
\begin{equation*}
\mathbf{F}^{(i)}=-4 \pi \nabla\left(r^{3} p_{-2}^{(i)}\right) \tag{2.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}^{(i)}=-8 \pi \mu \nabla\left(r^{3} \chi_{-2}^{(i)}\right) \tag{2.47}
\end{equation*}
$$

### 2.4 Stokes' resistance of a spheroid

### 2.4.1 Functions to describe the shape of a deformed sphere

The flow past a spheroid is considered here and the hydrodynamic force and torque exerted by the fluid on the surface of the spheroid are determined. The shape of the spheroid can
be described by

$$
\frac{x^{2}+y^{2}}{r_{0}^{2}}+\frac{z^{2}}{r_{0}^{2}(1-\varepsilon)^{2}}=1 \quad\left\{\begin{array}{l}
\text { Prolate spheroid when } \varepsilon<0  \tag{2.48}\\
\text { Oblate spheroid when } \varepsilon>0
\end{array}\right.
$$

To the first order in the deformation parameter $\varepsilon$, (2.48) can be written in a polar form as in [74]

$$
\begin{equation*}
r=r_{0}\left(1-\varepsilon\left[\left\{\frac{1}{3} p_{0}(\cos \theta)+\frac{2}{3} p_{2}(\cos \theta)\right\}\right]\right)+0\left(\varepsilon^{2}\right) \tag{2.49}
\end{equation*}
$$

Comparing (2.49) with (2.5) results in

$$
\begin{equation*}
f(\theta)=-\left\{\frac{1}{3} p_{0}(\cos \theta)+\frac{2}{3} p_{2}(\cos \theta)\right\} \tag{2.50}
\end{equation*}
$$

where $\cos \theta=\frac{z}{r} \cdot p_{0}(\cos \theta)$ and $p_{2}(\cos \theta)$ are Legendre functions given by

$$
\begin{equation*}
p_{0}(\cos \theta)=1, \quad p_{2}(\cos \theta)=\frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \tag{2.51}
\end{equation*}
$$

### 2.4.2 Uniform streaming flow past a stationary deformed sphere

The undisturbed uniform streaming flows past a stationary spheroid with velocity $\mathbf{v}_{\infty}=$ $U \mathbf{e}_{x}+V \mathbf{e}_{y}+W \mathbf{e}_{z}$ is considered in this section. The expansion of $\mathbf{u}$ and $\mathbf{v}_{\infty}$ can be expressed as

$$
\begin{gather*}
\mathbf{u}^{(i)}=\mathbf{0} \quad i \geq 0  \tag{2.52}\\
\mathbf{v}_{\infty}^{(0)}=U \mathbf{e}_{x}+V \mathbf{e}_{y}+W \mathbf{e}_{z} \quad \mathbf{v}_{\infty}^{(i)}=0 \quad i \geq 1 \tag{2.53}
\end{gather*}
$$

The hydrodynamic force and torque acting on the surface of the spheroid as a whole are therefore

$$
\begin{align*}
\mathbf{F} & =6 \pi r_{0} \mu U\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(2 \gamma^{2}+11 \gamma+6\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{x} \\
& +6 \pi r_{0} \mu V\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(2 \gamma^{2}+11 \gamma+6\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{y}  \tag{2.54}\\
& +6 \pi r_{0} \mu W\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(\gamma^{2}+8 \gamma+18\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{z}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{T}=0 \tag{2.55}
\end{equation*}
$$

in which $\gamma=\frac{r_{0} \beta}{\mu}$ is a dimensionless parameter.
For a streaming flow parallel to the spheroid axis with velocity $\mathbf{v}=\nu_{\infty} \mathbf{e}_{z}$, the hydrodynamic force and torque exerted on the spheroid by the fluid can be obtained as

$$
\begin{equation*}
\mathbf{F}=-\frac{6 \pi r_{0} v_{\infty} \mu\left(\gamma^{2}(-5+\varepsilon)+\gamma(-25+8 \varepsilon) \mu+6(-5+3 \varepsilon) \mu^{2}\right)}{5(\gamma+3)^{2}} \mathbf{e}_{z} \tag{2.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=0 \tag{2.57}
\end{equation*}
$$

For the limiting cases of the perfect slip and non-slip boundary conditions, the hydrodynamic forces are found to be

$$
\mathbf{F}=\left\{\begin{array}{ll}
4 \pi r_{0} v_{\infty} \mu\left(1-\frac{3 \varepsilon}{5}\right) \mathbf{e}_{z} & \text { when }  \tag{2.58}\\
\beta \rightarrow 0 \\
6 \pi r_{0} v_{\infty} \mu\left(1-\frac{\varepsilon}{5}\right) \mathbf{e}_{z} & \text { when }
\end{array} \quad \beta \rightarrow \infty\right.
$$

For an undeformed sphere, for which $\varepsilon=0$, the hydrodynamic force with slip is

$$
\begin{equation*}
\mathbf{F}=6 \pi r_{0} v_{\infty} \mu\left(1-\frac{\mu}{\gamma+3}\right) \mathbf{e}_{z} \tag{2.59}
\end{equation*}
$$

which is exactly same as Basset's solution [75].
The comparable results for streaming flow perpendicular to the spheroid axis, $\mathbf{v}_{\infty}=$ $v_{\infty} \mathbf{e}_{x}$, are

$$
\begin{equation*}
\mathbf{F}=\frac{6 \pi r_{0} v_{\infty} \mu\left[\gamma^{2}\left(1-\frac{2 \varepsilon}{5}\right)+\gamma\left(5-\frac{11 \varepsilon}{5}\right)+6 \mu^{2}\left(1-\frac{\varepsilon}{5}\right)\right]}{(\gamma+3)^{2}} \mathbf{e}_{x} \tag{2.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=0 \tag{2.61}
\end{equation*}
$$

For special cases of perfect slip and non-slip boundary conditions, the forces can be obtained as

$$
\mathbf{F}=\left\{\begin{array}{lll}
4 \pi r_{0} v_{\infty} \mu\left(1-\frac{\varepsilon}{5}\right) \mathbf{e}_{x} & \text { when } & \beta \rightarrow 0  \tag{2.62}\\
6 \pi r_{0} v_{\infty} \mu\left(1-\frac{2 \varepsilon}{5}\right) \mathbf{e}_{x} & \text { when } & \beta \rightarrow \infty
\end{array}\right.
$$

Equations (2.58) and (2.62) for the hydrodynamic forces of non-slip boundary condition are exactly same as Brenner's expression [2].

### 2.5 Uniform streaming flow past a rotating deformed

## sphere

Let the spheroid rotate in a uniform streaming flow about its axis by $\omega$, which can be decomposed as

$$
\begin{equation*}
\omega=\omega_{x} \mathbf{e}_{x}+\omega_{y} \mathbf{e}_{y}+\omega_{z} \mathbf{e}_{z} \tag{2.63}
\end{equation*}
$$

in which $\omega_{i}$ is the angular velocity component along the $i$ direction. Boundary conditions appropriate to the rotation of a spheroid are given by

$$
\begin{equation*}
\mathbf{u}=\omega \times \frac{\mathbf{r}}{r} r \quad \text { on } S_{d} \tag{2.64}
\end{equation*}
$$

On the surface of the particle, each of the perturbation of the spheroid velocity can be written as

$$
\begin{gather*}
\mathbf{u}^{(0)}=\omega \times \frac{\mathbf{r}}{r} r_{0}  \tag{2.65}\\
\mathbf{u}^{(1)}=\omega \times \frac{\mathbf{r}}{r} r_{0} f(\theta, \phi)  \tag{2.66}\\
\mathbf{u}^{(i)}=0 \quad i \geq 2 \tag{2.67}
\end{gather*}
$$

The undisturbed motion of the fluid in the neighborhood of the spheroid is given as

$$
\begin{equation*}
\mathbf{v}_{\infty}=U \mathbf{e}_{x}+V \mathbf{e}_{y}+W \mathbf{e}_{z} \tag{2.68}
\end{equation*}
$$

The hydrodynamic force and torque can be obtained as

$$
\begin{align*}
\mathbf{F} & =6 \pi r_{0} \mu U\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(2 \gamma^{2}+11 \gamma+6\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{x} \\
& +6 \pi r_{0} \mu V\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(2 \gamma^{2}+11 \gamma+6\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{y}  \tag{2.69}\\
& +6 \pi r_{0} \mu W\left(\frac{\gamma+2}{\gamma+3}-\frac{\varepsilon\left(2 \gamma^{2}+8 \gamma+18\right)}{5(\gamma+3)^{2}}\right) \mathbf{e}_{z}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{T} & =\pi r_{0}^{4} \beta \mu \omega_{x}\left(-\frac{8}{r_{0} \beta+3 \mu}+\frac{48 \varepsilon\left(r_{0} \beta+4 \mu\right)}{5\left(r_{0} \beta+3 \mu\right)^{2}}\right) \mathbf{e}_{x} \\
& +\pi r_{0}^{4} \beta \mu \omega_{y}\left(-\frac{8}{r_{0} \beta+3 \mu}+\frac{48 \varepsilon\left(r_{0} \beta+4 \mu\right)}{5\left(r_{0} \beta+3 \mu\right)^{2}}\right) \mathbf{e}_{y}  \tag{2.70}\\
& +\pi r_{0}^{4} \beta \mu \omega_{z}\left(-\frac{8}{r_{0} \beta+3 \mu}+\frac{24 \varepsilon\left(r_{0} \beta+4 \mu\right)}{5\left(r_{0} \beta+3 \mu\right)^{2}}\right) \mathbf{e}_{z}
\end{align*}
$$

At the first order of $\varepsilon$, it can be seen that the translational motion of the fluid relative to the spheroid determines the hydrodynamic force, while the rotation motion of the particle determines the torque on the spheroid.

For a spheroid rotating about the symmetry axis in a quiescent flow, $\omega=\omega_{z} \mathbf{e}_{z}$, the hydrodynamic force and torque exerted by the fluid on the spheroid can be written as

$$
\begin{gather*}
\mathbf{F}=0  \tag{2.71}\\
\mathbf{T}=\frac{8 \pi r_{0}^{4} \beta \mu[\gamma(-5+3 \varepsilon)+3(-5+4 \varepsilon) \mu] \omega_{z}}{5(\gamma+3)^{2}} \mathbf{e}_{z} \tag{2.72}
\end{gather*}
$$

of which the limiting cases are

$$
\mathbf{T}=\left\{\begin{array}{lcl}
0 & \text { when } & \beta=0  \tag{2.73}\\
\frac{8}{5} \pi r_{0}^{3}(-5+3 \varepsilon) \mu \omega_{z} \mathbf{e}_{z} & \text { when } & \beta \rightarrow \infty
\end{array}\right.
$$

Analogous results for rotation about the equatorial diameter $\omega=\omega_{x} \mathbf{e}_{x}$ in a quiescent flow are

$$
\begin{equation*}
\mathbf{F}=0 \tag{2.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=\frac{8 \pi r_{0}^{4} \beta \mu[\gamma(-5+6 \varepsilon)+3(-5+8 \varepsilon) \mu] \omega_{x}}{5\left(r_{0} \beta+3 \mu\right)^{2}} \mathbf{e}_{x} \tag{2.75}
\end{equation*}
$$

For the limiting cases of the perfect slip and non-slip, the torques are

$$
\mathbf{T}=\left\{\begin{array}{lc}
0 & \text { when } \quad \beta=0  \tag{2.76}\\
\frac{8}{5} \pi r_{0}^{3}(-5+6 \varepsilon) \mu \omega_{x} \mathbf{e}_{x} & \text { when } \quad \beta \rightarrow \infty
\end{array}\right.
$$

For the non-slip case, the torque on the deformed sphere is same as Brenner's solution [2].
For a sphere rotating in a quiescent flow with slip the torque is given by

$$
\begin{equation*}
\mathbf{T}=-\frac{8 \pi r_{0}^{4} \beta \omega_{x} \mathbf{e}_{x}}{\gamma+3} \quad \text { when } \quad \varepsilon=0 \tag{2.77}
\end{equation*}
$$

### 2.6 Flow-induced motion of a spheroidal particle with slip

A rigid deformed sphere is considered in this problem to be suspended in a homogeneous flow. The problem is expressed in two coordinate systems. The first system rotates with


Figure 2.3. Illustration of three Euler angles $\phi, \theta$, and $\psi$ used to describe the coordinate systems of a particle. $x^{\prime}, y^{\prime}$ and $z^{\prime}$ are the reference coordinate system and $x, y$ and $z$ are the rotating coordinated system.
the particle and is denoted by $x, y$ and $z$. The second coordinate system is fixed in space and denoted by $x^{\prime}, y^{\prime}$ and $z^{\prime}$. The position of the rotating coordinate system with respect to the fixed system can be described in terms of three Euler angles shown in Figure 2.3.The angle $\theta$ is simply the angle between the $z$ axes of both coordinate systems. The angle $\phi$ is the angle between the $x$ axis of the reference coordinate system and the projection of $z$ into the $x^{\prime}, y^{\prime}$ plane. Finally, $\psi$ is the angle between the $y$ axis and the line of nodes. These two systems are connected through the transformation
$\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\left(\begin{array}{ccc}\cos \psi \cos \phi-\cos \theta \sin \phi \sin \psi & \cos \psi \sin \phi+\cos \theta \cos \phi \sin \psi & \sin \theta \sin \psi \\ -\sin \psi \cos \phi-\cos \theta \sin \phi \cos \psi & -\sin \psi \sin \phi+\cos \theta \cos \phi \cos \psi & \cos \psi \sin \theta \\ \sin \theta \sin \phi & -\sin \theta \cos \phi & \cos \theta\end{array}\right)\left(\begin{array}{l}x^{\prime} \\ y^{\prime} \\ z^{\prime}\end{array}\right)$

Rotations of the particle around the body axes may be described by

$$
\begin{align*}
\omega & =\left(\begin{array}{lll}
\omega_{x} & \omega_{y} & \omega_{z}
\end{array}\right) \\
& =\left(\begin{array}{lll}
\sin \psi \sin \phi \dot{\theta}+\cos \psi \dot{\phi} & \cos \psi \sin \phi \dot{\theta}-\sin \psi \dot{\phi} & \cos \phi \dot{\theta}+\dot{\psi}
\end{array}\right) \tag{2.79}
\end{align*}
$$

A homogeneous flow field far from the particle can be defined in the rotating coordinate system as

$$
\mathbf{v}_{\infty}=\left[\left(\begin{array}{lll}
a & h & g  \tag{2.80}\\
h & b & f \\
g & f & c
\end{array}\right)+\left(\begin{array}{ccc}
0 & -\zeta & \eta \\
\zeta & 0 & -\xi \\
-\eta & \xi & 0
\end{array}\right)\right]\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

in which $\mathbf{S}=\left(\begin{array}{lll}a & h & g \\ h & b & f \\ g & f & c\end{array}\right)$ is the distortion of the fluid and $\mathbf{W}=\left(\begin{array}{ccc}0 & -\zeta & \eta \\ \zeta & 0 & -\xi \\ -\eta & \xi & 0\end{array}\right)$ is the rotation of the fluid. The parameters are constant in space, but can be a function of the time, since the particle will rotate under the influence of the flow field. Let

$$
\begin{equation*}
\mathbf{G}=\mathbf{S}+\mathbf{W} \tag{2.81}
\end{equation*}
$$

The velocity field at infinity of the fluid can be written into a tensor form as

$$
\begin{equation*}
\mathbf{v}_{\infty}=\mathbf{G} \cdot \mathbf{r} \tag{2.82}
\end{equation*}
$$

and

$$
\begin{gather*}
\mathbf{v}_{\infty}^{(0)}=\mathbf{G} \cdot \frac{r}{r} r_{0}  \tag{2.83}\\
\mathbf{v}_{\infty}^{(1)}=\mathbf{G} \cdot \frac{r}{r} r_{0} f(\theta)  \tag{2.84}\\
\mathbf{v}_{\infty}^{(i)}=\mathbf{0} \quad \text { when } i \geq 2 \tag{2.85}
\end{gather*}
$$

The hydrodynamic force and torque applying on the surface of the spheroid are

$$
\begin{equation*}
\mathbf{F}=\mathbf{0} \tag{2.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=T_{x} \mathbf{e}_{x}+T_{y} \mathbf{e}_{y}+T_{z} \mathbf{e}_{z} \tag{2.87}
\end{equation*}
$$

in which

$$
\begin{gather*}
T_{x}=\frac{8 \pi r_{0}^{3} \mu\left\{f \varepsilon(3+\gamma)\left(32+38 \gamma+5 \gamma^{2}\right)-\gamma(\gamma+5)[-5(\gamma+3)+6 \varepsilon(\gamma+4)]\left(\xi-\omega_{x}\right)\right\}}{5(\gamma+3)^{2}(\gamma+5)} \\
T_{y}=-\frac{8 \pi r_{0}^{3} \mu\left\{g \varepsilon(3+\gamma)\left(32+38 \gamma+5 \gamma^{2}\right)-\gamma(\gamma+5)[-5(\gamma+3)+6 \varepsilon(\gamma+4)]\left(\eta-\omega_{y}\right)\right\}}{5(\gamma+3)^{2}(\gamma+5)} \\
T_{z}=-\frac{8 \pi r_{0}^{3} \mu[\gamma(-5+3 \varepsilon)+3(-5+4 \varepsilon)]\left(\zeta-\omega_{z}\right)}{5(\gamma+3)^{2}} \tag{2.89}
\end{gather*}
$$

If a particle is subjected to no external forces except those exerted by the fluid upon its surface, then the resultant torque on the particle will be vanished at each instant. Let the three components of the resultant torque equal to zeros. The angular velocities of the particle can be solved to be

$$
\begin{equation*}
\omega_{x}=-f \lambda+\xi, \quad \omega_{y}=g \lambda+\eta, \quad \omega_{z}=\zeta \tag{2.91}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{(3+\gamma)\left(32+38 \gamma+5 \gamma^{2}\right) \varepsilon}{\gamma(5+\gamma)[-5(3+\gamma)+6 \varepsilon(4+\gamma)]} \tag{2.92}
\end{equation*}
$$

and the dimensionless parameter $\gamma=\frac{r_{0} \beta}{\mu}$ is introduced. If $\gamma \rightarrow \infty$, the no-slip boundary condition is satisfied on the interface, and (2.92) can be simplified to

$$
\begin{align*}
\lambda & =\frac{5 \varepsilon}{-5+6 \varepsilon} \\
& =-\varepsilon-\frac{6}{5} \varepsilon^{2}+0\left(\varepsilon^{3}\right) \tag{2.93}
\end{align*}
$$

Actually $\lambda$ can be decomposed into two parts as

$$
\begin{equation*}
\lambda=\frac{5 \varepsilon}{-5+6 \varepsilon}+\frac{\varepsilon\left(-480-355 \gamma-65 \gamma^{2}\right)+\varepsilon^{2}\left(576+276 \gamma+48 \gamma^{2}\right)}{\gamma(5+\gamma)(-5+6 \varepsilon)[-5(3+\gamma)+6 \varepsilon(4+\gamma)]} \tag{2.94}
\end{equation*}
$$

In equation(2.94), the first term of $\lambda$ is the no-slip part and the second term is the additional part due to slip on the interface.

The evolution of the orientation of a spheroidal particle can be described with [76]

$$
\begin{equation*}
\dot{\mathbf{p}}=-\mathbf{W} \cdot \mathbf{p}+\lambda(\mathbf{S} \cdot \mathbf{p}-\mathbf{S}: \mathbf{p p p}) \tag{2.95}
\end{equation*}
$$

in which $\mathbf{p}$ is the orientation of the particle which is a unit vector along the long axis. This equation is identical to Jeffery's equation for the orientation of the particle with exception of the definition of parameter $\lambda$. With consideration of the slip on the particle surface, it is convenient to group $\lambda$ into parameters related to the geometry of the particle, the slip coefficient, and the viscosity. In Jeffery's solution [1], $\lambda_{J}=\frac{a_{p}^{2}-1}{a_{p}^{2}+1}$ is only related to the geometry of the spheroid, i.e. the aspect ratio the ellipsoid $a_{p}$ (length/diameter), and the range $\lambda_{J}$ is $[-1,1] . \lambda_{J}=1$ represents for long fiber with infinite aspect ratio, $\lambda_{J}=0$ indicates for sphere, whereas $\lambda_{J}=-1$ corresponds to a disk. The relation of $\lambda$ with the dimensionless variable $\gamma$ when $\varepsilon= \pm 0.1$ and $\varepsilon= \pm 0.2$ are shown in the Figure 2.4. It can be seen that $\lambda$ is always positive when $\varepsilon<0$ and negative when $\varepsilon>0$. For the case of $\varepsilon=-0.1$ only one positive root $\gamma=0.1239$ exist to let $\lambda=1$ shown by the dash line in the Figure 2.4. Jeffery [1] found the equations describing the motion of an ellipsoid in an unbounded fluid with nonslip boundary conditions. When simplified to a slightly deformed sphere, it is found that

$$
\begin{equation*}
\omega_{J x}=-f \lambda_{J}+\xi, \quad \omega_{J y}=g \lambda_{j}+\eta, \quad \omega_{J_{z}}=\zeta, \tag{2.96}
\end{equation*}
$$



Figure 2.4. Influence of the slip coefficient $\beta$ and the particle aspect ratio $\varepsilon$ on the fluid/particle coupling coefficient $\lambda$. $\lambda$ is always positive when $\varepsilon<0$ and negative when $\varepsilon>0$.
where

$$
\begin{align*}
\lambda_{J} & =\frac{\varepsilon(\varepsilon-2)}{\varepsilon^{2}-2 \varepsilon+2} \\
& =-\varepsilon-\frac{1}{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right) \tag{2.97}
\end{align*}
$$

By the present approach, for the limiting case of nonslip boundary condition, the error of the present approach is $O\left(\varepsilon^{2}\right)$, and this is also observed after comparing (2.91) and (2.93) with Jeffery's solution [1], i.e. (2.96) and (2.97).

The case of a simple shear flow imposed far from the particle is considered next and described with $\mathbf{v}_{\infty}^{\prime}=\left(\begin{array}{lll}0 & 0 & K y^{\prime}\end{array}\right)$ where $K$ is a constant. The velocity field at infinity is shown in Figure 2.5. From (2.78) the distortion and rotation of the undisturbed fluid in the


Figure 2.5. Illustration of a simple shear flow surrounding a deformed sphere.
rotating coordinate system are found to be

$$
\begin{gather*}
\mathbf{S}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & K \cos \alpha \sin \alpha & \frac{1}{2} K \cos 2 \alpha \\
0 & \frac{1}{2} K \cos 2 \alpha & -K \cos \alpha \sin \alpha
\end{array}\right)  \tag{2.98}\\
\mathbf{W}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \frac{K}{2} \\
0 & -\frac{K}{2} & 0
\end{array}\right) \tag{2.99}
\end{gather*}
$$

The motion of spheroid can be described with

$$
\begin{equation*}
\omega_{x}=\dot{\alpha}, \quad \omega_{y}=0, \quad \omega_{z}=0 \tag{2.100}
\end{equation*}
$$

Using (2.91) the rotation of the particle is

$$
\begin{equation*}
\omega_{x}=\dot{\alpha}=-\frac{K}{2}(\lambda \cos 2 \alpha+1) \tag{2.101}
\end{equation*}
$$



Figure 2.6. The influence of the fluid/particle coupling coefficient $\lambda$ on the rotation of a spheroid in the flow/shear plane is shown by plotting the cosine of the rotation angle $\alpha$ of a particle for various values of $\lambda$. When $|\lambda|<1$, the induced motion of the particle is periodic; when $|\lambda| \geq 1$, the induced motion of the particle is steady.

Integrating (2.101) over the time domain, the angle $\alpha$ can be expressed in terms of the dimensionless time $\tau$ as

$$
\begin{equation*}
\alpha=\arctan \left[\frac{\sqrt{\lambda^{2}-1}}{\lambda-1} \tanh \left(-\frac{\sqrt{\lambda^{2}-1}}{2} \tau\right)\right] \tag{2.102}
\end{equation*}
$$

in which $\tau=K t$. The evolution of angle $\alpha$ is shown in Figure 2.6. It can be seen that when $|\lambda|<1$, the motions of the particle are periodic; when $|\lambda| \geq 1$, the particle rotates to a fixed angle and then reaches a steady state. The period increases with the absolute value of $\lambda$. In Figure 2.4, the horizontal lines $\lambda= \pm 1$ separate the steady motion and periodic motion of the particle. Between these two lines, the motion of the particle induced by the simple shear flow is periodic. For the cases of $|\lambda| \geq 1$, the steady state of the particle means that the orientation of the particle does not change with time. Taking the time derivative of the
orientation $\alpha$ equal to zero, the orientation of the particle reaching a steady state can be obtained as

$$
\alpha_{s s}= \begin{cases}\arccos \sqrt{\frac{\lambda-1}{2 \lambda}} & \lambda<-1  \tag{2.103}\\ -\arccos \sqrt{\frac{\lambda-1}{2 \lambda}} & \lambda \geq 1\end{cases}
$$

From Figure 2.6 it can be seen that when $\lambda<-1$, the angle $\alpha_{s s}$ is positive, and when $\lambda>1$, the angle $\alpha_{s s}$ is negative.

The phenomenon of a periodic motion or a steady state of a force-free particle inside a simple shear flow can also be explained physically. Eq. (2.95) stems from a balance of angular momentum. The underlying assumption in the Jeffery analysis is that there is no external torque acting directly on the particle. Therefore all the intrinsic couples (torques) between the particle and the fluid must balance and the angular momentum of the particle is constant. As a consequence, the angular velocity must satisfy (2.95), which requires the orientation of the particle to change continuously if $|\lambda|<1$ (i.e., periodic behavior). Eq. (2.95) shows that the angular velocity is caused by two processes: 1) a coupling of the particle with the vorticity of the imposed flow field; and, 2) a coupling of the particle with the strain rate of the imposed flow field. A vector produced by a pure rotation of the orientation vector represents the first effect: $-\mathbf{W} \cdot \mathbf{p}$. This vector is always orthogonal to the orientation vector. If the external flow field has vorticity and if $\lambda=0$ (sphere), then the sphere must rotate continuously to balance the torque induced by the external hydrodynamic field. For a neutrally buoyant system (i.e., density of the fluid and particle are equal), the sphere translates with the local velocity and a drag force is exerted on the particle, which is countered by the external force needed to sustain the flow field

Table 2.1. Predicted periods of the particle motion induced by a simple shear flow. The periods of the motion of the particle increase with the increasing of the deformation of the particle and decrease with the increasing of the parameter $\gamma$.

| period | $\gamma=0.2$ | $\gamma=1.0$ | $\gamma \rightarrow \infty$ | Jeffery |
| :---: | :---: | :---: | :---: | :---: |
| $\varepsilon=0.1$ | 30.2 | 14.1 | 13.3 | 13.3 |
| $\varepsilon=0.2$ | steady | 17.4 | 13.2 | 13.1 |
| $\varepsilon=0.3$ | steady | steady | 14.5 | 12.7 |
| $\varepsilon=-0.1$ | 16.5 | 13.2 | 12.5 | 12.5 |
| $\varepsilon=-0.2$ | steady | 14.3 | 13.1 | 13.2 |
| $\varepsilon=-0.3$ | steady | 15.6 | 13.4 | 13.5 |

and the particle velocity. If $\lambda \neq 0$, then the particle can also couple with the strain rate of the external flow to produce a torque. (2.95) shows that the resulting angular velocity is proportional to the coupling coefficient $\lambda$ and a vector produced by a rotation-stretchprojection operation on the instantaneous orientation vector: $\lambda(\mathbf{S} \cdot \mathbf{p}-\mathbf{S}: \mathbf{p p p})$. This vector is also orthogonal to the orientation vector. If $|\lambda|<1$, then the torque produced by the strain rate is too weak to balance the torque produced by the vorticity field. Consequently, in order to satisfy the torque balance, the particle must rotate (Jeffery orbits). If $|\lambda|>1$, the torque on the particle due to the coupling with the strain rate is now large enough to balance the torque due the vorticity field in the absence of tumbling! Most significantly, the particle is not aligned with the flow field. This surprising and interesting result is due to the slip phenomena.

To illustrate with a simple problem, the parameters affecting the motion are selected to be $r_{0}=0.01, \mu=0.02$, and $K=0.5$. $\varepsilon$ and $\gamma$ are changed to study the influence of


Figure 2.7. The figure shows the influence of the fluid/particle coupling coefficient $\lambda$ and the particle aspect ratio $\varepsilon$ on the temporal response of a spheroid to a steady simple shear flow at positive values of $\varepsilon s$.


Figure 2.8. The above figure shows the influence of the fluid/particle coupling coefficient and the particle aspect ratio on the temporal response of a spheroid to a steady simple shear flow at negative values of $\varepsilon s$.


Figure 2.9. These graphs show the velocity field around of a spheroid with steady motion.
The particle reaches a special orientation after some time and then keep this orientation inside the flow field.


Figure 2.10. These graphs show the pressure field around of a spheroid with steady motion.


Figure 2.11. These graphs show the velocity field around of a spheroid with periodic motion.


Figure 2.12. These graphs show the pressure field around of a spheroid with periodic motion.
slip coefficient and the geometry to the motion of the particle. Different motions of the particle are shown in Figure 2.7 and Figure 2.8. The predicted period of each motion is shown in Table2.1. It can be seen that the motion of a particle is periodic and the period becomes longer with the decreasing of the slip coefficient. When the slip coefficient goes to sufficiently small, i.e., at $\gamma=1.0$, the particle rotates to a fixed angle and achieves a steady state shown in Figure2.7 and Figure2.8 by fine dashed lines. For oblate spheroids $(\varepsilon>0)$, as the sliding friction decreases relative to the viscous friction (slip coefficient), the period increases for a fixed aspect ratio; as the aspect ratio increases, the period increases for a fixed slip coefficient. For prolate spheroids $(\varepsilon<0)$, as the sliding friction decreases relative to the viscous friction (slip coefficient), the period increases for a fixed aspect ratio; as the aspect ratio increases, the period increases for a fixed slip coefficient. As mentioned before, the solutions with the slip by the present method is accurate to $O\left(\varepsilon^{2}\right)$. For the slightly deformed sphere the motion of the particle for when $\gamma \rightarrow \infty$, shown in Figure 2.7 by dashed lines, agrees well with Jeffery's [1]no-slip solutions. So the present method is effective for slightly deformed sphere with consideration of slip boundary conditions. Figure 2.9 and Figure 2.10 show the velocity and pressure fields of the case of steady motion of the particle when $\gamma=2.5$ and $\varepsilon=0.2$ at different time. Figure 2.11 and Figure 2.12 show the velocity and pressure fields of the case of periodic motion of the particle when $\gamma \rightarrow \infty$ and $\varepsilon=0.2$ at different time.

### 2.7 Summary

A perturbation method is used to solve for the motion of a fluid influenced by the presence of a deformed sphere. Slip is assumed at the surface of the particle. The hydrodynamic force and torque exerted by the fluid on the deformed sphere are expressed explicitly for a fixed and rotating particle in a uniform streaming flow. Solutions to the limiting cases of non-slip and perfect slip are identical to the existing solutions. The motion and orientation evolution of a spheroid induced by a homogeneous flow are derived. Errors in the angular velocity calculated by this method are of the order of $O\left(\varepsilon^{2}\right)$. The period of rotation of the spheroid is found to be longer as a dimensionless parameter that incorporates the slip coefficient becomes small. When the slip coefficient becomes sufficiently low, the deformed sphere rotates to a fixed angle and reaches to a quasi-steady state in the flow.

## CHAPTER 3

## MOTION OF AN ELLIPSOID IN

## QUADRATIC AND CUBIC FLOWS

The influence of the physical parameters, such as the geometry of the particle, the viscosity of the surrounding fluid, the slip coefficient, to the drag force and the motion of a deformed sphere suspending in homogeneous shear flow has been studied in Chapter 2 and Chapter 3. The influence of the velocity field to the drag force and the motion of the particle will be studied in this chapter.

### 3.1 Motion of an ellipsoid in a quadratic flow field

First, quadratic flow field is considered and the hydrodynamic force and torque exerted on the surface of the spheroid by the surrounding fluid are determined. The same particle is studied as that in the chapter 2 and chapter 3. The surface of the particle can be described
by the same function in the polar form as

$$
\begin{equation*}
r=r_{0}[1+\varepsilon f(\theta)]+0\left(\varepsilon^{2}\right) \tag{3.1}
\end{equation*}
$$

in which

$$
\begin{equation*}
f(\theta)=-\left\{\frac{1}{3} p_{0}(\cos \theta)+\frac{2}{3} p_{2}(\cos \theta)\right\} \tag{3.2}
\end{equation*}
$$

The velocity of the particle can be decomposed by two parts, the translation velocity and the rotation velocity.

$$
\begin{align*}
\mathbf{u} & =\mathbf{u}_{0}+\boldsymbol{\omega} \times \mathbf{r} \\
& =\left(\begin{array}{l}
u_{x 0} \\
u_{y 0} \\
u_{z 0}
\end{array}\right)+\left(\begin{array}{l}
\omega_{x} z-\omega_{z} y \\
\omega_{z} x-\omega_{x} z \\
\omega_{x} y-\omega_{y} x
\end{array}\right) \tag{3.3}
\end{align*}
$$

in which $\mathbf{u}_{0}$ is the translation velocity of the center of the particle, and $\boldsymbol{\omega}$ is the angular velocity. The velocity field of the fluid far away from the particle is defined as
$\mathbf{v}_{\infty}=\left(\begin{array}{c}v_{x 0} \\ v_{y 0} \\ v_{z 0}\end{array}\right)+\left(\begin{array}{lll}G_{11} & G_{12} & G_{13} \\ G_{21} & G_{22} & G_{23} \\ G_{31} & G_{32} & G_{33}\end{array}\right)\left(\begin{array}{c}x \\ y \\ z\end{array}\right)+\left(\begin{array}{llllll}A_{111} & A_{112} & A_{113} & A_{123} & A_{122} & A_{133} \\ A_{211} & A_{212} & A_{213} & A_{223} & A_{222} & A_{233} \\ A_{311} & A_{312} & A_{313} & A_{323} & A_{322} & A_{333}\end{array}\right)\left(\begin{array}{c}x^{2} \\ x y \\ x z \\ y z \\ y^{2} \\ z^{2}\end{array}\right)$
In spherical coordinates, denoted as $(r, \theta, \phi)$, the position vector shown in (3.1), is expressed as

$$
\begin{equation*}
\mathbf{r}=r \sin \theta \cos \phi \mathbf{e}_{x}+r \sin \theta \sin \phi \mathbf{e}_{y}+r \cos \theta \mathbf{e}_{z} \tag{3.5}
\end{equation*}
$$

Using the following definitions

$$
\begin{equation*}
x_{(0)}=r_{0} \sin \theta \cos \phi \tag{3.6}
\end{equation*}
$$



Figure 3.1. This figure shows a spherical coordinate system.

$$
\begin{equation*}
y_{(0)}=r_{0} \sin \theta \sin \phi \tag{3.7}
\end{equation*}
$$

$$
\begin{equation*}
z_{(0)}=r_{0} \cos \theta \tag{3.8}
\end{equation*}
$$

and substituting (3.6-3.8) and (3.1) into (3.4), the velocity field can be decomposed as

$$
\begin{align*}
\mathbf{v}_{\infty}^{(0)}= & \left(\begin{array}{c}
v_{x 0} \\
v_{y 0} \\
v_{z 0}
\end{array}\right)+\left(\begin{array}{lll}
G_{11} & G_{12} & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{array}\right)\left(\begin{array}{c}
x_{(0)} \\
y_{(0)} \\
z_{(0)}
\end{array}\right)  \tag{3.9}\\
& +\left(\begin{array}{llllll}
A_{111} & A_{112} & A_{113} & A_{123} & A_{122} & A_{133} \\
A_{211} & A_{212} & A_{213} & A_{223} & A_{222} & A_{233} \\
A_{311} & A_{312} & A_{313} & A_{323} & A_{322} & A_{333}
\end{array}\right)\left(\begin{array}{c}
x_{(0)}^{2} \\
x_{(0)}^{y_{(0)}} \\
x_{(0)}^{z_{(0)}} \\
y_{(0)}^{z_{(0)}} \\
y_{(0)}^{2} \\
z_{(0)}^{2}
\end{array}\right)
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{v}_{\infty}^{(1)}= & f(\theta)\left(\begin{array}{lll}
G_{11} & G_{12} & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{array}\right)\left(\begin{array}{c}
x_{(0)} \\
y_{(0)} \\
z_{(0)}
\end{array}\right)  \tag{3.10}\\
& +2 f(\theta)\left(\begin{array}{llllll}
A_{111} & A_{112} & A_{113} & A_{123} & A_{122} & A_{133} \\
A_{211} & A_{212} & A_{213} & A_{223} & A_{222} & A_{233} \\
A_{311} & A_{312} & A_{313} & A_{323} & A_{322} & A_{333}
\end{array}\right)\left(\begin{array}{c}
x_{(0)}^{2} \\
x_{(0)} y_{(0)} \\
x_{(0)} z_{(0)} \\
y_{(0)} z_{(0)} \\
y_{(0)}^{2} \\
z_{(0)}^{2}
\end{array}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{v}_{\infty}^{(i)}=0 \quad \text { when } i \geq 2 \tag{3.11}
\end{equation*}
$$

To satisfy the continuity equation of the fluid, it is required that

$$
\begin{equation*}
\operatorname{Tr}(\nabla \mathbf{v})=0 \tag{3.12}
\end{equation*}
$$

The following relations can then be obtained

$$
\begin{array}{r}
G_{11}+G_{22}+G_{22}=0 \\
\left(2 A_{111}+A_{212}+A_{313}\right) x=0 \\
\left(A_{112}+2 A_{222}+A_{323}\right) x=0 \\
\left(A_{113}+A_{223}+2 A_{333}\right) x=0 \tag{3.16}
\end{array}
$$

In (3.13-3.16), $x, y$, and $z$ can be any arbitrary number. Hence the coefficient of $x, y$, and $z$ should satisfy the following conditions

$$
\begin{align*}
G_{33} & =-\left(G_{11}+G_{22}\right)  \tag{3.17}\\
A_{111} & =-\frac{A_{212}+A_{313}}{2} \tag{3.18}
\end{align*}
$$

$$
\begin{align*}
& A_{222}=-\frac{A_{112}+A_{323}}{2}  \tag{3.19}\\
& A_{333}=-\frac{A_{113}+A_{223}}{2} \tag{3.20}
\end{align*}
$$

If no-slip is assumed to be satisfied on the interface of the solid/fluid, then the appropriate boundary conditions are

$$
\begin{equation*}
\mathbf{v}=\mathbf{u} \quad \text { on } \quad S_{d} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}=\mathbf{v}_{\infty} \quad \text { on } \quad r \rightarrow \infty \tag{3.22}
\end{equation*}
$$

where $S_{d}$ denotes the surface of the deformed sphere.
By using a similar method in chapter 2 [2], the three-scalar identities for a sphere with no-slip are

$$
\begin{gather*}
\sum_{n=-\infty}^{\infty}\left[\frac{n r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]=\frac{\mathbf{r}}{r} \cdot \mathbf{v}^{(i)}  \tag{3.23}\\
\sum_{n=-\infty}^{\infty}\left[\frac{n(n+1) r_{0}}{2(2 n+3) \mu}\left(\frac{r_{0}}{r}\right)^{n} p_{n}^{(i)}+\frac{n(n-1)}{r_{0}}\left(\frac{r_{0}}{r}\right)^{n} \phi_{n}^{(i)}\right]=-r \nabla \cdot \mathbf{v}^{(i)}  \tag{3.24}\\
\sum_{n=-\infty}^{\infty} n(n+1)\left(\frac{r_{0}}{r}\right)^{n} \chi_{n}^{(i)}=\mathbf{r} \cdot \nabla \times \mathbf{v}^{(i)} \tag{3.25}
\end{gather*}
$$

When the velocity field is prescribed at the surface of the sphere, $\mathbf{v}\left(r_{0}, \theta, \phi\right)$ is a given function and each of the functions appearing on the rightside of (3.23-3.25) may be expanded in a series of surface harmonics as

$$
\begin{align*}
& \frac{\mathbf{r}}{r} \cdot \mathbf{v}\left(r_{0}, \theta, \phi\right)=\sum_{n=1}^{\infty} X_{n}(\theta, \phi)  \tag{3.26}\\
& -r \nabla \cdot \mathbf{v}\left(r_{0}, \theta, \phi\right)=\sum_{n=1}^{\infty} Y_{n}(\theta, \phi) \tag{3.27}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{r} \cdot \nabla \times \mathbf{v}\left(r_{0}, \theta, \phi\right)=\sum_{n=1}^{\infty} Z_{n}(\theta, \phi) \tag{3.28}
\end{equation*}
$$

For exterior problems, the following relations can be obtained for $n \geq 0$

$$
\begin{gather*}
p_{-(n+1)}=\frac{2 n-1}{\mu}(n+1) r_{0}{\frac{r_{0}}{r}}^{n+1}\left[(n+2) X_{n}+Y_{n}\right]  \tag{3.29}\\
\phi_{-(n+1)}=\frac{r_{0}}{2(n+1)}{\frac{r_{0}}{r}}^{n+1}\left[n X_{n}+Y_{n}\right]  \tag{3.30}\\
\chi-(n+1)=\frac{1}{n(n+1)}{\frac{r_{0}}{r}}^{n+1} Z_{n} \tag{3.31}
\end{gather*}
$$

Substituting (3.29)-(3.31) into Lamb's general solution for Stoke's equation (2.3), the velocity field of the fluids surrounding the particle may be written in the form

$$
\begin{equation*}
\mathbf{v}=\sum_{n=1}^{\infty}\left[\nabla \times\left(\mathbf{r}_{\chi-(n+1)}\right)+\nabla \phi_{-(n+1)}-\frac{(n-2)}{2 n(2 n-1) \mu} r^{2} \nabla p_{-(n+1)}+\mathbf{r} \frac{(n+1)}{n(2 n-1) \mu} p_{-(n+1)}\right] \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
p=\sum_{n=1}^{\infty} p_{-(n+1)} \tag{3.33}
\end{equation*}
$$

By using (2.46) each component of the hydrodynamic force on the particle with consideration of the no-slip on the interface can be obtained as

$$
\begin{gather*}
F_{x}=6 \pi r_{0} \mu\left(v_{x 0}-u_{x 0}\right)\left(1-+\frac{2}{5} \varepsilon\right)+\pi r_{0}^{3} \mu\left(2 A_{122}+2 A_{133}-A_{212}-A_{313}\right) \\
+\frac{1}{35} \pi r_{0}^{3} \mu\left(-14 A_{112}-122 A_{133}+7 A_{212}+39 A_{313}\right) \varepsilon \tag{3.34}
\end{gather*}
$$

and

$$
\begin{gather*}
F_{y}=6 \pi r_{0} \mu\left(v_{y 0}-u_{y 0}\right)\left(1-\frac{2}{5} \varepsilon\right)+\pi r_{0}^{3} \mu\left(-A_{112}+2 A_{211}+2 A_{233}-A_{323}\right) \\
+\frac{1}{35} \pi r_{0}^{3} \mu\left(7 A_{112}-14 A_{211}-122 A_{233}+39 A_{323}\right) \varepsilon \tag{3.35}
\end{gather*}
$$

and

$$
\begin{gather*}
F_{z}=6 \pi r_{0} \mu\left(v_{z 0}-u_{z 0}\right)\left(1-\frac{1}{5} \varepsilon\right)+\pi r_{0}^{3} \mu\left(-A_{113}-2 A_{223}+2 A_{311}+2 A_{322}\right) \\
+\frac{1}{35} \pi r_{0}^{3} \mu\left(-2 A_{113}-2 A_{223}+32 A_{311}+32 A_{322}\right) \varepsilon \tag{3.36}
\end{gather*}
$$

The hydrodynamic torque exerted on the particle by the surrounding fluids can be obtained by using (2.47)

$$
\mathbf{T}^{\mathrm{T}}=4 \pi r_{0}^{3} \mu\left(\begin{array}{c}
\frac{1}{5}\left[\left(-5 G_{23}+5 G_{32}-10 \omega_{x}\right)+\varepsilon\left(11 G_{23}-G_{32}+12 \omega_{x}\right)\right]  \tag{3.37}\\
\frac{1}{5}\left[\left(5 G_{13}-5 G_{31}-10 \omega_{y}\right)+\varepsilon\left(-11 G_{13}+G_{31}+12 \omega_{y}\right)\right] \\
\left(-G_{12}+G_{21}-2 \omega_{z}\right)+\frac{3}{5} \varepsilon\left(G_{12}-G_{21}+2 \omega_{z}\right)
\end{array}\right)
$$

If the particle is subjected to no external torques except those exerted by the fluid on its surface, the torque will be cancelled out at each instant. From (3.37), the angular velocities can be solved as

$$
\begin{gather*}
\omega_{x}=\frac{5\left(G_{23}-G_{32}\right)+\left(G_{32}-11 G_{23}\right) \varepsilon}{-10+12 \varepsilon}  \tag{3.38}\\
\omega_{y}=\frac{5\left(G_{31}-G_{13}\right)+\left(11 G_{13}-G_{31}\right) \varepsilon}{-10+12 \varepsilon}  \tag{3.39}\\
\omega_{z}=\frac{1}{2}\left(-G_{12}+G_{21}\right) \tag{3.40}
\end{gather*}
$$

From the equations of force and torque on the particle, it can been seen that the quadratic term and the constant term in the velocity field of the fluids only result in force on the particle while the hydrodynamic force is resulted from the linear term of the velocity field.

Compared with the homogeneous velocity field at infinity of the fluid in the chapter 3, $\mathbf{G}$ can also be decomposed by the symmetric and antisymmetric part, i.g. $\mathbf{S}$ and $\mathbf{W}$,

$$
\left(\begin{array}{lll}
G_{11} & G_{12} & G_{13}  \tag{3.41}\\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{array}\right)=\left(\begin{array}{lll}
a & h & g \\
h & b & f \\
g & f & c
\end{array}\right)+\left(\begin{array}{ccc}
0 & -\zeta & \eta \\
\zeta & 0 & \xi \\
-\eta & \xi & 0
\end{array}\right)
$$

From (3.41), the angular velocity of the particle can be written as

$$
\begin{equation*}
\omega_{x}=-f \lambda+\xi, \quad \omega_{y}=g \lambda+\xi, \quad \omega_{x}=\zeta \tag{3.42}
\end{equation*}
$$

in which

$$
\begin{equation*}
\lambda=\frac{5 \varepsilon}{-5+6 \varepsilon} \tag{3.43}
\end{equation*}
$$

This equation is exact same as (2.91) for the no-slip problem. The flow-induced rotation motion of a particle suspended in quadratic flows is same as that the particle in homogeneous shear flows (constant gradient of the velocity field of the fluid).

### 3.2 Motion of an ellipsoid in a cubic flow field

### 3.2.1 The hydrodynamic resistance

To study the influence of cubic flow on the motion a particle, a cubic flow field far from a deformed sphere is investigated here, i.e.
$\mathbf{v}_{\infty}=\left(\begin{array}{llllllllll}A_{1111} & A_{1112} & A_{1113} & A_{1123} & A_{1122} & A_{1133} & A_{1222} & A_{1223} & A_{1233} & A_{1333} \\ A_{2111} & A_{2112} & A_{2113} & A_{2123} & A_{2122} & A_{2133} & A_{2222} & A_{2223} & A_{2233} & A_{2333} \\ A_{3111} & A_{3112} & A_{3113} & A_{3123} & A_{3122} & A_{3133} & A_{322} & A_{3223} & A_{3233} & A_{3333}\end{array}\right)$

$$
\left(\begin{array}{llllllllll}
x^{3} & x^{2} y & x^{2} z & x y z & x y^{2} & x z^{2} & y^{3} & y^{2} z & y z^{2} & z^{3}
\end{array}\right)^{\mathrm{T}}
$$

Using (3.6)-(3.8), if $|\varepsilon|$ is a small number, the velocity field can be expanded by
$\left.\begin{array}{l}\mathbf{v}_{\infty}^{(0)}=\left(\begin{array}{llllllllll}A_{1111} & A_{1112} & A_{1113} & A_{1123} & A_{1122} & A_{1133} & A_{1222} & A_{1223} & A_{1233} & A_{1333} \\ A_{2111} & A_{2112} & A_{2113} & A_{2123} & A_{2122} & A_{2133} & A_{2222} & A_{2223} & A_{2233} & A_{2333} \\ A_{3111} & A_{3112} & A_{3113} & A_{3123} & A_{3122} & A_{3133} & A_{3222} & A_{3223} & A_{3233} & A_{3333}\end{array}\right)(3.45) \\ \left(\begin{array}{lllllllll}x_{(0)}^{3} & x_{(0)}^{2} y_{(0)} & x_{(0)}^{2} z_{(0)} & x_{(0)} y_{(0)} z_{(0)} & x_{(0)} y_{(0)}^{2} & x_{(0)} z_{(0)}^{2} & y_{(0)}^{3} & y_{(0)}^{2} z_{(0)} & y_{(0)} z_{(0)}^{2}\end{array} z_{(0)}^{3}\right.\end{array}\right)^{\mathrm{T}}$.

$$
\left.\begin{array}{l}
\mathbf{v}_{\infty}^{(1)}=3 f(\theta)\left(\begin{array}{lllllllllll}
A_{1111} & A_{1112} & A_{1113} & A_{1123} & A_{1122} & A_{1133} & A_{1222} & A_{1223} & A_{1233} & A_{1333} \\
A_{2111} & A_{2112} & A_{2113} & A_{2123} & A_{2122} & A_{2133} & A_{2222} & A_{2223} & A_{2233} & A_{2333} \\
A_{3111} & A_{3112} & A_{3113} & A_{3123} & A_{3122} & A_{3133} & A_{3222} & A_{3223} & A_{3233} & A_{3333}
\end{array}\right) . \\
\left(\begin{array}{lllllllll}
x_{(0)}^{3} & x_{(0)}^{2} y_{(0)} & x_{(0)}^{2} z_{(0)} & x_{(0)} y_{(0)} z_{(0)} & x_{(0)} y_{(0)}^{2} & x_{(0)} z_{(0)}^{2} & y_{(0)}^{3} & y_{(0)}^{2} z_{(0)} & y_{(0)} z_{(0)}^{2}
\end{array} z_{(0)}^{3}\right.
\end{array}\right)^{\mathrm{T}}(3.46) .
$$

$$
\begin{equation*}
\mathbf{v}_{\infty}^{(i)}=0 \quad \text { when } i \geq 2 \tag{3.47}
\end{equation*}
$$

For incompressible flow, to satisfy the continuity equation, it is required that

$$
\begin{align*}
& A_{2112}=-\left(3 A_{1111}+A_{3113}\right)  \tag{3.48}\\
& A_{1122}=-\left(3 A_{2222}+A_{3223}\right)  \tag{3.49}\\
& A_{2233}=-\left(3 A_{3333}+A_{3113}\right)  \tag{3.50}\\
& A_{3123}=-2\left(A_{1112}+A_{2122}\right)  \tag{3.51}\\
& A_{2123}=-2\left(A_{1113}+A_{3133}\right)  \tag{3.52}\\
& A_{1123}=-2\left(A_{2223}+A_{3233}\right) \tag{3.53}
\end{align*}
$$

With a no-slip boundary condition, the hydrodynamic force and torque exerted on the particle are

$$
\begin{align*}
& \mathbf{F}=\mathbf{0}  \tag{3.54}\\
& T_{x}=\frac{4}{25} \pi r_{0}^{5} \mu\left[(-5+11 \varepsilon) A_{2113}+(-5+11 \varepsilon) A_{2223}+(-15+63 \varepsilon) A_{2333}\right.  \tag{3.55}\\
&\left.+(5-\varepsilon) A_{3112}+(15+3 \varepsilon) A_{3222}+(5-11 \varepsilon) A_{3233}+(-50+60 \varepsilon) \frac{\omega_{x}}{r_{0}^{2}}\right] \\
& T_{y}=-\frac{4}{25} \pi r_{0}^{5} \mu\left[(-5+11 \varepsilon) A_{1113}+(-5+11 \varepsilon) A_{1223}+(-15+63 \varepsilon) A_{1333}\right.  \tag{3.56}\\
&\left.+(15-3 \varepsilon) A_{3111}+(5-\varepsilon) A_{3122}+(5-11 \varepsilon) A_{3133}+(50-60 \varepsilon) \frac{\omega_{y}}{r_{0}^{2}}\right]
\end{align*}
$$

$$
\begin{align*}
T_{z} & =\frac{4}{25} \pi r_{0}^{5} \mu\left[(-5+3 \varepsilon) A_{1112}+(-15+9 \varepsilon) A_{1222}+(-5+13 \varepsilon) A_{1233}\right.  \tag{3.57}\\
& \left.+(15-9 \varepsilon) A_{2111}+(5-3 \varepsilon) A_{2122}+(5-13 \varepsilon) A_{2133}+(-50+30 \varepsilon) \frac{\omega_{z}}{r_{0}^{2}}\right]
\end{align*}
$$

One possible induced angular velocity of the particle if no external torque applying on the particle can be obtained

$$
\begin{gather*}
\begin{array}{c}
\omega_{x}=\frac{r_{0}^{2}}{50-60 \varepsilon}\left[(-5+11 \varepsilon) A_{2113}+(-5+11 \varepsilon) A_{2223}+(-15+63 \varepsilon) A_{2333}\right. \\
\\
\left.+(5-\varepsilon) A_{3112}+(15+3 \varepsilon) A_{3222}+(5-11 \varepsilon) A_{3233}\right] \\
\begin{array}{c}
\omega_{y}=\frac{r_{0}^{2}}{-50+60 \varepsilon}\left[(-5+11 \varepsilon) A_{1113}+(-5+11 \varepsilon) A_{1223}+(-15+63 \varepsilon) A_{1333}\right. \\
\\
\left.+(15-3 \varepsilon) A_{3111}+(5-\varepsilon) A_{3122}+(5-11 \varepsilon) A_{3133}\right]
\end{array} \\
\begin{array}{c}
\omega_{z}=\frac{r_{0}^{2}}{50-30 \varepsilon}\left[(-5+3 \varepsilon) A_{1112}+(-15+9 \varepsilon) A_{1222}+(-5+13 \varepsilon) A_{1233}\right. \\
\end{array} \\
\left.+(15-9 \varepsilon) A_{2111}+(5-3 \varepsilon) A_{2122}+(5-13 \varepsilon) A_{2133}\right]
\end{array} \tag{3.58}
\end{gather*}
$$

### 3.2.2 Motion of a deformed sphere in a simple cubic flow

The motion of a deformed sphere in simple cubic flow, shown in Figure 3.2, is investigated. Described in the fixed coordinate system $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, the velocity field far from the particle is assumed to be

$$
\mathbf{v}_{\infty}^{\prime}=\left(\begin{array}{lll}
0 & 0 & K y^{\prime 3} \tag{3.61}
\end{array}\right)
$$

Induced by this cubic flow, the deformed sphere rotates around $x\left(x^{\prime}\right)$ by angle $\alpha$. In Figure $3.2,\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is the fixed coordinate system and $(x, y, z)$ the rotating coordinate system attached on the axis of the particle. Between these two coordinate systems, the


Figure 3.2. Illustration of a cubic flow field surrounding a deformed sphere.
following relation can be satisfied

$$
\left(\begin{array}{l}
x^{\prime}  \tag{3.62}\\
y^{\prime} \\
z^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha & -\sin \alpha \\
0 & \sin \alpha & \cos \alpha
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

According to the (2.78) between these two coordinate systems, i.e., the fixed coordinate system and the rotating coordinate system, the velocity of the surrounding fluid far away from the particle can be described in the rotating coordinate system as

$$
\begin{align*}
\mathbf{v}_{\infty} & =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha & \sin \alpha \\
0 & -\sin \alpha & \cos \alpha
\end{array}\right) \mathbf{v}_{\infty}^{\prime} \\
& =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha & \sin \alpha \\
0 & -\sin \alpha & \cos \alpha
\end{array}\right)\left(\begin{array}{c}
0 \\
0 \\
K y^{\prime 3}
\end{array}\right) \tag{3.63}
\end{align*}
$$



Figure 3.3. Evolution of the cosine of the rotation angle of the particle induced by simple cubic flows at different constant $K$ s.

From (3.62), then

$$
\mathbf{v}_{\infty}=K\left(\begin{array}{c}
0  \tag{3.64}\\
\sin \alpha\left(\cos ^{3} \alpha y^{3}-3 \cos ^{2} \alpha \sin \alpha y^{2} z+3 \cos \alpha \sin ^{2} \alpha y z^{2}-\sin ^{3} \alpha z^{3}\right) \\
\cos \alpha\left(\cos ^{3} \alpha y^{3}-3 \cos ^{2} \alpha \sin \alpha y^{2} z+3 \cos \alpha \sin ^{2} \alpha y z^{2}-\sin ^{3} \alpha z^{3}\right)
\end{array}\right)
$$

Comparing with (3.46), the following is obtained

$$
\begin{align*}
& \mathbf{v}_{\infty}=K\left(\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \sin \alpha \cos ^{3} \alpha & -3 \cos ^{2} \alpha \sin ^{2} \alpha & 3 \cos \alpha \sin ^{3} \alpha & -\sin ^{4} \alpha \\
0 & 0 & 0 & 0 & 0 & 0 & \cos ^{4} \alpha & -3 \cos ^{3} \alpha \sin \alpha & 3 \cos ^{2} \alpha \sin ^{2} \alpha & -\cos \alpha \sin ^{3} \alpha
\end{array}\right) \\
& \left(\begin{array}{llllllllll}
x^{3} & x^{2} y & x^{2} z & x y z & x y^{2} & x z^{2} & y^{3} & y^{2} z & y z^{2} & z^{3}
\end{array}\right)^{\mathrm{T}} \tag{3.65}
\end{align*}
$$

From (3.58)-(3.60), components of the angular velocity of the particle are

$$
\begin{align*}
& \omega_{x}=\dot{\alpha}=-\frac{3 K r_{0}^{2}[5-\varepsilon(11-10 \cos 2 \alpha)]}{-50+60 \varepsilon}  \tag{3.66}\\
& \omega_{y}=0  \tag{3.67}\\
& \omega_{z}=0 \tag{3.68}
\end{align*}
$$



Figure 3.4. Evolution of the cosine of the rotation angle of the particle induced by simple shear flow at different constant $K$ s.

Integrating (3.66), the angle $\alpha$ is obtained

$$
\begin{equation*}
\alpha=\arctan \left[\sqrt{\frac{5-\varepsilon}{-5+21 \varepsilon}} \tanh \left(\frac{3 K r_{0}}{10} \sqrt{\frac{21 \varepsilon-5}{-5+\varepsilon}}\right)\right] \tag{3.69}
\end{equation*}
$$

The evolution of cosine of the angle $\alpha$ is shown in Figure 3.3 at different $K \mathrm{~s}$. It can be seen that the induced motions of the particle by a cubic flow is periodic. It is known that the induced motion of a deformed sphere in a homogeneous shear flow field is also periodic. In order to compare the difference of the two motions induced by a cubic flow and a simple Table 3.1. Predicted periods of the particle motion induced by cubic flows and simple shear flows.

|  | $\nu_{z}^{\prime}=K y^{\prime 3}$ |  |  | $v_{z}^{\prime}=K y^{\prime}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{K}=1.0$ | $\mathrm{~K}=2.0$ | $\mathrm{~K}=5.0$ | $\mathrm{~K}=1.0$ | $\mathrm{~K}=2.0$ | $\mathrm{~K}=5.0$ |
| $\operatorname{period}(s)$ | 6000 | 3100 | 1250 | 12.50 | 6.40 | 2.56 |

shear flow, the period of each motion at different $K s$ are listed in the Table3.1 when other parameters are $\varepsilon=0.1, r_{0}=0.01$, and $\mu=0.02$. The periodic motion of the particle induced by the simple shear flow is shown in the Figure 3.4. From the Table 3.1, it can be seen that at the same $K$, periods of the induced motion by a cubic flow are much longer than those by simple shear flows. For both cases the period is proportional to the inverse of the coefficient $K$.

## CHAPTER 4

## POWER-LAW MODEL OF A

## DEFORMED SPHERE

### 4.1 Introduction

Newtonian fluids are investigated in the first four chapters, in which the viscosity is assumed to be a constant. In several industrial problems, polymeric liquids are involved and their viscosity is often dependent on the shear rate, temperature, pressure, etc. This chapter is devoted to studying the influence of a non-Newtonian viscosity on the motion of a particle.

### 4.2 Power-Law model for the Non-Newtonian viscosity

One of the earliest empiricism for Non-Newtonian fluids is based on the modification of Newton's law of the viscosity in which the viscosity is allowed to vary with the shear rate.

For example, for an arbitrary incompressible Newtonian fluid, $\mathbf{v}=\mathbf{v}(x, y, z)$, the constitutive equation is modelled as :

$$
\begin{equation*}
\tau=-\mu \dot{\boldsymbol{\gamma}} \tag{4.1}
\end{equation*}
$$

in which $\mu$ is a constant for a given temperature, pressure, and composition, $\dot{\gamma}$ the rate-of-strain tensor $\frac{1}{2}\left[\nabla \mathbf{v}+(\nabla \mathbf{v})^{\mathrm{T}}\right]$. To include the idea of a non-Newtonian viscosity, the constitutive equation is modified by

$$
\begin{equation*}
\tau=-\eta \dot{\gamma} \tag{4.2}
\end{equation*}
$$

in which $\eta$ is a function of the scalar invariants of $\dot{\gamma}$.
There are three invariants for a second order tensor $\dot{\gamma}$ as the following:

$$
\begin{gather*}
\mathrm{I}=\sum_{i} \dot{\gamma}_{i i}  \tag{4.3}\\
\mathrm{II}=\sum_{i} \sum_{j} \dot{\gamma}_{i j} \dot{\gamma}_{j i}  \tag{4.4}\\
\mathrm{III}=\sum_{i} \sum_{j} \sum_{k} \dot{\gamma}_{i j} \dot{\gamma}_{j k} \dot{\gamma}_{k i} \tag{4.5}
\end{gather*}
$$

For an incompressible fluid $\mathrm{I}=2(\nabla \cdot \mathbf{v})=0$. For shearing flows III turns out to be zero; Because (4.2) should be used only for shearing flows, or at least flows that are very nearly shearing, omitting III from any further consideration is not a serious restriction. Hence $\eta$ is taken to depend only on II. In practice, $\dot{\gamma}$, the magnitude of the rate-of-strain tensor $\dot{\gamma}$, is often used instead of II, i.e.

$$
\begin{equation*}
\dot{\gamma}=\sqrt{\frac{1}{2} \sum_{i} \sum_{j} \dot{\gamma}_{i j} \dot{\gamma}_{j i}}=\sqrt{\frac{1}{2} \mathrm{II}} \tag{4.6}
\end{equation*}
$$

Experimentally, a typical viscosity vs shear-rate curve is shown in Figure 4.1. It is composed of two regions, a zero-shear-region and a power-law-region. In the zero-shearregion (low shear rate), the shear stress is proportional to $\dot{\gamma}$, and the viscosity approaches a


Figure 4.1. Schematic of a typical viscosity variation w.r.t to the shear rate.
constant value $\eta_{0}$, the zero-shear-rate viscosity. At the power-law-region (the higher shear rate), the viscosity decreases with increasing shear rates.

Two models for the viscosity $\eta(\dot{\gamma})$ are often used to describe the viscosity in term of shear rate [77]. The first one is the Carreau-Yasuda model. The Carreau-Yasuda model is a five-parameter model, which has sufficient flexibilities to fit a wide variety of experimental $\eta(\dot{\gamma})$ curves. The model is

$$
\begin{equation*}
\frac{\eta-\eta_{\infty}}{\eta_{0}-\eta_{\infty}}=\left[1+(\lambda \dot{\gamma})^{a}\right]^{(n-1) / a} \tag{4.7}
\end{equation*}
$$

Here $\eta_{0}$ is the zero-shear-rate viscosity, $\eta_{\infty}$ is the infinite-shear-rate viscosity, $\lambda$ is a time constant, $n$ is the "power-law exponent"(since it describes the slope of $\frac{\eta-\eta_{\infty}}{\eta_{0}-\eta_{\infty}}$ in the "power-law region", and $a$ is a dimensionless parameter that describes the transition region between the zero-shear-rate region and the power-law region. In most industrial problems,
the descending linear region (the "power-law-region") shown in Figure 4.1 is more important. The titled straight line can be expressed simply by

$$
\begin{equation*}
\eta=m \dot{\gamma}^{n-1} \tag{4.8}
\end{equation*}
$$

which contains two parameters: $m$ (with units of $\mathrm{Pa} \cdot s^{n}$ ), and $n$ (dimensionless). (4.8) can be regarded as the limiting expression for high shear rates obtained from (4.7) with $\eta_{\infty}=0$. When $n=1$ and $m=\mu$, a Newtonian fluid is recovered. When $n<1$, the fluid is said to be "pseudoplastic" or "shear thinning". When $n>1$, the fluid is called "dilatant" or "shear thickening".

### 4.3 Solution to flow problems using a Power-Law model

Since the viscosity depends on the strain rate of the flow field, the Stokes' equations to govern the motion of the fluid will be nonlinear. It is not feasible to get an analytical solution for such nonlinear equations. Assume that the viscosity of the fluid is locally constant. Solutions obtained from the linear Stokes equations (with constant viscosity) can be used to get the hydrodynamic force and torque on the particle approximately (see Chapter 2 and Chapter 3). The hydrodynamics force on the surface of the sphere is given by

$$
\begin{equation*}
\mathbf{F}=\iint \boldsymbol{\tau} \cdot d \mathbf{S} \tag{4.9}
\end{equation*}
$$

where $\boldsymbol{\tau}$ is the stress dyadic and $d \mathbf{S}$ is a directed element of surface area parallel to the outer normal direction. By using the divergence theorem, the hydrodynamic force exerted by the
fluid can be written in the form

$$
\begin{equation*}
\mathbf{F}=\int_{S_{1}} \mathbf{P}_{r} r^{2} d \Omega \tag{4.10}
\end{equation*}
$$

where $\mathbf{P}_{r}=\boldsymbol{\tau} \cdot \mathbf{r} / r$ is the stress vector acting across the surface, $r=$ constant and $d \Omega=\sin \theta d \theta d \phi$ is an element area on the surface of a sphere of a unit radius, $S_{1}$. The hydrodynamic torque applying on the surface of the sphere is

$$
\begin{equation*}
\mathbf{T}=\int \mathbf{r} \times \boldsymbol{\tau} \cdot \mathbf{r} / r d \Omega \tag{4.11}
\end{equation*}
$$

Substituting (4.2) and (4.8) into (4.10) and ((4.11), the force and torque will be

$$
\begin{gather*}
\mathbf{F}=\int m \dot{\gamma}^{n-1} \dot{\boldsymbol{\gamma}} \cdot \mathbf{r} / r d \Omega  \tag{4.12}\\
\mathbf{T} \tag{4.13}
\end{gather*}=\int \mathbf{r} \times m \dot{\gamma}^{n-1} \dot{\boldsymbol{\gamma}} \cdot \mathbf{r} / r d \Omega
$$

## (1) A fixed sphere in a uniform stream flow

A sphere is fixed in a space and a uniform streaming flow passes by the sphere at the velocity $U e_{x}$. By using (4.12) and (4.13), the hydrodynamic force and torque on the sphere are

$$
\mathbf{F}= \begin{cases}\frac{9 m \pi U^{3}}{8 r_{0}} & n=3 \\ \frac{81 m \pi U^{5}}{320 r_{0}^{3}} & n=5  \tag{4.14}\\ \frac{2187 m \pi U^{7}}{35840 r_{0}^{5}} & n=6\end{cases}
$$

and

$$
\begin{equation*}
\mathbf{T}=\mathbf{0} \tag{4.15}
\end{equation*}
$$

## (2) A fixed spheroid in a uniform stream flow

When a spheroid with deformation coefficient $\varepsilon$ is fixed in a uniform flow at velocity $U \mathbf{e}_{\boldsymbol{x}}$. The geometry function of the spheroid is same as (2.49). By using (4.12) and (4.13), the hydrodynamic force and torque can be obtained when $n=3$

$$
\begin{equation*}
\mathbf{F}=\left[\frac{9 m \pi U^{3}}{8 r_{0}}+13.4181 \frac{m \pi U^{3}}{8 r_{0}} \varepsilon+O\left(\varepsilon^{2}\right)\right] \mathbf{e}_{x} \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=\mathbf{0} \tag{4.17}
\end{equation*}
$$

If the velocity field of the fluid at the infinity is $W e_{z}$, when $n=3$ the hydrodynamic force and torque are

$$
\begin{equation*}
\mathbf{F}=\left[\frac{9 m \pi W^{3}}{8 r_{0}}-0.9366 \frac{m \pi W^{3}}{8 r_{0}} \varepsilon+O\left(\varepsilon^{2}\right)\right] \mathbf{e}_{z} \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}=\mathbf{0} \tag{4.19}
\end{equation*}
$$

## (3) A free spheroid in a homogeneous shear flow

The far away velocity field of the fluid is assumed to be simple shear, e.g. $\mathbf{v}^{\prime}=K y^{\prime} \mathbf{e}_{z}$, which is described in the fixed coordinate system. Suppose that initially the long axis of the particle is parallel to the $z^{\prime}$ axis [seen Figure 2.5]. Due to the nonlinear property of this problem there may be multiple solutions for the induced motion of the spheroid. In order to make this problem solvable a hypothesis is introduced here, which is that the particle can rotate around the x axis and the other angular velocity $\omega_{y}=\omega_{z}=0$. According to this hypothesis the distortion and the rotation of the fluid
described in the rotating coordinate system which is attached on the particle can be written in the form

$$
\mathbf{S}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.20}\\
0 & b & f \\
0 & f & -b
\end{array}\right)
$$

and

$$
\mathbf{W}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.21}\\
0 & 0 & -\xi \\
0 & \xi & 0
\end{array}\right)
$$

in which

$$
\begin{equation*}
b=\frac{1}{2} K \sin 2 \alpha, f=\frac{1}{2} K \cos 2 \alpha, \text { and } \xi=-K / 2 \tag{4.22}
\end{equation*}
$$

The hydrodynamic force and torque exerted by the surrounding fluid on the spheroid can be obtained as
$F_{x}=\frac{m \pi r_{0}^{2} \varepsilon}{18018}\left[\left(292328 K^{3}+569868 K^{2} \omega_{x}+1287 K\left(253 \omega_{x}^{2}-149 \omega_{y}^{2}\right)+34749 \omega_{x}\left(\omega_{x}^{2}+\omega_{y}^{2}\right)\right]\right.$
and

$$
\begin{align*}
T_{x}= & {\left[-b m \pi r_{0}^{3} \varepsilon\left(33938801875 b^{2}+3\left(14079425275 f^{2}-\right.\right.\right.}  \tag{4.26}\\
& \left.\left.\left.-7702408035 f\left(\xi-\omega_{x}\right)\right)+3976823046\left(\xi-\omega_{x}\right)^{2}\right)\right] / 386260875
\end{align*}
$$

$$
\begin{equation*}
T_{y}=0 \tag{4.27}
\end{equation*}
$$

$$
\begin{equation*}
T_{z}=0 \tag{4.28}
\end{equation*}
$$

If there is no external torque applying on the spheroid, two possible induced motions of the spheroid are

$$
\begin{gather*}
\omega_{x}=-0.9684 f \pm 1.6132 \sqrt{\left(-1.0930 b^{2}-f^{2}\right)}+\xi  \tag{4.29}\\
\omega_{y}=0  \tag{4.30}\\
\omega_{z}=0 \tag{4.31}
\end{gather*}
$$

Substituting (4.22) into (4.29), it can be obtained

$$
\begin{equation*}
\omega_{x}=-0.9684 f \pm 0.8066 \sqrt{\left(-1-0.093 \sin ^{2} 2 \alpha\right)}-K / 2 \tag{4.32}
\end{equation*}
$$

From above equation it can be seen that the induced angular velocity of the particle is a complex number. The reasons to result in a complex angular velocity may be from two hypophyses: one hypophysis is that the local viscosity is assumed to be constant when solving the Stokes' equation by Brenner's method; and another one supposes that the particle just rotates along the axis $x$. Due to the complexity of this problem, some other model to describe the property of Non-Newtonian flow will be sought in the future work.

## CHAPTER 5

## MOTION OF A SPHEROID IN AN

## OSEEN FLOW

### 5.1 Introduction

It is well-know by the Stokes' law, that a force of $6 \pi \mu W a$ is required to maintain a uniform velocity $W$ of a sphere of radius $a$ moving through a liquid with viscosity $\mu$. However, this result can not apply to the cases which arise in practice to deal with, for example, the motion of ships. A mathematical incompleteness of the solution is because the advective terms are not negligible compared to the viscous terms at large distances. From Chapter 2, the large viscous term is of the order

$$
\begin{equation*}
\text { viscous force }=\text { stess gradient } \sim \frac{\mu U a}{r^{3}} \text { as } r \rightarrow \infty \tag{5.1}
\end{equation*}
$$

while the largest inertia force is

$$
\begin{equation*}
\text { inertia force } \sim \rho u_{r} \frac{\partial u_{\theta}}{\partial r} \sim \frac{\rho U^{2} a}{r^{2}} \text { as } r \rightarrow \infty \tag{5.2}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{\text { inertia force }}{\text { viscous force }} \sim \frac{\rho U a}{\mu} \frac{r}{a}=\operatorname{Re} \frac{r}{a} \quad \text { as } r \rightarrow \infty \tag{5.3}
\end{equation*}
$$

It can be seen that the inertia forces are not negligible for distances larger than $r / a \sim 1 / R e$. The neglected terms become arbitrarily large at sufficiently large distances, on matter how small Re may be [78].

Several attempts have been made to correct this error. In 1893, Rayleigh introduced some additional forces to improve the accuracy of the Stokes' solution. In 1911, Oseen proposed a modified system of equations, in which the inertia terms are partly taken into account, and obtained the solution for flow past a fixed sphere using these equations. Oseen's solution is satisfied at infinity; it also gives good approximation near the sphere if the velocity or the radius of the sphere is small. Lamb [6], used a different method to present Oseen's solution, but it still can not overcome the restriction of Oseen's. Burgess [3] used a simpler method than that of either Oseen or Lamb. The solution from Burgess method can satisfy the boundary conditions at infinity and the boundary conditions on the sphere can be satisfied to any desired degree of approximation. Afterwards, solutions of Oseen's equation have been extended to the spinning sphere [79], circular cylinder [80-83], circular and elliptic cylinders [84-86] and flat plate [84,87].

### 5.2 Analytical structure of the Oseen flow

Derived by Burgess [3], the motion equation of a viscous flow in the cylinder coordinate system is

$$
\begin{equation*}
\left(-W \frac{\partial}{\partial z}-v \mathrm{D}\right) \mathrm{D} \psi=0 \tag{5.4}
\end{equation*}
$$

in which $W$ is the velocity of the particle $v=\mu / \rho$ is the kinetic viscosity of the fluid, and $\mathrm{D} \equiv \frac{\partial^{2}}{\partial r^{2}}-\frac{1}{r} \frac{\partial}{\partial r}+\frac{\partial^{2}}{\partial z^{2}}$.

Due to the commutativity of this equation, a solution can be given as

$$
\begin{equation*}
\psi=\psi^{\prime}+\psi^{\prime \prime} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{D} \psi^{\prime}=0 \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nu \mathrm{D}+W \frac{\partial}{\partial z}\right) \psi^{\prime \prime}=0 \tag{5.7}
\end{equation*}
$$

Solving above partial differential equations by using a perturbation method, the stream function of the Oseen flow is obtained by Burgess as

$$
\begin{align*}
\psi= & e^{-k \rho(1+\cos \theta)}\left[C+D \cos \theta+b_{1} \sin ^{2} \theta\left(k+\frac{1}{\rho}\right)+b_{2} \sin ^{2} \theta \cos \theta\left(k^{2}+\frac{3 k}{\rho}+\frac{3}{\rho^{2}}\right)+\cdots\right] \\
& L \cos \theta+\frac{M \sin ^{2} \theta}{\rho}+\frac{N \sin ^{2} \theta \cos \theta}{\rho^{2}}+\frac{P \sin ^{2} \theta}{\rho^{3}}\left(5 \cos ^{2} \theta-1\right)+\cdots \tag{5.8}
\end{align*}
$$

in which $\rho=\sqrt{r^{2}+z^{2}}$ and $\theta=\cos ^{-1} \frac{z}{r^{2}+z^{2}}=\sin ^{-1} \frac{r}{\sqrt{r^{2}+z^{2}}}$. Constants in the stream function can be fixed by suitable boundary conditions. From the stream function the radial velocity and tangential velocity of the fluid can be easily obtained as

$$
\begin{equation*}
v_{\rho}=\frac{1}{\rho^{2} \sin \theta} \frac{\partial \psi}{\partial \theta} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{\theta}=-\frac{1}{\rho \sin \theta} \frac{\partial \psi}{\partial \rho} \tag{5.10}
\end{equation*}
$$

The normal and shear stress in the fluid are

$$
\begin{equation*}
\sigma_{\rho \rho}=2 \mu \frac{\partial v_{\rho}}{\partial \rho} \tag{5.11}
\end{equation*}
$$

$$
\begin{gather*}
\sigma_{\theta \theta}=2 \mu\left(\frac{1}{\rho} \frac{\partial v_{\theta}}{\partial \theta}+\frac{v_{\rho}}{\rho}\right)  \tag{5.12}\\
\sigma_{\phi \phi}=2 \mu\left(\frac{1}{\rho \sin \theta} \frac{\partial v_{\phi}}{\partial \phi}+\frac{v_{\rho}}{\rho}+\frac{v_{\theta} \cot \theta}{\rho}\right)  \tag{5.13}\\
\tau_{\rho \theta}=2 \mu\left(\rho \frac{\partial}{\partial \rho}\left(\frac{v_{\theta}}{\rho}\right)+\frac{1}{\rho} \frac{\partial v_{\rho}}{\partial \theta}\right) \tag{5.14}
\end{gather*}
$$

Two kinds of boundary conditions can be applied on the interface of the particle and fluids.
(1) No-slip Boundary conditions on the particle

$$
\begin{aligned}
& v_{\rho}=0, v_{\theta}=0 \text { at Infinity } \\
& v_{\rho}=0, v_{\theta}=0 \text { on the surface of the particle }
\end{aligned}
$$

(2) Slip Boundary conditions on a symmetric particle

$$
\begin{aligned}
& v_{\rho}=0, v_{\theta}=0 \text { at Infinity } \\
& v_{\rho}=u_{\rho} \text { and } v_{\theta}-u_{\theta}=\frac{1}{\beta} \tau_{\rho \theta} \text { on the surface of the of the particle }
\end{aligned}
$$

### 5.3 Applications of Burgess's solution

A simple form of stream functions of Oseen flows is used as

$$
\begin{equation*}
\psi=e^{-k \rho(1+\cos \theta)} b-0(1-\cos \theta)+L \cos \theta+\frac{M \sin ^{2} \theta}{\rho} \tag{5.15}
\end{equation*}
$$

A symmetric particle moves in a quiescent fluid with a velocity W in the z direction with different boundary conditions and different shapes of the particle. Described in Figure 5.1 the radial and tangential velocity velocities on the surface of the particle are

$$
\begin{equation*}
u_{\rho}=W \cos \theta, u_{\theta}=-W \sin \theta \tag{5.16}
\end{equation*}
$$



Figure 5.1. Description of the surface velocity of the particle.

Applying slip and nonslip boundary conditions and taking account of different shapes of the particle, several solutions are obtained as the following:

Case I Uniform motion of a sphere in Oseen flow with nonslip boundary condition
Solutions of this case have been already given by Burgess as [3]

$$
\begin{equation*}
L=b_{0}=-\frac{3 a W}{4 k}, M=\frac{W a^{3}}{4} \tag{5.17}
\end{equation*}
$$

in which $a$ is the radius of the sphere, $k=2 \mu / \rho$. The velocity field of the fluid around the sphere with no-slip boundary conditions is shown in the Figure 5.2(a).

Case II Uniform motion of a sphere in Oseen flows with slip boundary conditions
If the production of $a k$ is a small number, i.e. $a$ is small or/and k is small, the term $e^{-a k(1+\cos \theta)}$ can be expanded by series with neglecting the higher order terms of $a k$ as

$$
\begin{equation*}
e^{-a k(1+\cos \theta)} \approx 1-a k(1+\cos \theta) \tag{5.18}
\end{equation*}
$$



Figure 5.2. Velocity vectors of the surrounding fluids with different boundary condition on the surface of a particle. (a) no-slip boundary condition applying on a sphere; (b) slip boundary condition applying on a sphere $(\beta=0.1$ ); (c) no-slip boundary condition applying on a deformed $\operatorname{sphere}(\varepsilon=0.2)$; (d) slip boundary condition applying on a deformed $\operatorname{sphere}(\varepsilon=0.2, \beta=0.1)$.

Substituting (5.15) into (5.9), (5.10), and (5.14), the radial and tangential velocities, and the shear stress of the fluid on the surface of the particle with neglecting the higher order terms of $a k$ can be written as

$$
\begin{gather*}
\left.v_{\rho}\right|_{\rho=a} \approx-\frac{L}{a^{2}}+\frac{2 M \cos \theta}{a^{3}}+\frac{b_{0}}{a^{2}}(1-2 a k \cos \theta)  \tag{5.19}\\
\left.v_{\theta}\right|_{\rho=a} \approx \frac{M \sin \theta}{a^{3}}+\frac{b_{0} k \sin \theta}{a}  \tag{5.20}\\
\left.\tau_{\rho \theta}\right|_{\rho=a} \approx-\frac{6 \mu M \sin \theta}{a^{4}} \tag{5.21}
\end{gather*}
$$

Applying the slip boundary conditions on the sphere to determined the constants in the stream function, the following relations can be obtained

$$
\begin{align*}
& W \cos \theta=-\frac{L}{a^{2}}+\frac{b_{0}}{a^{2}}+\left(\frac{2 M}{a^{3}}-\frac{2 b_{0} k}{a}\right) \cos \theta  \tag{5.22}\\
& \frac{M \sin \theta}{a^{3}}+\frac{b_{0} k \sin \theta}{a}+W \sin \theta=-\frac{6 \mu M \sin \theta}{\beta a^{4}} \tag{5.23}
\end{align*}
$$

Equate the constant terms and the coefficients of $\cos \theta$ and $\sin \theta$ and each side of (5.22) and (5.23), then

$$
\left\{\begin{array}{c}
\frac{M}{a^{3}}+\frac{b_{0} k}{a}+W=-\frac{6 \mu \beta M}{a^{4}}  \tag{5.24}\\
L=b_{0} \\
\frac{2 M}{a^{3}}-\frac{2 b_{0} k}{a}=W
\end{array}\right.
$$

Solving the above equations, the constants of the stream function are

$$
\begin{equation*}
L=b_{0}=-\frac{3\left(a^{2} W \beta+2 a W \mu\right)}{4 k(a \beta+3 \mu)}, M=-\frac{a^{4} W \beta}{4(a \beta+3 \mu)} \tag{5.25}
\end{equation*}
$$

When $\beta \rightarrow \infty$, slip boundary conditions change into the nonslip boundary conditions.
From the solution above letting $\beta \rightarrow \infty$ will result in the following constants

$$
\begin{equation*}
L=b_{0}=-\frac{3 a W}{4 k}, M=\frac{W a^{3}}{4} \tag{5.26}
\end{equation*}
$$

These constants are exactly same as those solved by using nonslip boundary conditions. The velocity field of the fluid around the sphere with slip boundary condition is shown in the Figure 5.2(b).

## Case III Uniform motion of a slightly deformed sphere with no slip on the interface

A spheroid, regarded as a deformed sphere, moves in a viscous fluid with the velocity W in the z direction. The shape function of a spheroid is

$$
\begin{equation*}
\frac{x^{2}+y^{2}}{a^{2}}+\frac{z^{2}}{a^{2}(1-\varepsilon)^{2}}=1 \tag{5.27}
\end{equation*}
$$

If $\varepsilon$ is a small number, the shape of the spheroid can be described in a polar form with neglecting the terms of $O\left(\varepsilon^{2}\right)$ as

$$
\begin{equation*}
\rho=a\left(1-\varepsilon \cos ^{2} \theta\right) \tag{5.28}
\end{equation*}
$$

For the nonslip boundary conditions by using Burgess's solution, it can be obtained

$$
\begin{equation*}
L=b_{0}=-\frac{3 W a(1-\varepsilon)}{4(1-2 \varepsilon) k} \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
M=-\frac{a^{3} W(1+\varepsilon)}{4(1-2 \varepsilon)} \tag{5.30}
\end{equation*}
$$

Expanding these constants by series of $\varepsilon$, the constants can be expressed as

$$
\begin{equation*}
L=b_{0}=-\frac{3 a W}{4 k}-\frac{3 a W \varepsilon}{4 k}-\frac{3 a W \varepsilon^{2}}{2 k}+O\left(\varepsilon^{3}\right) \tag{5.31}
\end{equation*}
$$

and

$$
\begin{equation*}
M=-\frac{a^{3} W}{4}-\frac{3 a^{3} W \varepsilon}{4}-\frac{3 a^{3} W \varepsilon^{2}}{2}+O\left(\varepsilon^{3}\right) \tag{5.32}
\end{equation*}
$$

From $(5.31,5.32)$ it can be seen that when $\varepsilon \rightarrow 0$, the constants solved for this case are exactly same as the constants solved for the nonslip sphere problem (Case I). The velocity
field of the fluid around a deformed sphere with no-slip boundary condition is shown in the Figure 5.2(c).

## Case IV Uniform motion of a deformed sphere with slip on the interface

Applying the slip boundary conditions on the interface of the spheroid, the constants can be obtained

$$
\begin{equation*}
L=b_{0}=\frac{3 W\left(a^{2} \beta+2 a \mu\right)}{2 k(-2 a \beta+a \varepsilon \beta-6 \mu+4 \varepsilon \mu)} \tag{5.33}
\end{equation*}
$$

and

$$
\begin{equation*}
M=\frac{a^{3} W(a \beta+a \varepsilon \beta+4 \varepsilon \mu)}{2(-2 a \beta+a \varepsilon \beta-6 \mu+4 \varepsilon \mu)} \tag{5.34}
\end{equation*}
$$

When $\beta \rightarrow \infty$,

$$
\begin{equation*}
L=b_{0}=-\frac{3 a W}{2 k(2+\varepsilon)}=-\frac{3 a W}{4 k}-\frac{3 a W \varepsilon}{8 k}-\frac{3 a W \varepsilon^{2}}{16 k}+O\left(\varepsilon^{3}\right) \tag{5.35}
\end{equation*}
$$

and

$$
\begin{equation*}
M=\frac{a^{3} W(1+\varepsilon)}{2(-2+\varepsilon)}=-\frac{a^{3} W}{4}-\frac{3 a^{3} W \varepsilon}{8}-\frac{3 a^{3} W \varepsilon^{2}}{16}+O\left(\varepsilon^{3}\right) \tag{5.36}
\end{equation*}
$$

Because both $a k$ and $\varepsilon$ are small numbers, the errors between these solutions and the solutions for case III are negligible.

Let $\beta \rightarrow \infty$ and $\varepsilon=0$. The constants will be

$$
\begin{equation*}
L=b_{0}=-\frac{3 a W}{4 k}, M=\frac{W a^{3}}{4} \tag{5.37}
\end{equation*}
$$

which are the same constants for the first case. The velocity field of the fluid around a deformed sphere with slip boundary conditions is shown in the Figure 5.2(d). It can be seen that the difference of the velocity field around the particle with considering slip and no-slip boundary conditions is small.

### 5.4 Summary

Uniform motions of a particle through a viscous flow are solved analytically by using Burgess' general solution for the Oseen flow. Nonslip and slip boundary conditions are considered on the interface of the particle and the fluid respectively. Two kinds of geometry of the particle, e.g. a sphere and a slightly deformed sphere, are studied. Four cases are calculated respectively according to different boundary conditions on the interface and the shape of the particle, e.g. (1) the motion of a sphere with nonslip, (2) the motion of a sphere with slip, (3) the motion of a deformed sphere with noslip, and (4) the motion of a deformed sphere with slip. Both of the solution of the case (2) and case (3) can recover the solution of case (1) when letting the slip coefficient $\beta$ and deformation coefficient $\varepsilon$ equal to zeros correspondingly. The error between the solution of case (4) when the slip coefficient goes to $\infty$ and that of case (3) is negligible if when the velocity and the diameter of the particle are small. The boundary condition at the infinity are satisfied well and the boundary condition at the interface can be approximated satisfied if the length dimension of the particle or the velocity of the particle is small.

## CHAPTER 6

## THE FLOW-INDUCED

## ORIENTATION OF RIGID

## PARTICLES IN DILUTE

## SUSPENSIONS

### 6.1 Introduction

The prediction of the flow and orientation of suspensions during the processing of composite materials is important to understand how the processing conditions influence the mechanical properties of the final part. A variety of models and algorithms have been made to derive the relationships between processing conditions and orientation of fibers [39, 73, 88-97]. If the particle is axisymmetric and the diameter is much less than the
length of the particle, a unit vector $\mathbf{p}$, collinear with the long axis of the particle, can be used to represent the orientation of the particle. Only two Euler angles are related with this vector $\mathbf{p}$ by

$$
\mathbf{p}=\left(\begin{array}{lll}
\sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \tag{6.1}
\end{array}\right)^{\mathrm{T}} .
$$

Two methodologies are often used to describe the flow-induced alignments of particles. One is based on an orientation distribution function N , which is a function of Euler angles and time, and the other one uses an ensemble average orientation tensor $<\mathbf{p p}>$ or $<\mathbf{R R}>$. For spheroids, the orientation distribution function N can be defined over a state space of orientation vectors $\mathbf{p}$ and N is also related to the aspect ratio of the particle, i. c. $\frac{c}{a}$. For ellipsoids, N can be defined over a state space of rotation operators $\mathbf{R}$, and N depends on two aspect ratios $\frac{c}{a}$ and $\frac{b}{a}$ as well. Comparing with the distribution function method, the averaged orientation tensor method is often preferred but a closure problem arises due to the averaging procedure [98,98-103].

Efforts have also been focused on the motion of non-axisymmetric particles suspended in a slow viscous flow. The classic work pertaining to the motion of a particle, e.g. an ellipsoid, in a uniform shear flow can be tracked back to the work of Jeffery's [1]. In his paper, the behavior of an ellipsoid suspending in uniform shear flow field is analyzed on basic of Stokes' equations of motions. Some previous authors [8,69-71, 104] extended Jeffery's work to a more general shape particle.

The orientation distribution function for rigid ellipsoidal particles in a simple shear flow was given by Workman and Hollingsworth [105] in terms of a series of spherical harmonics by expressing the coefficients in these series in the Feenberg perturbation form.

In both Brenner [71] and Workman's (1969) work [105], Euler angles are used to represent the orientation of the particle. Rallison [106] proposed a rotation matrix to represent the orientation of the particles instead of using the Euler-angle representation. Considering the influence of Brownian motions, Rallison [106] derived the time evolution of the orientation probability distribution on the basic of Fokker-Planck equation and obtained the form of the orientation probability distribution for small departures from an isotropy state. The secondorder moment of the probability distribution was also developed in Rallison's paper [106].

In this chapter, a new closure model is developed for the motion of rigid particles of complex shapes. Each particle is non-axisymmetric and its orientation is described with a second order tensor $<\mathbf{R}>$. An evolution equation for the second moment of the distribution function, which forms a fourth order tensor $\langle\mathbf{R} \mathbf{R}\rangle$, is used in order to obtain the average orientation of the particles in homogeneous flows.

### 6.2 Prediction of orientation of axisymmetric particles

Due to large amount fibers encountered in many applications, an approach based on a distribution function is preferred to predict fiber orientation. The distribution function is $\psi(\mathbf{p}, t)$ where $\mathbf{p}$ is a unit vector along the axis of each fiber to represent its orientation. The governing equation for $\psi(\mathbf{p}, t)$ depends on the conservation of fiber orientations. In homogenous flows with neglecting Brownian motions, it is given by [95]

$$
\begin{equation*}
\frac{\mathrm{D} \psi}{\mathrm{D} t}=-\frac{\partial}{\partial \mathbf{p}} \cdot(\dot{\mathbf{p}} \psi) \tag{6.2}
\end{equation*}
$$

The flow-induced motion of a single spheroid in the uniform shear flow is derived by

Jeffery [1] as

$$
\begin{equation*}
\dot{\mathbf{p}}_{\mathrm{J}}=-\mathbf{W} \cdot \mathbf{p}+\lambda(\mathbf{S} \cdot \mathbf{p}-\mathbf{S}: \mathbf{p p p}) \tag{6.3}
\end{equation*}
$$

where $\mathbf{W}$ is the vorticity tensor and $\mathbf{S}$ the strain rate of the flow fields. With considering the rotary diffusion due to the particle-particle interaction, the following hypothesis is used [77, 95, 107]

$$
\begin{equation*}
\left(\dot{\mathbf{p}}-\dot{\mathbf{p}}_{\mathrm{J}}\right) \psi=-\mathrm{D}_{\mathrm{R}} \frac{\partial \psi}{\partial \mathbf{p}} \tag{6.4}
\end{equation*}
$$

in which $D_{R}$ is the rotary diffusion coefficient. Combining (6.2)-(6.4), the evolution equation for the distribution function can be derived as

$$
\begin{equation*}
\frac{\mathrm{D} \psi}{\mathrm{D} t}=-\frac{\partial}{\partial \mathbf{p}} \cdot[\mathbf{W} \cdot \mathbf{p}+\lambda(\mathbf{S} \cdot \mathbf{p}-\mathbf{S}: \mathbf{p p p})]+\frac{\partial}{\partial \mathbf{p}} \cdot \mathrm{D}_{\mathrm{R}} \frac{\partial \psi}{\partial \mathbf{p}} \tag{6.5}
\end{equation*}
$$

This approach can represent the exact and full solution for fiber orientations [108, 109]. However, this partial-differential-equation is not analytically solvable for a general problem. Furthermore, using numerical calculations this method is still too complex when solving three-dimensional fiber orientational in complex geometries.

An alternative approach is to use a more compact description of the distribution function. A second-order tensor a is often used to represent the fiber orientation state at any point in the material. This tensor is defined as

$$
\begin{equation*}
\mathbf{a}=\int \mathbf{p} \mathbf{p} \psi(\mathbf{p}) d \mathbf{p} \tag{6.6}
\end{equation*}
$$

where the integral is taken over all possible directions of $\mathbf{p}$. A fourth-order tensor can be defined in the same way as

$$
\begin{equation*}
\mathbf{A}=\int \mathbf{p p p p} \psi(\mathbf{p}) d \mathbf{p} \tag{6.7}
\end{equation*}
$$

The second-order orientation tensor is symmetric ( $a_{i j}=a_{j i}$ ), and it has a unit trace ( $a_{i i}=$ 1). Applying the similar symmetry conditions to the fourth-order tensor $\mathbf{A}$, it is shown that

$$
\begin{equation*}
A_{i j k l}=A_{j i k l}=A_{k i j l}=A_{l i j k}=A_{k l i j}, \text { etc } \tag{6.8}
\end{equation*}
$$

The fourth-order-tensor provides complete information about the second-order-tensor because

$$
\begin{equation*}
a_{i j}=A_{i j k k} \tag{6.9}
\end{equation*}
$$

Combining (6.6) and (6.5) gives the evolution equation for the orientation tensor,

$$
\begin{equation*}
\frac{\mathrm{Da}}{\mathrm{D} t}=-\mathbf{W} \cdot \mathbf{a}-\mathbf{a} \cdot \mathbf{W}^{\mathrm{T}}+\lambda(\mathbf{S} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{S}-2 \mathbf{S}: \mathbf{A})+2 \mathrm{D}_{\mathrm{R}}(\boldsymbol{\delta}-3 \mathbf{a}) \tag{6.10}
\end{equation*}
$$

The advantages of using a tensorial approach [73] are that a is independent of the coordinate systems and easily transforms between coordinate systems; it can be measured by direct experiments; the tensor representation is extremely compact, and computational efficiency. However, a disadvantage of this approach is that an unknown fourth-order orientation tensor is introduced in the momentum equation since only the second-order tensor is used to represent the orientation state. Closure approximations must be used to describe the fourth-order orientation tensor.

One simple approach is to approximate the fourth-order tensor in terms of the secondorder tensor. Several closure models have been developed to predict the orientation of ensemble particles, such as the quadratic model [98], the linear model of Hand [99], Hinch and Leal model [98], Hybrid model of Advani and Tucker [100], Orthotropic closure models [101], and the fully symmetric quadratic model [102, 103]. All these models can be applied to fibers, spheroids, and other axisymmetric particles. The time evolution of the


Figure 6.1. Description of the Euler angles used in this chapter.
second-order orientation tensor $<\mathbf{p p}>$ is solved to obtain the average orientation of the particles.

### 6.3 Predictions of orientation of non-axisymmetric parti-

## cles

For rotating particles of arbitrary shape suspended in the fluid domain, a vector associated with the particle can be mapped from the reference configuration to the current configuration by using a rotation matrix $\mathbf{R}$, which is defined by

$$
\begin{equation*}
\mathbf{R}=\mathbf{p}(t) \mathbf{p}^{0}+\mathbf{q}(t) \mathbf{q}^{0}+\mathbf{r}(t) \mathbf{r}^{0} \tag{6.11}
\end{equation*}
$$



Figure 6.2. Mapping procedure of a vector associated with the particle between the reference configuration and the current configuration.
where $\mathbf{p}, \mathbf{q}$, and $\mathbf{r}$ are three orthogonal axes of the particle in the current configuration and $\mathbf{p}^{0}, \mathbf{q}^{0}$, and $\mathbf{r}^{0}$ are the corresponding axes in the reference configuration shown in Figure 6.1. Since

$$
\begin{equation*}
\mathbf{R} \cdot \mathbf{R}^{\mathrm{T}}=\mathbf{I} \tag{6.12}
\end{equation*}
$$

a vector can also be mapped from the current configuration to the reference configuration.
The mapping procedure is shown in the Figure 6.2. This rotation matrix $\mathbf{R}$ depends on the three Euler angles by the following relation

$$
\mathbf{R}=\left(\begin{array}{ccc}
-\sin \psi & +\cos \psi & 0  \tag{6.13}\\
-\cos \psi & -\sin \psi & 0 \\
0 & 0 & +1
\end{array}\right)\left(\begin{array}{ccc}
+\cos \theta & 0 & -\sin \theta \\
0 & +1 & 0 \\
+\sin \theta & 0 & +\cos \theta
\end{array}\right)\left(\begin{array}{ccc}
+\sin \phi & -\cos \phi & 0 \\
+\cos \phi & +\sin \phi & 0 \\
0 & 0 & +1
\end{array}\right)
$$

The ranges of the three Euler angles are

$$
\begin{align*}
& 0 \leq \psi \leq 2 \pi  \tag{6.14}\\
& 0 \leq \phi \leq 2 \pi  \tag{6.15}\\
& 0 \leq \theta \leq \pi \tag{6.16}
\end{align*}
$$

Instead of using Euler angles, the orientation of the particle is represented by a rotation matrix $\mathbf{R}$, which can be written in the component form as $R_{i \alpha}$ as well. A convention is
employed to use the Greek suffixes to evaluate a tensor in the reference configuration and Latin suffixes in the current configuration.

For the rigid particles suspension, an orientation probability distribution function $\mathcal{N}(\mathbf{R}, t)$ is introduced so that $\mathcal{N} d \tau$ gives at time $t$ the fraction of particles whose orientation states lie within a small region of orientation space $d \tau(\equiv \sin \theta d \theta d \phi d \psi) . \mathcal{N}(\mathbf{R}, t)$ satisfies the normalization condition:

$$
\begin{equation*}
\int_{\text {orientation }} \mathcal{N}(\mathbf{R}, t) d \tau=1 \tag{6.17}
\end{equation*}
$$

According to the conservation law in orientation space, the orientation states of particles is governed by the continuity equation

$$
\begin{equation*}
\frac{\mathcal{N}}{t}+\nabla \cdot \mathcal{F}=0 \tag{6.18}
\end{equation*}
$$

where $\mathcal{F}$ is the probability flux vector in orientation space and $\nabla$ is the gradient vector in that space. It is shown in Rallison's paper [106], if $f$ is any scalar function of orientation, then

$$
\begin{equation*}
(\nabla f)=\varepsilon_{k i j} R_{i \alpha} \frac{\partial f}{\partial R_{j \alpha}} \tag{6.19}
\end{equation*}
$$

The probability flux

$$
\begin{equation*}
\mathcal{F}=\mathcal{N} \omega \tag{6.20}
\end{equation*}
$$

in which $\boldsymbol{\omega}$ is the angular velocity of particles.
In studying force-free particles suspended in a flow field with no external couples exerted on them, there are two separate contributions on the angular velocity of the particle. One is the hydrodynamic contribution from the surrounding fluid straining motion and one is from the Brownian couples [106]. Ignoring the influence of the Brownian motion of the
particles, the angular velocity of the particle is

$$
\begin{equation*}
\omega=\omega^{H}=\boldsymbol{\Omega}+\frac{1}{2} \mathbf{B}: \mathbf{S} \tag{6.21}
\end{equation*}
$$

where $\Omega=-\frac{1}{2} \varepsilon: \mathbf{W}$ is the angular velocity of the flow field at the infinity, $\mathbf{S}$ is the strain rate, $\mathbf{W}$ is the vorticity tensor of the fluid, and $\mathbf{B}$ is a third-order material tensor introduced by Bretherton [8]. The geometry of such particles (e.g. ellipsoids) and their interactions with the surrounding fluid are described by the third order tensor B instead of the single parameter often used for axisymmetric particles (spheroids). By using (6.19) it can obtained that

$$
\begin{equation*}
\nabla \cdot B=-2 \mathbf{F} \tag{6.22}
\end{equation*}
$$

in which

$$
\begin{equation*}
F_{i j}=\frac{1}{2}\left(\varepsilon_{i j k} B_{k j l}+\varepsilon_{k j l} B_{k i l}\right) \tag{6.23}
\end{equation*}
$$

Substituting the angular velocity (6.21) into the continuity equation (6.18), the probability conservation equation can be obtained as [106]

$$
\begin{equation*}
\frac{\partial \mathcal{N}}{\partial t}+W_{i j} R_{j \alpha} \frac{\partial \mathcal{N}}{\partial R_{i \alpha}}+\frac{1}{2} B_{j p q} E_{p q} \varepsilon_{k i j} R_{i \alpha} \frac{\partial \mathcal{N}}{\partial R_{j \alpha}}-\mathcal{N} E_{i j} F_{i j}=0 \tag{6.24}
\end{equation*}
$$

### 6.4 Algebraic restrictions on averaged orientation tensors

At an any given point in a particle-filled system, the state of orientation can be described with a forth and an eighth-order averaged orientation tensors, respectively defined by:

$$
\begin{align*}
<R_{i \alpha} R_{j \beta}> & =\int_{\text {orientation }} R_{i \alpha} R_{j \beta} \mathcal{N}(\mathbf{R}, t) d \tau  \tag{6.25}\\
<R_{i \alpha} R_{j \beta} R_{k \gamma} R_{l \delta}> & =\int_{\text {orientation }} R_{i \alpha} R_{j \beta} R_{k \gamma} R_{l \delta} \mathcal{N}(\mathbf{R}, t) d \tau \tag{6.26}
\end{align*}
$$

It is noticed that the average orientation tensor state does not change if switching each pair of indices in $\left\langle R_{i \alpha} R_{j \beta}\right\rangle$ and $\left\langle R_{i \alpha} R_{j \beta} R_{k \gamma} R_{l \delta}\right\rangle$

$$
\begin{equation*}
\left\langle R_{i \alpha} R_{j \beta}\right\rangle=\left\langle R_{j \beta} R_{i \alpha}\right\rangle \tag{6.27}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle R_{i \alpha} R_{j \beta} R_{k \gamma} R_{l \delta}\right\rangle & =\left\langle R_{j \beta} R_{i \alpha} R_{k \gamma} R_{l \delta}\right\rangle=\left\langle R_{k \gamma} R_{j \beta} R_{i \alpha} R_{l \delta}\right\rangle=\left\langle R_{l \delta} R_{j \beta} R_{k \gamma} R_{i \alpha}\right\rangle \\
& =\left\langle R_{i \alpha} R_{k \gamma} R_{j \beta} R_{l \delta}\right\rangle=\left\langle R_{i \alpha} R_{l \delta} R_{k \gamma} R_{j \beta}\right\rangle=\left\langle R_{i \alpha} R_{j \beta} R_{l \delta} R_{k \gamma}\right\rangle \tag{6.28}
\end{align*}
$$

Furthermore, since $\mathbf{R}^{\mathrm{T}} \cdot \mathbf{R}=\mathbf{R} \cdot \mathbf{R}^{\mathrm{T}}=\mathbf{I}$, the following relations can be obtained

$$
\begin{gather*}
\left\langle R_{31} R_{31}\right\rangle=1-\left(\left\langle R_{11} R_{11}\right\rangle+\left\langle R_{21} R_{21}\right\rangle\right)  \tag{6.29}\\
\left\langle R_{32} R_{32}\right\rangle=1-\left(\left\langle R_{12} R_{12}\right\rangle+\left\langle R_{22} R_{22}\right\rangle\right)  \tag{6.30}\\
\left\langle R_{33} R_{33}\right\rangle=1-\left(\left\langle R_{13} R_{13}\right\rangle+\left\langle R_{23} R_{23}\right\rangle\right)  \tag{6.31}\\
\left\langle R_{31} R_{32}\right\rangle=-\left(\left\langle R_{11} R_{12}\right\rangle+\left\langle R_{21} R_{22}\right\rangle\right)  \tag{6.32}\\
\left\langle R_{31} R_{33}\right\rangle=-\left(\left\langle R_{11} R_{13}\right\rangle+\left\langle R_{21} R_{23}\right\rangle\right)  \tag{6.33}\\
\left\langle R_{32} R_{31}\right\rangle=-\left(\left\langle R_{11} R_{13}\right\rangle+\left\langle R_{22} R_{23}\right\rangle\right) \tag{6.34}
\end{gather*}
$$

Using the symmetry and projection conditions, 39 independent entries of a can be listed by $\left\langle R_{11} R_{11}\right\rangle,\left\langle R_{11} R_{12}\right\rangle,\left\langle R_{11} R_{13}\right\rangle,\left\langle R_{11} R_{21}\right\rangle,\left\langle R_{11} R_{22}\right\rangle,\left\langle R_{11} R_{23}\right\rangle,\left\langle R_{11} R_{31}\right\rangle,\left\langle R_{11} R_{32}\right\rangle$, $\left\langle R_{11} R_{33}\right\rangle,\left\langle R_{12} R_{12}\right\rangle,\left\langle R_{12} R_{13}\right\rangle,\left\langle R_{12} R_{21}\right\rangle,\left\langle R_{12} R_{22}\right\rangle,\left\langle R_{12} R_{23}\right\rangle,\left\langle R_{12} R_{31}\right\rangle,\left\langle R_{12} R_{32}\right\rangle$, $\left\langle R_{12} R_{33}\right\rangle,\left\langle R_{13} R_{13}\right\rangle,\left\langle R_{13} R_{21}\right\rangle,\left\langle R_{13} R_{22}\right\rangle,\left\langle R_{13} R_{23}\right\rangle,\left\langle R_{13} R_{31}\right\rangle,\left\langle R_{13} R_{32}\right\rangle,\left\langle R_{13} R_{33}\right\rangle$, $\left\langle R_{21} R_{21}\right\rangle,\left\langle R_{21} R_{22}\right\rangle,\left\langle R_{21} R_{23}\right\rangle,\left\langle R_{21} R_{31}\right\rangle,\left\langle R_{21} R_{32}\right\rangle,\left\langle R_{21} R_{33}\right\rangle,\left\langle R_{22} R_{22}\right\rangle,\left\langle R_{22} R_{23}\right\rangle$, $\left\langle R_{22} R_{31}\right\rangle,\left\langle R_{22} R_{32}\right\rangle,\left\langle R_{22} R_{33}\right\rangle,\left\langle R_{23} R_{23}\right\rangle,\left\langle R_{23} R_{31}\right\rangle,\left\langle R_{23} R_{32}\right\rangle$, and $\left\langle R_{23} R_{33}\right\rangle$. Since

$$
\begin{equation*}
\operatorname{tr}\left\langle\mathbf{R}^{\mathrm{T}} \cdot \mathbf{R}\right\rangle=\operatorname{tr}\left\langle\mathbf{R} \cdot \mathbf{R}^{\mathrm{T}}\right\rangle=\operatorname{tr}(\mathbf{I})=3 \tag{6.35}
\end{equation*}
$$

the eighth order orientation tensor should also satisfy the following projection properties

$$
\begin{array}{r}
\left\langle R_{i \alpha} R_{i \alpha} R_{k \gamma} R_{l \delta}\right\rangle=\left\langle R_{i \alpha} R_{j \beta} R_{i \alpha} R_{l \delta}\right\rangle=\left\langle R_{i \alpha} R_{j \beta} R_{k \gamma} R_{i \alpha}\right\rangle \\
=\left\langle R_{i \alpha} R_{j \beta} R_{j \beta} R_{l \delta}\right\rangle=\left\langle R_{i \alpha} R_{j \beta} R_{k \gamma} R_{j \beta}\right\rangle=\left\langle R_{i \alpha} R_{j \beta} R_{k \gamma} R_{k \gamma}\right\rangle=3<\mathbf{R} \mathbf{R}> \tag{6.36}
\end{array}
$$

Similarly to the analysis of suspensions of axisymmetric particles, it is convenient from a computational view to use an alternative approach based on the moments of the probability distribution function. The derivation of equation (6.24) can be rewritten in terms of average orientation tensors. An evolution equation for the second moment of the probability distribution may be obtained by multiplying (6.24) by $\langle\mathbf{R R}\rangle$ and integrating over all orientations. The time derivative of the fourth order orientation tensor can be expressed as [106]

$$
\begin{align*}
& \frac{\partial\left\langle R_{s \gamma} R_{t \delta}\right\rangle}{\partial t}-W_{s m}\left\langle R_{m \gamma} R_{t \delta}\right\rangle+\left\langle R_{s \gamma} R_{m \delta}\right\rangle W_{m t} \\
= & -\frac{1}{2} \varepsilon_{\alpha \mu \gamma} B_{\alpha \beta \theta}^{0}\left\langle R_{s \mu} R_{t \delta} R_{p \beta} R_{q \theta}\right\rangle S_{p q}-\frac{1}{2} \varepsilon_{\alpha \mu \delta} B_{\alpha \beta \theta}^{0}\left\langle R_{s \gamma} R_{t \mu} R_{p \beta} R_{q \theta}\right\rangle S_{p q} \tag{6.37}
\end{align*}
$$

(6.37) gives the evolution of $\langle\mathbf{R R}\rangle$ in terms of $\langle\mathbf{R R R R}\rangle$. To solve the second moment equation describing the evolution of the particle orientation (6.37) it is necessary to know the eighth-order orientation tensor $\langle\mathbf{R R}\rangle$. Closure problems are introduced in (6.37) due to the unknown eighth-order orientation tensor $\langle\mathbf{R R R R}\rangle$. A fully symmetric quadratic model for the eighth-order tensor $\langle\mathbf{R R R R}\rangle$ is constructed in the following section.

### 6.5 Symmetry operator

According to the above discussion the only information available about the structure of the eighth-order tensor are its symmetry and projection properties. This indicates that higher
order tensors can be reconstructed form combinations of lower order tensors and the unit tensor. It is customary to make the following hypothesis

$$
\begin{equation*}
\langle\mathbf{R} \mathbf{R} \mathbf{R} \mathbf{R}\rangle=\mathbb{F}(\langle\mathbf{R} \mathbf{R}\rangle) \tag{6.38}
\end{equation*}
$$

The operator $\mathbb{F}$ should satisfy the six fold symmetry and six fold projection properties. To ensure the symmetry of the eighth-order tensor, a symmetry operator $S$ is introduced with six terms in the form of

$$
\begin{equation*}
\mathbf{S}(\mathbf{X}, \mathbf{Y})=\mathbf{X} \mathbf{Y}+\mathbf{X} \mathbf{Y}^{\mathrm{T} 23}+\mathbf{X} \mathbf{Y}^{\mathrm{T} 24}+\mathbf{X} \mathbf{Y}+\mathbf{Y} \mathbf{X}^{\mathrm{T} 23}+\mathbf{Y} \mathbf{X}^{\mathrm{T} 24} \tag{6.39}
\end{equation*}
$$

where $\mathbf{X Y}{ }^{\text {Txy }}$ indicates a switch of the $\mathbf{x}^{\text {th }}$ pair and $y^{\text {th }}$ pair of indices of the dyadic $\mathbf{X}, \mathbf{Y}$ and $\mathbf{X}$ and $\mathbf{Y}$ are symmetric forth-order tensor ( $\mathbf{X}=\mathbf{X}^{\mathrm{T} 12}$ and $\mathbf{Y}=\mathbf{Y}^{\mathrm{T} 12}$ ). Satisfaction of the six symmetry properties implies that the permutation of any pair of indices of a dyadic must give the same result. Thus, $\mathbf{S}(\mathbf{X}, \mathbf{Y})$ is a six-fold symmetry operator. Permuting all six combinations of indices can prove the symmetry property of $\mathbf{S}(\mathbf{X}, \mathbf{Y})$ by

$$
\begin{align*}
\mathbf{S}(\mathbf{X}, \mathbf{Y}) & =\mathbf{X}_{i \alpha j \beta} \mathbf{Y}_{k \gamma l \delta}+\mathbf{X}_{i \alpha k \gamma} \mathbf{Y}_{j \beta l \delta}+\mathbf{X}_{i \alpha l \delta} \mathbf{Y}_{k \gamma j \beta}+\mathbf{Y}_{i \alpha j \beta} \mathbf{X}_{k y l \delta}+\mathbf{Y}_{i \alpha k \gamma} \mathbf{X}_{j \beta l \delta}+\mathbf{Y}_{i \alpha l \delta} \mathbf{X}_{k \gamma j \beta} \\
& \stackrel{i \alpha \leftrightarrow j \beta}{=} \mathbf{X}_{j \beta i \alpha} \mathbf{Y}_{k \gamma l \delta}+\mathbf{X}_{j \beta k \gamma} \mathbf{Y}_{i \alpha l \delta}+\mathbf{X}_{j \beta l \delta} \mathbf{Y}_{k \gamma i \alpha}+\mathbf{Y}_{j \beta i \alpha} \mathbf{X}_{k \gamma l \delta}+\mathbf{Y}_{j \beta k \gamma} \mathbf{X}_{i \alpha l \delta}+\mathbf{Y}_{j \beta l \delta} \mathbf{X}_{k \gamma i \alpha} \\
& \stackrel{i \alpha \leftrightarrow k \gamma}{=} \mathbf{X}_{k \gamma j \beta} \mathbf{Y}_{i \alpha l \delta}+\mathbf{X}_{k \gamma i \alpha} \mathbf{Y}_{j \beta l \delta}+\mathbf{X}_{k \gamma l \delta} \mathbf{Y}_{i \alpha j \beta}+\mathbf{Y}_{k \gamma j \beta} \mathbf{X}_{i \alpha l \delta}+\mathbf{Y}_{k \gamma i \alpha} \mathbf{X}_{j \beta l \delta}+\mathbf{Y}_{k \gamma l \delta} \mathbf{X}_{i \alpha j \beta} \\
& \stackrel{\leftrightarrow}{=}{ }^{i \alpha} \mathbf{X}_{l \delta j \beta} \mathbf{Y}_{k \gamma i \alpha}+\mathbf{X}_{l \delta k \gamma} \mathbf{Y}_{j \beta i \alpha}+\mathbf{X}_{l \delta i \alpha} \mathbf{Y}_{k \gamma j \beta}+\mathbf{Y}_{l \delta j \beta} \mathbf{X}_{k \gamma i \alpha}+\mathbf{Y}_{l \delta k \gamma} \mathbf{X}_{j \beta i \alpha}+\mathbf{Y}_{l \delta i \alpha} \mathbf{X}_{k \gamma j \beta} \\
& \stackrel{j \beta \leftrightarrow k \gamma}{=} \mathbf{X}_{i \alpha k \gamma} \mathbf{Y}_{j \beta l \delta}+\mathbf{X}_{i \alpha j \beta} \mathbf{Y}_{k \gamma l \delta}+\mathbf{X}_{i \alpha l \delta} \mathbf{Y}_{j \beta k \gamma}+\mathbf{Y}_{i \alpha k \gamma} \mathbf{X}_{j \beta l \delta}+\mathbf{Y}_{i \alpha j \beta} \mathbf{X}_{k \gamma l \delta}+\mathbf{Y}_{i \alpha l \delta} \mathbf{X}_{j \beta k \gamma} \\
& \stackrel{j \beta \leftrightarrow l \delta}{=} \mathbf{X}_{i \alpha l \delta} \mathbf{Y}_{k \gamma j \beta}+\mathbf{X}_{i \alpha k \gamma} \mathbf{Y}_{l \delta j \beta}+\mathbf{X}_{i \alpha j \beta} \mathbf{Y}_{k \gamma l \delta}+\mathbf{Y}_{i \alpha l \delta} \mathbf{X}_{k \gamma j \beta}+\mathbf{Y}_{i \alpha k \gamma} \mathbf{X}_{l \delta j \beta}+\mathbf{Y}_{i \alpha j \beta} \mathbf{X}_{k \gamma l \delta} \\
& \stackrel{k \gamma \leftrightarrow l \delta}{=} \mathbf{X}_{i \alpha j \beta} \mathbf{Y}_{k \gamma l \delta}+\mathbf{X}_{i \alpha l \delta} \mathbf{Y}_{j \beta k \gamma}+\mathbf{X}_{i \alpha k \gamma} \mathbf{Y}_{l \delta j \beta}+\mathbf{X}_{i \alpha j \beta} \mathbf{Y}_{k \gamma l \delta}+\mathbf{X}_{i \alpha l \delta} \mathbf{Y}_{j \beta k \gamma}+\mathbf{X}_{i \alpha k \gamma} \mathbf{Y}_{l \delta j \beta} \tag{6.40}
\end{align*}
$$

where $\stackrel{i \alpha \leftrightarrow j \beta}{=}$ means to switch the indices of $i \alpha$ with $j \beta$.

### 6.6 Construction of the eighth-order orientation tensor

A fully symmetric quadratic closure model is constructed based on the hypothesis of equation (6.38). Four operators are needed to represent a closed form of (6.38):

$$
\begin{align*}
\mathrm{P}_{1} & =\mathrm{S}(\boldsymbol{\delta}, \boldsymbol{\delta})  \tag{6.41}\\
& =2\left(\delta_{i \alpha j \beta} \delta_{k \gamma l \delta}+\delta_{i \alpha k \gamma}\right)
\end{align*}
$$

$$
\begin{align*}
\mathrm{P}_{2}= & \mathrm{S}(\boldsymbol{\delta},\langle\mathbf{R} \mathbf{R}\rangle)  \tag{6.42}\\
= & {\left[\left\langle R_{i \alpha} R_{j \beta}\right\rangle \delta_{k \gamma l \delta}+\left\langle R_{i \alpha} R_{k \gamma}\right\rangle \delta_{j \beta l \delta}+\left\langle R_{i \alpha} R_{l \delta}\right\rangle \delta_{k \gamma j \beta^{+}}\right.} \\
& \left.\delta_{i \alpha j \beta}\left\langle R_{k \gamma} R_{l \delta}\right\rangle+\delta_{i \alpha k \gamma}\left\langle R_{j \beta} R_{l \delta}\right\rangle+\delta_{i \alpha l \delta}\left\langle R_{k \gamma} R_{j \beta}\right\rangle\right]
\end{align*}
$$

$$
\begin{equation*}
\mathbf{P}_{3}=\mathbf{S}(\langle\mathbf{R} \mathbf{R}\rangle,\langle\mathbf{R} \mathbf{R}\rangle) \tag{6.43}
\end{equation*}
$$

$$
=2\left(\delta_{i \alpha j \beta}\left\langle\mathbf{R}_{k \gamma} \mathbf{R}_{l \delta}\right\rangle+\delta_{i \alpha k \gamma}\left\langle\mathbf{R}_{j \beta} \mathbf{R}_{l \delta}\right\rangle+\delta_{i \alpha l \delta}\left\langle\mathbf{R}_{k \gamma} \mathbf{R}_{j \beta}\right\rangle\right)
$$

$$
\begin{equation*}
P_{4}=\mathrm{S}\left(\boldsymbol{\delta},\left(\langle\mathbf{R} \mathbf{R}\rangle:\langle\mathbf{R} \mathbf{R}\rangle^{\mathrm{T} 12}\right)\right) \tag{6.44}
\end{equation*}
$$

$$
=\delta_{i \alpha j \beta}\left\langle R_{k \gamma} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{l \delta}\right\rangle+\delta_{i \alpha k \gamma}\left\langle R_{j \beta} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{l \delta}\right\rangle
$$

$$
+\delta_{i \alpha l \delta}\left\langle R_{k \gamma} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{j \beta}\right\rangle+\left\langle R_{i \alpha} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{j \beta}\right\rangle \delta_{k \gamma l \delta}
$$

$$
+\left\langle R_{i \alpha} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{k \gamma}\right\rangle \delta_{j \beta l \delta}+\left\langle R_{i \alpha} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{l \delta}\right\rangle \delta_{k \gamma j \beta}
$$

where $P_{1}$ is a constant term, $P_{2}$ is a linear term of $\langle\mathbf{R} \mathbf{R}\rangle$, and both $P_{3}$, and $P_{4}$ are quadratic terms of $\langle\mathbf{R R}\rangle . \delta$ is a 4th order symmetry tensor with unit entries that transposes an arbitrary tensor under double dot product, i.e. $\boldsymbol{\delta}:\langle\mathbf{R} \mathbf{R R R}\rangle=\langle\mathbf{R} \mathbf{R} \mathbf{R} \mathbf{R}\rangle^{\mathrm{T} 12}$, and
$\langle\mathbf{R R R R}\rangle: \boldsymbol{\delta}=\langle\mathbf{R R R R}\rangle^{\text {T34 }}$. The components of $\boldsymbol{\delta}$ is shown as the followings:

$$
\boldsymbol{\delta}=\left(\begin{array}{l}
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)  \tag{6.45}\\
\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) \\
\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
\end{array}\right)
$$

The FSQ model is constructed out of a linear combination of two different terms. The first term contains the constant term and the linear terms of $\langle\mathbf{R R}\rangle$, the second contains constant term, and the linear and quadratic terms of 〈RR〉

$$
\begin{equation*}
\langle\mathbf{R R R R}\rangle_{1}=\alpha_{11} \mathrm{P}_{1}+\alpha_{12} \mathrm{P}_{2} \tag{6.46}
\end{equation*}
$$

$$
\begin{equation*}
\langle\mathbf{R R R R}\rangle_{2}=\alpha_{21} \mathrm{P}_{1}+\alpha_{23} \mathrm{P}_{3}+\alpha_{24} \mathrm{P}_{4} \tag{6.47}
\end{equation*}
$$

and the closure model is given by

$$
\begin{equation*}
\langle\mathbf{R R R R}\rangle=\mathbb{F}(\langle\mathbf{R R R R}\rangle)=\left(1-C_{2}\right)\langle\mathbf{R R R R}\rangle_{1}+C_{\mathbf{2}}\langle\mathbf{R R R R}\rangle_{2} \tag{6.48}
\end{equation*}
$$

$\langle\mathbf{R R R R}\rangle_{1}$ and $\langle\mathbf{R R R R}\rangle_{2}$ constructed by (6.46) and (6.47) are symmetric and the coefficients are selected so that contraction property (6.36) should be satisfied. After contraction of the linear closure and the quadratic closure that satisfy projection and symmetry properties the following coefficients can be obtained

$$
\begin{equation*}
\alpha_{11}=-\frac{9}{286} \tag{6.49}
\end{equation*}
$$

$$
\begin{gather*}
\alpha_{12}=\frac{3}{13}  \tag{6.50}\\
\alpha_{21}=-\frac{3\left(2 \mathrm{~J}_{2}-\mathrm{J}_{1}{ }^{2}\right)}{143 \mathrm{~J}_{1}}  \tag{6.51}\\
\alpha_{23}=-\frac{3}{2 \mathrm{~J}_{1}}  \tag{6.52}\\
\alpha_{24}=\frac{6}{13 \mathrm{~J}_{1}} \tag{6.53}
\end{gather*}
$$

in which $\mathrm{J}_{1}$, and $\mathrm{J}_{2}$ are the first two invariants of the fourth-order tensor $\langle\mathbf{R R}\rangle$ [110] with the following expressions

$$
\begin{equation*}
\mathrm{J}_{1}=-\operatorname{tr}(\langle\mathbf{R} \mathbf{R}\rangle) \tag{6.54}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{J}_{2}=-\frac{1}{2}\left(\left\langle R_{i \alpha} R_{i \alpha}\right\rangle\left\langle R_{j \beta} R_{j \beta}\right\rangle-\left\langle R_{i \alpha} R_{m \phi}\right\rangle\left\langle R_{m \phi} R_{i \alpha}\right\rangle\right) \tag{6.55}
\end{equation*}
$$

Substituting these coefficients into (6.46) and (6.47), the two terms of the closure model can be rewritten as

$$
\begin{gather*}
\langle\mathbf{R R R R}\rangle_{1}=-\frac{9}{286} S(\boldsymbol{\delta}, \boldsymbol{\delta})+\frac{3}{13} S(\boldsymbol{\delta}, \mathbf{a})  \tag{6.56}\\
\langle\mathbf{R R R R}\rangle_{2}=-\frac{3\left(2 \mathrm{~J}_{2}-\mathrm{J}_{1}^{2}\right)}{143 \mathrm{~J}_{1}} S(\boldsymbol{\delta}, \boldsymbol{\delta})-\frac{3}{2 \mathrm{~J}_{1}} S(\mathbf{a}, \mathbf{a})+\frac{6}{13 \mathrm{~J}_{1}} S(\boldsymbol{\delta},\langle\mathbf{R} \mathbf{R}\rangle) \tag{6.57}
\end{gather*}
$$

Substituting (6.56) and (6.57) into (6.48), the closure model for the fourth moment orientation tensor can be obtained as

$$
\begin{align*}
<\mathbf{R R R R}>= & \left(1-C_{2}\right)\left[-\frac{9}{286} S(\delta, \delta)+\frac{3}{13} S(\delta, a)\right]  \tag{6.58}\\
& +C_{2}\left[-\frac{3\left(2 \mathrm{~J}_{2}-\mathrm{J}_{1}^{2}\right)}{143 \mathrm{~J}_{1}} S(\delta, \delta)-\frac{3}{2 \mathrm{~J}_{1}} S(\mathrm{a}, \mathbf{a})+\frac{6}{13 \mathrm{~J}_{1}} S(\delta,\langle\mathbf{R R}\rangle)\right]
\end{align*}
$$

which preserve both the six-fold symmetry and six-fold projection properties.
For suspensions of spheroids, to satisfy the following sufficient condition for realizability of the orientation dyadic (i.e., microstructure), i.e.,

$$
\begin{equation*}
\mathbf{z} \cdot<\mathbf{p p}>\cdot \mathbf{z} \geq 0 \tag{6.59}
\end{equation*}
$$

$C_{2}$ has been shown to be

$$
\begin{equation*}
C_{2}=\frac{8+45 \mathrm{III}_{\mathbf{b}}}{18\left(1+9 I I I_{\mathbf{b}}\right)} \tag{6.60}
\end{equation*}
$$

in which $\mathbf{b}=\left\langle\mathbf{p p}>-\frac{1}{3} \delta\right.$ is the anisotropic orientation tensor for spheroids and $\mathrm{III}_{\mathbf{b}}=$ $\operatorname{tr}(\mathbf{b} \cdot \mathbf{b} \cdot \mathbf{b})$ the third invariant of $\mathbf{b}[111,112]$. For suspensions of non-axisymmetric particles, $C_{2}$ is still in development. The tensor calculation associated with this chapter can be found in Appendix A.

### 6.7 Conclusions

As suggested by Rallison [106], it may be practical to predict the microstructure of a suspension of rigid, non-axisymmetric particles by using the rotation operator as a state variable rather than the Euler angles. This research has identified a closure for the 4th-order moment of the orientation distribution function in terms of the 2 nd-order moment that satisfies all six-fold symmetry and projection properties of the exact 4th-order moment. This result may provide a means to improve the accuracy of estimating the rotary diffusion coefficient from return-to-isotropy experiments.

## CHAPTER 7

## PREDICTION OF FLOW-INDUCED

## ORIENTATION AND SPATIAL

## MIGRATION OF PARTICLES

### 7.1 Introduction

Particle migrations in suspension flows are of importance to a variety of scientific and engineering applications, e.g. the transport of sediments, chromotography, composite materials processing, sequestration processes in porous media, and secondary oil recovery techniques. For suspensions with micron size particles, for which inertia effects and Brownian diffusion can be neglected, the interaction between the particles adds a random component to their motion that is additional to the deterministic translation along streaming in the slow viscous environment. This random component results in migration of particles, which was first identified by Leighton [113]. Some valuable information on the many-
particle interactions have been simulated by Stokesian Dynamics and boundary element methods [72, 114-118]. The experiments of Segré and Silberberg [119, 120] have large influence on fluid mechanics studies of migration and lift of particles. They studied the migration of dilute suspensions of neutrally buoyant spheres in a pipe flow at Reynolds numbers between 2 and 700. The particles migrate from the wall and centerline and accumulate at about 0.6 of a pipe radius from the centerline. Karnis et al., verified the same phenomenon and observed that particles migrate faster for larger flow rate and closer to the axis for the larger rigid sphere. Aubert et al. $[121,122]$ found that there were some forms of migration in all flows, curved or uncurved; however, in parallel flows he found that there could be no migration perpendicular to the direction of flow; that is, the polymer just lags or precedes the flow along a single streamline. He found further that cross-streamline migration occurs in curvilinear (e.g., circular Couette) flow when he approximated the curved flow as a quadratic. Flow-induced polymer migration is treated in a rather intuitive though mathematically formal way by Sekhon et al. to study the effects due to the hydrodynamic interaction as well as flow geometry [123].

Two different approaches have been used to develop models capable of describing various multiphase flow regimes. The first case is known as the Dilute phase approach, also called the Lagrangian approach, in which the fluid phase is treated as a continuum and the particle trajectories are calculated for the equation of particle motions. Lagrangian method is used in modelling the dynamics of a single particle or a dilute suspension [10, 14, 124, 125]. The second approach is known as the Dense phase approach, sometimes also called the Eulerian (or two-fluid) approach. In this approach, each phase (or component) directly influences the motion and the behavior of the other phase and the par-
ticle phase also is treated as a continuum. This method is used widely in fluidization [126], gas-solid flows [127], pneumatic conveying [128], and suspensions [129].

Two continuum theories are developed in the dense phase approach: Mixture theory and Averaging theory [130]. Both theories are based on the assumption that each phase may be mathematically described as a continuum. The ideas of Mixture theory can be traced back to the branch of mechanics [131-134]. The fundamental assumption in Mixture theory is that at any instant time, all phases are present at every material point. In contrast, the Averaging method directly modifies the classical transport equations to account for the discontinuities for 'jump' conditions at moving boundaries between the phases [135, 136]. The modified balance equations must then be averaged in either space, time or statistical to arrive at an acceptable local form [23,137,138]. Some difference of the equations of two-fluid by Mixture theory and by Ensemble Average theory can be found in [134].

Three essential parts are composed of the formulation in the Eulerian approach: the derivation of field equations, constitutive equations, and interfacial conditions. The field equations state the conservation principles for, e.g. the mass, momentum, and energy. Constitutive equations close the equation system by taking into account the structure of the flow field and material properties by experiment correlations. It's noted that both of the Mixture approach and the Averaging approach are not closed and methods of closure, or the constitutive equations for the interaction terms, are required to put the equations of motion into a form suitable for application. Because of its close relation to measuring techniques, the Averaging method is most widely used in the multiphase flows.

### 7.2 Hydrodynamics of ensembles of particles

### 7.2.1 Theory of ensemble averaging

As mentioned in the previous section, there are several kinds of averaging methods, i.e., time average, volume average, and ensemble average can be applied in the average approach to solve for the multiphase flow. Comparing with the other averaging methods, ensemble averaging method has some advantages and is widely used in the current analysis of multiphase flow [23,134,135,139,140]. First, the data acquired by time and/or volume averaging can be easily used as the "sample" of the ensemble. Second, ensemble averaging does not require that a control volume contain a large number of particles in any given realization. Third, ensemble averaging is easily implemented. Forth, the ensemble average allows for that all realizations are only approximations of the ideal. Detail information on the ensemble average is given by Drew and Passman [135]. The definition of ensemble average is

$$
\begin{equation*}
\bar{f}(\mathbf{x}, t)=\int_{\epsilon} f(\mathbf{x}, t ; \mu) d m(\mu) \tag{7.1}
\end{equation*}
$$

where $d m(\cdot)$ is the density for the measure (probability) on the set of all precesses $\epsilon$. Some results can be applied to the ensemble average in order to average the equations of motion:
(1) Reynolds rules

$$
\begin{equation*}
\overline{c_{1} f_{1}+c_{2} f_{2}}=c_{1} \overline{f_{1}}+c_{2} \overline{f_{2}} \tag{7.2}
\end{equation*}
$$

(2) Treating generalized function

$$
\begin{equation*}
\int_{\Omega} \phi(\mathbf{x}, t) \frac{\partial f(\mathbf{x}, t)}{\partial t} d v d t=-\int_{\Omega} \frac{\partial \phi(\mathbf{x}, t)}{\partial t} f(\mathbf{x}, t) d v d t \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \phi(\mathbf{x}, t) \nabla f(\mathbf{x}, t) d v d t=-\int_{\Omega} \nabla \phi(\mathbf{x}, t) f(\mathbf{x}, t) d v d t \tag{7.4}
\end{equation*}
$$

in which $\phi$ is a test function belongs to $\Phi, \Omega$ a compact set in space and time to support $\phi \in \Phi$.
(3) Interface Delta function and Topological Equation

$$
\begin{equation*}
\frac{\partial X_{k}}{\partial n}=\mathbf{n}_{k} \cdot \nabla X_{k} \tag{7.5}
\end{equation*}
$$

This is the interface Delta function where $X_{k}$ is the characteristic function as

$$
X_{k}(\mathbf{x}, t)= \begin{cases}1 & \text { if phase } k \text { occupies } \mathbf{x}  \tag{7.6}\\ 0 & \text { otherwise }\end{cases}
$$

The Topological equation is

$$
\begin{equation*}
\frac{\partial X_{k}}{\partial t}+\mathbf{v}_{i} \cdot \nabla X_{k}=0 \tag{7.7}
\end{equation*}
$$

(4) Gauss and Leibniz rules

$$
\begin{align*}
\overline{X_{k} \nabla f} & =\overline{\nabla X_{k} f}-\overline{f \nabla X_{k}} \\
& =\nabla \overline{\left(X_{k} f\right)}-\overline{f_{k i} \nabla X_{k}} \tag{7.8}
\end{align*}
$$

This is called the Gauss rule in which $f_{k i}$ is the value of the function $f$ evaluated on the component $k$ side of the interface.

Similarly, the Leibnitz rule is

$$
\begin{align*}
\overline{X_{k} \frac{\partial f}{\partial t}} & =\frac{\overline{\partial X_{k} f}}{\partial t}-\overline{f \frac{\partial X_{k}}{\partial t}} \\
& =\frac{\partial \overline{X_{k} f}}{\partial t}-\overline{f_{k i} \frac{\partial X_{k}}{\partial t}} \tag{7.9}
\end{align*}
$$

### 7.2.2 Averaged balanced equations

A two-fluid model is used in the balanced of mass, and momentum equations can be obtained by taking the product of the balanced equations with the phase indicator, $X_{k}$, manipulating using the product rule for differentiation, and then performing the averaging process. Mass balanced equation can be written as

$$
\begin{equation*}
\frac{\overline{X_{k} \rho}}{\partial t}+\nabla \cdot \overline{X_{k} \rho \mathbf{v}}=\overline{\rho\left(\frac{\partial X_{k}}{\partial t}+\mathbf{v} \cdot \nabla X_{k}\right)} \tag{7.10}
\end{equation*}
$$

By using the topological equation 7.7, the right-hand side can be reduced to

$$
\begin{equation*}
\Gamma_{k}=\overline{\left[\rho\left(\mathbf{v}-\mathbf{v}_{\mathbf{i}}\right)\right] \cdot \nabla X_{k}} \tag{7.11}
\end{equation*}
$$

This is the interfacial source of mass due to the phase change. If $\left(\mathbf{v}-\mathbf{v}_{\mathbf{i}}\right) \cdot \mathbf{n}=0$, then $\Gamma_{k}=0$. The averaged density and averaged velocity of phase $k$ can be defined by

$$
\begin{gather*}
\alpha_{k} \bar{\rho}_{k}=\overline{X_{k} \rho}  \tag{7.12}\\
\alpha_{k} \bar{\rho}_{k} \overline{\mathbf{v}}_{k}=\overline{X_{k} \rho \mathbf{v}} \tag{7.13}
\end{gather*}
$$

Substituting (7.11-7.13) into (7.10), the averaged balanced of mass for the phase $k$ can be obtained by

$$
\begin{equation*}
\frac{\partial \alpha_{k} \bar{\rho}_{k}}{\partial t}+\nabla \cdot \alpha_{k} \bar{\rho}_{k} \overline{\mathbf{v}}_{k}=\boldsymbol{\Gamma}_{k} \tag{7.14}
\end{equation*}
$$

Multiplying the equation of balance of momentum by $X_{k}$ and taking average to it, the averaged momentum equation for phase $k$ can be obtained

$$
\begin{equation*}
\frac{\partial \overline{X_{k} \rho \mathbf{v}}}{\partial t}+\nabla \cdot \overline{X_{k} \rho \mathbf{v v}}=\nabla \cdot \overline{X_{k} \mathbf{T}}+\overline{X_{k} \rho \mathbf{g}}+\overline{\rho \mathbf{v}\left[\left(\mathbf{v}-\mathbf{v}_{i}\right) \cdot \nabla X_{k}\right]-\mathbf{T} \cdot \nabla X_{k}} \tag{7.15}
\end{equation*}
$$

in which $\mathbf{T}$ is the stress tensor, and $\mathbf{g}$ is the body force, e.g., gravity and magnesium. Defining the averaged stress by

$$
\begin{equation*}
\alpha_{k} \overline{\mathbf{T}}_{k}=\overline{X_{k} \mathbf{T}} \tag{7.16}
\end{equation*}
$$

the Reynolds stress by

$$
\begin{equation*}
\alpha_{k} \mathbf{T}_{k}^{R e}=-\overline{X_{k} \rho \mathbf{v}_{k}^{\prime} \mathbf{v}_{k}^{\prime}} \tag{7.17}
\end{equation*}
$$

the interfacial velocity by

$$
\begin{equation*}
\mathbf{v}_{k i}^{m}=\overline{\rho \mathbf{v}\left(\mathbf{v}-\mathbf{v}_{i}\right) \cdot \nabla X_{k}} \tag{7.18}
\end{equation*}
$$

and the interfacial force by

$$
\begin{equation*}
\mathbf{M}_{k}=-\overline{\mathbf{T} \cdot \nabla X_{k}} \tag{7.19}
\end{equation*}
$$

finally the equation of balance of momentum can be reduced to

$$
\begin{equation*}
\frac{\partial \alpha_{k} \bar{\rho}_{k} \overline{\mathbf{v}}_{k}}{\partial t}+\nabla \cdot \alpha_{k} \bar{\rho}_{k} \overline{\mathbf{v}}_{k} \overline{\mathbf{v}}_{k}=\nabla \cdot \alpha_{k}\left(\overline{\mathbf{T}}_{k}+\mathbf{T}_{k}^{R e}\right)+\alpha_{k} \bar{\rho}_{k} \mathbf{g}+\mathbf{M}_{k}+\mathbf{v}_{k i}^{m} \Gamma_{k} \tag{7.20}
\end{equation*}
$$

### 7.3 Equations of motion and orientation for a dilute sus-

## pension

To distinguish each constituent of two-phase flows, subscripts " $f$ " and " $s$ " are used to represent the continuous phase (fluid) and the solid phase (particle) respectively. If the concentration of the solid phase is $\alpha$, the concentration of the fluid phase will be

$$
\begin{equation*}
\alpha_{f}=1-\alpha_{s}=1-\alpha \tag{7.21}
\end{equation*}
$$

The "-" over the variables means ensemble averaged quantities. For convenience, the overline may be taken off to yield simpler expressions. Assuming $\Gamma_{d / f}=0$, the conversation equations for mass of the constituents are

$$
\begin{align*}
\frac{\partial \alpha}{\partial t}+\nabla \cdot \alpha \mathbf{v}_{s} & =0  \tag{7.22}\\
\frac{\partial(1-\alpha)}{\partial t}+\nabla \cdot(1-\alpha) \mathbf{v}_{f} & =0 \tag{7.23}
\end{align*}
$$

The corresponding equations of momentum for the dilute suspension are of the form

$$
\begin{align*}
\alpha \rho_{s}\left(\frac{\partial \mathbf{v}_{s}}{\partial t}+\mathbf{v}_{s} \cdot \nabla \mathbf{v}_{s}\right) & =\nabla \cdot \alpha \mathbf{T}_{s}+\alpha \rho_{s} \mathbf{g}+\mathbf{M}_{s}  \tag{7.24}\\
(1-\alpha) \rho_{f}\left(\frac{\partial \mathbf{v}_{f}}{\partial t}+\mathbf{v}_{f} \cdot \nabla \mathbf{v}_{f}\right) & =\nabla \cdot(1-\alpha) \mathbf{T}_{f}+\alpha \rho_{f} \mathbf{g}-\mathbf{M}_{s} \tag{7.25}
\end{align*}
$$

In the above, $\alpha$ is the concentration of the solid phase. $\rho_{s}$, and $\rho_{f}$ are the partial densities of the solid and fluid phase respectively; the mass weighted averaged of solid and fluid velocity are $\mathbf{v}_{s}$ and $\mathbf{v}_{f}$ respectively; the phase interaction force per unit volume is denoted by $\mathbf{M}_{s}$ and the mass-weighted stress for the solid and fluid phase are $\mathbf{T}_{s}$ and $\mathbf{T}_{s}$ respectively.

For dilute suspensions, the interaction between the particles is negligible. According to (6.10) the orientation of the particles can be written as

$$
\begin{equation*}
\frac{\mathrm{D} \mathbf{a}}{\mathrm{D} t}=-\mathbf{W} \cdot \mathbf{a}-\mathbf{a} \cdot \mathbf{W}^{\mathrm{T}}+\lambda(\mathbf{S} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{S}-2 \mathbf{S}: \mathbf{A}) \tag{7.26}
\end{equation*}
$$

### 7.4 Stress model

It is noted that the averaged balanced equations are not closed. In order to make the above equations solvable, constitutive relations must be obtained for the phase interaction force and the phase stresses. There are many distinctly different modes. Hwang and Shen [141, 142] provided a derivation of the solid phase stress using a a control volume/control surface approach. Consider a mixture of an incompressible Newtonian fluid and rigid particles with a uniform size. The fluid and solid phase stress may be decomposed, respectively, as

$$
\begin{equation*}
\mathbf{T}_{f}=-p_{f} \mathbf{I}+\mathbf{T}_{f}^{\prime} \tag{7.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}_{s}=-p_{s} \mathbf{I}+\mathbf{T}_{s}^{\prime} \tag{7.28}
\end{equation*}
$$

where $-p_{f}$ and $-p_{s}$ are the phase pressures, I is the unit tensor, and $\mathbf{T}_{s}^{\prime}$ and $\mathbf{T}_{f}^{\prime}$ the deviatoric parts of the phase stresses. The deviatoric parts of the phases can be decomposed, respectively, as

$$
\begin{equation*}
\mathbf{T}_{f}^{\prime}=\mathbf{T}_{v}+\mathbf{T}_{t} \tag{7.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{T}_{s}^{\prime}=\mathbf{T}_{c}+\mathbf{T}_{k}+\mathbf{T}_{p} \tag{7.30}
\end{equation*}
$$

in which $\mathbf{T}_{\nu}$ is the fluid viscous stress, $\mathbf{T}_{t}$ the fluid turbulence stress (or Reynolds stress), $\mathbf{T}_{c}$ the collision/contact stress, $\mathbf{T}_{k}$ the kinetic stress (equivalent to the solid turbulence stress) and $\mathbf{T}_{p}$ the particle-presence stress resulting from the hydrodynamic forces acting on the particles.

Consider dilute suspensions of rigid particles in an incompressible Newtonian flows at a low Reynolds number. Due to the low Reynolds number, the fluid is laminar. Hence

$$
\begin{equation*}
\mathbf{T}_{t}=\mathbf{0} \tag{7.31}
\end{equation*}
$$

For dilute suspensions, the concentration of the particle approaches zero so that there is no particle collisions, consequently

$$
\begin{equation*}
\mathbf{T}_{c}=\mathbf{0} \tag{7.32}
\end{equation*}
$$

Furthermore, driven by a laminar fluid motion and a stationary body force, particles do not fluctuate. In the absence of particle collision induced random motion, this implies

$$
\begin{equation*}
\mathbf{T}_{k}=\mathbf{0} \tag{7.33}
\end{equation*}
$$

For the Newtonian fluid considered here there shear stress is well defined as

$$
\begin{equation*}
\mathbf{T}_{v}=\frac{\mu}{2}\left[\nabla \mathbf{v}_{f}+\left(\nabla \mathbf{v}_{f}\right)^{\mathbf{T}}\right] \tag{7.34}
\end{equation*}
$$

The physical interpretation for $\mathbf{T}_{p}$ was first given by Batchelor [21,143] using a volume averaging concept. The resulting stress has the following form

$$
\begin{equation*}
T_{p i j}=\frac{1}{V_{0}}\left(\int_{A_{0}} \Sigma_{i k} n_{k} r_{j} d A-\int_{V_{0}} \partial_{k} \Sigma_{i k} r_{j} d V\right) \tag{7.35}
\end{equation*}
$$

where $V_{0}$ and $A_{0}$ are the volume and the surface of a single particle, $\Sigma_{i k}$ the hydrodynamically induced local stress at $d A$ on the surface of a particle or at $d V$ in side a particle, $n_{k}$ is the $k$ th component of a unit outward normal on the particle's surface and $r_{j}$ is the $j$ th component of the position vector of the infinitesimals $d A$ or $d V$. The averaged particle stress for uniform suspensions of ellipsoids with neglecting the inertia force is written as

$$
\begin{equation*}
\mathbf{T}_{p}=k \mathbf{A}: \mathbf{S} \tag{7.36}
\end{equation*}
$$

in which $\mathbf{A}$ is the forth order orientation tensor of the particles, $k$ a factor depending on the fiber length and the fiber concentration. The expression for $k$ is

$$
\begin{equation*}
k=\frac{\pi \mu_{f} v L^{3}}{6 \ln 2 L / d} f(\varepsilon) \tag{7.37}
\end{equation*}
$$

where $\nu L^{3}$ the volume fraction of the particles, $f(\varepsilon)=\frac{1}{1-1.5 \varepsilon}$, and $\varepsilon=[\ln 2 L / d]^{-1}$. The concentration ratio of the particle in suspension is

$$
\begin{equation*}
\alpha=\pi d^{2} L v / 4=\pi v L^{3} /\left(4 \alpha_{p}^{2}\right) \tag{7.38}
\end{equation*}
$$

in which $\alpha_{p}=L / d$ is the aspect ratio of the particle. It can be seen that the factor $k$ depends more on the concentration ratio of the particles [107].

An alternative formulation of the solid phase stress is given by Hwang and Shen [141] based on the concept of utilizing a control surface and considering stress as the force per
unit area on such a surface. The resulting formulation of this stress is identical to Batchelor's [21]. Because the stress components $\mathbf{T}_{k}$ and $\mathbf{T}_{c}$ are strictly modelled from the momentum transfer rate across a control surface, it is different from volume-averaging of internal solid stress. In order to be consistent with the concept of deriving $\mathbf{T}_{k}$ and $\mathbf{T}_{c}$, a control volume/control surface approach is adopted to derive the particle-presence stress $\mathbf{T}_{p}$ by Hwang and Shen [141]. The form of particle-presence stress is

$$
\begin{align*}
T_{p i j} & =\frac{n}{\alpha}\left(\int_{A_{0}} \Sigma_{i k} n_{k} r_{j} d A-\int_{V_{0}} \partial_{k} \Sigma_{i k} r_{j} d V\right)  \tag{7.39}\\
& =\frac{1}{V_{0}}\left(\int_{A_{0}} \Sigma_{i k} n_{k} r_{j} d A-\int_{V_{0}} \partial_{k} \Sigma_{i k} r_{j} d V\right) \tag{7.40}
\end{align*}
$$

which is identical to Batchelor's [21] result for a slow flow of a dilute uniform fluid-solid mixture. For this flow, the particle-presence pressure is the form

$$
\begin{equation*}
p_{p}=\frac{R^{3}}{3 V_{0}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} p \sin \phi d \phi d \theta \tag{7.41}
\end{equation*}
$$

### 7.5 Interfacial force

In [142], the derivation of the phase interaction term $\mathbf{M}_{s}$ is provided based on the same concept of control volume/control surface approach used in deriving $\mathbf{T}_{p}$. The form of $\mathbf{M}_{s}$ is

$$
\begin{equation*}
\mathbf{M}_{s}=\frac{\alpha}{V_{0}} \mathbf{h}-\nabla \cdot\left(\alpha \mathbf{T}_{p}\right) \tag{7.42}
\end{equation*}
$$

where $\mathbf{h}$ is the hydrodynamic force, acting on a single particle, $V_{0}$ the volume of a single particle. For a dilute mixture, $h$ is approximated by hydrodynamic forces of a single particle in an infinite fluid flow. With the additional assumption of low Reynolds number of the
particle and fluid, $h$ is composed of several contribution as the follows:

$$
\begin{equation*}
\mathbf{h}=\mathbf{f}_{s}+\mathbf{f}_{a}+V_{0} \nabla \cdot \mathbf{T}_{f} \tag{7.43}
\end{equation*}
$$

in which $\mathbf{f}_{s}$ is the Stokes drag acting on a particle, $\mathbf{f}_{a}$ the additional forces including the added mass effect, the Basset force [75] and the Saffman [144] force due to the fluid inertia. Substituting (7.43) into (7.42), the phase interaction is given by

$$
\begin{equation*}
\mathbf{M}_{s}=\frac{\alpha}{V_{0}}\left(\mathbf{f}_{s}+\mathbf{f}_{a}\right)+\alpha \nabla \cdot \mathbf{T}_{f}-\nabla \cdot\left(\alpha \mathbf{T}_{p}\right) \tag{7.44}
\end{equation*}
$$

The analytical hydrodynamic force on a single particle suspending in unbounded creeping flows with a constant velocity gradient is derived in Chapter 2. Induced by the linear shear flow the particle may rotate and translate inside the flow. The hydrodynamic force described in the rotating coordinate system is

$$
\begin{equation*}
\mathbf{f}_{s}^{\prime}=\mathbf{K}^{\prime}\left(\mathbf{v}_{f}^{\prime}-\mathbf{v}_{s}^{\prime}\right) \tag{7.45}
\end{equation*}
$$

where $\mathbf{v}_{f}^{\prime}$ and $\mathbf{v}_{s}^{\prime}$ are the velocities of the surrounding fluid and particle respectively, $\mathbf{K}^{\prime}$ is a resistance tensor. If a spheroid suspending in linear shear flow with no slip boundary at the interface, $\mathbf{K}^{\prime}$ is given as

$$
\mathbf{K}^{\prime}=-\frac{6}{5} \pi r_{0} \mu\left(\begin{array}{ccc}
-5+2 \varepsilon & 0 & 0  \tag{7.46}\\
0 & -5+2 \varepsilon & 0 \\
0 & 0 & -5+\varepsilon
\end{array}\right)
$$

where $\varepsilon$ is the deformation coefficient defined in Chapter 2. The hydrodynamic force described in the fixed coordinate system has the form

$$
\begin{align*}
\mathbf{f}_{s} & =\mathbf{K}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)  \tag{7.47}\\
& =\mathbf{R}^{\mathbf{T}} \cdot \mathbf{K}^{\prime} \cdot \mathbf{R}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right) \tag{7.48}
\end{align*}
$$

in which $\mathbf{R}^{\mathrm{T}}$ is the transformation matrix between the rotating coordinate system and the fixed coordinate system, defined in (2.78). It is known that the orientation of the particle is defined by

$$
\mathbf{p}=\left(\begin{array}{c}
\sin \theta \sin \phi  \tag{7.49}\\
-\sin \theta \cos \phi \\
\cos \theta
\end{array}\right)
$$

Hence, the dyadic of pp is

$$
\begin{align*}
\mathbf{a} & =\mathbf{p p} \\
& =\left(\begin{array}{ccc}
\sin ^{2} \theta \sin ^{2} \phi & -\cos \phi \sin ^{2} \theta \sin \phi & \cos \theta \sin \theta \sin \phi \\
-\cos \phi \sin ^{2} \theta \sin \phi & \cos ^{2} \phi \sin ^{2} \theta & -\cos \theta \cos \phi \sin \theta \\
\cos \theta \sin \theta \sin \phi & -\cos \theta \cos \phi \sin \theta & \cos ^{2} \theta
\end{array}\right) \tag{7.50}
\end{align*}
$$

Substituting (2.78) into (7.47) and comparing with (7.50), then

$$
\begin{equation*}
\mathbf{K}=-\frac{6}{5} \pi r_{0} \mu[(-5+2 \varepsilon) \mathbf{I}-\varepsilon \mathbf{a}] \tag{7.51}
\end{equation*}
$$

If the influence of addition force acting on spheroids is not considered for a general transient flow, the phase interfacial force can be written as the follows:

$$
\begin{equation*}
\mathbf{M}_{s}=\frac{\alpha}{V_{0}}\left[\mathbf{K}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)\right]+\alpha \nabla \cdot \mathbf{T}_{f}-\nabla \cdot\left(\mathbf{T}_{p}\right) \tag{7.52}
\end{equation*}
$$

where $V_{0}=\frac{4}{3} \pi r_{0}^{3}(1-\varepsilon)$ for a spheroid. From (7.52), it can been seen that the interaction force on the particles depends on the velocity difference between the solid phase and the fluid phase, the averaged orientation of the particles, the viscous stress term, and the particle stress term. As discussed in Chapter 2, the variable $\varepsilon$ in (7.51) is the deformation of a particle from a sphere. The $\mathbf{K}$ matrix is accurate to $O\left(\varepsilon^{2}\right)$. Hence, the model for the interfacial force on the particles shown by (7.52) is valid for a small number of $\varepsilon$.

### 7.6 Summery

A numerical model is developed to describe solid-fluid two phase flows using a continuum approach. A so-called Eulerian-Eulerian technique is adopted to deal with the motion of the spherical particles and Newtonian fluid. Based on the moments of the distribution function, the evolution of the second moment of the orientation tensor is used to govern the orientation of particles statistically. The concept of control volume/control surface method is used to develop closure models for the stresses and interfacial force on the particles. The model for the interfacial force is valid for small deformation of the particles from spheres.

## CHAPTER 8

## SIMULATION OF THE FLOW

## INDUCED FIBER ORIENTATION

## AND MIGRATION USING A FINITE

## ELEMENT METHOD

### 8.1 Governing equations for 2-dimension problems

### 8.1.1 Basic assumptions

In this chapter, a simple 2-dimensional problem is investigated by using the finite element method to solve the governing equations. According to the governing equations of the dilute suspension system introduced in Chapter 7, some further assumptions are taken into account to build the equations of motion for the 2-dimensional problems.

Velocities of the fluid and the particles in the x direction are assumed to be zeros. Particles rotates in the $y-z$ plane induced by the surrounding flow fields. Due to their weak contributions the components of the orientation state a, i.g. $a_{x y}$ and $a_{x z}$ and the components of the particle stress term $T_{p x x}, T_{p x y}$, and $T_{p x z}$ are assumed to be zeros. Even though the normal stress component $T_{p x x}$ is not exact zeros for the FSQ closure model, it is negligible compared with the effect of the magnitudes of the other components, i.g. $T_{p y y}, T_{p y z}$, and $T_{p z z}$. According to the normalization condition of the orientation of a particle, the component of $a_{x x}$ can be determined by $a_{x x}=1-a_{y y}-a_{z z}$. Therefore for 2-dimensional problems, both the velocity field of fluids and particles have two independent entries $v_{f y}$, $v_{f z}$ and $v_{s y}, v_{s z}$; due to the symmetric property $a_{y z}=a_{z y}$ and the normalization condition $a_{x x}=1-a_{y y}-a_{z z}$, the average orientation tensor a has three independent entries, i.g. $a_{y y}, a_{z z}$, and $a_{y z}$; only three independent entries $T_{p y y}, T_{p z z}$, and $T_{p y z}$ are evaluated for the particle stress term $\mathbf{T}_{\boldsymbol{p}}$. Including the concentration ratio of the particles and the pressure of the fluid, there are totally $\mathbf{1 2}$ unknowns for the 2-dimensional suspension system, namely $v_{s y}, v_{s z}, v_{f y}, v_{f z}, T_{p y y}, T_{p z z}, T_{p y z}, a_{y y}, a_{z z}, a_{y z}, \alpha$, and $p_{f}$.

The fourth order orientation tensor $\mathbf{A}$ in (7.26) and (7.36) requires a closure model for it. The fully symmetry model $[102,103,145]$ developed at Michigan State University is applied in the following simulations. This closure model retains all the six symmetry and projection properties of the fourth order tensor. Different forms of this model have been discussed in the work of Mandal [145]. Herein, only linear and quadratic terms in the fully symmetric model are considered (the so-called FSQ model) in implementing the equations. The coefficient $C_{2}$ in the FSQ model depends on the third invariant III $_{\mathrm{b}}$ of the anisotropic part of the averaged orientation tensor [111,112]. It has been noticed that when $C_{2}=0.37$,
the closure model can provide pretty good results for simple shear flows as well as other different flow field, i.g. uniaxial flow [145]. For simplicity a constant value of $C_{2}=0.37$ is selected in the FSQ model.

The computed microstructure can be interpreted with the help of eigenvalues and eigenvectors of $\mathbf{a}$. The eigenvalues of a has the property of $1 / 3 \leq \lambda \leq 1.0$, in which $\lambda_{\max }$ is the maximum eigenvalue in the domain. Furthermore, if $\lambda \simeq 1$ (i.e. $\lambda_{\text {min }} \simeq 0.0$ ), fibers are aligned in the direction of corresponding eigen vector. On the other hand, if $\lambda_{\max } \simeq 1 / 3$ (i.e. $\lambda_{\text {min }} \simeq 1 / 3$ ), fibers are orientated randomly in all directions. Setting $\mathbf{e}_{\text {max }}$ as the normalized eigen vector associated with the maximum eigenvalue, the microstructure has been interpreted by plotting $\left(\lambda_{\max }-\frac{1}{3}\right) / \frac{2}{3}$. This will result in a vector of zero length for a random orientation state and unit length for a uniaxial alignment state.

### 8.1.2 Governing equations

The simplified governing equations for the migration and alignment of ellipsoidal particles are presented below.
(1) Continuity equation of solids

Vector form:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}+\nabla \cdot\left(\alpha \mathbf{v}_{s}\right)=0 \tag{8.1}
\end{equation*}
$$

Component form:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}+\alpha\left(\frac{\partial v_{s y}}{\partial y}+\frac{\partial v_{s z}}{\partial z}\right)+\left(v_{s y} \frac{\partial \alpha}{\partial y}+v_{s z} \frac{\partial \alpha}{\partial z}\right)=0 \tag{8.2}
\end{equation*}
$$

(2) Continuity equation of fluids

Vector form:

$$
\begin{equation*}
\frac{\partial(1-\alpha)}{\partial t}+\nabla \cdot\left[(1-\alpha) \mathbf{v}_{f}\right]=0 \tag{8.3}
\end{equation*}
$$

Component form:

$$
\begin{equation*}
-\frac{\partial \alpha}{\partial t}+(1-\alpha)\left(\frac{\partial v_{f y}}{\partial y}+\frac{\partial v_{f z}}{\partial z}\right)-\left(v_{f y} \frac{\partial \alpha}{\partial y}+v_{f z} \frac{\partial \alpha}{\partial z}\right)=0 \tag{8.4}
\end{equation*}
$$

(3) Momentum equations of solids

Vector form:

$$
\begin{gather*}
\rho_{s} \alpha\left(\frac{\partial \mathbf{v}_{s}}{\partial t}+\mathbf{v}_{s} \cdot \nabla \mathbf{v}_{s}\right)-\frac{\alpha}{V_{0}} \mathbf{K}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\alpha \nabla \cdot\left[-p_{f} \mathbf{I}+2 \mu_{f} \nabla \mathbf{S}\right]-\rho_{s} \alpha \mathbf{g}=0  \tag{8.5}\\
\rho_{s} \alpha\left(\frac{\partial v_{s i}}{\partial t}+v_{s j} \frac{\partial v_{s i}}{\partial x_{j}}\right)+\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon) \delta_{i j}-\varepsilon a_{i j}\right]\left(v_{f j}-v_{s j}\right)  \tag{8.6}\\
-\alpha \frac{\partial}{\partial x_{j}}\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right]-\rho_{s} \alpha g_{i}=0
\end{gather*}
$$

y -Component form:

$$
\begin{align*}
& \rho_{s} \alpha\left(\frac{\partial v_{s y}}{\partial t}\right)+\rho_{s} \alpha\left(v_{s y} \frac{\partial v_{s y}}{\partial y}+v_{s z} \frac{\partial v_{s y}}{\partial z}\right)  \tag{8.7}\\
& +\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon a_{y y}\right]\left(v_{f y}-v_{s y}\right)+\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon a_{y z}\right]\left(v_{f z}-v_{s z}\right) \\
& -\alpha \frac{\partial}{\partial y}\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f y}}{\partial y}+\frac{\partial v_{f y}}{\partial y}\right)\right]-\alpha \frac{\partial}{\partial z}\left[\mu_{f}\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right]-\rho_{s} \alpha g_{y}=0
\end{align*}
$$

z-Component form:

$$
\begin{align*}
& \rho_{s} \alpha\left(\frac{\partial v_{s z}}{\partial t}\right)+\rho_{s} \alpha\left(v_{s y} \frac{\partial v_{s z}}{\partial y}+v_{s z} \frac{\partial v_{s z}}{\partial z}\right)  \tag{8.8}\\
& +\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon a_{y z}\right]\left(v_{f y}-v_{s y}\right)+\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon a_{z z}\right]\left(v_{f z}-v_{s z}\right) \\
& -\alpha \frac{\partial}{\partial y}\left[\mu_{f}\left(\frac{\partial v_{f z}}{\partial y}+\frac{\partial v_{f y}}{\partial z}\right)\right]-\alpha \frac{\partial}{\partial z}\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f z}}{\partial z}+\frac{\partial v_{f z}}{\partial z}\right)\right]-\rho_{s} \alpha g_{z}=0
\end{align*}
$$

## (4) Momentum equations of fluids

Vector form:

$$
\begin{gather*}
\rho_{f}(1-\alpha)\left(\frac{\partial \mathbf{v}_{f}}{\partial t}+\mathbf{v}_{f} \cdot \nabla \mathbf{v}_{f}\right)-(1-2 \alpha) \nabla \cdot\left[-p_{f} \mathbf{I}+2 \mu \nabla \mathbf{S}\right]  \tag{8.9}\\
+\left[-p_{f} \mathbf{I}+2 \mu \nabla \mathbf{S}\right] \cdot \nabla \alpha+\frac{\alpha}{V_{0}} \mathbf{K}\left(\mathbf{v}_{f}-\mathbf{v}_{s}\right)-\nabla \cdot\left(\alpha \mathbf{T}_{p}\right)-\rho_{f}(1-\alpha) \mathbf{g}=0 \\
\rho_{f}(1-\alpha)\left(\frac{\partial v_{f i}}{\partial t}+v_{f j} \frac{\partial v_{f i}}{\partial x_{j}}\right)-(1-2 \alpha) \frac{\partial}{\partial x_{j}}\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right]  \tag{8.10}\\
+\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right] \frac{\partial \alpha}{\partial x_{j}}-\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon) \delta_{i j}-\varepsilon a_{i j}\right]\left(v_{f j}-v_{s j}\right) \\
-\alpha \frac{\partial}{\partial x_{j}} T_{p i j}-T_{p i j} \frac{\partial \alpha}{\partial x_{j}}-\rho_{f}(1-\alpha) g_{i}=0
\end{gather*}
$$

y -Component form:

$$
\begin{align*}
& \rho_{f}(1-\alpha)\left(\frac{\partial v_{f y}}{\partial t}\right)+\rho_{f}(1-\alpha)\left(v_{f y} \frac{\partial v_{f y}}{\partial y}+v_{f z} \frac{\partial v_{f y}}{\partial z}\right)  \tag{8.11}\\
& -(1-2 \alpha) \frac{\partial}{\partial y}\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f y}}{\partial y}+\frac{\partial v_{f y}}{\partial y}\right)\right]-(1-2 \alpha) \frac{\partial}{\partial z}\left[\mu_{f}\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right] \\
& +\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f y}}{\partial y}+\frac{\partial v_{f y}}{\partial y}\right)\right] \frac{\partial \alpha}{\partial y}+\left[\mu_{f}\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right] \frac{\partial \alpha}{\partial z} \\
& -\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon a_{y y}\right]\left(v_{f y}-v_{s y}\right)-\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon a_{y z}\right]\left(v_{f z}-v_{s z}\right) \\
& -\alpha \frac{\partial}{\partial y} T_{p y y}-\alpha \frac{\partial}{\partial z} T_{p y z}-T_{p y y} \frac{\partial \alpha}{\partial y}-T_{p y z} \frac{\partial \alpha}{\partial z}-\rho_{f}(1-\alpha) g_{y}=0
\end{align*}
$$

z-Component form:

$$
\begin{align*}
& \rho_{f}(1-\alpha)\left(\frac{\partial v_{f z}}{\partial t}\right)+\rho_{f}(1-\alpha)\left(v_{f y} \frac{\partial v_{f z}}{\partial y}+v_{f z} \frac{\partial v_{f z}}{\partial z}\right)  \tag{8.12}\\
& -(1-2 \alpha) \frac{\partial}{\partial y}\left[\mu_{f}\left(\frac{\partial v_{f z}}{\partial y}+\frac{\partial v_{f y}}{\partial z}\right)\right]-(1-2 \alpha) \frac{\partial}{\partial z}\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f z}}{\partial z}+\frac{\partial v_{f z}}{\partial z}\right)\right] \\
& +\left[+\mu_{f}\left(\frac{\partial v_{f z}}{\partial y}+\frac{\partial v_{f y}}{\partial z}\right)\right] \frac{\partial \alpha}{\partial y}+\left[-p_{f}+\mu_{f}\left(\frac{\partial v_{f z}}{\partial z}+\frac{\partial v_{f z}}{\partial z}\right)\right] \frac{\partial \alpha}{\partial z} \\
& -\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon a_{y z}\right]\left(v_{f y}-v_{s y}\right)-\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon a_{z z}\right]\left(v_{f z}-v_{s z}\right) \\
& -\alpha \frac{\partial}{\partial y} T_{p y z}-\alpha \frac{\partial}{\partial z} T_{p z z}-T_{p y z} \frac{\partial \alpha}{\partial y}-T_{p z z} \frac{\partial \alpha}{\partial z}-\rho_{f}(1-\alpha) g_{z}=0
\end{align*}
$$

## (5) Particle stress

Tensor form:

$$
\begin{equation*}
\mathbf{T}_{p}=k \mathbf{A}: \mathbf{S} \tag{8.13}
\end{equation*}
$$

yy-Component form:

$$
\begin{align*}
& T_{p y y}-\frac{1}{5} {\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f y}}{\partial y} }  \tag{8.14}\\
&-\frac{1}{7}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f z}}{\partial z} \\
&-\frac{a_{y y}}{35} {\left[10\left(30-65 C_{2}+94 C_{2} a_{y y}\right) \frac{\partial v_{f y}}{\partial y}+\left(5-40 C_{2}+35 C_{2} a_{y y}\right) \frac{\partial v_{f z}}{\partial z}\right] } \\
&-\frac{a_{z z}}{35} {\left[\left(5-5 C_{2}+35 C_{2} a_{y y}+4 C_{2} a_{z z}\right) \frac{\partial v_{f y}}{\partial y}\right.} \\
&\left.+10\left(1-C_{2}+7 C_{2} a_{y y}-C_{2} a_{z z}\right) \frac{\partial v_{f z}}{\partial z}\right] \\
&-\frac{3 a_{y z}}{35} {\left[\left(5-5 C_{2}+25 C_{2} a_{y y}-10 C_{2} a_{z z}\right)\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right.} \\
&\left.+C_{2} a_{y z}\left(-14 \frac{\partial v_{f y}}{\partial y}+20 \frac{\partial v_{f z}}{\partial z}\right)\right]=0
\end{align*}
$$

zz-Component form:

$$
\begin{aligned}
& T_{p z z}--\frac{1}{7}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f y}}{\partial y} \\
&--\frac{1}{5}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f z}}{\partial z} \\
&- \frac{a_{y y}}{35}\left[10\left(1-C_{2}-C_{2} a_{y y}\right) \frac{\partial v_{f y}}{\partial y}+\left(5-5 C_{2}+4 C_{2} a_{y y}\right) \frac{\partial v_{f z}}{\partial z}\right] \\
&-\frac{a_{z z}}{35}\left[5\left(1-8 C_{2}+14 C_{2} a_{y y}+7 C_{2} a_{z z}\right) \frac{\partial v_{f y}}{\partial y}\right. \\
&\left.+\left(30-65 C_{2}+35 C_{2} a_{y y}+94 C_{2} a_{z z}\right) \frac{\partial v_{f z}}{\partial z}\right] \\
&-\frac{3 a_{y z}}{35}\left[\left(5-5 C_{2}-10 C_{2} a_{y y}+25 C_{2} a_{z z}\right)\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right. \\
&\left.\quad+C_{2} a_{y z}\left(20 \frac{\partial v_{f y}}{\partial y}-14 \frac{\partial v_{f z}}{\partial z}\right)\right] \\
&=0
\end{aligned}
$$

yz-Component form:

$$
\begin{aligned}
& T_{p y z}-\frac{1}{35}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f y}}{\partial z} \\
&-\frac{1}{35}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right] \frac{\partial v_{f z}}{\partial y} \\
&-\frac{1}{35}\left[\left(5-5 C_{2}-8 C_{2} a_{y y}\right)\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right] a_{y y} \\
&-\frac{1}{35}\left[\left(5-5 C_{2}+35 C_{2} a_{y y}-8 C_{2} a_{z z}\right)\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right] a_{z z} \\
&-\left[\frac{1}{7}\left(2-9 C_{2}+24 C_{2} a_{y y}+3 C_{2} a_{z z}\right)\left(\frac{\partial v_{f y}}{\partial z}\right)+\frac{54}{35} C_{2} a_{y z}\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right)\right. \\
&\left.\quad+\frac{1}{7}\left(2-9 C_{2}+3 C_{2} a_{y y}+24 C_{2} a_{z z}\right)\left(\frac{\partial v_{f z}}{\partial z}\right)\right] a_{y z} \\
&= 0
\end{aligned}
$$

(6) Orientation equations

Vector form:

$$
\begin{equation*}
\frac{\partial \mathbf{a}}{\partial t}+\mathbf{v}_{f} \cdot \nabla \mathbf{a}+\mathbf{W} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{W}-\lambda(\mathbf{S} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{S}-2 \mathbf{S}: \mathbf{a})=0 \tag{8.18}
\end{equation*}
$$

yy-Component form:

$$
\begin{align*}
& \frac{\partial a_{y y}}{\partial t}+\left(v_{f y} \frac{\partial a_{y y}}{\partial y}+v_{f z} \frac{\partial a_{y y}}{\partial z}\right)  \tag{8.19}\\
& +\frac{2 \lambda}{35}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right]\left(7 \frac{\partial v_{f y}}{\partial y}+5 \frac{\partial v_{f z}}{\partial z}\right) \\
& +\frac{2 \lambda}{35}\left[\left(-5-65 C_{2}+94 C_{2} a_{y y}\right) \frac{\partial v_{f y}}{\partial y}+\left(5-8 C_{2}+7 C_{2} a_{y y}\right) \frac{\partial v_{f z}}{\partial z}\right] a_{y y} \\
& +\frac{2 \lambda}{35}\left[\begin{array}{l}
\left(5-5 C_{2}+35 C_{2} a_{y y}+4 C_{2} a_{z z}\right) \frac{\partial v_{f y}}{\partial y} \\
+\left(10-10 C_{2}+70 C_{2} a_{y y}-10 C_{2} a_{z z}\right) \frac{\partial v_{f z}}{\partial z}
\end{array}\right] a_{z z} \\
& -\frac{1}{35}\left\{\begin{array}{l}
12 \lambda C_{2} a_{y z}\left(7 \frac{\partial v_{f y}}{\partial y}-10 \frac{\partial v_{f z}}{\partial z}\right) \\
-5\left[7+\lambda\left(-1-6 C_{2}+30 C_{2} a_{y y}-12 C_{2} a_{z z}\right)\right] \frac{\partial v_{f z}}{\partial y} \\
+5\left[7+\lambda\left(1+6 C_{2}-30 C_{2} a_{y y}+12 C_{2} a_{z z}\right)\right] \frac{\partial v_{f y}}{\partial z}
\end{array}\right\} a_{y z} \\
& =0
\end{align*}
$$

zz-Component form:

$$
\begin{aligned}
& \frac{\partial a_{z z}}{\partial t}+\left(v_{f y} \frac{\partial a_{z z}}{\partial y}+v_{f z} \frac{\partial a_{z z}}{\partial z}\right) \\
& +\frac{2 \lambda}{35}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right]\left(5 \frac{\partial v_{f y}}{\partial y}+7 \frac{\partial v_{f z}}{\partial z}\right) \\
& -\frac{2 \lambda}{35}\left[\left(-10+10 C_{2}+10 C_{2} a_{y y}\right) \frac{\partial v_{f y}}{\partial y}+\left(-5+5 C_{2}-4 C_{2} a_{y y}\right) \frac{\partial v_{f z}}{\partial z}\right] a_{y y} \\
& +\frac{2 \lambda}{35}\left[\begin{array}{l}
\left(5-8 C_{2}+14 C_{2} a_{y y}+7 C_{2} a_{z z}\right) \frac{\partial v_{f y}}{\partial y} \\
+\left(-5-65 C_{2}+35 C_{2} a_{y y}+94 C_{2} a_{z z}\right) \frac{\partial v_{f z}}{\partial z}
\end{array}\right] a_{z z} \\
& -\frac{1}{35}\left\{\begin{array}{l}
12 \lambda C_{2} a_{y z}\left(-10 \frac{\partial v_{f y}}{\partial y}+7 \frac{\partial v_{f z}}{\partial z}\right) \\
+5\left[-7+\lambda\left(1+6 C_{2}+12 C_{2} a_{y y}-30 C_{2} a_{z z}\right)\right] \frac{\partial v_{f y}}{\partial z} \\
+5\left[7+\lambda\left(1+6 C_{2}+12 C_{2} a_{y y}-30 C_{2} a_{z z}\right)\right] \frac{\partial v_{f z}}{\partial y}
\end{array}\right\} a_{y z} \\
& =0
\end{aligned}
$$

yz-Component form:

$$
\begin{align*}
& \frac{\partial a_{y z}}{\partial t}+\left(v_{f y} \frac{\partial a_{y z}}{\partial y}+v_{f z} \frac{\partial a_{y z}}{\partial z}\right)  \tag{8.21}\\
& +\frac{2 \lambda}{35}\left[-1+C_{2}+2 C_{2}\left(1-a_{y y}-a_{z z}\right)^{2}\right]\left(\frac{\partial v_{f y}}{\partial z}+\frac{\partial v_{f z}}{\partial y}\right) \\
& -\frac{1}{70}\left\{\begin{array}{l}
{\left[-35+\lambda\left(15+20 C_{2}+32 C_{2} a_{y y}\right)\right] \frac{\partial v_{f y}}{\partial z}} \\
+\left[35+\lambda\left(15+20 C_{2}+32 C_{2} a_{y y}\right)\right] \frac{\partial v_{f z}}{\partial y}
\end{array}\right\} a_{y y} \\
& -\frac{1}{70}\left\{\begin{array}{l}
{\left[-35+\lambda\left(15+20 C_{2}+-140 C_{2} a_{y y}+32 C_{2} a_{z z}\right)\right] \frac{\partial v_{f z}}{\partial y}} \\
+\left[35+\lambda\left(15+20 C_{2}-140 C_{2} a_{y y}+32 C_{2} a_{z z}\right)\right] \frac{\partial v_{f y}}{\partial z}
\end{array}\right\} a_{z z} \\
& +\frac{3 \lambda}{35}\left\{\begin{array}{l}
36 C_{2} a_{y z}\left(\frac{\partial v_{f y}}{\partial z}+7 \frac{\partial v_{f z}}{\partial y}\right) \\
+\left(-5-30 C_{2}+80 C_{2} a_{y y}+10 C_{2} a_{z z}\right) \frac{\partial v_{f y}}{\partial y} \\
+\left(-5-30 C_{2}+10 C_{2} a_{y y}+80 C_{2} a_{z z}\right) \frac{\partial v_{f z}}{\partial z}
\end{array}\right\} a_{y z} \\
& =0
\end{align*}
$$

### 8.1.3 Boundary conditions

The boundary conditions imposed on the geometry are
(1) Dirichlet boundary conditions:

$$
\begin{equation*}
\mathbf{v}_{f / s}=\mathbf{f}_{u} \quad \text { on } \Gamma_{u} \tag{8.22}
\end{equation*}
$$

(2) Neumann boundary conditions:

$$
\begin{equation*}
\mathbf{t}=\left(-p \mathbf{I}+\mu_{f}\left[\left(\nabla \mathbf{v}_{f}\right)+\left(\nabla \mathbf{v}_{f}\right)^{T}\right]\right) \cdot \mathbf{n} \quad \text { on } \quad \Gamma_{u} \tag{8.23}
\end{equation*}
$$

where $\mathbf{n}$ is the unit normal to the boundary and $\Gamma_{u}$ and $\Gamma_{t}$ are Dirichlet boundary and Neumann boundary and shown in Figure 8.2 [146].

### 8.2 Mixed finite element model

### 8.2.1 Weak form

The finite element method is used to solve this problem numerically. The starting point to develop the finite element models of (8.3)-(8.21) is their weak statements. The weak forms of (8.3)-(8.21) over an element $\Omega^{e}$ can be obtained by a three-step procedure. These steps are briefly reviewed here. First we multiply the differential equations with different wight functions, and integrate over the element. To distribute differentiation equally among all variables such that the finite element approximation functions satisfy the continuity requirement it is necessary to take integration by parts in the second step. The third step consists in expressing the boundary integral terms as functions of known quantities. The weak form development is shown below.
(1) Weak form of the momentum equation of solids

$$
\begin{align*}
& \int_{\Omega} \mathbf{W}_{v s}\left\{\rho_{s} \alpha\left(\frac{\partial v_{s i}}{\partial t}+v_{s j} \frac{\partial v_{s i}}{\partial x_{j}}\right)\right\} d \Omega  \tag{8.24}\\
& +\int_{\Omega} \mathbf{W}_{v s}\left\{\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon) \delta_{i j}-\varepsilon a_{i j}\right]\left(v_{f j}-v_{s j}\right)-\rho_{s} \alpha g_{i}\right\} d \Omega \\
& +\int_{\Omega}\left\{\frac{\partial \mathbf{W}_{v s} \alpha}{\partial x_{j}}\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right]\right\} d \Omega-\int_{\Gamma} W_{\nu} \alpha t_{i} d \Gamma=0
\end{align*}
$$

(2) Weak form of the momentum equation of fluids

$$
\begin{align*}
& \int_{\Omega} \mathbf{W}_{v f}\left\{\rho_{f}(1-\alpha)\left(\frac{\partial v_{f i}}{\partial t}+v_{f j} \frac{\partial v_{f i}}{\partial x_{j}}\right)\right\} d \Omega  \tag{8.25}\\
& +\int_{\Omega}\left\{\frac{\partial \mathbf{W}_{v f}(1-2 \alpha)}{\partial x_{j}}\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right]\right\} d \Omega-\int_{\Gamma} W_{v f}(1-2 \alpha) t_{i} d \Gamma \\
& +\int_{\Omega} \mathbf{W}_{v f}\left\{\left[-p_{f} \delta_{i j}+\mu_{f}\left(\frac{\partial v_{f i}}{\partial x_{j}}+\frac{\partial v_{f j}}{\partial x_{i}}\right)\right] \frac{\partial \alpha}{\partial x_{j}}\right\} d \Omega \\
& -\int_{\Omega} \mathbf{W}_{v f}\left\{\left(\frac{9 \alpha \mu_{f}}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon) \delta_{i j}-\varepsilon a_{i j}\right]\left(v_{f j}-v_{s j}\right)\right\} d \Omega \\
& -\int_{\Omega} \mathbf{W}_{v f}\left\{\alpha \frac{\partial}{\partial x_{j}} T_{p i j}-T_{p i j} \frac{\partial \alpha}{\partial x_{j}}-\rho_{f}(1-\alpha) g_{i}\right\} d \Omega=0
\end{align*}
$$

(3) Weak form of the particle stress

$$
\begin{equation*}
\int_{\Omega} \mathbf{W}_{T p}\left\{\mathbf{T}_{p}-k \mathbf{A}: \mathbf{S}\right\} d \Omega=0 \tag{8.26}
\end{equation*}
$$

(4) Weak form of the average orientation state

$$
\begin{equation*}
\int_{\Omega} \mathbf{W}_{\mathrm{a}}\left\{\frac{\mathrm{Da}}{\mathrm{D} t}+\mathbf{W} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{W}^{\mathrm{T}}-\lambda(\mathbf{S} \cdot \mathbf{a}+\mathbf{a} \cdot \mathbf{S}-2 \mathbf{S}: \mathbf{A})\right\} d \Omega=0 \tag{8.27}
\end{equation*}
$$

(5) Weak form of the continuity equation of solids

$$
\begin{equation*}
\int_{\Omega} \mathbf{W}_{\alpha}\left(\frac{\partial \alpha}{\partial t}+\nabla \cdot \alpha \mathbf{v}_{s}\right) d \Omega=0 \tag{8.28}
\end{equation*}
$$



Figure 8.1. Quadrilateral elements used for the finite element model. (a) A nine-node biquadratic element is used for the shape function of velocities. (b) A four-node continuousbilinear element is used for the shape function of the pressure of fluids.
(6) Weak form of the continuity equation of fluids

$$
\begin{equation*}
\int_{\Omega}-\mathbf{W}_{p f}\left[\frac{\partial(1-\alpha)}{\partial t}+\nabla \cdot(1-\alpha) \mathbf{v}_{f}\right] d \Omega=0 \tag{8.29}
\end{equation*}
$$

where $\mathbf{W}$ are the weight functions and the superscripts $v_{s}, v_{f}, T p, a, \alpha$, and $p f$ denotes the weighting functions for the velocity of solids, velocity of fluids, particle stress, orientation tensor, concentration ratio, and pressure of fluids respectively.

### 8.2.2 Finite element model

Since Galerkin method is applied in finite element models, the same interpolation functions as the weight functions (isoparametric) are used to approximate the dependent variables $v_{s i}$, $v_{f i}, T_{p i j}, a_{i j}, \alpha$, and $p_{f}$. Suppose the dependent variables are approximated by expansions of the form

$$
\begin{equation*}
v_{s i} \approx \sum_{j=1}^{N_{1}} W_{v s}^{j} v_{s i}^{j}=\mathbf{W}_{v s}^{\mathrm{T}} \mathbf{v}_{s i} \tag{8.30}
\end{equation*}
$$

$$
\begin{align*}
v_{f i} & \approx \sum_{j=1}^{N_{2}} W_{v f}^{j} v_{f i}^{j}=\mathbf{W}_{v f}^{\mathrm{T}} \mathbf{v}_{f i}  \tag{8.31}\\
T_{p i j} & \approx \sum_{j=1}^{N_{3}} W_{T p}^{j} T_{p i j}^{j}=\mathbf{W}_{T}^{\mathrm{T}} \mathbf{T}_{p i j}  \tag{8.32}\\
a_{i j} & \approx \sum_{j=1}^{N_{4}} W_{a}^{j} \mathbf{a}^{j}=\mathbf{W}_{a}^{\mathrm{T}} \mathbf{a}_{i j}  \tag{8.33}\\
\alpha & \approx \sum_{j=1}^{N_{5}} W_{\alpha}^{j} \alpha_{j}=\mathbf{W}_{\alpha}^{\mathrm{T}} \alpha_{i}  \tag{8.34}\\
p_{f} & \approx \sum_{j=1}^{N_{6}} W_{p}^{j} p_{f j}=\mathbf{W}_{p}^{\mathrm{T}} \mathbf{p}_{f i} \tag{8.35}
\end{align*}
$$

Lagrangian type of polynomials are used for the interpolation functions. In order to prevent an overconstrained system of discrete equations, the interpolation functions for pressure should be at least one order lower than that used to velocities field to satisfy the LBB (Ladyzehskaya, Babuske, Brezzi) conditions [147]. For two-dimensional flows nine-node rectangular element shown in Figure 8.1(a). The velocity component, and other variables, i.g. particle stress tensor, and the orientation state tensor are approximated by biquadratic Lagrangian functions. These functions are expressed in terms of the normalized coordinates $s, t$ for the element, which vary from -1 to 1 , given as the following

$$
N=\frac{1}{4}\left\{\begin{array}{c}
\left(s^{2}-s\right)\left(t^{2}-t\right)  \tag{8.36}\\
\left(s^{2}+s\right)\left(t^{2}-t\right) \\
\left(s^{2}+s\right)\left(t^{2}+t\right) \\
\left(s^{2}-s\right)\left(t^{2}+t\right) \\
2\left(1-s^{2}\right)\left(t^{2}-t\right) \\
2\left(s^{2}+s\right)\left(1-t^{2}\right) \\
2\left(1-s^{2}\right)\left(t^{2}+t\right) \\
2\left(s^{2}-s\right)\left(1-t^{2}\right) \\
2\left(1-s^{2}\right)\left(1-t^{2}\right)
\end{array}\right\}
$$

A 4-node continuous-bilinear element shown in Figure 8.1(b) is used to approximate the pressure of fluids. The bilinear interpolation functions are defined as

$$
M=\frac{1}{4}\left\{\begin{array}{c}
(1-s)(1-t)  \tag{8.37}\\
(1+s)(1-t) \\
(1+s)(1+t) \\
\left(s^{2}-s\right)\left(t^{2}+t\right) \\
(1-s)(1+t)
\end{array}\right\}
$$

Substituting (8.30-8.35) to (8.24-8.29), we can get the matrix form of the weak from of the governing equations

$$
\mathbf{M} \frac{\partial}{\partial t}\left(\begin{array}{c}
v_{s y}  \tag{8.38}\\
v_{s z} \\
v_{f y} \\
v_{f z} \\
T_{p y y} \\
T_{p z z} \\
T_{p y z} \\
a_{y y} \\
a_{z z} \\
a_{y z} \\
\alpha \\
p_{f}
\end{array}\right)+\mathbf{K}\left(\begin{array}{c}
v_{s y} \\
v_{s z} \\
v_{f y} \\
v_{f z} \\
T_{p y y} \\
T_{p z z} \\
T_{p y z} \\
a_{y y} \\
a_{z z} \\
a_{y z} \\
\alpha \\
p_{f}
\end{array}\right)=\mathbf{F}
$$

in which $\mathbf{M}$ is the mass matrix, $\mathbf{K}$ the stiffness matrix, and $\mathbf{F}$ the force vector. Their explicit forms are shown in Appendix A. Eq. (8.38) can be rewritten into a more symbolic format as

$$
\begin{equation*}
\mathbf{M} \mathbf{U}+\mathbf{K} \mathbf{U}=\mathbf{F} \tag{8.39}
\end{equation*}
$$

where

$$
\mathbf{U}=\left(\begin{array}{llllllllllll}
v_{s y} & v_{s z} & v_{f y} & v_{f z} & T_{p y y} & T_{p z z} & T_{p y z} & a_{y y} & a_{z z} & a_{y z} & \alpha & p_{f} \tag{8.40}
\end{array}\right)^{\mathrm{T}}
$$

In (8.40) there are 12 unknowns and 12 equations. Suitable boundary conditions and initial conditions are needed to solve this equation. The general form of (8.40) is nonlinear and time-dependent. Therefore, the first order backward difference scheme is applied with a relaxation factor of 0.5 and a Picard iterative method is adopted to obtain the solution. A finite element code is developed to predict the flow induced orientation and migration of suspensions in complex geometry by using Matlab7.0.

### 8.3 Simulation of a plane Poiseuille flow

Consider the slow flow with particle suspension between two long parallel plates at rest shown in Figure 8.2(a). This flow is driven by a pressure gradient in the axial direction. This kind of flow is often called a plane Poiseuille flow. When the length of the plate is very large compared to both the width and the distance between the plates, it is a case of a plane flow. 2 H and 2 L denote, respectively, the distance between and the length of the plates [see Figure 8.2]. At the inlet both of the velocity profiles for the fluids and particle $V_{0}$ have been specified as a parabolic function of $z$. Particles are ejected randomly at the inlet with the constant concentration ratio of 0.01 (a semidilute concentration if $L / d=50$ ). The parameters associated with glycerin for the material of fluids and sand for the material of particles have been used in this problem, i.e. density of fluids $\rho_{f}=1260 \mathrm{~kg} / \mathrm{m}^{3}$, density of solids $\rho_{s}=2500 \mathrm{~kg} / \mathrm{m}^{3}$, dynamic viscosity of the fluid $\mu_{f}=1.5 \mathrm{Ns} / \mathrm{m}^{2}$. Due to the axial-symmetry in this problem, it suffices to model only half of the domain. BL, BR, BB, and BU shown in Figure 8.2(b) represent the left, right, bottom, and the upper boundary of the half domain respectively. The boundary conditions for the half domain are set as the


Figure 8.2. Domain and mesh for a plane Poiseuille flow with particle suspensions. (a) Geometry, computational domain, and (b) the finite element mesh used for the analysis of the slow flow with particle suspensions between parallel plates.
following:
At BL:

$$
\begin{gather*}
v_{f y}=v_{s y}=-\frac{z^{2}}{2}+\frac{H^{2}}{2}  \tag{8.41}\\
v_{f z}=v_{s z}=-\frac{z^{2}}{2}+\frac{H^{2}}{2}  \tag{8.42}\\
t_{y}=p_{f}  \tag{8.43}\\
t_{z}=-\mu_{f} \frac{\partial v_{f y}}{\partial z}  \tag{8.44}\\
\mathbf{a}=\left(\begin{array}{ccc}
1 / 3 & 0 & 0 \\
0 & 1 / 3 & 0 \\
0 & 0 & 1 / 3
\end{array}\right) \quad \text { (random orientation) }  \tag{8.45}\\
\alpha=0.01 \tag{8.46}
\end{gather*}
$$

At BR:

$$
\begin{align*}
& v_{s z}=v_{f z}=0  \tag{8.47}\\
& \frac{\partial v_{f y}}{\partial y}=\frac{\partial v_{s y}}{\partial y}=0 \tag{8.48}
\end{align*}
$$

At BU:

$$
\begin{gather*}
v_{f y}=v_{s y}=0  \tag{8.49}\\
v_{f z}=v_{s z}=0  \tag{8.50}\\
t_{y}=0  \tag{8.51}\\
t_{z}=-p_{f} \tag{8.52}
\end{gather*}
$$

At BB:

$$
\begin{gather*}
v_{f z}=v_{s z}=0  \tag{8.53}\\
\frac{\partial v_{f y}}{\partial z}=\frac{\partial v_{s y}}{\partial z}=0 \tag{8.54}
\end{gather*}
$$

$$
\begin{align*}
& t_{y}=0  \tag{8.55}\\
& t_{z}=p_{f} \tag{8.56}
\end{align*}
$$

In the mixed finite element model, it is necessary to specify the pressure at least at one node. In the present case, the node at $(y, z)=(L, 0)$ is specified to have zero pressure. All the fibers in the computational domain have been set initially random. At the initial time, the velocity of the fluids and solids are set to be the same parabolic function of z as the boundary condition at the inlet (BL).

In this problem the average Reynolds number is specified as 36 at the inlet and deformation coefficient $\varepsilon=0.2$. The computational domain is meshed by $12 \times 6=96$ nine-node quadratic elements for the velocity variable, and $12 \times 6=96$ four-node bilinear elements for the pressure. Fiber orientation states at different time are shown in Figure 8.3. Dot points at the inlet and near the center line indicate that the fibers are randomly oriented at these regions. Away from the center line fibers become oriented faster and rotate inside the fluids (i.e. $\lambda_{\max }$ is higher near the wall than the center region). The particle stresses due to the presence of fibers depend on the orientation tensor a of the particles and the strain rate of the fluids. The contour of main eigenvalue of the particle stress and its corresponding eigenvector are shown in Figure 8.4. It can been seen that the main eigenvalue of the particle stress $\mathbf{T}_{p}$ is higher near the wall than the center region. Uniform suspension at the initial time is assumed for this problem. At different times, the concentration ratio $\alpha$ of the particles still keeps uniform shown in Figure 8.5. No migration is found for this case. The pressure fields are shown in the Figure 8.6 at different times. The pressure field is not same at any downstream cross section. The pressure is higher near the inlet than that


Figure 8.3. Contour plots of the principal eigenvalues $\lambda_{\max }$ of the orientation tensor superposed with corresponding eigenvecotors for the problem of spheroids suspended in a plane Poiseuille flow. The results are shown for three different times.


Figure 8.4. Contour plots of the principal eigenvalues $T_{p \max }$ of the particle stress superposed with corresponding main eigenvecotors for the problem of spheroids suspended in a plane Poiseuille flow.


Figure 8.5. Contour plots of concentration of the particles $\alpha$ for the problem of spheroids suspended in a plane Poiseuille flow


Figure 8.6. Contour plots of the fluid pressure $p_{f}$ for the problem of spheroids suspended in a plane Poiseuille flow
near the outlet. The specified parabolic velocity profile at the inlet is changed a little in the downstream due to the particle stress, the fluid has some behaviors of non-Newtonian flow to some extents.

## CHAPTER 9

## SUMMARY AND CONCLUSIONS

In the first part of this dissertation, various factors affecting the hydrodynamics of a single particle suspended in a viscous fluid are studied. These factors include the presence of slip on the particle surface, the influence of flow fields, non-Newtonian viscosity, and the presence of inertia forces. The drag force and rotary motion of a single particle are analytically computed to study the effects of all these phenomena. In the second part, a closure model for the orientation tensor of nearly arbitrary shape particles is developed and a framework is proposed to estimate the alignment and spatial migration of spheroidal particles. The findings associated with these studies are presented below.

The dynamics of a rigid particle shaped as a slightly deformed sphere surface in creeping flows is studied with consideration of slip on the particle surface. Analytical expressions are obtained for the hydrodynamic force and torque exerted by the fluid on a deformed sphere using an asymptotic method wherein the normalized amplitude of the deviation from sphericity is assumed to be a small parameter. The Stokes' resistance calculated by this method is validated by comparing with existing solutions of the limiting cases of no slip
and perfect slip. The analytical results for the axial and equatorial drag and torque on a slightly deformed spheroid reproduce previously reported results for three limiting cases: the perfect slip case, the no-slip case, and the case with an aspect ratio of unity (sphere). This new theory has thus the potential to account for the presence of slip in multiphase flows. In addition, the equations describing the motion of a deformed sphere with a slip surface induced by a simple shear flow are also derived and solved. The motion of the deformed sphere is shown to differ significantly from the no-slip case for low values of a dimensionless parameter that incorporates the coefficient of sliding friction. The period of the motion of a deformed sphere is longer, and for cases where the coefficient of sliding friction is low, the spheroid rotates to a fixed angle and reaches a steady orientation state.

Analytical expressions for the drag force on a slightly deformed sphere suspended in quadratic and cubic flows are derived by assuming that there is no slip on the interface between the particle and the surrounding fluid. For a slightly deformed sphere, no rotary motion is induced by the quadratic flow while periodic motion is induced by a cubic flow with no slip. Comparison with the motion of a deformed sphere in a linear shear flow reveals that the period of the motion of particle in a cubic flow is much longer if the same coefficients as for the cubic flow are used.

Consideration of inertial forces on the uniform motion of a particle can be achieved for a viscous flow by using Burgess' general solution for Oseen flows. No-slip and slip boundary conditions are considered on the interface between the particle and the fluid respectively. Two kinds of geometry of the particle,. a sphere and a slightly deformed sphere, are studied. Four cases are calculated respectively according to different boundary conditions on the interface and the shape of the particle. They are: (1) the motion of a sphere with nonslip,
(2) the motion of a sphere with slip, (3) the motion of a deformed sphere with no slip, and (4) the motion of a deformed sphere with slip. Both of the solutions for case (2), case (3) and case (4) can be reduced to the solution of case (1) by letting the slip coefficient $\beta$ and the deformation coefficient $\varepsilon$ equal to zero. The error between the solution of case (4) when the slip coefficient goes to $\infty$ and the solution of case (3) is negligible when the velocity and the diameter of the particle are small. The boundary condition at infinity is well satisfied and the boundary condition at the interface is approximately satisfied if the length dimension of the particle or the velocity of the particle is small.

It is well recognized that numerous fluids cannot be described by a Newtonian constitutive model and the influence of a non-Newtonian viscosity is studied by allowing the viscosity to vary with the shear rate. A Power-Law model is used to predict the viscosity of the fluid. The no-slip boundary condition is also applied on the interface. It is found that the non-Newtonian flow has much influence to the motion of a deformed sphere.

The consideration of particles of arbitrary shape as led to the development of a new closure model to complete the description of the motion of ensembles of rigid particles of complex shapes. Each particle is non-axisymmetric and its orientation is described with a second order tensor $\langle\mathbf{R}\rangle$. An evolution equation for the second moment of the distribution function, which forms a fourth order tensor $<\mathbf{R} \mathbf{R}>$, is used in order to obtain the average orientation of the particles in homogeneous flows. As suggested by Rallison (1978), the rotation operator is used to predict the microstructure of a suspension of rigid , non-axisymmetric particles as a state variable rather than the Euler angles. This dissertation has identified a closure for the 4th moment of the orientation distribution function in terms of the 2 nd moment that satisfies all six-fold symmetry and projection properties of
the exact the 4th moment.

In the last part of this work, models describing solid-liquid two-phase flows are developed using a continuum approach. A so-called Eulerian-Eulerian technique is adopted to deal with the motion and migration of the particles and the fluid. Based on the moments of the distribution function, the evolution of the second moment of the orientation tensor is used to govern the orientation of particles statistically. The concept of control volume/control surface method is used to develop closure models for the stresses and interfacial force. The Fully Symmetric Quadratic model, developed at Michigan State University, is applied to close the problem associated with computing the orientation tensor. A finite element code is developed to simulate the alignment and migration of dilute suspensions of spheroids in a flowing liquid. Simulations results for flow between two parallel plates show that at the inlet and near the center line the fibers are randomly oriented while away from the center line fibers become oriented faster and rotate inside the fluids and no migration is found for the plane Poiseuille flow.

## APPENDICES

## A. Tensor notation used in this dissertation

## Dot product

Dot product of two vectors $(\mathbf{a}, \mathbf{b})$ is as the follows

$$
\begin{equation*}
\mathbf{a} \cdot \mathbf{b}=\sum_{i=1}^{3} a_{i} b_{i}=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3} \tag{A-1}
\end{equation*}
$$

Dot product of two second-order tensor ( $\mathbf{A}, \mathbf{B}$ ) is as follows

$$
\begin{gather*}
\mathbf{A} \cdot \mathbf{B}=\sum_{i=1}^{3} \sum_{l=1}^{3} \mathbf{e}_{i} \mathbf{e}_{l}\left(\sum_{j=1}^{3} A_{i j} B_{j l}\right)  \tag{A-2}\\
=\left(\begin{array}{lll}
A_{11} B_{11}+A_{12} B_{21}+A_{13} B_{31} & A_{11} B_{12}+A_{12} B_{22}+A_{13} B_{32} & A_{11} B_{13}+A_{12} B_{23}+A_{13} B_{33} \\
A_{21} B_{11}+A_{22} B_{21}+A_{23} B_{31} & A_{21} B_{12}+A_{22} B_{22}+A_{23} B_{32} & A_{21} B_{13}+A_{22} B_{23}+A_{23} B_{33} \\
A_{31} B_{11}+A_{32} B_{21}+A_{33} B_{31} & A_{31} B_{12}+A_{32} B_{22}+A_{33} B_{32} & A_{31} B_{13}+A_{32} B_{23}+A_{33} B_{33}
\end{array}\right)
\end{gather*}
$$

## Double dot product

Double dot product of two second-order tensor ( $\mathbf{A}, \mathbf{B}$ ) is as follows

$$
\begin{align*}
\mathbf{A}: \mathbf{B}= & \sum_{i=1}^{3} \sum_{j=1}^{3} A_{i j} B_{j i}  \tag{A-3}\\
= & A_{11} B_{11}+A_{12} B_{21}+A_{13} B_{31} \\
& +A_{21} B_{21}+A_{22} B_{22}+A_{23} B_{32} \\
& +A_{31} B_{13}+A_{32} B_{23}+A_{33} B_{33}
\end{align*}
$$

Double dot product of two fourth-order tensor (A,B) is as follows

$$
\begin{equation*}
\mathbf{A}: \mathbf{B}=\sum_{i=1}^{3} \sum_{\alpha=1}^{3} \sum_{l=1}^{3} \sum_{\delta=1}^{3} \mathbf{e}_{i} \mathbf{e}_{\alpha} \mathbf{e}_{l} \mathbf{e}_{\delta}\left(\sum_{j=1}^{3} \sum_{\beta=1}^{3} A_{i \alpha j \beta} B_{\beta j l \delta}\right) \tag{A-4}
\end{equation*}
$$

## Dyadic product

Dyadic product of two vectors $(\mathbf{x}, \mathbf{y})$ is as follows

$$
\begin{align*}
\mathbf{a} \otimes \mathbf{b} & =\sum_{i=1}^{3} \sum_{j=1}^{3} x_{i} y_{j} \mathbf{e}_{i} \mathbf{e}_{j}  \tag{A-5}\\
& =\left(\begin{array}{lll}
a_{1} b_{1} & a_{1} b_{2} & a_{1} b_{3} \\
a_{2} b_{1} & a_{2} b_{2} & a_{2} b_{3} \\
a_{3} b_{1} & a_{3} b_{2} & a_{3} b_{3}
\end{array}\right)
\end{align*}
$$

Dyadic product of two second-order tensors ( $\mathbf{A}, \mathbf{B}$ ) is as follows

$$
\begin{equation*}
\mathbf{A} \otimes \mathbf{B}=\sum_{i}^{3} \sum_{\alpha}^{3} \sum_{j}^{3} \sum_{\beta}^{3} A_{i \alpha} B_{j \beta} \mathbf{e}_{i} \mathbf{e}_{\alpha} \mathbf{e}_{j} \mathbf{e}_{\beta}= \tag{A-6}
\end{equation*}
$$

$\left(\begin{array}{lllllllll}A_{11} B_{11} & A_{11} B_{12} & A_{11} B_{13} & A_{12} B_{11} & A_{12} B_{12} & A_{12} B_{13} & A_{13} B_{11} & A_{13} B_{12} & A_{13} B_{13} \\ A_{11} B_{21} & A_{11} B_{22} & A_{11} B_{23} & A_{12} B_{21} & A_{12} B_{22} & A_{12} B_{23} & A_{13} B_{21} & A_{13} B_{22} & A_{13} B_{23} \\ A_{11} B_{31} & A_{11} B_{32} & A_{11} B_{33} & A_{12} B_{31} & A_{12} B_{32} & A_{12} B_{33} & A_{13} B_{31} & A_{13} B_{32} & A_{13} B_{33} \\ A_{21} B_{11} & A_{21} B_{12} & A_{21} B_{13} & A_{22} B_{11} & A_{22} B_{12} & A_{22} B_{13} & A_{23} B_{11} & A_{23} B_{12} & A_{23} B_{13} \\ A_{21} B_{21} & A_{21} B_{22} & A_{21} B_{23} & A_{22} B_{21} & A_{22} B_{22} & A_{22} B_{23} & A_{23} B_{21} & A_{23} B_{22} & A_{23} B_{23} \\ A_{21} B_{31} & A_{21} B_{32} & A_{21} B_{33} & A_{22} B_{31} & A_{22} B_{32} & A_{22} B_{33} & A_{23} B_{31} & A_{23} B_{32} & A_{23} B_{33} \\ A_{31} B_{11} & A_{31} B_{12} & A_{31} B_{13} & A_{32} B_{11} & A_{32} B_{12} & A_{32} B_{13} & A_{33} B_{11} & A_{33} B_{12} & A_{33} B_{13} \\ A_{31} B_{21} & A_{31} B_{22} & A_{31} B_{23} & A_{32} B_{21} & A_{32} B_{22} & A_{32} B_{23} & A_{33} B_{21} & A_{33} B_{22} & A_{33} B_{23} \\ A_{31} B_{31} & A_{31} B_{32} & A_{31} B_{33} & A_{32} B_{31} & A_{32} B_{32} & A_{32} B_{33} & A_{33} B_{31} & A_{33} B_{32} & A_{33} B_{33}\end{array}\right)$

Dyadic product of two fourth-order tensors ( $\mathbf{A}, \mathbf{B}$ ) is as follows

$$
\begin{equation*}
\mathbf{A} \otimes \mathbf{B}=\sum_{i}^{3} \sum_{\alpha}^{3} \sum_{j}^{3} \sum_{\beta}^{3} \sum_{k}^{3} \sum_{\gamma}^{3} \sum_{l}^{3} \sum_{\delta}^{3} A_{i \alpha j \beta} B_{k \gamma l \delta} \mathbf{e}_{i} \mathbf{e}_{\alpha} \mathbf{e}_{j} \mathbf{e}_{\beta} \mathbf{e}_{k} \mathbf{e}_{\gamma} \mathbf{e}_{l} \mathbf{e}_{\delta} \tag{A-7}
\end{equation*}
$$

## B. Matrix form of the weak form of the governing equa-

 tionsMass matrix $\mathbf{M}$

$$
\mathbf{M}=\left[\begin{array}{cccccccccccc}
M^{1,1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{B-1}\\
0 & M^{2,2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & M^{3,3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & M^{4,4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & M^{8,8} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & M^{9,9} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & M^{10,10} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & M^{11,11} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & M^{12,11} & 0
\end{array}\right]
$$

Entries of the mass matrix

$$
\begin{gather*}
M^{1,1}=\int_{\Omega} W_{v s} \rho_{s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right) W_{\nu s}^{\mathrm{T}} d \Omega  \tag{B-2}\\
M^{2,2}=\int_{\Omega} W_{v s} \rho_{s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right) W_{v s}^{\mathrm{T}} d \Omega  \tag{B-3}\\
M^{3,3}=\int_{\Omega} W_{v f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right) W_{v f}^{\mathrm{T}} d \Omega  \tag{B-4}\\
M^{4,4}=\int_{\Omega} W_{v f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right) W_{v f}^{\mathrm{T}} d \Omega  \tag{B-5}\\
M^{8,8}=\int_{\Omega} W_{a} W_{a}^{\mathrm{T}} d \Omega  \tag{B-6}\\
M^{9,9}=\int_{\Omega} W_{a} W_{a}^{\mathrm{T}} d \Omega  \tag{B-7}\\
M^{10,10}=\int_{\Omega} W_{a} W_{a}^{\mathrm{T}} d \Omega  \tag{B-8}\\
M^{11,11}=\int_{\Omega} W_{\alpha} W_{\alpha}^{\mathrm{T}} d \Omega \tag{B-9}
\end{gather*}
$$

$$
\begin{equation*}
M^{12,11}=\int_{\Omega} W_{\alpha} W_{\alpha}^{\mathrm{T}} d \Omega \tag{B-10}
\end{equation*}
$$

Stiffness matrix $\mathbf{K}$

$$
\mathbf{K}=\left(\begin{array}{cccccccccccc}
K^{1,1} & K^{1,2} & K^{1,3} & K^{1,4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & K^{1,12}  \tag{B-11}\\
K^{2,1} & K^{2,2} & K^{2,3} & K^{2,4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & K^{2,12} \\
K^{3,1} & K^{3,2} & K^{3,3} & K^{3,4} & K^{3,5} & 0 & K^{3,7} & 0 & 0 & 0 & K^{3,11} & K^{3,12} \\
K^{4,1} & K^{4,2} & K^{4,3} & K^{4,4} & 0 & K^{4,6} & K^{4,7} & 0 & 0 & 0 & K^{4,11} & K^{4,12} \\
0 & 0 & K^{5,3} & K^{5,4} & K^{5,5} & 0 & 0 & K^{5,8} & K^{5,9} & K^{5,10} & 0 & 0 \\
0 & 0 & K^{6,3} & K^{6,4} & 0 & K^{6,6} & 0 & K^{6,8} & K^{6,9} & K^{6,10} & 0 & 0 \\
0 & 0 & K^{7,3} & K^{7,4} & 0 & 0 & 0 & K^{7,8} & K^{7,9} & K^{7,10} & 0 & 0 \\
0 & 0 & K^{8,3} & K^{8,4} & 0 & 0 & 0 & K^{8,8} & K^{8,9} & K^{8,10} & 0 & 0 \\
0 & 0 & K^{9,3} & K^{9,4} & 0 & 0 & 0 & K^{9,8} & K^{9,9} & K^{9,10} & 0 & 0 \\
0 & 0 & K^{10,3} & K^{10,4} & 0 & 0 & 0 & K^{10,8} & K^{10,9} & K^{10,10} & 0 & 0 \\
K^{11,1} & K^{11,2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & K^{11,11} & 0 \\
0 & 0 & K^{12,3} & K^{12,4} & 0 & 0 & 0 & 0 & 0 & 0 & K^{12,11} & 0
\end{array}\right)
$$

Entries of the stiffness matrix

$$
\begin{align*}
& K^{1,1}= \int_{\Omega} W_{v s} \rho_{s} \alpha\left(\left(W_{\nu s}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{v s}^{\mathrm{T}}}{\partial y}+\left(W_{v s}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{\nu s}^{\mathrm{T}}}{\partial z}\right) d \Omega  \tag{B-12}\\
&+\int_{\Omega} W_{v s}^{\mathrm{T}} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[(-5+2 \varepsilon)-\varepsilon\left(W_{a}^{\mathrm{T}} a_{y y}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega \\
& K^{1,2}=\int_{\Omega} W_{v s}^{\mathrm{T}} \frac{9\left(W^{\alpha}{ }^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[\varepsilon\left(W_{a}^{\mathrm{T}} a_{y z}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega  \tag{B-13}\\
& K^{1,3}= \int_{\Omega} W_{v s} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[(-5+2 \varepsilon)-\varepsilon\left(W_{a}^{\mathrm{T}} a_{y y}\right)\right]\left(-W_{v f}^{\mathrm{T}}\right) d \Omega  \tag{B-14}\\
&+\int_{\Omega}\left[\frac{\partial W_{v s}}{\partial y}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right] 2 \mu \frac{\partial W_{v s}^{\mathrm{T}}}{\partial y} d \Omega \\
&+\int_{\Omega}\left[\frac{\partial W_{v s}}{\partial z}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\left.\left.\partial W_{v f}^{\mathrm{T}}\right)\right]}{\partial z}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega
\end{align*}
$$

$$
\begin{align*}
& K^{1,4}=+\int_{\Omega}\left[\frac{\partial W_{v s}}{\partial z}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right)\right] \mu \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}  \tag{B-15}\\
& +\int_{\Omega} W_{v s} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[\varepsilon\left(W_{a}^{\mathrm{T}} a_{y z}\right) W_{v f}^{\mathrm{T}}\right] d \Omega \\
& K^{2,1}=-\int_{\Omega} W_{v s} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[\varepsilon\left(W_{a}^{\mathrm{T}} a_{y z}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega v_{s y}  \tag{B-16}\\
& K^{2,2}=+\int_{\Omega} W_{v s} \rho_{s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)\left(\left(W_{v s}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{v s}^{\mathrm{T}}}{\partial y}+\left(W_{v s}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{v s}^{\mathrm{T}}}{\partial z}\right) d \Omega v_{s z}  \tag{B-17}\\
& +\int_{\Omega} W_{v s} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[(-5+2 \varepsilon)-\varepsilon\left(W_{a}^{\mathrm{T}} a_{z z}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega \\
& K^{2,3}=+\int_{\Omega}\left[\frac{\partial W_{v s}}{\partial y}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right]\left[+\mu\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right)\right] d \Omega  \tag{B-18}\\
& +\int_{\Omega} W_{v s} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y z}\right)\right]\left(-W_{v f}^{\mathrm{T}}\right) d \Omega \\
& -\int_{\Gamma_{L}} W_{v s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)\left(-\mu \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right) d \Gamma \\
& K^{2,4}=+\int_{\Omega} W_{v s}^{\mathrm{T}} \frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\left[(-5+2 \varepsilon)-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{z z}\right)\right]\left(W_{v f}^{\mathrm{T}}\right) d \Omega  \tag{B-19}\\
& \int_{\Omega}\left[\frac{\partial W_{v s}}{\partial y}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right]\left[+\mu\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\right)\right] d \Omega \\
& \int_{\Omega}\left[\frac{\partial W_{v s}}{\partial z}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right]\left[+2 \mu\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right)\right] d \Omega \\
& K^{2,12}=\int_{\Omega}\left[\frac{\partial W_{v s}}{\partial z}\left(W_{\alpha}^{\mathrm{T}} \alpha\right)+W_{v s}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right]\left(-W_{p f}^{\mathrm{T}}\right) d \Omega  \tag{B-20}\\
& -\int_{\Gamma_{U}} W_{v s}\left(-W_{p f}^{\mathrm{T}}\right) d \Gamma-\int_{\Gamma_{B}} W_{v s}\left(W_{p f}^{\mathrm{T}}\right) d \Gamma \\
& K^{3,1}=+\int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y y}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega \tag{B-21}
\end{align*}
$$

$$
\begin{align*}
& K^{3,2}=+\int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y y}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega  \tag{B-22}\\
& K^{3,3}=\int_{\Omega} W_{v f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right)\left[\left(W_{v f}^{\mathrm{T}} v_{f y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{f z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-23}\\
& \int_{\Omega}\left[\frac{\partial W_{v f}}{\partial y}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right] 2 \mu_{f} \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega \\
& \int_{\Omega}\left[\frac{\partial W_{v f}}{\partial z}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{\nu f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right] \mu_{f} \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega \\
& \int_{\Omega} W_{\nu f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y y}\right)\right]\left(-W_{v f}^{\mathrm{T}}\right) d \Omega  \tag{B-24}\\
& K^{3,4}=\int_{\Omega}\left[\frac{\partial W_{v f}}{\partial z}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right] \mu_{f} \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega \\
& \int_{\Omega} W_{\nu f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y z}\right)\right]\left(-W_{\nu f}^{\mathrm{T}}\right) d \Omega \\
& K^{3,5}=+\int_{\Omega} W_{v f}\left(-W_{\alpha}^{\mathrm{T}} \alpha \frac{\partial W_{T p}^{\mathrm{T}}}{\partial y}\right) d \Omega  \tag{B-25}\\
& K^{3,7}=+\int_{\Omega} W_{\nu f}\left(-W_{\alpha}^{\mathrm{T}} \alpha \frac{\partial W_{T p}^{\mathrm{T}}}{\partial z}\right) d \Omega  \tag{B-26}\\
& K^{3,11}=\int_{\Omega} W_{v f}\left[-\left(W_{T p}^{\mathrm{T}} T_{p y y}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y}-\left(W_{T p}^{\mathrm{T}} T_{p y z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y}\right] d \Omega  \tag{B-27}\\
& -\int_{\Omega} W_{\nu f}\left(W_{p f}^{\mathrm{T}} p_{f}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} d \Omega+\int_{\Omega} W_{v f} 2 \mu_{f}\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} d \Omega \\
& +\int_{\Omega} W_{v f} \mu_{f}\left[\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}\right)+\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right)\right] \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} d \Omega \\
& K^{3,12}=\int_{\Omega}\left[\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right]\left(-W_{p f}^{\mathrm{T}}\right) d \Omega  \tag{B-28}\\
& -\int_{\Gamma_{L}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) W_{p f}^{\mathrm{T}} d \Gamma
\end{align*}
$$

$$
\begin{align*}
& K^{4,1}=+\int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y z}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega  \tag{B-29}\\
& K^{4,2}=+\int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{z z}\right)\right]\left(-W_{v s}^{\mathrm{T}}\right) d \Omega  \tag{B-30}\\
& K^{4,3}=\int_{\Omega}\left[\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right] \mu_{f}\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right) d \Omega  \tag{B-31}\\
& +\int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{y z}\right)\right]\left(-W_{v f}^{\mathrm{T}}\right) \\
& -\int_{\Gamma_{L}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) \mu_{f}\left(-\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right) d \Gamma \\
& K^{4,4}=\int_{\Omega} W_{\nu f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right)\left[\left(W_{v f}^{\mathrm{T}} v_{f y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{f z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-32}\\
& \int_{\Omega}\left[\frac{\partial W_{v f}}{\partial y}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} \alpha\right)\right] \mu_{f} \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega \\
& \int_{\Omega}\left[\frac{\partial W_{v f}}{\partial z}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right] 2 \mu_{f} \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega \\
& \int_{\Omega} W_{v f}\left(-\frac{9\left(W_{\alpha}^{\mathrm{T}} \alpha\right) \mu}{10 r_{0}^{2}(1-\varepsilon)}\right)\left[(-5+2 \varepsilon)-\varepsilon\left(W_{\alpha}^{\mathrm{T}} \alpha_{z z}\right)\right] W_{v f}^{\mathrm{T}} d \Omega \\
& K^{4,6}=+\int_{\Omega} W_{v_{f}}\left[\left(-W_{\alpha}^{\mathrm{T}} \alpha\right) \frac{\partial W_{T p}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-33}\\
& K^{4,7}=+\int_{\Omega} W_{v f}\left[\left(-W_{\alpha}^{\mathrm{T}} \alpha\right) \frac{\partial W_{T p}^{\mathrm{T}}}{\partial y}\right] d \Omega  \tag{B-34}\\
& K^{4,11}=\int_{\Omega} W_{v f}\left[-\left(W_{T p}^{\mathrm{T}} T_{p y z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y}-\left(W_{T p}^{\mathrm{T}} T_{p z z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-35}\\
& -\int_{\Omega} W_{v f}\left(W_{p f}^{\mathrm{T}} p_{f}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} d \Omega+\int_{\Omega} W_{v f} 2 \mu_{f}\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} d \Omega \\
& +\int_{\Omega} W_{v f} \mu_{f}\left[\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right)+\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}\right)\right] \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y} d \Omega
\end{align*}
$$

$$
\begin{align*}
& K^{4,12}=\int_{\Omega}\left[\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right]\left(-W_{p f}^{\mathrm{T}}\right) d \Omega  \tag{B-36}\\
& +\int_{\Gamma_{U}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) W_{p f}^{\mathrm{T}} d \Gamma-\int_{\Gamma_{B}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) W_{p f}^{\mathrm{T}} d \Gamma \\
& K^{5,3}=-k \int_{\Omega} \frac{W_{v s}}{5}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-37}\\
& K^{5,4}=-k \int_{\Omega} \frac{W_{v s}}{7}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-38}\\
& K^{5,5}=\int_{\Omega} W_{v s} W_{T p}^{\mathrm{T}} d \Omega  \tag{B-39}\\
& K^{5,8}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{c}
\left(30-65 C_{2}+94 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y^{\mathrm{T}}} v_{f y} \\
+\left(5-40 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-40}\\
& K^{5,9}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{c}
\left(5-5 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}+4 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v_{f}}^{\mathrm{T}}}{\partial y_{f y}} v_{f y} \\
+10\left(1-C_{2}+7 C_{2} W_{a}^{\mathrm{T}} a_{y y}-C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v_{f}}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-41}\\
& \left.K^{5,10}=-k \int_{\Omega} \frac{3 W_{v s}}{35}\left\{\begin{array}{l}
\left(5-5 C_{2}+25 C_{2} W_{a}^{\mathrm{T}} a_{y y}-10 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \\
\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right) \\
+C_{2} W_{a}^{\mathrm{T}} a_{y z}\left(-14 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y}+20 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}\right.
\end{array}\right)\right\} W_{a}^{\mathrm{T} d \Omega}  \tag{B-42}\\
& K^{6,3}=-k \int_{\Omega} \frac{W_{v s}}{7}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-43}\\
& K^{6,4}=-k \int_{\Omega} \frac{W_{v s}}{5}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-44}\\
& K^{6,6}=\int_{\Omega} W_{v s} W_{T p}^{\mathrm{T}} d \Omega  \tag{B-45}\\
& K^{6,8}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{c}
10\left(1-C_{2}-C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(5-5 C_{2}+4 C_{2} W_{a} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega \tag{B-46}
\end{align*}
$$

$$
\begin{align*}
& K^{4,12}=\int_{\Omega}\left[\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right)-2 W_{v f}\left(\frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z} \alpha\right)\right]\left(-W_{p f}^{\mathrm{T}}\right) d \Omega  \tag{B-36}\\
& +\int_{\Gamma_{U}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) W_{p f}^{\mathrm{T}} d \Gamma-\int_{\Gamma_{B}} W_{v f}\left(1-2 W_{\alpha}^{\mathrm{T}} \alpha\right) W_{p f}^{\mathrm{T}} d \Gamma \\
& K^{5,3}=-k \int_{\Omega} \frac{W_{v s}}{5}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-37}\\
& K^{5,4}=-k \int_{\Omega} \frac{W_{v s}}{7}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-38}\\
& K^{5,5}=\int_{\Omega} W_{\nu s} W_{T p}^{\mathrm{T}} d \Omega  \tag{B-39}\\
& K^{5,8}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{l}
\left(30-65 C_{2}+94 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial v^{\mathrm{T}}} v_{f y} \\
+\left(5-40 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-40}\\
& K^{5,9}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{c}
\left(5-5 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}+4 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v_{f}}^{\mathrm{T}}}{\partial y_{f y}} v_{f y} \\
+10\left(1-C_{2}+7 C_{2} W_{a}^{\mathrm{T}} a_{y y}-C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v_{f}}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-41}\\
& K^{5,10}=-k \int_{\Omega} \frac{3 W_{v s}}{35}\left\{\begin{array}{l}
\left(5-5 C_{2}+25 C_{2} W_{a}^{\mathrm{T}} a_{y y}-10 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \\
\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right.
\end{array}\right) .  \tag{B-42}\\
& K^{6,3}=-k \int_{\Omega} \frac{W_{v s}}{7}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-43}\\
& K^{6,4}=-k \int_{\Omega} \frac{W_{v s}}{5}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-44}\\
& K^{6,6}=\int_{\Omega} W_{v s} W_{T p}^{\mathrm{T}} d \Omega  \tag{B-45}\\
& K^{6,8}=-k \int_{\Omega} \frac{W_{v s}}{35}\left\{\begin{array}{c}
10\left(1-C_{2}-C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(5-5 C_{2}+4 C_{2} W_{a} T a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega \tag{B-46}
\end{align*}
$$

$$
\begin{align*}
& K^{6,9}=-k \int_{\Omega} W_{v s}\left\{\begin{array}{l}
\frac{1}{7}\left(1-8 C_{2}+14 C_{2} W_{a}^{\mathrm{T}} a_{y y}+7 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\frac{1}{35}\left(30-65 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}+94 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega \\
& K^{6,10}=-k \int_{\Omega} \frac{3 W_{v s}}{35}\left\{\begin{array}{l}
\left(5-5 C_{2}-10 C_{2} W_{a}^{\mathrm{T}} a_{y y}+25 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \\
\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right.
\end{array}\right) .  \tag{B-47}\\
& K^{7,3}=-k \int_{\Omega} \frac{W_{v s}}{35}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} d \Omega \\
& K^{7,4}=-k \int_{\Omega} \frac{W_{v s}}{35}\left[-1+C_{2}+2\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{y y} a_{z z}\right)^{2} C_{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} d \Omega \\
& K^{7,7}=\int_{\Omega} W_{v s} W_{T p}^{\mathrm{T}} d \Omega \\
& K^{7,8}=-k \int_{\Omega} \frac{W_{v s}}{35}\left(5-5 C_{2}-8 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right)\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right) W_{a}^{\mathrm{T}} d \Omega \\
& K^{7,9}=-k \int_{\Omega} \frac{W_{v s}}{35}\left(5-5 C_{2}-35 C_{2} W_{a}^{\mathrm{T}} a_{y y}-8 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right)\left(\frac{\partial W_{v_{f}}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v}^{\mathrm{T}}}{\partial y} v_{f z}\right) W_{a}^{\mathrm{T}} d \Omega \\
& K^{7,10}=-k \int_{\Omega} W_{v s}\left\{\begin{array}{l}
\frac{1}{7}\left(2-9 C_{2}+24 C_{2} W_{a}^{\mathrm{T}} a_{y y}+3 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\frac{1}{7}\left(2-9 C_{2}+24 C_{2} W_{a}^{\mathrm{T}} a_{z z}+3 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z} \\
+\frac{54}{35} C_{2}\left(W_{a}^{\mathrm{T}} a_{y z}\right)\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right)
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-53}\\
& K^{8,3}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{5}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\right\} d \Omega  \tag{B-54}\\
& K^{8,3}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{7}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right\} d \Omega \tag{B-56}
\end{align*}
$$

$$
\begin{align*}
& K^{8,8}=\int_{\Omega} W_{a}\left[\left(W_{v f}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial z}\right] d \Omega \\
& +\int_{\Omega} W_{a} \frac{2 \lambda}{35}\left\{\begin{array}{l}
\left(-5-65 C_{2}+94 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(5-8 C_{2}+7 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-57}\\
& K^{8,9}=+\int_{\Omega} W_{a} \frac{2 \lambda}{35}\left\{\begin{array}{l}
\left(-5-5 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}+4 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(10-10 C_{2}+70 C_{2} W_{a}^{\mathrm{T}} a_{y y}-10 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega \\
& \begin{array}{c}
K^{8,10}=-\int_{\Omega} W_{a} \frac{1}{35}\left\{\begin{array}{l}
12 \lambda C_{2}\left(W_{a}^{\mathrm{T}} a_{y z}\right)\left(7 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y}-10 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}\right) \\
-5\left[7+\lambda\left(-1-6 C_{2}+30 C_{2} W_{a}^{\mathrm{T}} a_{y y}-12 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} \\
+5\left[7+\lambda\left(1+6 C_{2}-30 C_{2} W_{a}^{\mathrm{T}} a_{y y}+12 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}
\end{array}\right. \\
K^{9,3}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{7}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\right\} d \Omega
\end{array}  \tag{B-58}\\
& K^{9,4}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{7}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right\} d \Omega  \tag{B-61}\\
& K^{9,8}=+\int_{\Omega} W_{a} \frac{2 \lambda}{35}\left\{\begin{array}{l}
\left(-10+10 C_{2}+10 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(-5+5 C_{2}-4 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-62}\\
& K^{9,9}=\int_{\Omega} W_{a}\left[\left(W_{v f}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-63}\\
& +\int_{\Omega} W_{a} \frac{2 \lambda}{35}\left\{\begin{array}{l}
\left(5-8 C_{2}+14 C_{2} W_{a}^{\mathrm{T}} a_{y y}+7 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+\left(-5-65 C_{2}+35 C_{2} W_{a}^{\mathrm{T}} a_{y y}+94 C_{2} W_{a} T a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega
\end{align*}
$$

$$
\begin{align*}
& K^{9,10}=-\int_{\Omega} W_{a} \frac{1}{35}\left\{\begin{array}{l}
12 \lambda C_{2}\left(W_{a}^{\mathrm{T}} a_{y z}\right)\left(-10 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y}+7 \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}\right. \\
+5\left[-7+\lambda\left(1+6 C_{2}+12 C_{2} W_{a}^{\mathrm{T}} a_{y y}-30 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y} \\
+5\left[7+\lambda\left(1+6 C_{2}+12 C_{2} W_{a}^{\mathrm{T}} a_{y y}-30 C_{2} W_{a T} a_{z z}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-64}\\
& K^{10,3}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{35}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z}\right\} d \Omega  \tag{B-65}\\
& K^{10,4}=\int_{\Omega} W_{a}\left\{\frac{2 \lambda}{35}\left[-1+C_{2}+2 C_{2}\left(1-W_{a}^{\mathrm{T}} a_{y y}-W_{a}^{\mathrm{T}} a_{z z}\right)^{2}\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y}\right\} d \Omega  \tag{B-66}\\
& K^{10,8}=-\int_{\Omega} W_{a} \frac{1}{70}\left\{\begin{array}{c}
{\left[-35+\lambda\left(15+20 C_{2}+32 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}} \\
+\left[35+\lambda\left(15+20 C_{2}+32 C_{2} W_{a} a_{y y}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega \\
& K^{10,9}=-\int_{\Omega} W_{a} \frac{1}{70}\left\{\begin{array}{l}
{\left[-35+\lambda\left(15+20 C_{2}+32 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}} \\
+\left[35+\lambda\left(15+20 C_{2}+32 C_{2} W_{a}^{\mathrm{T}} a_{y y}\right)\right] \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}
\end{array}\right\} W_{a}^{\mathrm{T}} d \Omega  \tag{B-67}\\
& K^{10,10}=\int_{\Omega} W_{a}\left[\left(W_{v f}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{a}^{\mathrm{T}}}{\partial z}\right] d \Omega  \tag{B-69}\\
& +\int_{\Omega} W_{a} \frac{32 \lambda}{35}\left\{\begin{array}{l}
\left(-5-30 C_{2}+80 C_{2} W_{a}^{\mathrm{T}} a_{y y}+10 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f y} \\
+36 C_{2} W_{a}^{\mathrm{T}} a_{y z}\left(\frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f y}+\frac{\partial W_{v f}^{\mathrm{T}}}{\partial y} v_{f z}\right) \\
+\left(-5-30 C_{2}+10 C_{2} W_{a}^{\mathrm{T}} a_{y y}+80 C_{2} W_{a}^{\mathrm{T}} a_{z z}\right) \frac{\partial W_{v f}^{\mathrm{T}}}{\partial z} v_{f z}
\end{array}\right\} W_{a}^{\mathrm{T} d \Omega} \\
& K^{11,1}=-\int_{\Omega} W_{\alpha}\left(W_{a}^{\mathrm{T}} \alpha\right) \frac{\partial W_{\nu s}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-70}\\
& K^{11,2}=-\int_{\Omega} W_{\alpha}\left(W_{a}^{\mathrm{T}} \alpha\right) \frac{\partial W_{\nu s}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-71}\\
& K^{11,11}=\int_{\Omega} W_{\alpha}\left[\left(W_{v s}^{\mathrm{T}} v_{s y}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y}+\left(W_{v s}^{\mathrm{T}} v_{s z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z}\right] d \Omega \tag{B-72}
\end{align*}
$$

$$
\begin{gather*}
K^{12,3}=-\int_{\Omega} W_{p f}\left(1-W_{a}^{\mathrm{T}} \alpha\right) \frac{\partial W_{v s}^{\mathrm{T}}}{\partial z} d \Omega  \tag{B-73}\\
K^{12,4}=-\int_{\Omega} W_{p f}\left(1-W_{a}^{\mathrm{T}} \alpha\right) \frac{\partial W_{v s}^{\mathrm{T}}}{\partial y} d \Omega  \tag{B-74}\\
K^{12,11}=\int_{\Omega} W_{p f}\left[\left(W_{v f}^{\mathrm{T}} v_{f y}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial y}+\left(W_{v f}^{\mathrm{T}} v_{f z}\right) \frac{\partial W_{\alpha}^{\mathrm{T}}}{\partial z}\right] d \Omega \tag{B-75}
\end{gather*}
$$

Force vector

$$
\mathbf{F}=\left(\begin{array}{llllllllllll}
f^{1} & f^{2} & f^{3} & f^{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \tag{B-76}
\end{array}\right)^{\mathrm{T}}
$$

Entries of the force vector

$$
\begin{gather*}
f^{1}=+\int_{\Omega} W_{v s} \rho_{s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right) g_{y} d \Omega  \tag{B-77}\\
f^{2}=+\int_{\Omega} W_{v s} \rho_{s}\left(W_{\alpha}^{\mathrm{T}} \alpha\right) g_{z} d \Omega  \tag{B-78}\\
f^{3}=+\int_{\Omega} W_{v f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right) g_{y} d \Omega  \tag{B-79}\\
f^{4}=+\int_{\Omega} W_{v f} \rho_{f}\left(1-W_{\alpha}^{\mathrm{T}} \alpha\right) g_{z} d \Omega \tag{B-80}
\end{gather*}
$$
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