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ABSTRACT

COMPUTATIONAL ADVANCES IN NANOSTRUCTURE DETERMINATION

By

Christopher Lyn Farrow

The atomic pair distribution function (PDF) and extended x-ray absorption fine

structure (EXAFS) techniques fill a hole in conventional crystallographic analysis,

which resolves the average long-range structure of a material but inadequately deter-

mines deviations from the average. These techniques provide structural information

on the sub-nanometer scale and are helping characterize modern materials. Despite

their successes, PDF and EXAFS Often fall short of adequately describing complex

nanostructured materials. Parallel PDF and EXAFS refinement, or corefinement, is

one attempt at extending the applicability of these techniques. Corefinement com-

bines the best parts of PDF and EXAFS, the chemical-specific and short-range detail

of EXAFS and the short and intermediate-range information from the PDF. New ab

initio methods are also being employed to find structures from the PDF. These tech-

niques use the bond length information encoded in the PDF to assemble structures

without a model. On another front, new software has been developed to introduce

the PDF method to a larger community. Broad awareness Of the PDF technique will

help drive its future development.
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Chapter 1

Introduction

It takes scientists of all sorts to engineer, synthesize, probe and characterize a sin-

gle chemical composition. Each Of these disciplines utilizes specialized tools and

techniques to perform its function. The focus Of this thesis is the advancement of

computational tools and techniques in the discipline Of structure analysis.

The tools and techniques described herein are focused on two methods for local

structure determination, the atomic pair distribution function (PDF) and the ex-

tended x-ray absorption fine-structure (EXAFS) method. Modern materials are corn-

plex and have crucial features on the nanometer scale. These materials are stretching

the limits of traditional crystallographic techniques, and increasingly require local

structure techniques for characterization. Crystallography, the analysis Of diffrac-

tion patterns to specify the structure from which they result, requires long—range

periodicity within a structure. It is not well suited for characterization of liquids

and disordered solids. Even when long-range periodicity is present. in a material,

nanoscale deviations from the average periodic behaw'or are Often missed.

Small structural features in a material are Often associated with large changes in

the material’s properties. This is vividly demtmstrated in the transition metal man-

ganese perovskites [1]. These materials take on a variety of electronic and magnetic



properties that can be tuned by intrinsic and extrinsic forces, such as chemical com-

position [2], temperature [3], applied magnetic field [4] and pressure [5]. The strong

electron-lattice coupling in these materials closely binds their structure and function.

These perovskites display “colossal magneto-resistance”, a very large change in con-

ductivity induced by an applied magnetic field [4]. These colossal changes in the

physical properties are accompanied by local structural changes that challenge crys-

tallographic detection. PDF [6] and EXAFS [7] have been pivotal in describing the

nature of the local distortions in the perovskite structure that are induced by these

forces. These techniques remain an important tool in the ongoing investigation of

this system [8].

The minute alterations in structure that accompany functional changes in a ma-

terial are easily overlooked in crystallographic analysis. This is the case with the

In1_$GaxAs series of semiconductors. These materials are of interest because their

conduction properties can be tuned by composition. The end members of this sys-

tem, GaAs and InAs, each take on the zinc-blende structure; on average so do the

alloys. The alloy closely follows Vegard’s Law [9], that is, the lattice constant is the

compositional average Of that from the end members. Crystallography predicts a

single nearest-neighbor bond length in the alloy that is commensurate with the lat-

tice constant. However, local structure studies [10, 11] reveal that there are distinct

Ga-As and In-As nearest-neighbor bond lengths that. change with composition. The

magnitude Of this mismatch is shown in Figure 1.1.

Systems like these demonstrate the need for effective structural determination

tools. The PDF and EXAFS methods are adequate tools for investigating nanos-

tructure, but for various reasons, they do not. always produce comparable solutions.

This may be due to subtly erroneous data or insufficiencies of the techniques. The

advancement of nanostructure determination requires new analysis strategies and

software that. can make the most. out Of these, and other techniques. One method
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Figure 1.1: Nearest-neighbor distances measured by local-structure methods (top and

bottom lines) and x-ray crystallography (dashed line) for the InxGa1_$As series.

Crystallography measures a single, average distance. This figure is reproduced from

reference [10].

to assure consistency among structure solutions from different techniques is to de-

rive a single solution from all the available data. Parallel refinement of experimental

data, or corefinement, is presented Chapter 5. The application Of this method to

the In1_$GaxAs series is in Chapter 6. The specifics of the PDF and EXAFS tech-

niques are given in Chapters 2 and 3. Further motivation for corefinement. is given in

Chapter 4.

Model-independent algorithms are another method used to construct a structure

from experimental data. These methods are as detailed as the data they use, so

PDF-based methods can achieve nanoscale resolution. The Liga algorithm [12] is

one such algorithm. It uses the interatomic distances from PDF data to assemble a

structure using geometrical principles. Inspired by Liga, Tribond is another distance—

based algorithm that reconstructs randomly generated structures. These algorithms

3



are described in Chapter 7.

Software is a vital tool in nanostructure investigations. Powerful software can

remove much of the analysis burden from researchers and stimulate complex and

detailed structural investigations. For years, the dominant tool for PDF analysis

has been PDFFIT [13]. Recent collaborations, aimed at developing extensible and

reusable diffraction analysis software, have lead to an update to this software. PDF-

FIT2 and PDFGUI [14] utilize modern software develpment techniques and represent

the state of the art in PDF refinement. These programs are discussed in Chapter 8.

Following this, Chapter 9 contains concluding remarks.



Chapter 2

The PDF method

2. 1 Introduction

The PDF technique is a real-space, total-scattering diffraction technique for analyzing

the local structure of materials. Traditional diffraction methods analyze the shape

and location of Bragg peaks to reconstruct the three-dimensional atomic structure

underlying a material. Such methods form the foundation Of crystallography and

have been widely successful. However, the existence of well defined Bragg peaks

presupposes structural periodicity. Highly disordered, aperiodic, and “structurally

challenged” [15] materials are therefore precluded from this form of analysis.

The PDF is the real-space Fourier transform of the structure factor, which is ob-

tained from the coherent. diffracted intensity measured in a standard x-ray or neutron

scattering experiment. Whereas Bragg peaks in the diffraction pattern give informa-

tion about the reciprocal lattice [16], the peaks in the PDF directly give the distance

between atom pairs. In this way, the PDF gives the short- and intermediate-range

structure of a material, and is complementary to the diffraction pattern. The PDF

contains all Of the information encoded within the diffraction pat tern, the Bragg peaks

and the diffuse scattering. Thus, PDF analysis is applicable tO materials with few or

5



diminished Bragg peaks.

The peaks in the PDF can be directly compared to the arrangement Of atoms

in a candidate structure. This forms the basis of the PDF technique. A candidate

structure is used to calculate a theoretical PDF and this is then compared to the

experimental PDF. The parameters which define the candidate structure can be ad-

justed in various ways to improve the agreement. The better the comparison between

the experimental and theoretical PDF, the better the candidate structure. This pro-

cedure is very analogous to Rietveld fitting [17], and will be described in more detail

in Section 2.4.

Before high-intensity sources were readily available, PDF analysis was applied

almost exclusively to liquids and glasses [18]. The PDFs of such materials are rela—

tively featureless beyond the first peak, so high resolution is not a strict. prerequisite

for investigation. In recent times, PDF analysis has been applied to many materi-

als of scientific and technological interest, such as high~temperature superconducting

cuprates [19, 20], and structurally related colossal magneto—resistant manganese per-

ovskites [6, 21, 22, 23]. More recent PDF studies have investigated nanoparticle struc-

ture and function [24], crystals with nanostructured domains [25, 26, 27], saturated

nanoporous materials [28, 29] and negative thermal expansion materials [30]. All Of

these materials have interesting and complex structural and functional relationships,

and so are of interest. to the EXAFS community as well.

The next section describes PDF data reduction. This is followed by a. derivation

and explanation of the theoretical PDF equation. PDF data analysis is described in

the final section Of this chapter.



2.2 PDF Data Reduction

In a diffraction experiment, a material sample is bombarded with an intense coher-

ent x-ray or neutron beam. The wave interference of the scattered beam creates a

diffraction pattern that is used to calculate the PDF. PDF and normal diffraction ex-

periments differ slightly. PDF experiments must achieve a higher momentum transfer

for high real-space resolution. These high momentum transfers (~ 40 A" 1) are easily

obtainable on modern high-intensity neutron and x-ray sources, such as the Advanced

Photon Source and Intense Pulsed Neutron Source at Argonne National lab. PDF ex-

periments are performed on powdered crystals, amorphous solids, gasses and liquids.

What is measured in these experiments can be reduced to the intensity of scattering

as a function of momentum transfer. There are standard methods in crystallography

for getting the data into this form depending on how the intensity data was measured.

This section describes how the PDF is obtained from the measured intensities.

The intensity measured in diffraction experiments is derived based on a few as—

sumptions. Treating the incoming beam as a plane wave with wave number k, the

beam scattered from an atom at position ri with wave number k' at. an arbitrary

point in space is given by

. r - I

em) = elk 'rel(k "kl'ri. (2.1)

This relationship is drawn in Figure 2.1. For simplicity, k’ — k is denoted by Q,

the momentum transfer. In the case of elastic scattering, when no energy is lost in

the event, [k] = [k’] = k, Q = 2ksin(2l9), where 29 is the scattering angle between

the incoming and outgoing waves. For elastic, single scattering, the intensity of the

7



 
Figure 2.1: Diffraction of plane wave by a crystal.

scattered beam is given by

1(Q) ZMQMri)

= Zraovameiqrfi. (2.2)

27‘

Here, fi(Q) is the scattering amplitude from the atom at position i. and rij = rj — ri.

This is the intensity from coherent scattering. Incoherent. scattering is caused by

multiple scattering and Compton scattering. Single scattering is almost. assured by

the high energy of the probing beam and through careful preparation of thin samples.

For a perfectly crystalline sample, the sum in Equation 2.2 is zero unless Q - rij =

27rl, where l is an integer. In other words, Q must be a reciprocal lattice vector Of

the crystal lattice. When the lattice is not. periodic on long length scales, there are

no sharp diffraction peaks in the intensity. The structural information remains but is

8
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Figure 2.2: Raw neutron intensity data from fcc nickel at room temperature [31].

Data from a single detector is shown.

inaccessible without further processing. For powder or liquid diffraction the scatterers

are uniformly isotropic. This effectively averages I(Q) over all angles defined by rij

and Q. In this case, only the magnitude of these vectors is relevant, so the vector

notation is dropped for the remainder of this chapter.

It is the structure and makeup of a material that determines its scattering cross

section, and therefore its measured diffraction pattern. For an ideal periodic crystal,

the peaks in the ideal diffraction pattern give the reciprocal lattice vectors of the

underlying structure. In reality, the experiment is not perfect and the material being

studied may not be crystalline. Experimental and structural effects Obscure. the peaks

and cause them to broaden and flatten. The first step in data reduction is to remove

9



the experimental effects from the scattering intensity. After that, the structural

information can be extracted without any bias towards crystallinity. An example of

raw neutron intensity data from fcc nickel is shown in Figure 2.2. This data was

Obtained from a single detector at. room temperature [31].

The scattering intensity is reduced from the raw intensity by subtracting the

effects of the ambient background and sample container. The background and sample

container have their own diffraction signature that must be measured under the same

conditions as the sample. The coherent scattering intensity is extracted from the raw

intensity by applying theoretical corrections for multiple scattering and Compton

scattering [18]. X—ray intensity data must also be corrected for polarization and

absorption effects. The resulting intensity is reduced by a dispersion in the scattering

factors and normalized. The structure factor is given by,

. . 2[C(Q) - 27: Ct lfz(Q)l +1
3 =

(Q) Del-rite)?

 (2.3)

Here, IC(Q) is the normalized coherent scattering intensity. The sums run over atomic

species in the material, c,- is the concentration Of species 2' in the sample and fi(Q)

the x-ray atomic form factor, which is tabulated in the crystallographic literature.

In the case Of neutron scattering, fi(Q) is replaced by the neutron scattering length,

bi: of atom 2' and the sum also runs over spin states. The structure factor is the

structural information contained in the intensity pattern. The reduced structure

factor, Q(S(Q) — 1) is used to calculate the PDF. The reduced structure factor for

fee nickel at room temperature is shown in Figure 2.3.

The corrections mentioned above can be carried out without. any adjustable pa-

rameters, but this procedure relies on approximations that can distort S(Q) Once

S(Q) is Obtained, another automated correction can be applied to force it to meet

certain physical criteria [32]. This compensates for experimental effects and reduces

10
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Figure 2.3: Scaled structure function for fee nickel at room temperature from neutron

intensity data [31]. The structure factor is scaled to match the integrand of Equation

2.4. This is data from a single detector, note the noise at high Q.

systematic error without subjective input from the scientist.

The PDF, denoted C(r), is obtained from S(Q) through a sine—Fourier transform

of the reduced structure factor, which gives a real-space signal. The sine transform

is appropriate for gasses, liquids. amorphous solids and powdered crystals, where the

scatterers are isotropically oriented.

2 .

C(r) = g/Q[S(Q) — I]sm(Qr)dQ. (2.4)

The PDF of fee nickel at. room temperature is given in Figure 2.4. The figure shows a

series of Gaussian-broadened peaks. The location of each peak relates directly to the

11
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Figure 2.4: Pair distribution function of fee nickel at room temperature from neutron

diffraction data [31]. The peaks correspond to atomic pair distances within the struc—

ture. The small oscillations below 2.5 A are due to experimental effects that were not

corrected during data reduction.

distance between a given pair of atoms in the material and the height. is proportional

to the multiplicity, concentration, and scattering intensity of the pair. The broadening

is due to the thermal and quantum-mechanical vibrations of the individual atoms as

well as structural disorder.

2.3 The PDF Equation

The structure factor is derived from the single-scattering of plane waves from sta-

tionary point. particles. It gives the correlation between atom pairs in a material as

12



described in Equation 2.4. This equation does not take into account the thermal and

quantum-mechanical zero-point vibrations within a material. This can be be treated

with the dynamic structure factor S(Q,w) [33, 16], which correlates the position Of

atoms over all time. The result Of small vibrations is that the structure factor is

modulated by a Gaussian envelope,

Ste) = 6'2W30(Q), (2.5)

2W 2 <u2>Q2.

Here, 80(6)) is the angle-averaged structure factor from Equation 2.4. In this equa-

tion, <u2> captures the atomic vibrations. It is the mean—square atomic displacement

from equilibrium.

Carrying out the integration in Equation 2.4 with Equation 2.5 gives the PDF

equation

C(T) = 47TTlP(T)—Pol, 2

M , (2.6)

 

1 1
. : A-- _

p(7) 47f7‘2 Z 1,] \/2_/’T0'zj exp 202

2] 2]

Cicjfi(0)fj(0)
A,,- = 2 .

(f)

Above, p0 is the number density of the atomic structure. Each sum runs over all

atoms: Tij is the distance between atoms 2' and j, a,-j is the correlated Debye—W'aller

factor and AU is the weighing factor of the atom pair. The weighing factor is de-

pendent upon the concentration of each atom and its scattering amplitude at Q = 0.

III the case of neutron scattering the scattering amplitudes are replaced by scatter-

ing lengths. The correlated Debye—VValler factor results from the Gaussian term in

Equation 2.5. The correlated Debye—W’aller factor and experimental corrections to

13



Equation 2.6 are treated in the next section.

2.4 PDF Analysis

Even though the PDF and structure factor of a material contain the same informa-

tion, there are benefits to analyzing that information in real-space. The PDF uses

the diffuse scattering component Of the diffraction signal, which may not be ade-

quately handled with reciprocal-space techniques. These contributions are spread

out in reciprocal-space and can be the result of significant features in real-space. The

indirect reconstruction of a material structure is necessitated by the phase problem.

It is the nature of quantum-mechanical wave scattering that the scattering intensity

is purely real (see Equation 2.2).. The best one can do with the diffraction pattern

is determine the relative distances between the scatterers. The solutions found are

not guaranteed to be unique. This fundamental issue is not specific to PDF fitting.

Given the information to work with, the PDF is its logical representation.

In order to fit Equation 2.6 to an experimental PDF, the equation parameters

described above can be varied until a good fit is achieved. However, it is much

more useful to relate these parameters to features of a three-dimensional structure

so that the resulting set of fit parameters generate the underlying structure of the

material. This is the approach taken by the PDF fitting program PDFFIT [13, 14].

In PDFFIT one or more sets of PDF data are simultaneously fit to a structural

model consisting of one or more phases. A phase is a region that is structurally

distinct from other such regions in the material. Physical parameters are constrained

to guide the fitting toward meaningful and physically reasonable results. The three—

dimensional structure used in PDF fitting is defined as a set of lattice parameters and

a set. of physical parameters for each atom: atomic coordinates, atomic occupancy,

and anisotropic atomic displacement parameters. Additional parameters are used to

14



Table 2.1: Table Of PDF fitting parameters.

 

Structural Parameters

a, b, c, a, [3, '7 lattice parameters

:r(z'), y(i), 2(2') lattice coordinates Of atom 2'

U11(z'), U22(2'), U33(i), anisotropic atomic displacement parameters of

U12(i), U13(2'), U23(i) atom z'

 

 
 

 

 

    

0cc(i) occupancy of atom 2'

Peak Shape Parameters

6 low temperature correlation term

C high temperature correlation term

O0 static peak sharpening term

Tout cutoff applied to (150

0Q resolution dampening term

(1Q resolution peak broadening term

Scale Parameters

A Overall scale factor

A Weight of phase
 

account for experimental and dynamic effects. All PDF fitting parameters used in

this investigation are displayed in Table 2.1. The notation used here closely follows

that used in PDFFIT.

The parameters in Table 2.1 are used in calculating Equation 2.6. The lattice

parameters and atomic coordinates define the inter-atomic distances. The occupancy

defines the concentration of a particular atom species at a given atomic site. For

example, two atomic species may occupy the same structural position in a substitu-

tionally doped material. The peak shape parameters and the anisotropic displacement

parameters are used to define the correlated Debye—VValler factor and to correct for

experimental effects. The phase weight is used to define the concentration of a given

phase in a multi—phase structural model. The overall scale factor scales the PDF fit.-

ting equation to the data. This factor is Often necessary because the data reduction

procedure cannot always correct for systematic errors in the data.

The correlated Debye-W'aller factor found in the PDF equation is not the same as

15



the Debye-Waller factor from normal scattering analysis. The PDF peaks represent

pairs of atoms, and so the PDF Debye—Waller factor represents the mean-square

variation in the distance between a pair of atoms. The motion of atoms in a material

are usually correlated, especially at short distances. SO, the correlated Debye-Waller

factor is not simply the sum Of the Debye-Waller factors of the individual atoms. The

degree Of vibrational correlation between atoms is well captured by a simple extension

to the uncorrelated Debye-Waller factors of the atomic pair. The anisotropic atomic

displacement parameters and atomic positions are used to compute the uncorrelated

Debye-Waller factor,

03 '2 022+UJ2-

= f'z'j'anl‘l‘Uijll'fij- (2-7)

lU(z') is the anisotropic displacement matrix for atom i, as defined by the anisotropic

displacement parameters. The correlated Debye-Waller factor is a modification of

this:

2 _ r2 _ 5 _ C 2 2 ,,
aij — 023' 1 T22], Tij + aQrij $(T2J) (2.8)

(150 for r-- < Tout

ism-j) = ‘J
1 otherwise

where 6 and C account for correlated atomic motion in the material. The (1 — b/rz-Qj —

C/Tz’j) term is derived from the correlated Debye model [34] with some simplifying

approximations [35]. The correlated Debye model treats all phononic contributions

equally without. directional dependence. The phonons are limited by a finite maximum

vibrational frequency, or equivalently the Debye temperature. The term quadratic in

U?" accounts for correlations at temperatures below the Debye temperature and the

16



linear term accounts for correlations at high temperature. Due to the approximations

of the correlated Debye model, much information is lost about the nature of the

correlated motion, but it is sufficient. for a wide range of materials [36]. For simplicity,

the correlated Debye-Waller factor is usually referred to as just the Debye-Waller

factor.

The OQ and 9b terms in Equation 2.8 are not part of the correlated Debye-Model.

(b captures the effect of static disorder on the PDF. In materials with slight confor-

mational disorder, the disorder will be apparent as multiple or shouldered peaks at

low inter-atomic distances but will only broaden the peaks at larger distances. (b0

simulates this by reducing the Debye-Waller factor at distances less than rmt while

allowing the displacement factors to capture the disordered behavior at larger dis-

tances. This term is included when static disorder is small and not. included in the

structural model.

Poor energy resolution can broaden or dampen the peaks in the PDF, and thus

affect the determination of the anisotropic atomic displacement parameters [37]. 0Q

from Equation 2.8 broadens the peaks and it simulates Q-dependent resolution loss.

0Q simulates the dampening of the PDF peaks due to Q—independent instrument

resolution. Either one or both of these terms can be applied during PDF fitting,

depending on the experimental conditions [37]. There is also the effect. of “ringing” in

the PDF. As a result of the finite Q—range of any experiment, the integral in Equation

2.6 must be truncated at some (2mm. The resulting ripples can be as large as the

noise in the PDF, so they are accounted for during PDF fitting. Truncating the

integral in Equation 2.6 at Qmar is equivalent to convolving in real-space the ideal

PDF of infinite Q—range with the sine function siII(_Q,,m_,-r)/r.

The PDF fitting equation is given below with the experimental and Debye-“’aller
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effects included.

sin(Qma$r)

sz-tU‘) = A———T——exp(—0Qr2)ZAz-Gi(r). (2.9)

This equation includes the contribution of multiple phases, each weighted by its preva-

lence in the material, A,. Intra-phase contributions to the PDF are excluded. This

is justified, provided that the extent of the fitting is small compared to the diame-

ter of a phase domain or that the size and orientation of the different domains are

uncorrelated.
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Chapter 3

The EXAFS method

3. 1 Introduction

X-ray absorption fine structure (XAFS), also referred to as x-ray absorption spec-

troscopy (XAS), is the minute modification of the x—ray absorption coefficient of a

material due to the local environment of the absorbing atom [38, 39]. The x-ray ab-

sorption spectrum can be separated into two regimes. The x-ray absorption near-edge

structure (XANES) is the oscillations in the absorption coefficient near (5 30 eV) a

core-level absorption edge. XANES is sensitive to the chemical bonding and oxidation

state of the absorbing species. Extended x-ray absorption fine structure (EXAFS)

[40, 41], extends approximately 1 keV beyond the XANES region. EXAFS is sensitive

to the positions and species of atoms in the local environment of the absorbing atom.

EXAFS analysis can be performed in real or reciprocal space. The reciprocal

space signal is a superposition of amplitude and phase modulated sine waves. The

form of this modulation depends on the atoms in the neighborhood of the absorbing

atom. When transformed to real space, this gives the positions of atoms in reference

to a selected species in the sample. The absorbing atom is selected by the energy of

the experiment. This chemical-specificity can only be Obtained with other structural
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probes through expensive or difficult procedures, such as isotopic substitution for

neutron PDF experiments [42, 43], anomalous x~ray scattering for x—ray PDF [44, 45]

or with joint neutron and x-ray PDF studies [46].

With the intense x-rays provided at synchrotron light sources, EXAFS can probe

the local environments of a wide range of elements to high resolution. Informa—

tion about the first few nearest neighbors, conceptually organized into coordination

shells around the absorber, is contained in the EXAFS signal. As a short-range

probe, EXAFS is well suited for investigating liquids, glasses, disordered materials

and nanostructures. Specialized experimental techniques make local structure acces-

sible to EXAFS in unique and powerful ways. These will be discussed in the following

sections.

The next section describes EXAFS data reduction. This is followed by a deriva-

tion and explanation of the theoretical EXAFS equation. EXAFS data analysis is

described in the final section of this chapter.

3.2 EXAFS Data Reduction

Obtaining accurate information from the EXAFS requires careful and detailed pro-

cessing. This section details the standard procedures for EXAFS data reduction [47].

The goal of data reduction is to isolate and normalize the oscillations in the absorption

coefficient. Once this is obtained, it can be analyzed in real or reciprocal space.

EXAFS can be measured in a variety of experiments. In all of these experiments,

a sample is placed in a high-intensity x-ray beam and some effect of the absorption is

measured as a function of beam energy. The modulations in the absorption coefficient.

are caused by the atoms in the neighborhood of the photo—absorber. The electron that

is emitted by the absorption event, the photo-electron, scatters from these neighboring

atoms and alters the probability of absorption at the photo-absorber. The alteration
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Figure 3.1: Possible paths taken by the photo—electron during x-ray absorption. The

photo-absorber is indicated by the light circle. The photo-electron can scatter multiple

times along any path.

specifically depends on how the photo—electron scatters around the material. Con-

ceptually, the photo-electron follows a specific path that eventually leads back to the

photo-absorber. This process is shown schematically in Figure 3.1. The relationship

between this scattering and the EXAFS signal is described in the next section.

In a transmission-mode EXAFS experiment, the attenuation of the beam is mea-

sured directly by monitoring the intensity of the beam after it. passes through the

sample. The attenuation of the x-ray beam is due to the thickness and absorption

coefficient, [1(E), of the sample:

[1.1: = —ln (fi—O). (3.1)

f

Here. I is the intensitv of the incomin beam. I is the out "oin ‘ intensitv and .r is. 0 . _ . f I. .,

the sample thickness. As the beam energy approaches an atmnic binding energy Of a
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Figure 3.2: Absorption coefficient of fee nickel at room temperature. The dark oscil-

latory line is ,u(E). The isolated atom background function, no, edge jump, Au, and

energy origin, E0, are indicated.

given atomic species in the sample, the absorption coefficient shows a rapid increase

and then a slow decay beyond the absorption edge. The absorption coefficient decays

approximately as 4%; after the absorption edge, where p is the material density, Z

is the atomic number, A is the atomic mass and E is the x-ray energy. It is in this

decaying region that. the absorption fine structure is seen. A typical plot of ,u against

x-ray energy is shown in Figure 3.2.

The absorption of an x-ray photon by an atom leaves that atom in an excited

state. The relaxation of the atom yields a photon, or less commonly multiple photons

or electrons. In a fluorescence-mode EXAFS experiment, the intensity of the emitted

photons is measured and indirectly related to the absorption coefficient. Electron-
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yield EXAFS is similar, except that it measures the emission of Auger electrons.

Relating the data from these indirect methods to the absorption coefficient requires

more processing than for transmission—mode EXAFS. These pre—processing proce-

dures are not. presented here. However, once ME) is obtained, the data reduction is

the same.

Data reduction begins by subtracting the embedded atom background, #0, from

the absorption coefficient. The embedded atom background is the atomic absorption

that would result if the photo—electron did not interact with these atoms. Unfortu-

nately, this background cannot be calculated exactly, so it must be deduced from the

data. This can be done by fitting the absorption coefficient with a smooth spline

function [48]. The spline is tuned as to not add or remove oscillations from the sig-

nal. There is no way to know if the spline actually represents the background, only

whether it meets this criterion. This step of the EXAFS data reduction is perhaps

the hardest to control; beyond errors introduced by sample preparation and data

collection [49], it is a major source of systematic error.

Once a smooth background is determined, it is subtracted from the absorption

coefficient and normalized by the edge jump height, AIL (see Figure 3.2). To obtain

Au, the pre-edge trend in the absorption coefficient is extrapolated to the extent of

the signal, and the jump height is measured from the background to this line. An

is sometimes taken as the value of the jump at the edge, which is constant. The

determination of An is dependent on the quality of the data in the pre-edge region

of the signal, or in the determination of the absorption edge; in either case it serves

as a source Of systematic error. The EXAFS signal, x(l.x'), is calculated from the

absorption coefficient, background and edge jump, and is expressed in terms of k, the

photo-electron wave number.
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Figure 3.3: EXAFS signal from fcc nickel at room temperature.

k = I]——.
52

E — E0 is the kinetic energy of the photo—electron after its ejection from the core level

of the absorbing atom; E0 is the binding energy of that level. The photo—electron

wave number is a function of this energy and the electron mass, me. Atomic binding

energies are well known, but the effects of neighboring atoms 011 atomic binding is

dependent on local environment. and must measured for each material. E0 is often

estimated as the point of inflection in the initial rise of the absorption coefficient

or at. some fraction of the initial edge jump (see Figure 3.2) It cannot. be exactly

determined during data reduction, and so is usually treated as an unknown during

data analysis. x(k) for fee Ni at room temperature is shown in Figure 3.3.
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After x(k) is isolated, it can be Fourier transformed into real space.

HR) = [XURTRQWWC (3-3)

The 2R in the exponent is there because the photo—electron makes a round-trip to

the neighboring atoms. R is the half-path length. The Fourier transform in Equation

3.3 is complex. The amplitude of the resulting signal, |x(R)|, is a pair pseudo-

distribution function. The amplitude, real and imaginary part of x(R) for fcc nickel

at room temperature is shown in Figure 3.4. The peaks in I x(R)| roughly correspond

the the location of coordination shells around the absorbing atom. The contribution

to x(k) from a specific scattering path is modulated by the scattering amplitude of

the path. The Fourier transform of these contributions gives the peaks in x(R). The

first peak is from the first coordination shell. The second peak is due to the second

coordination shell and multiple-scattering of the photo-electron between the first and

second coordination shells. The scattering amplitude is complex and k-dependent,

so the peaks in x(R) are asymmetric and shifted to lower R than the atom-atom, or

multi-atom distances they represent. The peaks have finite width due to both static

and thermal disorder, that is, the Debye-\Naller factor. Note the rapid decay in the

signal with inter-atomic distance.

Once x(k) has been extracted from the data, either it or x(R) can be analyzed

to determine the physical properties of the material. If the complex scattering am-

plitudes are known, the peaks in MR) can be used to extract atomic pair distances,

coordination and Debye-Waller factors. This is done by fitting the EXAFS signal

to a theoretical equation. A simple (.lerivation of Mk) is given in the next section.

EXAFS analysis is described after that.
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Figure 3.4: EXAFS signal from fcc nickel at room temperature. The thick, dark line

is the amplitude of the real space signal, I x(R)|. The real and imaginary parts of

the signal are given by the thinner dark and light. lines, respectively. The amplitude

at low R is due to long—wavelength oscillations that. were either introduced or not

removed during background subtraction.

3.3 EXAFS Theory

The physical process that leads to EXAFS is essentially the photo—electric effect. An

energetic x-ray is absorbed by an atom, transferring enough energy to knock one of

its electrons into an available state. Here it is assumed that the x-ray photon is ab-

sorbed completely and the photo—absorber only undergoes a single excitation. EXAFS

is strongest when a. core electron is excited, so only the excitation of the most. tightly

bound electron is considered here. This is EXAFS from the K—edge of the absorbing

atom. EXAFS can be performed at a lower energy absorption edge, which corre-
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sponds to the excitation of less tightly bound electrons. The resulting EXAFS signal

is approximately the same for the first few core levels [50]. The following deriva-

tion applies to transmission-mode EXAFS. Other experimental EXAFS techniques

result in the same EXAFS equation, provided certain approximations hold. These

are discussed further in the literature [49].

The x-ray absorption coefficient of a material is proportional to the rate at which

the x-rays are absorbed, which is the rate at. which the core electron excitation takes

place. This is given by Fermi’s Golden Rule,

#(E) cc 2?” <i|17|f>l2p(Ef)- (3.4)
 

Here, (i| is the initial state of the core level, If) is the final state of the core-hole

and photo—electron, H is the Hamiltonian operator and p(Ef) is the density of final

states. Implicit in this equation is the condition that Ef = E — E0. That is, the

kinetic energy of the photo-electron is the x-ray energy less the binding energy. It

is assumed that the incoming photon has its electric field vector pointing along the.

z direction. The time-independent Hamiltonian can then be expressed as H = 852,

where e is the electron charge and e is the amplitude of the electric field. The time—

independent Hamiltonian is valid provided that the electric field is constant over the

range of interaction, which is generally the case [50]. This is referred to as the dipole

approximation.

For tightly bound levels, the initial state is non-zero only in the vicinity of the

core radius. The final state need only be considered in this region. For simplicity,

this initial state is treated here as a Dirac delta function, Ii) = (5(r). Once ejected,

the photo-electron radiates out from the photo-absorber as a spherical wave. As it

spreads out it scatters from the neighboring atoms. This creates interference with the

outgoing wave at the photo-absorber. which affects the final state and ME). As the
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x-ray energy changes, so does the wavelength of the photo—electron, thus altering the

interference pattern. In essence, it is the photo-electron that probes the material.

x(k) can be obtained from Equation 3.4 by expressing the final state as the sum of

its outgoing and incoming parts. Some approximations and assumptions can simplify

the derivation. First, it is assumed that the sample consists of randomly oriented

crystals or amorphous regions and it has no preferred orientation. This assumption

forgoes the need to keep track of the absolute trajectory of the photo-electron. Angu-

lar terms are omitted in the following derivation. Furthermore, all atoms are treated

as points. This small atom approximation is valid in the regime of high photo-electron

wave number and distant neighboring atoms [50]. The corrections to these approx-

imations have received a thorough treatment, and can be found in the references

[51, 52].

The outgoing wave is given by the Hankel function of the first kind, an irregular

solution to the Schrodinger equation for angular momentum l = 1:

. _ + , _ 1 - 1 ikr

This form is valid in the vicinity of the origin. Outside the influence of the photo-

absorber the outgoing wave acquires a phase shift due to the potential of the central

atom [53]. This phase shift. is denoted 5C(k) +7r/2; the 7r /2 comes from the asymptotic

form of the Hankel function. The incoming wave is determined by considering the

interaction of the outgoing wave with the neighboring atoms. As mentioned above,

EXAFS is due to the scattering of the ejected photo-electron from the atoms in its

local environment. Single scattering is treated here, multiple—scattering is discussed

later.

At. a given scatterer, the scattered wave is subject. to an amplitude change and

phase shift. [53]. This amplitude is denoted f(Ahoy-MM) for scattering angle d). o
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is equal to 7r when the photo-electron is back-scattered, as it is during a single—

scattering event. Note that f(k, (1)) and 6(k) are specific to the species and location

of the scattering atom, but the small atom approximation assures negligible distance

dependence. The incoming wave can be put into the form

\IIz-(kr) = F(k7")€i6€(k). (3.6)

This form is valid near the origin of the photo-absorber. The 60(k) phase shift is due

the influence of the central atom potential on the incoming segment of the path. Near

the scatterer, which is located at R, F(kr) is given by

, iklr—RI

F k’ = h+ M? k 15006——
(7) 1( )f( ,7f)€ kIr-RI

The outgoing central atom phase shift, 66(k) + 7r/ 2, has been included explicitly. To

put F(kr) in a useful form, it must first be evaluated near the origin. Due to the

dipole approximation, the l = 1 term must then be taken from the spherical harmonic

expansion. The result of these operations gives

e2ikR

F(kr —> 0) = 410(k))f(k, n)mei(5c(k)+“/2). (3.8)

Substituting this into | f) from Equation 3.4 gives

. - 2
6211.1?

Mk) 0< #2192132 . (3.9)

 

/ kr 6(r)\110(kr) (1+ mm) ei(25c(k)+7r/2))

 

Writing this equation as ,uo(k) [1 + x(k)] reveals the relation of \P0(k) to the isolated

atom background and F(1:7) to the EXAFS oscillations. The small atom approxima—
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tion is equivalent to the condition that. kR >> 1. To lowest order in kit,

x(k) = 2s(F(kr—>0)ei56<’°>).

f(k, e) .- -
7127 s1n(2kR + 6(k) + 266(k)). (3.10)

Equation 3.10 contains the basic features of an EXAFS signal. Modifications must

be made to account for real EXAFS signals. In general, the photo-electron can scatter

multiple times along various paths (see Figure 3.1). Each of these scattering paths

contributes to the total EXAFS signal. The contribution from multiple-scattering

paths can be cast in the same form as Equation 3.10. At every scatterer, the photo-

electron is subject to an additional phase shift and altered amplitude, while the total

path length will increase by the distance between the current and last scatterer. Thus,

the form of Equation 3.10 is valid for multiple-scattering paths as well, where fP(k)

and 6p(k) represent the total amplitude change and phase shift for the path and

RP represents the half—length of the path. Note that fp(k) is dependent on the

geometry of the scattering path. Both forward and back-scattering in a path can

lead to a significant scattering amplitude, as can triangular scattering paths of large

multiplicity [54]. A more thorough description of multiple-scattering EXAFS can be

found in the references [52, 51, 55].

Other effects have been neglected in the derivation of Equation 3.10. The effects of

inelastic scattering and the lifetime of the core—hole were not taken into account. The

lifetime of the core-hole affects the transition rate in Equation 3.4. Inelastic scattering

destroys the coherence of the photo-electron so that it causes no interference at the

origin. These effects are considered phenomenologically in terms of a mean free path

of the electron, Mk). This represents how far the photo-electron can travel in the

material before these effects become significant. Related to the lifetime of the core-

hole, the relaxation of the photo—absorber was not. considered. "The relaxation of the
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photo—absorber during the lifetime of the core—hole is accounted for by the passive

electron amplitude reduction term, 38.

Of more structural interest, thermal and static disorder in the material also affects

the EXAFS signal. Both of these effects are captured in a series of peak broadening

functions. Symmetrical peak broadening, as seen in Figure 3.4, is accounted for by

applying a Gaussian envelope on each scattering path. Higher order, anharmonic

terms account. for asymmetrical broadening and are not detailed here. For more

information, see reference [56]. The width of the Gaussian envelope term is the

correlated Debye-Waller factor. This definition of the Debye-Waller factor includes

the effects of small static disorder due to practical reasons; if the static disorder is not

included explicitly during data analysis, it will be captured by in peak broadening

term. The Gaussian peak—width comes from the second cumulant with respect to R

of Equation 3.10. Proper determination of this cumulant includes curved-wave effects

and introduces a small correction to the phase equal to —4k02/R [57].

Considering all of the effects above, the complete EXAFS equation is given by

52 MM)e—2k220 —2R A(k
bOZNP—“22 Pg P/ P )

 

_ _ 41w?3

sm 21:13}: + 206(k) + (5p(k) — . (3.11)

RP

The sum runs over all scattering paths, P, taken by the photo-electron. NP is the

multiplicity of the path, which is defined by the geometry of the atomic arrangement.

All other terms have been described above. Equation 3.11 is used during EXAFS

data analysis. which is described in the next section.
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3.4 EXAFS Analysis

EXAFS analysis does not necessarily involve EXAFS fitting. Qualitative information

about a system can be obtained just by looking at the EXAFS signal. Quantitative

analysis requires comparing an experimentally obtained EXAFS signal to an accepted

mathematical representation of the signal, such as Equation 3.11. This section is

concerned with quantitative analysis. Examples of other analysis methods can be

found in the literature [38].

3.4.1 Limitations

Obtaining quantitative information from EXAFS data can be challenging. For a

typical EXAFS investigation, one does not know the absorption energy precisely,

and the amplitude of the EXAFS signal is prone to experimental effects [49]. These

unknowns are highly correlated with parameters of more interest; the edge energy

must be known to accurately measure the shell distances and the amplitude reduction

factor must be known to determine the Debye-Waller factor and the coordination

numbers. In turn, the coordination numbers and passive electron reduction factor

are totally correlated. As a result, these unknowns must be provided by an outside

source or be treated as variables during the analysis. Chemically and structurally

similar materials can be used to obtain the amplitude reduction factor and edge

energy, but this presumes the existence of a well known standard. Even then, the

standard values are only approximate and subject to error if measured under different

experimental conditions than the primary data. In some cases, special techniques can

be used to decorrelate the amplitude factors [56, 58]. EXAFS signals obtained under

different conditions, such as signals from different absorption edges or from different.

temperatures, can be used to constrain these parameters and reduce the correlations.

Constraining parameters across multiple coordination shells can have the same effect.
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In general, EXAFS analysis is even more difficult beyond the first coordination

shell. Multiple scattering paths can become significant as soon as the second coordi-

nation shell is included. The scattering factors and phase shifts for multiplescattering

paths are not readily obtainable from standard materials, and so have to be computed

theoretically. FEFF [59, 60] is one program for doing this. FEFF imparts its own

limitations on EXAFS fitting. These are discussed in detail below. Properly con-

straining multiple-scattering paths can reduce correlations among the variables, but

additional paths may introduce more fitting variables. As the fitting range increases,

so does the likelihood that different paths will overlap in real space, which leads to

more parameter intercorrelation. The number of parameters that can be extracted

from an EXAFS signal is approximately 2 + ZARAk/7r, where AR and Ak are the

real and reciprocal space extent of the signal used in the fit, respectively [61]. When

the number of significant scattering paths grows rapidly with the fitting range, as

with disordered materials, they exhaust the information capacity of the signal with-

out proper constraints. How these constraints are formulated varies from system to

system.

3.4.2 EXAFS fitting

EXAFS analysis is commonly performed by adjusting the parameters in Equation 3.11

in order to fit. an experimental EXAFS signal. The parameters that give the best fit.

are assumed to quantitatively describe the structure of the subject material. This

procedure can be automated with an optimization algorithm that minimizes some

measure of the discrepancy between the data and the fit. Minimization is discussed

in Chapter 5. In order to use Equation 3.11 as a fitting function, fp and tip, the

path parameters. must be calculated for a. every path needed by the fit. The range

of the fit. determines which paths are significant. Paths with weak signals are often

omitted from the calculation.
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The calculation of path parameters requires knowledge of the path, such as the

atoms and distances involved. Of course, if that information were known entirely,

there would be little need for data analysis. However, if the geometry of a path is

known, the scattering angles and number of legs, then the amplitude factor and phase

shift can be determined with only approximate knowledge of the path lengths. This

information can be transferred to paths of the same geometry as long as the small

atom approximation remains valid. If one wants to model a different cluster of atoms,

then the amplitude and phase terms must be calculated again. This would not be

a limitation except for the method by which path parameters are generated. The

dominant programs for EXAFS fitting, such as IFEFFIT [62] and its graphical user

interface ARTEMIS [63], use FEFF to calculate the path parameters. FEFF is not

designed to be interfaced, but rather run as an application separate from the fitting

procedure. The path parameters are generated beforehand, as opposed to at each

iteration of the fitting algorithm. Because of this, the geometry of the scattering

paths cannot be easily adjusted during EXAFS fitting. This is not a limitation in

FEFF so much as it is a limitation of the path formalism. Allowing the path geometry

to change during a fit would alter the path degeneracies unless symmetry were also

preserved. New and removed paths would need to be handled by the fit routine,

which greatly complicates the fitting.

Along with generating path parameters, FEFF calculates the central atom phase

shift, 6C(k), mean free path terms, /\(k), and passive electron reduction factor, 5'8,

for a configuration of atoms. The Mk) from FEFF are considered good enough for

EXAFS fitting, but the 83 values are only approximate [59]. FEFF also has a path

filter that eliminates paths with amplitude below a percentage of that of the most

significant path. The path filter is critical since the number of scattering paths grows

exponentially with the coordination shells.

EXAFS fitting performed in this Dissertation depends on FEFF paths and is
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Table 3.1: Table of refinement parameters in EXAFS fitting.

 

A The amplitude of the path

N Degeneracy of the path

AB The shift in the energy origin

AR The shift in the half path-length

a2 The correlated Debye—Waller factor of the path

E,- The imaginary energy shift (self-energy)

03 The cubic anharmonic term

04 The quartic anharmonic term    

modeled after IFEFFIT. The EXAFS fitting parameters are summarized in Table

3.1. These terms exist for each path and relate to the parameters in Equation 3.11.

They are adjusted by the fitting routine to find the best fit to Equation 3.11. A

constraint mechanism exists for fixing, floating, or constraining these parameters

to user—defined fitting variables. Physically meaningful relationships between the

parameters can be captured in the constraints to reduce uncertainty and correlations

among the fitting variables.

Some of the parameters in Table 3.1 deserve further discussion. The amplitude of

the path, A, includes the passive electron reduction factor, 38. It also compensates for

systematic errors that manifest in the amplitude of the signal. The path degeneracy,

N, is used primarily in first shell analysis. When the coordination of the first shell is

not. known, a single FEFF path can be fit with variable N. This has to be determined

separately from the amplitude factor since they are entirely correlated. As mentioned

above, the edge energy can only approximately determined during data reduction.

AE represents the shift in the edge energy from that used during data reduction.

It modifies E0 in Equation 3.2, and thus alters the photo-electron wave number.

Since FEFF generates the path parameters on a constant. k-grid, these values must

be interpolated to the altered I: value during fitting. AR is the change in the path

length from that used to generate the FEFF path. The self-energy term modifies the
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mean free path generated by FEFF . It compensates for the finite energy resolution of

the experiment and for the fact that the core-level has a finite energy width. 03 and

04 are corrections to the symmetric peak broadening approximation. 03 manifests in

the phase shift and 04 in the peak broadening term. These terms are used primarily

in quantifying asymmetric static disorder.
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Chapter 4

Comparison of PDF and EXAFS

Techniques

4. 1 Introduction

Despite the similarities between the PDF and real—space EXAFS signal, they do

not, in practice, provide the same structural information. Both PDF and EXAFS

techniques have practical limitations that affect the amount and quality of derived

structural information. Some of these limitations are identified in Section 3.4. The

way the structural information is obtained also differs between the techniques. PDF

studies are usually interested in obtaining structural models of a material. Due the

short range of the real-space EXAFS signal, it is often not possible to determine a

complete structure from the data. Furthermore, there is no accepted way to relate

the vibrations of individual atoms to the multiple—scattering Debye-Waller factors.

When results from PDF and EXAFS analyses differ, it may to be due to noisy or

insufficient. data. However, the way in which the. data is analyzed can also lead to

differing results.
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4.2 Limitations

Many perceived strengths and weaknesses of EXAFS and PDF are based on outdated

information [64] and deserve some clarification. It has long been believed that EXAFS

has better spatial resolution than conventional diffraction studies. This does not nec-

essarily apply to PDF studies, although early PDF studies on liquids did not require

high resolution. The smallest feature discernible in the PDF, the spatial resolution,

is given by 6rpDF m 7r/AQ, where AQ is the range of momentum transfer used to

calculate the PDF. For EXAFS, this quantity is 67‘EXAFS 2 7r/2Ak, where Al: is

the extent of the photo-electron wave number used to calculate the real-space EXAFS

signal. EXAFS experiments are often performed out to 16 or 20 A‘l, but sometimes

less. Absorption edges on the high-energy side of the edge being investigated may

reduce the maximum attainable k-range. PDF experiments can be performed up

to and beyond Qmax = 40 A—l, for example at the neutron powder diffractometer

NPD at the Manuel Lujan Neutron Scattering Center at Los Alamos National Labo-

ratory [65], which gives comparable spatial resolution to EXAFS. It used to be that.

PDF data collection took much longer than EXAFS data collection, a comparison of

hours as opposed to minutes. This is also no longer true. The RA-PDF method [66]

uses high-intensity x-rays and an image plate detector to collect diffraction intensities

suitable for PDF studies in a matter of seconds, albeit at Qmax less than 30 A‘l.

Instrument resolution is a factor that affects the quality of PDF and EXAFS data.

It modifies the shape of the peaks in the PDF, and can manifest in both the phase and

amplitude of the EXAFS signal. Techniques for eliminating instrumental and intrinsic

resolution effects are in current development. for EXAFS [67, 68, 69, 70], but no single

method has been widely adopted. Therefore, EXAFS data reduction and modeling

software [62, 63] does not provide a means to compensate for experimental resolution.

PDF software [13, 14] contains phenomenological terms [37] that account for certain

types of resolution effects during modeling and generic experimental effects during
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data reduction [32]. However, recent work has shown that these resolution terms are

not sufficient to compensate for effects from time—of-flight neutron diffraction exper-

iments [71]. These time-of-flight resolution effects generally cause an overestimation

of the PDF lattice constants and thermal parameters. This is usually compensated

for by calibration with respect to a known standard. However, until resolution effects

are adequately handled by PDF and EXAFS refinement software, the quantitative

structural information from these techniques is less reliable than it could be.

A limitation that exists in PDF that does not apply to EXAFS is the limited

accessibility of trace elements in a sample. Fluorescence—mode EXAFS detects the

x-rays emitted by the absorbing atoms that accompany x-ray absorption instead of

the attenuation of the x-ray beam. These are detected at angles outside of the x-ray

beam, so that the weak signal is separated from the strong background intensity.

Instruments can detect the fluoresced x—rays from atoms present at levels as low as

10 parts-per-million. Such a small concentration of atoms is invisible to PDF, as they

contribute very little to PDF profile.

Both EXAFS and x—ray PDF studies may be hindered by limitations due to con-

trast. X-ray scattering intensities are dependent on atomic number, so elements that.

have atomic numbers within five of each other are difficult to distinguish with x-rays.

In addition, light elements have weak x-ray absorption and scattering properties,

so organic compounds are largely inaccessible to x—ray PDF and EXAFS. EXAFS

is not completely blind to light atoms, though, as these atoms can be detected in

multiple-scattering paths. Neutron PDF does not. have these issues since neutron

scattering power is not strongly influenced by atomic number. However, neutron

PDF may suffer from peak cancellation due to the negative scattering length of some

elements. This occurs in the nearest neighbor Cu-O/Ti-O peak of the neutron PDF

of CaCu3Ti4Olg due to the negative scattering length of Ti [72]. Even without can-

cellation, peak overlap is a common complication in PDF and EXAFS fitting. To
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the advantage of the PDF, the medium-range correlations help deconvolve the con-

tribution of different atomic pairs under a single peak during analysis. However,

EXAFS from multiple edges gives the best separation of this information. PDF tech-

niques exist for separating the PDF into its contributions from different atoms, such

as anomalous x-ray scattering [44, 45], isotopic substitution for neutron PDF [42, 43]

and joint x-ray and neutron PDF [46]. Unfortunately, isotopic substitution is usually

prohibitively expensive to perform and anomalous x-ray scattering is a very involved

and difficult technique. Joint x—ray and neutron PDF is perhaps the most promising

of these technique due to the ease with which it is performed and analyzed, but it. is

not widely used.

The most limiting feature of EXAFS is its short spatial range. Many interesting

phenomena manifest in the medium-range structure, such as discommensurations in

incommensurate charge density wave materials [73, 74] and structural phase transi-

tions in transition metal manganese perovskites [75]. The limited distance information

in the EXAFS signal precludes structure determination from EXAFS data alone for

all but the simplest structures. Reverse Monte Carlo, which is described in the next

chapter, has been used to model a complete structure from EXAFS data [76], but

this approach has not been widely adopted. For this reason, approximations are of-

ten used to extract as much information from the EXAFS signal as possible. These

methods are explored in the next. section.

4.3 Structural Modeling

There are two general reasons why the structural information from PDF and EXAFS

studies may differ. Foremost, errors introduced in the collection, reduction and pro—

cessing of PDF and EXAFS data have an unpredictable influence on the derived

results. Secondly, limitations of the technique, data or theory limit. the modeling
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options and quality of the results. The second point is of critical interest in PDF and

EXAFS corefinement.

The extent to which the structural information in the PDF and EXAFS signal

is useful largely depends on how that information is modeled and extracted. For

highly disordered or complex materials, the EXAFS and PDF signals are composed

of many overlapping peaks. These peaks must be modeled as a distribution, since

neither the EXAFS nor the PDF signal contains enough information to uniquely

specify all the pair distances. For materials with less disorder, or even complex

order, this information may still be modeled as a distribution at short distances

if medium-range information is required to distinguish similar atom-sites. These

medium-range correlations are present in the PDF, but not in the EXAFS. For these

types of materials, comparison between EXAFS and PDF results is difficult because

the PDF can make use of a structural model to capture the static disorder but the

EXAFS may capture static disorder with the Debye—Waller factor. It is not always

clear whether these systems have “weak” disorder, which is assumed in PDF modeling.

Furthermore, failure to accommodate large disorder effects in the EXAFS equation

can lead to improper measurements of the bond lengths [77].

Amorphous materials have received much attention from the EXAFS community.

These materials often have skewed distributions that are poorly modeled as Gaussian

disorder. The cumulant expansion approach has been developed to model the effects

of asymmetric disorder on the EXAFS signal [56, 64, 78, 79, 80]. The cumulant

expansion introduces corrections to the phase and amplitude of the EXAFS equation

that model weak asymmetric disorder. Such corrections are not commonly applied to

the PDF and are not available in PDF refinement software.
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4.4 Study of La1_,,,Cal.Mn03

To compare the compatibility of structural information from EXAFS and PDF

techniques, a study was performed on the colossal magneto-resistance material

La1__TCaleInO3 [8]. La1_xCa$MnOg undergoes a phase transition from a paramag-

netic insulator (PI) to a ferromagnetic conductor (FC) as the temperature is reduced

below about 260 K for a: z 0.30 [7]. Accompanying the electronic and magnetic phase

transition is a structural phase transition. Pure LaMn03 has a distorted perovskite

structure containing a Jahn-Teller distorted oxygen octahedron surrounding a single

manganese atom. There are three Mn-O bond lengths in the unit cell at about 1.92,

1.97, and 2.15 A [81]. In the 0.20 S :r S, 0.48 doping range, the same distortion of

the Mn-O octahedra exists in the PI phase. In the FM phase the distortion is at

least partially suppressed, leading to a narrower distribution of Mn-O bond lengths

[82]. The first peak in the data, which is a negative peak in PDF due to the negative

neutron scattering length of Mn, is due to the Mn-O bond length distribution. The

resolution of the data is such that neither PDF nor EXAFS can uniquely resolve the

separate bond lengths, except for the 310 K PDF data, which shows a pronounced

shoulder on the high-r side the peak. The nearest neighbor Mn-O peak was analyzed

to determine the mean Mn-O bond length and the Debye-W'aller factor.

The EXAFS sample used in this study has doping concentration :1: = 0.30. EXAFS

data collection was performed at the Mn K-edge and has a k—space range of 12 A—1

[83]. The EXAFS data covers 15 temperatures from 60 K to 416 K. The PDF data

has doping concentration a: = 0.28. The neutron PDF data has a k—space range of

35 A"1 [8]. It covers six temperatures from 10 K to 310 K.

For both data sets, the distribution of atoms in the nearest-neighbor triple-peak

is modeled with a single Gaussian curve. The Debye-Waller factor therefore contains

both the thermal component. and a component due to the distribution of bond lengths

in the peak. The EXAFS analysis follows work by Booth ct al. [7]. The EXAFS
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Figure 4.1: First peak PDF profile of La0,7CaO'3MnO3 at 310 K. The dots show the

data and the thick line the fit. The thin line is the difference and is offset for clarity.

background was subtracted and fit to a first shell model using ATHENA and ARTEMIS,

both part of the HORAE software package [62, 63]. The edge energy was determined

as the inflection point in the absorption edge at 6554.5 eV and then shifted by -2 eV to

get a better background fit. The EXAFS signal was fit to a single oxygen atom shell

at. a distance of 1.95 A. The edge energy shift was fixed at. zero, since it was already

accounted for in the edge subtraction. This is believed to be a small approximation,

but it is likely to affect the bond length measurements. The single shell model was

fit. with variable distance, amplitude, and Debye-W'aller factor and the degeneracy of

the peak was fixed at six. The first. PDF peak was fit. to the PDF equation as a single

broad peak. The bond length, number density and Debye-Waller factor were varied

in the fit. Two representative fits are shown in Figures 4.1 and 4.2.
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Figure 4.2: First peak of the EXAFS signal of La.0_7Ca0.3MnOg at 310 K. The dots

show the data and the thick line the fit. The thin line is the difference and is offset

for clarity.

The comparison between the measured Mn-O bond lengths and Debye-W'aller

factors are shown in Figures 4.3 and 4.4. In each plot the error in the EXAFS data

is shown. Two PDF fits, which differ by their fit. ranges, give an indication of the

uncertainty in the PDF results. The large discrepancy in these values at higher

temperature is due to uncertainty in where the first peak ends and the second peak

begins, as displayed in Figure 4.1. Figure 4.3 shows the reduction of the mean Mn-O

bond length through the phase transition. The EXAFS results lie below those from

the PDF data, although they are the same within the estimated uncertainty. The

reason for the. discrepancy is two-fold. First, the l/T2 dependence in the EXAFS

equation causes the longer bond lengths under the peak to be less emphasized in
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the fit [7]. This shifts the mean to a lower r-value. This is also true of the PDF

results, but less pronounced because the PDF equation has only 1 /r dependence.

The second reason is due the time-of—flight instrument resolution effects discussed in

the last section. When not compensated, these effects increase the bond lengths, and

therefore all distances measured from the PDF. However, this effect is usually only

significant at large distances and no standard data is available with which to quantify

or determine its relevance in this case. The broadening in the Mn-O bond length

distribution through the phase transition is shown in Figure 4.4. The agreement

between the EXAFS and PDF fits is consistent, but the error bars indicate that the

EXAFS fit is imprecise. Low resolution can contribute to peak broadening, but this

would place the EXAFS Debye-Waller factors above the PDF values since the PDF

data has better resolution.

The results of a full structural PDF analysis are also shown in Figure 4.3. The

structure model of La0.72Ca0_28MnO3 was fit using PDFGUI [14], where the lattice

constants, thermal parameters, and positions of the La/Ca and O atoms were refined

within the anm space group [22]. This fit yields three different Mn-O bond lengths,

which are averaged in the figure. The results compare favorably with diffraction mea-

surements on La0,7Ca0,3Mn03 [84], although the PDF values are slightly larger. The

actual transition point. is obscured due to lack of data in the transition region. The

trend in the full structural fit is contrary to that of the Gaussian fits (see Figure 4.3).

That. is, the average Mn-O bond lengths increase with temperature, as they should,

rather than decrease. This contrary behavior is due to the exclusion of anharmonic

effects in the single—shell EXAFS and PDF analyses [7]. As the distribution of bond

lengths increases. the errors due to the Gaussian approximation become more severe,

which manifests as a decrease in the average Mn-O bond length.

The purpose of this study was to highlight the difficulties in comparing structural

quantities derived from PDF and EXAFS data. The use of the Gaussian model for
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Figure 4.3: The first peak distance versus temperature for PDF and EXAFS data of

La1_xCa$MnO3, for :r z 0.3. The vertical dashed line indicates the phase transition

temperature. The square symbols show the EXAFS results. The vertical bars give the

estimated error on these values. The diamond and up—triangles show results from two

different first—peak PDF fits. The right—triangles are results from a PDF refinement

of the La0_72Ca0_28Mn03 structure. The dotted lines are guides to the eye.

the Mn-O peak is the main source of this difficulty. The Gaussian model does predict

the position of the phase transition, but it does not. demonstrate the proper behavior

of average Mn-O bond length with temperature because of the large structural com-

ponent. This barrier cannot be overcome since a full structural EXAFS analysis is

not possible with the given data. Resolution effects also influence the results. The

errors caused by these issues is likely on the order of a few percent [71]. Theoretical

development towards correcting these issues is slow, so other means to compensate

for them are needed. The issues detailed in this chapter motivate the need for a
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Figure 4.4: The first peak width versus temperature for PDF and EXAFS data of

Lal_$Ca$Mn03, for :1: z 0.3. The vertical dashed line indicates the phase transition

temperature. The square symbols show the EXAFS results. The vertical bars give

the estimated error on these values. The diamond and triangles Show results from

two different PDF fits. The dotted lines are guides to the eye.

method of EXAFS and PDF data analysis that can utilize the strengths of the PDF

and EXAFS techniques while mitigating their weaknesses.
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Chapter 5

Corefinement

5. 1 Introduction

The EXAFS and PDF methods are complementary structure determination tech-

niques specialized for nanostructure investigations. Both techniques have been suc-

cessfully applied to liquids, glasses, disordered and aperiodic materials, and crystalline

materials with local distortions. These studies have elucidated many interesting phys-

ical phenomena, such as superconductivity, colossal magneto-resistance, thermoelec—

tricity and negative thermal expansion. However, there is often disagreement within

and between the EXAFS and PDF communities as to which explanation of a phe—

nomenon is correct. Techniques that can reconcile the common discrepancies between

EXAFS and PDF are of great value to both communities [85].

When carefully analyzed, EXAFS and PDF data provide complementary and con-

trasting information. Both techniques can be used to measure the distance between

selected atom pairs in a material. The EXAFS signal gives the distance between

a selected atomic species and its local neighbors to distances less than 10 A [86].

The short range of EXAFS makes it less suitable for intermediate-range structure

investigations, but the chemical specificity affords it a very detailed view of the local
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structure. Full structural refinement with EXAFS is often impossible due to the short

range of the signal.

The PDF is a short- and intermediate-range probe. It provides the distances

between all atom pairs within up to hundreds of angstroms of each other, regardless

of their species. A common difficulty in structure modeling with the PDF is resolving

overlapping peaks that result from multiple atomic pairs. Special techniques can be

applied to resolve such peaks, such as anomalous x-ray scattering [44, 45], isotopic

substitution for neutron PDF [42, 43] and joint x—ray and neutron PDF [46]. The

contrastng PDFs obtained from these techniques are used to determine the profile

corresponding to a selected set of atom species. The same contrast may be achieved

by using the chemical—specific EXAFS signal to resolve short-ranged peaks in the

PDF.

The goal of EXAFS and PDF corefinement is to determine reliable and unbiased

structural solutions that make use of all the available data. Unbiased solutions are

essential since no experimental technique can give ideal data without random and

systematic error. Systematic errors are introduced during data collection, reduction

and even analysis [47, 59]. By corefining multiple data, the effect. of the systematic

error from any one dataset is diminished.

The reliability of a structural solution is not only dependent on the errors in the

data, but on the method used to obtain the solution. EXAFS and PDF refinement

software commonly use downhill regression to fit a theoretical model to the experi-

mental data [62, 13]. Interdependencies among the parameters in the fitting equation

make finding a unique solution challenging. For example, the amplitude and phase

parameters in the EXAFS equation are respectively highly correlated. This means

that a change in one parameter can be compensated by a change in another with little

effect on the quality of the fit. These correlations are not a property of the material,

so they should be reduced in order to find the optimal solution. Overcoming this
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limitation in the way that EXAFS and PDF data are analyzed is a large part of the

analysis effort. Known standards can be used to constrain or fix correlated parame-

ters, as can additional data taken under different conditions, like EXAFS data from

different absorption edges or temperatures. Increasing the range of a fit can introduce

new parameters that can be constrained to reduce the overall correlation, but this

can also complicate the analysis.

Techniques similar to corefinement currently exists in various forms. Reverse

Monte Carlo (RMC) [87] frequently utilizes different types of structural data. RMC

modeling refines a three-dimensional structure by randomly perturbing the atoms. A

move is accepted if it increases the agreement between the model and experimental

profile functions. Moves that decrease the agreement are accepted with a predefined

probability. RMC has been used to model disordered materials simultaneously using

EXAFS and PDF data [76], and has been recently applied to crystalline structures

[88]. RMC modeling often employs outside knowledge, such as minimum distances

between atoms, to restrain features of the structural model. RMC modeling produces

the most disordered structures consistent with the data. Furthermore, RMC cannot

distinguish between static and thermal disorder, so the latter is not included in the

model. However, some thermal information can be derived from RMC solutions [89].

Another argument against RMC is the lack of parameter correlation information

provided by the technique. This makes it difficult to fully assess the quality of its

solutions.

Powder diffraction and EXAFS corefinement has been investigated extensively by

Binsted and coworkers [90]. In that. work, many of the pitfalls of corefinement were

carefully studied, in particular, the treatment of disorder. The effects of correlated

atomic motion that appear in the EXAFS signal also exists in the diffraction pat.-

tern, but is inaccessible with reciprocal-space refinement techniques. The solution

presented by Binsted and coworkers was to not corefine the Debye-Waller factors for
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the first few coordination shells. The correlation effects die out with distance, and

so can be safely ignored for the higher coordination shells. This approach deval—

ues the corefinement‘by ignoring the most detailed and accurate information in the

EXAFS signal. This problem does not exist in PDF and EXAFS corefinement since

both of these models must take into account vibrational correlations. However, PDF

and EXAFS corefinement must contend with the issue of Debye-Waller factors for

multiple—scattering EXAFS paths.

The corefinement technique presented here is unique because it combines two com-

plementary local-structure techniques that are often disjoint. The analysis presented

in the following chapter takes full consideration of correlations in the fitting parame-

ters. Like earlier work, this technique does not use all of the information available in

the EXAFS signal, but it plays to the chemical-specific and short-range strengths of

the technique.

5.2 Corefinement Technique

Corefinement uses established refinement protocols from the EXAFS refinement soft-

ware, IFEFFIT [62] and ARTEMIS [63], and PDF refinement software, PDFFIT [13]

and PDFGUI [14]. These programs use a least-squares downhill regression algorithm

to minimize the X2 calculated from a theoretical fitting equation, experimental data

and uncertainty in the data. Parameters of the fitting equation are constrained to

variables that are automatically adjusted to minimize X2. In PDF and EXAFS core-

finement, the structural variables common to both techniques, the nearest-neighbor

bond lengths and Debye-Waller factors, are also constrained. This allows the PDF to

benefit from the chemical specificity of the EXAFS signal, and in turn the EXAFS

benefits from the intermediate-range information in the PDF.

The main complication with sharing information between parallel EXAFS and
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PDF refinements is the treatment of multiple-scattering EXAFS paths. Like

IFEFFIT, the corefinement algorithm uses FEFF [59, 60] to generate its theoretical

standards. This approach to EXAFS fitting must handle changes in scattering path

geometry with elaborate constraint schemes, or by regenerating the path information

after each change. Although this latter approach is computationally feasible, it in-

troduces logistical problems, such as how to handle the new paths that result from

symmetry changes. There is an additional complication in comparing the Debye-

Waller factors in the EXAFS and PDF equations. Equation 2.8 is obtained under

the assumption of small disorder, so it applies equally well to the PDF and EXAFS

Debye-Waller factors. There is no simple analogous formula for multiple-scattering

EXAFS paths. Such a formula would likely introduce multi-body correlation param-

eters that would need to be determined.

The corefinement algorithm avoids these difficulties by only using the first shell of

the real-space EXAFS signal. This approach is somewhat limiting, since it requires

that the first shell can be cleanly isolated. It is not uncommon for coordination shells

to blend together. In principle, information could be used from further shells, as long

as the multiple-scattering paths are negligible. The exclusion of this further-neighbor

information is acceptable since the real-space EXAFS signal decays rapidly after the

first peak. Furthermore, EXAFS chemical information from other absorption edges is

better suited for resolving peaks in the PDF than the structural information contained

in the higher coordination shells.

5.3 Computational Details

The corefinement algorithm minimizes the combined x2 of the EXAFS and PDF

components of the fit. X2 is a measure of error between data and a model, and for a
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single fit component is defined as

Nid N (m - f(93z'))2

X2 = fig) 022 , (5.1) 

where the r,- is the 3th data sampling point, y,- and a,- are the data and its uncertainty

at that point, and f is the fitting equation. The Nidp/N term rescales X2 to represent

the error over the number of independent data points as opposed to the number of

sampled data points. The number of data points in the PDF or the real-space EXAFS

signal, N, can be arbitrarily chosen when the real-space signal is Fourier transformed

from reciprocal-space. Nidp is the theoretical limit on the number of fitting variables

that can be uniquely specified in the fit. The rescaling affects the determination of

2. The uncertainty in a

av = \/2 (855)—1. (5.2)

This is measured for each variable after the fit has converged.

uncertainties in the fit variables, which are derived from x

variable, v, is given by
 

 

In EXAFS fitting, Nidp 2 2 + 2ArAk/7r, where Ar and Ak are the real-space

and k-space extent of the fit [61]. For a first shell fit, this is typically around 10. In

PDF fitting, Nidp z ArAQ/7r, where AQ = Qmax is the Q-range of the data. This

estimation of the number of independent points is not found in the PDF literature,

but it can be derived in the same fashion as the EXAFS estimation, with only minor

modification [61]. In the study presented in the next chapter, N,-dp/N typically ranges

from 1/2 to 1/20.

Fitting components from the same or multiple techniques can be refined in parallel

by contributing to the x2 of the fit. In the corefinement. routine, the total X2 is a

53



weighted sum of the X2 values from the PDF and EXAFS components,

PDF EXAFS

X30: 2 U’ixg+ 2: “fix? (5-3)

i j

The sums run over the individual PDF and EXAFS components to the fit, such as

PDF data taken with different radiation, or EXAFS data take from different edges.

The weights w,- and wj define the contribution of a given component to the overall

fit. The larger its weighting, the more a component will influence the direction of the

optimization algorithm as it attempts to minimize X30. An individual component of

the fit may also hold more influence over the direction of the optimization by virtue

of smaller uncertainty or larger number of independent points.

One measure of merit. for a fit is the value of the reduced X2: denoted X12» The

reduced X2 is calculated as

2 X2 ,
Xy = my (0.4)

where u is the number of variables used in the fit. Nidp — 1/ represents the number

of degrees of freedom in the fit. W'hen data are corefined, Nidp represents the total

number of independent. data points from all data. An ideal fit has X3 % 1. As is

the case in PDF and EXAFS fitting, even good corefinements can have x12, much

larger than this. Accepted practice in the EXAFS community [91] is to rescale the

calculated uncertainties to better reflect quality of the fit and to give a better estimate

of uncertainty in the fit variables. For the corefinement algorithm, the uncertainties

in the fit variables are multiplied by g, which is equivalent to rescaling xg to one.

As a consequence of this rescaling, any global weighting of X2 does not affect the

uncertainty calculations, so the weights in Equation 5.3 need not be normalized.

Corefinements are evaluated based on several measures. x2 is not a good measure

of cmnparison between different fits since it is a function of the weighting ratios. A

more proper indicator of goodness of fit is Rw, the root-mea1i-sqtiai'ml deviation of
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the fit from the data.
 

 

. ._ T. 2

Since Rw is a relative measure of error, it is appropriate for comparing results using

different models, or corefinements with different weightings. Rw for a corefinement

is the weighted sum of the Rw values of its components.

In addition to the uncertainty in the fit variables, it is also important to evaluate

the correlation between fitting variables. The linear statistical correlation between

two variables, u and v, is defined as

p _ Cm)
uv — s ., .

V Can (2 '00

Here, Cm. is the covariance of variables it and v,

—1
a? 2

CW = 2 (may . (5.7)

Note that Cu," 2 03, the square of the uncertainty. The linear statistical correlation

 

gives an indication of how much a change in one variable affects the change in another.

A large statistical correlation (lpuvl > 0.7) indicates that two variables are strongly

correlated and cannot be determined uniquely by the fit. Weak correlation (Ipuvl <

0.3) between variables is desirable, as it. indicates that. the effect. of a change in one

2
variable will manifest. in X , instead of in another variable.



Chapter 6

Corefinement Study of InxGa1_$As

6. 1 Introduction

The semiconductor series GaAs, In0,5Ga0,5As, and InAs are used as test materials

for the corefinement algorithm. The average structural properties of this system obey

Vegard’s law [9], that is, they follow a linear relationship between the end members.

On average, each compound has the zinc-blende structure, where the Ga/In atoms

randomly lie on one sub-lattice and the As atoms lie on the other. EXAFS and PDF

studies [10, 92, 11, 93, 94] and force-field models [95, 96, 97, 98] Show that the local

structure of the alloyed compounds is distorted from the average. This distortion is

clearly visible in the split nearest-neighbor peak in the PDF (Figure 6.1). Evidence

suggests that the As sublattice in the alloys is significantly more distorted than the

Ga/In sublattice. This forms the basis of the physical model used for the alloys.

6.2 Data collection

The PDF data were obtained from x-ray powder diffraction measurements performed

at low temperature (10 K) at. the Cornell High Energy Synchrotron Source. Specifics

of sample preparation, data collection and data reduction have been published else—
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r (A)

Figure 6.1: PDF of In0_5Ga0.5As (circles), failed fit to the PDF (thin dark line),

successful fit to the PDF (thick line) and the difference between the data and suc—

cessful fit (thin line, shifted downward for clarity). The inset shows a close-up of the

nearest-neighbor peak and the successful fit.

where [94]. The estimated error in the data was calculated from the statistical un—

certainty in the detector counts and carried through the calculation of the PDF [99].

The average values for these uncertainties are given in Table 6.1.

The EXAFS data were collected by Moneeb Shatnawi and Wenduo Zhou of Michi-

gan State University in transmission mode on beamline 5BM-DND at the Advanced

Photon Source, using a Si (111) double crystal monochromator on the same samples

as the PDF experiment. The samples were finely ground and brushed on to scotch

tape. Layers of the tape were stacked to obtain optimal absorption at the edge,

or z 1. A displex was used to achieve a temperature of 19 :t 1 K. A minimum of
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Table 6.1: Uncertainties PDF and EXAFS data.

Uncertainty in C(r) (At—2)
 

 

 

GaAs 0.1064

In0_5Ga0.5As 0.1267

InAs 0.1405

Uncertainty in x(k)

GaAs, As K-edge 0.0010

GaAs, Ga K—edge 0.0032

In0,5Ga0.5As, AS K-edge 0.0012

In0.5Ga0.5As, Ga K-edge 0.0008

In0_5Ga0.5As, In K-edge 0.0003

InAs, As K-edge 0.0014

InAs, In K-edge 0.0005  

three scans were performed on each K—edge of the samples. Scans were started at least

200 eV below each edge and proceeded in 0.2 eV steps beyond the edge. Post-edge

scans continued out to at least 16 A‘1 in increments of 0.05 A‘l. The detector count

times were scaled to reduce noise, and at least 75000 detector counts were collected

on the transmission end at each energy. ATHENA [63] was used to merge the scans

and subtract the background using standard procedures. The first shells of the real-

space EXAFS signals were isolated in real-space and then transformed to k-space for

analysis. The uncertainty in EXAFS data was calculated as the root-mean-square of

the real-space signal between 15 and 25 A and converted to uncertainty in k—space

using Parseval's theorem [91],

 

 

7r

6‘ = 6

.

6.1

A r\/5k(kma.r
— kmin)

( )

Here, 67- and (k are the uncertainties in real—space and k-space, respectively, 6k is the

spacing of points in k-space and [kmim kmay] is the extent of the Fourier transform

from real-space to k-space. This procedure measures the noise in the signal in a region

void of measurable structural features. These uncertainty values are summarized in

Table 6.1.
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6.3 Data analysis

The analyses of GaAs and InAs were carried out. identically. For the PDF fits, the

zinc-blende lattice constant, anisotropic atomic displacement parameters, low tem-

perature Debye-Waller correlation term, r-independent experimental peak-broadening

term and scale factor were allowed to vary. The displacement parameters were con-

strained to be isotropic. The EXAFS fits had variable nearest-neighbor bond lengths,

Debye-Waller factors, edge energies and amplitudes. In the cases where data from

multiple EXAFS edges were used, the different components of the fit were given

equal XQ-weights and the nearest-neighbor bond lengths and Debye-Waller factors

were constrained from the different edges to be the same. The first-shell EXAFS fits

were done in k-space with no windowing or k-weighting. The multi-shell fits were

performed with ARTEMIS [63, 62] in real-space.

The corefinements of GaAs and InAs combined the fitting procedures from both

the EXAFS and PDF fits. The nearest-neighbor bond lengths and correlated Debye-

W'aller factors from the EXAFS portion of the corefinements were constrained to be

equal to those from the PDF portion. In this way, the PDF and EXAFS portions of

the corefinements provide mutual feedback.

The structural model for In0.5Ga0.5As is consistent with the work of Balzarotti

and coworkers [96]. Assuming the Ga/In sublattice is fixed and ignoring interactions

beyond the nearest-neighbors, As atoms exist in one of five local environments. These

environments are differentiated by the number of nearest-neighbor Ga atoms and

lead to eight unique nearest-neighbor bonds; four Ga—As distances and four In-As

distances. The distortions in the structure result from the As atoms moving towards

their Ga neighbors. It is not possible to model the different As environments in

1110_5Ga().5As with a first-shell EXAFS fit. since the (‘-ontributions from the different.

environments to the nearest—neighbor EXAFS peak are irresolvable. Instead, in the

EXAFS fits, the nearest-neighbor peaks are modeled as a single shell and the fits
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were performed like those for GaAs and InAs. In this case, the EXAFS Debye-Waller

factor represents both the thermal and static disorder.

In the PDF fits, a 512 atom zinc-blende supercell was generated and the mixed

sublattice was randomly occupied with Ga and In sites consistent with the stoichiom—

etry. The As atoms within a given environment were allowed to move towards the

center-of-mass of their neighboring Ga atoms. Thus, the As atoms with zero or four

neighboring Ga atoms do not move and As atoms in the other environments move

either in the (100) (for two Ga neighbors) or (111) (for one or three Ga neighbors)

directions. The As atoms within a given environment were constrained to move by

the same amount. The corefinements were performed like the PDF fits, except that

the EXAFS contribution from each As environment was appropriately summed and

compared to the EXAFS data to get. the X2 value for the EXAFS portion of the

fit. Like with the PDF fits, the static disorder is explicitly included in the structure

mode]. Some variability in the results is expected to result from the non-ideal distri-

bution of the As environments in the relatively small supercell [97], so multiple model

alloys were used in the fits.

To avoid bias in the 1110.5Ga0_5As fits, the initial As displacements were randomly

chosen for a series of trials. The results of two of these trials, one successful, one

not, are shown in Figure 6.1. The poor fit is unphysica], as it overestimates the

lattice constant while shifting the As atoms away from their Ga neighbors. To test

the convergence of the corefinement algorithm, this poor fit. was used as the starting

point for several refinements.

To test the adequacy of the structural model, several PDF fits were performed

where the Ga/In sublattice was allowed to relax after the As sublattice was relaxed

and frozen into place. The Ga/In atoms were identified according to the environ-

ments of their neighboring As atoms and atoms within the same environment were

constrained to move by the same amount towards the center of their neighboring
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As atoms. Ideally, the relaxation procedure on both sublattices would be performed

iteratively until a self-consistent answer is achieved. Unfortunately, after the first

iteration, the number of local As environments leads to too many fitting variables to

produce meaningful fitting results. Regardless, the results after the second relaxation

stage will give insight into the quality of the structure model.

6.4 Corefinement Results

To illustrate the variability in the results from conventional PDF and EXAFS fitting, a

series of fits was performed for GaAs, InOI5Ga0_5As and InAs. The fits were configured

as described in the previous section. Structural parameters of interest, namely the

nearest-neighbor bond lengths and Debye—Waller factors, are compared in Figures

6.2 and 6.3. The figures indicate the EXAFS edges used in the EXAFS fits and

corefinements. In the PDF fits and corefinements, the results are averaged over 7 to

12 model alloys. In each case, the uncertainty in the average values are less than or

comparable to those produced by the fitting procedure. In each refinement the overall

goodness of fit, Rw, was between 0.15 and 0.20.

The figures show excellent consistency among the corefinement results compared

to the EXAFS results. These results were obtained by combining EXAFS and PDF

data for each combination of EXAFS edges. The corefinement results from panels a

and b of these figures agree well with the PDF and multi-edge, multi-shell EXAFS

results. In addition, the PDF bond length values show good agreement with previous

results [11]. It is apparent that consistent results can be obtained from PDF and

EXAFS data with the proper processing. Note, however, that the single-shell EXAFS

fits do not. agree particularly well with each other or with the other fits. These single—

shell fits are plagued by large correlations between the structural and non-structural

variables of the fit. The largest correlations from these fits are displayed in Table 6.2.
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Figure 6.2: Variability in the nearest-neighbor bond lengths obtained from various

EXAFS, PDF and equal-weight EXAFS and PDF corefinement trials. Uncertainty is

indicated by the vertical bars. For the corefinement and PDF trials, the uncertainty

in the values averaged over several model alloys is comparable to the uncertainty

given by the least-squares fitting, which is smaller than the plot symbols. For the

effects of weighting on the bond lengths, see Figure 6.4. (X) Results from multi-shell

EXAFS fit to 5 A. (0) First shell EXAFS results. (C) Corefinement results averaged

over several model alloys. (I) PDF results averaged over several model alloys. The

EXAFS edges used in the trials are indicated on the horizontal axes. Panel a: In-As

bond lengths from InAs. Panel b: Ga—As bond lengths from GaAs. Panel c: In-As

bond lengths from In0.5Ga0.5As. Panel d: Ga—As bond lengths from In0,5Ga0.5As.
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Figure 6.3: Variability in the nearest-neighbor Debye-Waller factors obtained from

various EXAFS, PDF and equal—weight EXAFS and PDF corefinement trials. Un-

certainty is indicated by the vertical bars. For the corefinement and PDF trials, the

uncertainty in the Debye—Waller factors averaged over several model alloys is smaller

than the uncertainty given by the least—squares fitting, which shown in the plot. For

the effects of weighting on the Debye—Waller factors, see Figure 6.5. (X) Results

from multi—shell EXAFS fit to 5 A. (0) First shell EXAFS results. (0) Corefinement

results averaged over several model alloys. (I) PDF results averaged over several

model alloys. The EXAFS edges used in the trials are indicated on the horizontal

axes. Panel a: In—As Debye-Waller factors from InAs. Panel b: Ga—As Debye—\Valler

factors from GaAs. Panel c: In—As Debye-Waller factors from In0_5Ga0_5As. Panel

(1: Ga—As Debye-Waller factors from 1110,5Ga0_5As.
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Table 6.2: Statistical correlation in EXAFS fits of GaAs and InAsa
 

GaAs refinements
 

 

  
 

 

Correlated variables Ga+AsB Ga C As C Ga+As C

ARGa_A3 AEGa 0.59 0.80 — 0.47

ARGa—As AEAS 0.80 - 0.86 0.86

a§a_As AGa 0.63 0.79 - 0.44

”Ga—As AA, 0.80 - 0.88 0.86

AEGa AEAS 0.47 - - 0.42

AGO, AA, 0.52 - — 0.39

InAs refinements

Correlated variables In+As b In C As C In+As C

AR1,,_A, AEIn 0.67 0.87 - 0.83

AR1,,_A, AEAS 0.52 — 0.66 0.49

02n_As A1,, 0.74 0.89 — 0.86

”In—As AA, 0.60 - 0.70 0.51

AEIn AEAS 0.35 — - 0.41

A1,, AA, 0.46 - — 0.43  
 

“Only correlations among first-shell parameters are included. Correlations

less than 0.30 in magnitude are not reported.

bMulti-shell EXAFS refinement

CSingle-shell EXAFS refinement

Strong correlations are expected from the underconstrained single-edge fits, but as the

table shows, the combination of data from two edges does not. reduce the correlations

below 0.7.

Surprisingly, the multi-shell, multi—edge EXAFS fits do not have significantly lower

correlations than the single-shell fits. These fits were performed out to the third

coordination shell in the structure (3 5 A), using data from both available absorption

edges. For these samples, the EXAFS data alone is not sufficient to provide the

structural parameters with the desired certainty.

The consistency among the corefinement results in Figures 6.2 and 6.3 suggests

that combining the EXAFS and PDF data with a structural model produces an

unambiguous structural solution. The correlations among the PDF and corefinement
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Table 6.3: Statistical correlation in PDF fits and corefinements of

GaAs and InAsa
 

GaAs refinements
 

 

  

 

 

Correlated variables PDF Ga As Ga+As

A 0Q 0.68 0.68 0.68 0.68

InAs refinements

Correlated variables PDF In As In+As

A 0Q 0.70 0.70 0.69 0.70

A1" AEIn - 0.75 - -

AA3 AEA3 — — 0.44 -

AEIn AEAs - - - 0.46

AIn AAs - - -— 0.80 
 

 

“Only correlations among first—shell parameters are included. Correlations

less than 0.30 in magnitude are not reported.

fit. parameters are shown in Table 6.3. At first glance, the correlations may seem as

strong as in the EXAFS fits. However, the correlations in Table 6.3 are all among

non—structural parameters. These parameters result from experimental or physical

effects that do not relate to the structural model. The strong PDF correlations can

be eliminated by measuring 0Q with a known standard, and do not cast doubt on

the structure solution.

Table 6.3 appears to suggest that the PDF fits have few correlations that nega—

tively affect the fit. This is not the case. GaAs and InAs have simple structural models

with very few adjustable parameters. The model for In0_5Ga0.5As, on the other hand,

is rather complicated. The As shift variables and the atomic displacement param—

eters from all three atom types determine the PDF peak shapes. These variables

were occasionally correlated at strong levels. The different model alloys and EXAFS

edges used in the corefinements had an unpredictable result on all the correlations.

The EXAFS correlations were usually reduced, and some cross-correlation between

the EXAFS and PDF parameters took place. In a few cases the PDF correlations

increased slightly in the corefinements. Regardless, the average corefinement results
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for In0,5Gao.5As are much more consistent than the EXAFS results, and in the case

of GaAs and InAs, agree well with the multi-shell EXAFS fit. Clearly, correlations

among the fit variables are not the only indication of a reliable fit.

6.5 The effect of XZ-weighting

Reliability of the 1110,5GaOO5As fits is hard to judge based on goodness of fit and

correlations alone. According to the Rw values, the corefinement combining PDF and

EXAFS Ga K-edge data is the “best” fit, with Rw = 0.15. The other corefinements

had Rw values between 0.18 and 0.20. The Rw factor is not a very helpful quality

indicator when comparing corefinements that. use different combinations of data. Data

taken under different conditions are expected to have varying levels of systematic

error. It is better to judge the fits based on the effects of this error on the structural

parameters, rather than its effect on Rw.

One way to get a handle on the influence of the systematic errors on the core-

finements is to vary the XC-weight of the PDF and EXAFS components. Without

systematic errors, the optimal values of the structural parameters would be the same

whether they came from PDF or EXAFS. In reality, the optimal values are a function

of the error. In turn, the contribution of this error to the corefinement results is a

function of the XZ-weight of a component. By adjusting the x2-weights of the core—

finement, the effects of the systematic errors can be seen in the measured quantities.

Previous corefinement studies have not discussed in detail the effect of weighting on

2
the results. This is an important issue, as the X -weighting is not a property of the

material. The most reliable solution will not depend on it.

The results of two weighting trials on InOI5Gaoi5As are shown in Figures 6.4 and

6.5. In these trials, a single model alloy was used and the x2-weight of the EXAFS

component was varied between zero and one. The weights for the PDF and EXAFS
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Figure 6.4: Consistency of corefined nearest-neighbor bond lengths for In0_5Gao.5As

with respect to EXAFS weighting. The corefinement results are stable when EXAFS

data from multiple edges is used. For the PDF and corefinement results, the uncer-

tainty is smaller than the plot symbols. (I) PDF results. (6) First shell EXAFS

results. (.) Corefinement results. (A) PDF relaxation of Ca/In sublattice using

corefinement results. The horizontal light-gray line goes through the 50% weighting

point in each panel. Panel a: In-As bond lengths. Corefinements use Ga K-edge

data. EXAFS result is from the In K-edge refinement and is shown for comparison.

Note that the relaxation point at 0.1 weighting is out. of frame. Panel b: Ca—As bond

lengths. Corefinements use Ga K-edge data. EXAFS result is from the Ga K-edge

refinement. Panel c: In-As bond lengths. Corefinements use In, Ga, and As K-edge

data. EXAFS result is from the first—shell three-edge refinement. Panel (1: Ga—As

bond lengths. Corefinements use In, Ga, and As K-edge data. EXAFS result is from

the first-shell three—edge refinement. Note the different scale in the panels.
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Figure 6.5: Consistency of corefined nearest—neighbor Debye—Waller factor for

InO_5Ga0.5As with respect to EXAFS weighting. The corefinement results are sta-

ble when EXAFS data from multiple edges is used. (I) PDF results. (0) First

shell EXAFS results. (0) Corefinement results. (A) PDF relaxation of Ga/In sub-

lattice using corefinement results. The horizontal light-gray line goes through the

50% weighting point in each panel. Panel a: In—As Debye—Waller factors. Corefine—

ments use Ga K-edge data. EXAFS result is from the In K-edge refinement and

is shown for comparison. Panel b: Ga—As Debye-\Naller factors. Corefinements use

Ga K-edge data. EXAFS result is from the Ga K-edge refinement. Panel c: In-As

Debye-Waller factors. Corefinements use In, Ga, and As K-edge data. EXAFS result

is from the first-shell three-edge refinement. Panel 01: Ga—As DebyeW'aller factors.

Corefinements use In, Ga, and As K-edge data. EXAFS result is from the first-shell

three-edge refinement. Note the different scale in the panels.
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Figure 6.6: Consistency of corefined nearest-neighbor bond lengths for GaAs and

InAs with respect to EXAFS weighting. For the PDF and corefinement results, the

uncertainty is smaller than the plot symbols. (I) PDF results. (0) First shell EXAFS

results. (.) Corefinement results. The horizontal light-gray line goes through the

50% weighting point in each panel. Panel a: In-As bond lengths. EXAFS fits and

corefinements use In K-edge data. Panel b: Ga—As bond lengths. EXAFS fits and

corefinements use Ga K-edge data. Panel c: In-As bond lengths. EXAFS fits and

corefinements use In and As K-edge data. Panel (1: Ga—As bond lengths. EXAFS fits

and corefinements use Ga and As K-edge data.
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Figure 6.7: Consistency of corefined nearest-neighbor Debye-Waller factor for GaAs

and InAs with respect to EXAFS weighting. (I) PDF results. (0) First shell EXAFS

results. (C) Corefinement results. The horizontal light-gray line goes through the

50% weighting point in each panel. Panel a: In-As Debye-Waller factors. EXAFS

fits and corefinements use In K-edge data. Panel b: Ga-As Debye-Waller factors.

EXAFS fits and corefinements use Ga K-edge data. Panel c: In—As Debye-Waller

factors. EXAFS fits and corefinements use In and As K-edge data. Panel d: Ga—As

Debye-Waller factors. EXAFS fits and corefinements use Ga and As K-edge data.
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portions of the corefinement were forced to sum to one. Panels a and b in the figures

show the results from the corefinements combining PDF and EXAFS Ga K-edge

data. The results are strongly dependent on weighting. The deviation of the results

from the equal-weight values gives an estimate of how the systematic errors affect

the measurements. The series shows that the errors in the EXAFS data are not

significant as long as the PDF portion of the corefinement is given the majority of

the weight. Similar results were obtained for a PDF and In K-edge weighting series,

which indicates that the single-edge corefinements are underconstrained.

Panels c and d of Figures 6.4 and 6.5 show the results from weighting trials that

corefined PDF data with EXAFS data from the Ga, In and As K-edges. In these

trials, the different EXAFS components were given equal shares of the EXAFS X2-

weight. These results show only a weak dependence on the weighting. Furthermore,

the corefinement values do not interpolate between the values from the independent

fits. This is strong evidence that the systematic errors in the data have little effect

on the results. The decrease in the In—As bond length from the PDF value is caused

by the strong influence of the In K-edge data on the corefinement, which is a result

of the low uncertainty in these data (see Table 6.1). The increase of the Ga—As bond

length conserves the average nearest-neighbor bond length, which is dictated by the

intermediate range of the PDF. This complex behavior demonstrates the interplay

between the chemical-specific EXAFS data and intermediate-range PDF data. Such

results could not have come about without refining both the PDF and EXAFS data.

Figures 6.6 and 6.7 show the bond length and Debye-Waller factor weighting

series for GaAs and InAs. As can be seen in the figures, the results are consistent

with weighting no matter how much EXAFS data is used. This indicates that the

chemical information from the EXAFS data is not needed to resolve the peaks in the

PDF, but the PDF and EXAFS data are indeed consistent. This fact could not be

demonstrated with certainty, except through corefinement.
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Figure 6.8: PDF of In0‘5GaO_5As (circles), fit to PDF (thick line) and difference

curve (thin line, shifted down for clarity) for a three~edge equal~weight corefinement.

Top: Corefinement with nearest—neighbor inset. Bottom: PDF after relaxation of the

Ga/In sublattice.

The PDF and EXAFS portions of the equal—weight three—edge corefinement are

shown in Figures 6.8 and 6.9. The quality of the fits are typical of the series and

of other model alloys. Note that the three—edge corefinement does not closely fit the

first peak of the PDF. This is likely due to the large oscillations in the data that have

resulted from an inadequate data reduction.
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Figure 6.9: EXAFS signal of In0.5Ga0.5As (circles), fit to EXAFS signal (thick line)

and difference curve (thin line, shifted down for clarity) for a three-edge equal-weight

corefinement. Top: Ga K-edge. Middle: In K-edge. Bottom: As K-edge.

Table 6.4: Nearest—neighbor bond lengths and Debye-Waller factors from corefine-

 

 

 

 

 

ment.
.

Pair 7‘ (A) 02 (A2)

GaAs

Ga—As 2.43690(6) 0.0022(1)

InAs

III-AS 2.6095(1) 0.0022(2)

1n0.5G80.5AS

Ga-As 2.4616(2) 0.0018(2)

In-As 2.5927(2) 0.0009(4)
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6.6 Discussion

The best bond length and Debye-Waller factors from the corefinements are displayed

in Table 6.4. The bond length results are consistent with those reported by Mikkelsen

and Boyce [10], with a nearly uniform bond contraction of 0.012(1) A due to tem—

perature. The large change in the Debye-Waller factors from the end compounds to

the alloy is an indication that the structure model is unable to completely decorrelate

the static and thermal disorder. Figures 6.4, 6.5 and 6.8 show results from the Ga/In

relaxation of the corefinement results. It is apparent from Figure 6.5 that the Ga/In

relaxation has little effect on the Debye-Waller factors, which suggests that As shifts

have captured the effects of the static disorder. The large difference between the Ga-

As and In—As Debye—Waller factors for In0.5Ga0.5As may suggest that the As shifts

have overcompensated for the static disorder, but is not inconsistent with previous

results [100]. Figure 6.4 indicates that the bond lengths change insignificantly upon

relaxation of the Ga/In sublattice. In fact, the only apparent effect of the relaxation

is the improved visual quality of the nearest-neighbor peak in the PDF (Figure 6.8).

The results of this corefinement study demonstrate that corefinement overcomes

many of the shortcomings in traditional PDF and EXAFS analysis. In particular,

the EXAFS data helps resolve PDF peaks beyond the first coordination shell. This,

in turn, may help reduce the correlations that usually accompany EXAFS fits. The

lack of significant correlation reduction in the In0,5Ca0_5As corefinements is due to

the complexity of the structure model. The correlations in this case were strongly

dependent on the model alloy and EXAFS data used as well as the X2-weights of

the components. The stability of the ln0,5Ga0.5As corefinements with respect. to

x2-weighting indicates that the correlations ultimately had little effect on the fits.

The GaAs and InAs fits show that the addition of PDF data to an EXAFS refine-

ment has a. similar effect as extending the EXAFS fit to higher coordination shells.

This is of great benefit when the structure is complicated and a multi-shell EXAFS
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fit is infeasible, like in the case of In0.5Ga0.5As. Even when a multi-shell fit can be

performed, it is likely that a combined first-shell EXAFS and PDF can achieve more

consistent results out to much greater distances. This is better than a simple PDF

fit, as the chemical information in the EXAFS data helps resolve ambiguous peaks in

the PDF.

The corefinement results presented in the last section bring up a couple of is-

sues. First among these is the quality of the corefinements. Based on goodness

of fit measures and visual agreement, corefinements appear to be of poorer quality

than the independent PDF and EXAFS fits. Likewise, for this system, corefinement

does not improve predicted uncertainty over that already accessible from the PDF.

The individual PDF and EXAFS fits have better agreement with the data than the

corefinements because they can compensate for systematic errors in the data more

effectively. However, this ultimately distorts the structural parameters in a way that

is not reflected in the predicted uncertainties. The corefinements cannot compensate

for errors in this way since errors from different components disparately affect the

structural parameters. If the errors are uncorrelated, then they cannot all be accom-

modated and the corefinements appear to be of poorer quality. This specious flaw in

the corefinement technique leads to more reliable structural parameters.

One way to evaluate how systematic errors affect the measured structural parame-

ters is to vary the X2-weights of the components. If the results are stable with respect

to weighting, then it is assumed that the errors compensate for one another and do

not show up in the structural parameters. Assuming all the errors are small, they

are more likely to cancel when more data is used. So, unsurprisingly, the three-edge

corefinement series was stable with respect to weighting whereas the single—edge series

was not.

The X2-weighting range that indicates the stability of a corefinement is not. stati-

cally defined. By over-weighting a corefinement component, the results can be made
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to bias one source of data over the others. In the three—edge corefinement series, the

actual EXAFS contribution to the total x2 was within 10% of the nominal EXAFS

weighting. In the other weighting-series, the PDF component was dominant, but the

EXAFS components were at least equally represented at the largest weightings. These

weighting ranges are considered large enough to demonstrate stability. Note that the

relative weights of the individual EXAFS components were not varied since this does

not seem entirely appropriate. Weighting the EXAFS components equally empha-

sizes each component according to the uncertainty in the data (see Equation 5.1 and

Table 6.1), which is meaningful since the fit discrepancies and data uncertainties are

on the same scale.

6.7 Conclusion

Corefinement overcomes many of the limitations of PDF and EXAFS fitting, such

as the lack of intermediate-range information in the EXAFS and overlapping peaks

in the PDF. Corefinement may also reduce fitting correlations for simple structural

models. Corefining data from multiple sources reduces the effects of systematic error

on the measured structural quantities, which means that the corefined results may not

be a simple interpolation between the independently obtained results. Furthermore,

corefinement extends the modeling options available with EXAFS data. The effect of

systematic errors on corefinement results can be tested by varying the contributions

of the EXAFS and PDF data to the fit. Corefinements that are stable with respect

to weighting are not. greatly influenced by errors. This may be the only way to assess

these effects.
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Chapter 7

Ab Initio Structure Determination

7. 1 Introduction

There are approaches to structure determination that do not involve structure re-

finement. Direct ab initio methods extract structural information from experimental

data without a refining a model. In recent years, techniques from image process-

ing [101] have been applied to single crystal [102] and powder [103] diffraction data.

These diffraction imaging procedures reconstruct the missing phase information from

diffraction intensities and result in a three-dimensional electron-density map of the

material. Direct real-space methods treat structure determination as a geometrical

problem. These methods can make use of the inter-atomic distances extracted a from

PDF profile to assemble a structure consistent with the data. The Liga algorithm [12]

is one implementation of this approach. Liga performs well on regular two- and three—

dimensional monatomic structures. Another approach is implemented in the Tribond

algorithm, which is designed to work on random structures. Section 7.2 describes the

Liga algorithm. The Tribond algorithm is introduced and discussed in Section 7.3.

Section 7.4 discusses the deficiencies of both of these algorithms and directions for

future work.
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7.2 Liga

The Liga algorithm assembles a complete structure by building up small populations,

or divisions, of feasible sub-clusters of the structure. Each candidate cluster in a

division has the same number of atoms and the divisions are differentiated by the

number of atoms in the clusters. Inspired by European soccer leagues, like La Liga in

Spain, clusters within a given division ‘compete’ to gain one or more atoms and move

up to a new division. Meanwhile, losing clusters in a division lose atoms and move

down to a lower division. Clusters are judged according to their agreement with the

target distance list. The agreement is measured as the variance between the model

and target distances, var(d) = 3%; 2::1M]? —d]c)2, where Np is the number of atom

pairs in the cluster, dk is the distance of pair k, and the suffixes m and t represent

model and target, respectively. For a given ‘tournament’, the probability that a cluster

is demoted down a division is proportional to its error and the probability that it is

promoted to a new division is proportional to the inverse of its error. When a cluster

is demoted, its atoms are judged according to their contribution to the total variance.

The probability that an atom is removed is proportional to its contribution to the

variance. Tournaments are held until a cluster of the desired size stands out as a clear

winner.

Since the inter-atomic distances are derived from experimental data, they are

subject to errors in magnitude and multiplicity. The multiplicities are found by inte—

grating the PDF peak for a given atom pair. Liga has proven robust against errors

in the bond length estimates. However, it does not perform well with strict, inaccu-

rate multiplicitias. For structures with highly degenerate sub-structures, relaxing the

multiplicities of the measured bonds will often lead to a correct solution.

Liga performs well on regular structures because of the large multiplicity of identi-

cal sub—structures. This sub—structure degeneracy leads to a reduction in the number

of possible clusters in a given division and increases the ratio of good to bad clusters.
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When this degeneracy does not exist, Liga starts to perform like a brute-force ap-

proach. For example, Liga was tested on a Linux computer with a 2.4 GHz Pentium

III processor to measure how quickly it assembles random structures. Liga was un-

able to assemble a random 10-atom structure within five days, but it reconstructed

a carbon-60 buckyball in 30 seconds. More reconstruction times can be found in

reference [12].

7.3 Tribond

The Tribond algorithm, like Liga, takes a geometrical approach to structure determi-

nation, but it is designed specifically for random structures. In its current incarnation,

Tribond works with an ideal distance list generated from a random structure. It makes

use of the fact that any overconstrained cluster of zero variance is very likely to be

part of the random cluster. The strategy of the Tribond algorithm is to find such an

overconstrained cluster and build the remainder of the structure around it.

7.3.1 Tribond in Two Dimensions

In two dimensions, the smallest overconstrained cluster contains four atoms and six

bonds. It is overconstrained in the sense that removal of one its bonds leaves the

cluster rigid, that is, the cluster cannot be sheared without stretching a bond. The

goal of the two-dimensional Tribond algorithm is to construct such a cluster from

distances taken from the target structure. This is realized by assembling edge-sharing

triangles made from the distance list and verifying that the sixth distance, the bridging

bond, appears in the distance list. This is displayed in Figure 7.1. Since the distances

comprising a random structure are mostly unique and uncorrelated, it is very likely

that this core cluster is part of the structure.

The core-finding portion of Tribond is performed by fixing a base triangle and
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Figure 7.1: Possible clusters composed of two edge-sharing triangles. The dark hor—

izontal line is the base bond and the dark triangle is the base triangle. The lighter

triangle is the candidate. The broken line is the bridging bond.

searching through all other candidate triangles that share the same base bond until

a bridging bond is found. If all candidate triangles are exhausted, then a new base

triangle is selected and the procedure is continued. In practice, the distance list is

sorted and the base bond is taken to be the shortest distance in the distance list. In

addition, the feasible triangles are generated so that a base—candidate pair of triangles

is never compared more than once. For a given pair of triangles, there are four relative

orientations that must be checked. These are demonstrated in Figure 7.1. The points

are positioned in space using triangulation. For a given bridging distance, a half—

interval search is performed on the bond list to determine if the bridging bond is in

the distance list.

Once the core is found, the second stage of the algorithm continues to cycle

through the unchecked candidate triangles and records whenever a new bridge bond
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is found. At this stage, the base triangle is known to be part of the structure, so it

does not need to be replaced. The structure is complete once all target distances are

exhausted.

The core search is the most time consuming part of the algorithm since it must

search over pairs of triangles. The base triangle is fixed once the core is found, which

makes the second stage much faster than the first. In the worst case, the number

of triangle pairs sharing a base bond grows like (9(N8), for an N-atom cluster.

However, there are 0(N4) such pairs in the cluster, so on average Tribond finds

the two-dimensional core in 0(N510g(N)) time. This is includes the search time

of the bridging bond (0(N log(N))) in addition to the expectation time for finding

the core (0 (N4)). Tribond achieves faster times by searching over a restricted set

of distances. The algorithm tries to construct the core with the smallest distances

possible, based on the assumption that a ‘small’ core exists in the structure. The

distance list is restricted to the first 50 distances, and then 100, and so on until a

core is found. This procedure shows a considerable speedup for larger structures, but

the amount of speedup has not been quantified.

An example of a successful reconstruction is shown in Figure 7.2. Note that

the core is not necessarily the smallest subcluster of the structure. This is because

Tribond constructs the core so that it contains the smallest bond in the structure.

Running on a Linux computer with a 2.4 GHz Pentium III processor, TYibond was

able to assemble this structure in about 0253. On the same computer, Tribond can

usually reconstruct other structures of this size in less than a second.

Tribond performs reasonably well on structures with hundreds of atoms and can

reconstruct a 1000—atom cluster within a few hours on a desktop computer. In tests

with randomly generated structures it was found that Tribond has around a 9% failure

rate on 10-atom structures and around 19% on 100-atom structures. The failures are

highly correlated with the presence of sites colinear with the base bond. Figure 7.3
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Figure 7.2: Random two-dimensional cluster with 30 sites. The core is indicated by

the connecting bonds. Tribond assembled this structure from the distance list in less

than a second.

shows a two-dimensional structure that Tribond failed to assemble. Due to the finite

precision of the triangulation, the placement of sites can only be performed within

a small tolerance. This affects the precision with which the bridging bond can be

determined. This error cancels on average. but it accumulates in the placement of

colinear sites, which causes Tribond to disregard valid candidate triangles.

7.3.2 Tribond in Three Dimensions

The three—dimensional Tribond algorithm works much like the two-dimensional ver-

sion, except that. it assembles triangle-sharing tetrahedra into five-atom clusters.

Much as before, the tenth bond in the cluster is compared to distance list. to de-

termine whether or not. the cluster is part of the structure. This three-dimensional
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Figure 7.3: Random two-dimensional cluster with 30 sites and nearly colinear points.

The core is indicated by the connecting bonds. Tribond could not place the large,

dark site, and therefore failed to fully assemble the structure.

procedure must overcome some difficulties not found in the two-dimensional case. For

example, even though the tetrahedral pair share a base triangle, that triangle cannot

be fixed like the base bond in two dimensions. The number of tetrahedral pairs in

three dimensions that share a side grows like (9(N14) with the number of sites in the

structure. There is no way to know if the bonds in the five-atom cluster, including

those in the base triangle, are correctly connected until the bridging bond is tested.

Thus, the number of base triangles sharing a common bond must also be included

in this number. This gives a. total of 0(N18) possible combinations of tetrahedral
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pairs.

An additional complication comes from generating the tetrahedra that are used as

construction units. The number of possible possible tetrahedra that share a common

bond grows like 0(N10). This is ignoring physicality constraints like the applicabil-

ity of the triangle inequality and positive volume. Regardless, even for a moderately

sized structure, there are too many tetrahedra to store on most desktop computers.

Thus, the tetrahedra must be constructed on demand rather than stored in memory.

This imposes a small amount of computation overhead on the algorithm, as some

tetrahedra may be constructed multiple times.

As in the two-dimensional case, the core-finding part of the algorithm is the most

time consuming part. There are on the order of 0(N10) possible tetrahedra that use

the base bond, so the average core-search time grows like (9(N9 log(N)), including

the search time for the bridging bond between each tetrahedral pair. Bond restriction

works to speed this up, but not. by the orders of magnitude necessary to make the

algorithm generally applicable. It can take up to an hour to reconstruct. a 10-atom

cluster and several days to construct a 100—atom cluster.

7.4 Future Work

The Liga and Tribond algorithms so far only work on monatomic structures. Current

research is under way to include chemical information into Liga. When a solution is

found, it is likely to translate to the Tribond algorithms. The obvious fault of the

three-dimensional Tribond algorithm is its lack of speed. \Nork is underway to speed

up the algorithm. Speed schemes are focused on selecting a base tetrahedron and

a. bridging bond and doing an efficient search over the candidate tetrahedra based

on some criteria. A suitable sorting criterion is yet to be identified. Since a list of

tetrahedra is too large to store, this criterion will have to be incorpm‘ated into the
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tetrahedron generator.

The high failure rate in the Tribond algorithm is an issue that must be overcome.

Since the failures are believed to be an issue with precision, arbitrary precision arith-

metic could help overcome the problem. Unfortunately, this solution would likely

slow the algorithm. The precision issues are most likely to appear after the core is

already assembled, which means that any solution will be hard to test on the three-

dimensional algorithm until it can be streamlined. On a related issue, Tribond has

yet to be tested on noisy data. The current solution of comparing bonds, which is

tolerant of small differences between compared values, may be easily adopted to deal

with noise.

A complete ab initio geometrical structural solution will need to handle regular and

random structures, and all things in between. W'ork has begun applying Tribond to

regular structures by considering only the unique distances in the structure. Another

approach to applying Tribond to regular structures is to perturb the distances until

the structure seems “random enough”. These strategies may make Tribond applicable

to regular structures, but it is likely to be much more applicable to non-crystalline

materials, such a proteins. A Liga-Tribond hybrid is a likely solution for general ab

initio structure assembly.



Chapter 8

Advances in PDF analysis

8. 1 Introduction

Although the PDF technique is gaining in popularity, it has a much smaller user com-

munity than EXAFS and traditional diffraction techniques. This is largely due to its

relatively recent emergence as a tool for nanostructure determination. The technique

is just now reaching its maturity and this is partly due to recent experimental [66]

and analytical [71, 24, 104] advances in the technique. The technique is also being

advanced with new software. Projects, such as the Distributed Data Analysis for

Neutron Scattering Experiments (DANSE) [105] project, are driven by the idea that

computational tools are essential to scientific advancement.

The DANSE project'is a collaboration between several major universities and

institutions to modernize data analysis software for neutron diffraction science. The

goals of the project are to provide software that enables new and more sophisticated

science to be performed with neutron scattering experiments, makes the analysis

of data easier for all scientists and provides a robust software infrastructure that

can be maintained in the future. The DANSE diffraction subproject is tasked with

developing real- and reciprocal—space analysis tools.
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The goal of the DANSE diffraction subproject is to provide software analysis tools

for neutron diffraction neophytes and experts alike. This will include structure re-

finement applications as well as ab initio structure determination routines, like those

discussed in the previous chapters. Future projects of the DANSE diffraction subpro-

ject will extend and improve upon corefinement, as discussed in Chapter 5, to include

the other neutron scattering techniques. The tools developed by the diffraction sub-

project are collectively referred to as DIFFPY [106]. DIFFPY currently encompasses

two applications, PDFFIT2 and PDFGUI, which are applications for PDF studies.

These applications represent the state—of—the art in PDF analysis, and are described

in the following section.

8.2 PDFfit2 and PDFgui

PDFFIT2 [14] is a major upgrade to PDFFIT [13], a widely-adopted application for

structural refinement from PDF data. PDFGUI is a graphical user-interface (GUI)

built to use PDFFIT2. These applications serve as a prototype for future projects of

the DANSE diffraction group. They embody many of the principles of the DANSE

project, including software reusability through object-oriented design and extensibil-

ity. The design of PDFFIT2 and PDFGUI was largely a team effort. I am responsible

for the design of the GUI and macros. I also made minor contributions to the PDF-

FIT2 engine and the interpreter that translates GUI directives to the engine.

PDFFIT2 inherits many features from PDFFIT. PDFFIT is capable of fitting

a theoretical three-dimensional structure to an experimentally determined PDF. It.

can simultaneously fit multiple structures. accounting for different structural phases

in a material. PDFFIT has a constraint system that allows expressing structure

variables as simple functions of fitted parameters. PDFFIT structure variables include

lattice constants, data and phase scale factors, atomic site occupation. anisotropic
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displacement factors, and atomic vibrational correlations. PDFFIT has a built-in

FORTRAN-style command language that understands simple for loops and some

built in arithmetic functions.

The original PDFFIT was written in FORTRAN-77, which imposes some limi—

tations on the program. For example, it uses fixed-size arrays for internal storage.

This precludes the analysis of structures with large cells without modifying the code.

Though the constraint system is powerful, it requires that a constraint equation be

accompanied by its first derivative. This places the burden of determining the deriva—

tives on the user, which can introduce errors that lead to instability in the convergence.

Furthermore, the code is monolithic, not easily extensible and hard to integrate with

external programs.

The primary focus of PDFFIT2 development was to remedy the limitations of

PDFFIT while extending its functionality. The old PDFFIT engine has been com-

pletely rewritten in C++, and many bugs have been fixed. The new engine uses

dynamic memory allocation so that the size of the structure or extent of the fit-range

of the PDF is limited only by the physical memory available. The constraint system

has also been upgraded. The program automatically computes the analytical deriva-

tives of the constraints that are required by the minimization routine. This simplifies

user input and reduces the possibility of errors. In addition, recent theoretical de—

velopments have been incorporated into the new engine, including nanoparticle form

factors.

Instead of rewriting the PDFFIT command interpreter, which is used to define the

fitting problem and to control and run the refinement, its functions are carried out

using the Python language [107]. Python is a powerful, cross-platform, open-source

interpreteda programming language that emphasizes object-oriented and modular

design. PDFFIT2 scripts written in Python syntax take the place of PDFFIT macros

 

“Python code does not need to be compiled to run. similar to scripting languages like Perl.
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and the Python interpreter can handle everything that the old interpreter could, and

more. Using Python as an interpreter allows PDFFIT2 to be combined with and

enhanced by other Pythonlibraries. The PDFFIT2 engine can be used either directly

with scripts or from the Python command line, or as part of larger and more complex

software applications.

8.2. 1 Design Principles

PDFGUI has been designed to provide users with an easy-to—use yet powerful interface

for fitting structure models to PDF data. It makes use of an object oriented, com-

ponent based architecture, which makes it highly extensible and maintainable. This

allows for powerful usability features such as real—time plotting and remote execution

of the fitting program whilst visualizing the results locally. PDFGUI is multi-threaded

so that the work being done by the PDFFIT2 engine does not interfere with the tasks

of the user interface.

Like PDFFIT2, PDFGUI is written in the Python programming language. Many

Python libraries were leveraged in the construction of PDFGUI. Software codes

written in a variety of programming languages can be bound into Python, which

allows them to be used together. PDFGUl’s interface is built using wxPython [108],

the Python package for wxWidgets, a mature open—source cross—platform GUI library.

8.2.2 Capabilities

PDFGUl contains most of the functionality of PDFFIT2 along with additional en-

hancements for usability. PDFGUI can manage multiple fits at once. Each fit can

have multiple experimental data sets and structure models. Fits in a sequence can

call upon other fits for their starting parameters, and configured fits can be queued to

run while the user is away. All the initial, final, and intermediate data are stored in a

platform independent project file that can be loaded on any computer. All manage-
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ment tasks, such as fit creation, configuration, modification, and visualization, can

be done through the graphical interface.

PDFGUI supports space group operations. Users can define an asymmetric unit

and let PDFGUI expand it to a full cell with all symmetry related positions. PDFGUI

can also generate symmetry constraints for atom positions and anisotropic displace-

ment parameters. Users just need to specify the space group, and the program will

identify equivalent sites and generate constraint equations for their coordinates and

temperature factors to keep the structure consistent with the symmetry requirements.

This can be done either for all atoms in the structure or for an arbitrary subset - for

example when it is known that only a certain species shows a local distortion. The

code for space group definitions was provided by the Python Macromolecular Library

(mmLib) [109]. PDFGUI also supports supercell expansion of a normal unit cell.

PDFGUI uses the Matplotlib [110] Python package for two-dimensional plotting

of data and results. Matplotlib has a friendly interface so the user can quickly and

easily view the results of a fitting. PDFGUI lets users plot data from a series of fits

and plot it against selected metadata (temperature, doping, etc.), plot the results of

several fits in the same window, plot the PDF in real time as the fitting is running,

plot the parameters or variables in real time as the refinement evolves, and save plots

in common image formats or export the data to a text file. PDFGUI uses AtomEye

[111] for three-dimensional visuz’ilization.

PDFGUI supports built-in macros for advanced fits. For example for a set of ex-

perimental data from one system at different temperatures or doping levels, PDFGUI

can expand a template fit to a series of related fits. Another PDFGUI macro makes

it easy to set up boxcar fits, where the same model is fit over different r-ranges of

the PDF data. These macros are capable of reducing days of script configuration and

data mining to a matter of minutes [112].
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Figure 8.1: The PDFGUI plot window, plots of the LaMnO3 PDF fit at 300 K and

the data at all temperatures, and the refined structure at 300 K.

8.2.3 Example

The capabilities of PDFGUI are demonstrated here on an example fitting of a temper-

ature series of neutron PDF data from LaMnOg. LaMnO3 has a perovskite structure

consisting of corner—shared Mn06 octahedral units [113, 114]. At room temperature

this material takes on orthorhombic symmetry (space-group anm) where the Jahn-

Teller distorted Mn06 octahedra contain four short and two long Mn-O bonds and

the Jahn-Teller long-bonds are ordered in space in a checker-board fashion [22]. As

temperature is increased through 750 K, a structural phase transition occurs to a

pseudo—cubic phase, without a change in space group [115]. Using neutron powder

diffraction data collected at the NPDF diffractometer [116] at the Lujan Center at

Los Alamos National Laboratory, PDFGUI was used to create a temperature series

fit to investigate the orthorhombic to pseudo—cubic phase transition [75]. The average

crystallographic structure for LaMnO3 was used as a starting point for the fits.
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Figure 8.2: The full PDFGUI plot window showing the fractional x—coordinate of an

axial oxygen versus temperature.

Each fit in the series was part of the same project and configured identically. The

La and Mn atoms were constrained to have isotropic thermal factors as were the axial

and polar oxygen atoms. Using the PDFFIT2 constraint mechanism allows one to

explicitly include known correlations between the physical parameters of the fit and

leads to less uncertainty in the resulting refinement. To speed up the convergence

of the fits, the starting values used for a given temperature were taken from the

converged values of the previous temperature in the series. Chaining fits together in

such a way places the fitting parameters in the basin of attraction for the minimum

in the parameter space. Figure 8.1 shows the fit organization and plot interface of

PDFGUI, a stacked plot of all of the project data, a plot of the 300 K fit results, and

the refined structure from the 300 K fit.

One of the goals of this series of fits was to track the orientation of the Mn06

octahedra. A major strength of PDFGUI is the ability to plot any structure variable
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or a. parameter used in a fit. This allows users to easily and creatively investigate the

complex correlations among the fit parameters, without having to manually extract

data from output files. An example of this can be seen in Figure 8.2. The figure shows

a screen shot of a PDFGUI plot window displaying the refined fractional x-coordinate

of one of the planar oxygens. The expected structural phase transition is clearly

indicated by a spike in the value of this parameter at the transition temperature.
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Chapter 9

Conclusion

This Dissertation describes new and improved analytical tools for nanostructure de-

termination. It is hoped that the algorithms and software discussed herein will find

a place in the future of this rapidly growing field. A unifying retrospective may help

bring this possibility into focus.

PDF and EXAFS corefinement is hopefully the first of many endeavors to effec-

tively combine data from different techniques. The corefinement scheme detailed in

Chapter 5 is general enough to be applied to any structure analysis technique that has

data and an objective function with structural parameters. The parallel refinement of

data from many sources has the potential to drastically shorten the time between the

discovery and structural characterization of new functional materials. The current.

rate limiting step in this procedure is the necessary consensus that must be shared

by the experts in the PDF, EXAFS and crystallographic communities. Corefinement

produces results that are consistent with the data from different techniques. This

provides certainty that characteristics of a derived structural model are likely due to

the model, rather than the errors in the data or deficiencies in the teclmique.

Liga and Tribond are two among many model—i1idependent structure ('leterinina-

tion algorithms. l\Iodel-indepciulent algoritlnns are in'iportant. because they require
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little input from the investigator to determine a structure. In PDF and EXAFS anal-

ysis, for example, the investigator is likely to spend considerable time developing and

testing a starting structure and constraint model. Specific starting guesses are usually

not required by these algorithms. Unfortunately, Liga and Tribond do not give any

insight into the vibrational or chemical properties of a material. In this sense, the

structures produced by these algorithms are incomplete. These structures are well

suited as starting models for structure refinement routines. Furthermore, since the

algorithms are purely geometrical in nature, they are applicable to a wider range of

problems than structure determination.

PDFFIT2 and PDFGUI represent a change in the way nanostructure analysis

is being performed. For the hours to days that are spent at beam lines collecting

sensitive data, days to weeks can be spent analyzing that. data. National facilities

have beamline scientists who aid users in data collection. Scientist are very fortunate if

there are experts that are willing to help them learn an analysis program. Even though

user facilities are on a much grander scale than analysis programs, when it comes

to complexity and necessary resources, it is easy to argue that these factors affect

the efficiency of data analysis. Time spent programming usability and extensibility

features into these programs will eventually get paid back many times over by their

lISGI'S.

Unlike many analysis programs that are a labor of love for one or a few physi-

eists, PDFF1T2 and PDFGUI have stable financial and community support. The

design of these programs also sets them apart from other popular analysis software

packages. Software developn‘ient within the DANSE project is managed using tools

and techniques from the commercial software industry. Modern software development

techniques will help assure that the programs remain useful for many years. In ad-

dition, programs are open-source. Users are allowed and encouraged to modify and

improve the software.



The programs and algorithms described in this Dissertation represent small steps

towards complex modeling [85]. Complex modeling will go beyond corefinement by in-

corporating various experimental, theoretical and modeling techniques. For example,

Liga or Tribond may generate initial structures for corefinement algorithms that are

self-consistently fed into molecular dynamics simulations. Complex modeling is still

many years off, as it requires tighter collaboration among all those who contribute to

the structural characterization community, especially including computer scientists.

Projects like DANSE foster such an environment of collaboration and allow small

steps like these to be taken.
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