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ABSTRACT
TESTING THE SHALLOW STRUCTURE HYPOTHESIS IN L2 JAPANESE
By
Megan Smith

Language processing heuristics are one of the possible sources of divergence between
first and second language systems. The Shallow Structure Hypothesis (SSH) (Clahsen and
Felser, 2006) proposes that non-native language processing relies primarily on semantic, and not
syntactic, information, and that second language (L2) processing is therefore necessarily less
sensitive to syntactic constraints than native language (L1) processing. The SSH further predicts
that regardless of whether a participant’s L1 and L2 instantiate the same structure, L2 processing
will always be less sensitive to structural constraints. The present dissertation tests these claims
in non-native Japanese processing. L1 English and L1 Korean speakers completed a self-paced
reading task that tested their ability to rely on case particles to project clause structure in relative
clauses, their sensitivity to wh- dependencies, and their ambiguity resolution preferences. Results
suggest that L1 English and L1 Korean speakers rely on case particles to project structure, but
that they diverge from native Japanese speakers with respect to whether projecting a second
clause facilitates the processing of the head noun of the relative clause. Results also suggest that
L2 Japanese speakers are sensitive to wh- dependencies in canonical wh- biclausal sentences, but
not scrambled ones. Ambiguity resolution preferences for both L2 groups converge on native-
like preferences. These results are incompatible with the predictions of the SSH. The role of L2

literacy and syntactic knowledge in language processing is also discussed.
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Or: Backpacking in the Grand Canyon as an Extended Metaphor for Dissertation Writing

The best way to get a sense for the grandeur and majesty of the Grand Canyon is to hike
in it: hiking brings you face-to-face with the desert, with the severe, stark beauty of the canyon
and with your own physical and mental limitations. Backpacking trips in the canyon have several
distinct stages: there’s the descent, there’s a day spent hiking along the river and exploring the
northern side of the canyon, and then there’s the ascent. Graduate school has phases, too, and, for
me, the dissertation writing process has felt a lot like hiking out of the canyon.

The hike out of the canyon has three distinct stages: the River Trail, which runs from the
campground, takes the hiker across the Colorado and along the riverbank for about a mile and a
half. This stage is relatively easy: the main concern is to get started. This was the experimental
design and data collection phase of this project. It requires discipline and effort, but it’s easy to
see progress and it’s not particularly demanding.

After about a mile and a half, the River Trail reaches the Bright Angel Trail, which
connects the river and the rim. The Bright Angel Trail is divided into two distinct stages: the first
three and a half miles to Indian Garden, and the last four and a half miles to the rim. Before
Indian Garden, the Bright Angel trail is not particularly strenuous. There is one section of
switchbacks, but overall, the vertical elevation gain is 1,320 feet over about three and a half
miles, so this section of the trail is not particularly steep. For me, this was the bulk of the writing
process. The things that go into the initial writing process—reading and research and composing

text—are work, but it’s straightforward. At this point, you’re also early enough in the project that
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the end is not yet in sight, so it is relatively easy to keep working, because this is how you make
progress.

The trail is relatively flat for about three-quarters of a mile leaving Indian Garden, but it
heads straight for the canyon walls, which still tower 3,000 vertical feet above the trail. As the
canyon walls get closer, the trail starts to get steeper. About 3.5 miles from the top, the trail hits
the canyon wall, and becomes one long set of switchbacks. These switchbacks enable the
remaining 3,060 feet of vertical elevation gain, but they are mentally and physically demanding.
Every time you reach the end of one switchback, the next one takes you back across the canyon
wall. Half the time, it feels like the trail is taking you in the opposite direction from where you
need to be. These switchbacks are, of course, necessary, and a better solution than trying to climb
the canyon walls. But they are exhausting. For me, the final months of this project have felt at
times like climbing these switchbacks. What seemed at the outset to be a fairly straightforward
task—analyze the data, write up the results, and interpret them—turned into a much more
complicated and multi-faceted project than it seemed at the outset. Each ‘switchback’, however,
proved necessary, and has resulted—I hope!—in a better project.

The other thing about both backpacking and dissertation writing is that, although they are
both, in some senses, solitary activities, they are both made much, much better with good travel
companions by your side. I have been particularly fortunate in this regard; I have had some great
travel companions.

Bill VanPatten has been a vital source of support and encouragement to me since [ was a
first year M. A. student at Texas Tech and he was the director of Graduate Studies. Over the

years, he has answered questions, provided professional advice, and even walked my dog. [ am



deeply indebted to him for his support and encouragement over the years. It is a tremendous
privilege to be able to call him both a mentor and a friend.

I am also thankful for Patti Spinner and Aline Godfroid have both been available for
conceptual and methodological questions at various points along the way. I have also appreciated
their willingness to talk about navigating various aspects of life in academia. Although this
project is outside of her bailiwick, Charlene Polio was gracious enough to agree to serve on this
committee. Her support when it came to contacts in Japan, as well as at the Japan Center for
Michigan Universities was also instrumental in ensuring that this project got off the ground.

The Second Language Studies Program is, as a whole, made up of faculty and graduate
students who are collegial and supportive, and it has been a privilege to be a part of this program.
Three people were particularly helpful at various stages of this project, and deserve to be
mentioned here. Kimi Nakatsuksa checked and revised all of my awkward Japanese. Irene Ahn
translated materials into Korean. Dan Isbell showed me around R and R Studio. These three
contributions have made this both a better and more manageable project, and I am thankful for
their help.

Data for this project were collected at various places in Japan during the summer of 2015.
In particular, the following people and organizations provided key support for recruiting
participants and other logistical matters. First and foremost, I’m indebted to the Japan Center for
Michigan Universities, and in particular Kate Simon at Michigan State University and Ben
McCracken in Hikone, Japan. Both of them were willing to accommodate data collection to to a
teaching job, and I could not have done one without the other. The following organizations were
also a significant source of help in recruiting participants. Many of my Korean participants were

recruited through the alumni networks at Nagano Prefectural University and Waseda University,
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and through contacts and Cualcom Tokyo. Lastly, Brian VanZante and Ginger Tobin in
Shizuoka, Japan tapped into their networks of English speakers to help me round out the group
of English speakers.

David Reyes-Gastelum at the Center for Statistical Training and Consulting at MSU was
a phenomenal travel companion for most of the last set of switchbacks—the analyses. He has
been both gracious and patient throughout a long process, and I am indebted to him for his help. I
have learned a lot working with him, and it has been a privilege to do so. All remaining errors
are mine.

The remaining travel companions are people whose friendship and support over the years
have made life richer and better. Le Anne Spino-Seijas’s friendship has made graduate school
fun. In addition to professional support, she even took it upon herself to improve my wardrobe.
I’'m afraid her efforts there have been in vain. Her friendship over the years has been delightful.
Dan Trego, and Luca Giupponi are both, I’m sure, disappointed that I will not be opening a
bakery any time soon. Still, I have enjoyed having willing guinea pigs for Saturday baking
projects, and will miss their teasing. I will miss the friendship of my Thursday night small group
when I move. Other travel companions whose friendship has been invaluable include Laura
Ballard, who was crazy enough to sign up to a trip to the Grand Canyon with me, Jess Fox, and
Jenn Brooke.

Much of what I know about life, perseverance, and ‘applying myself to a task’ I learned
from my family, and it was in their company that I first encountered the Grand Canyon. Among
other things, my father taught me to tackle problems, to persevere, and that a positive attitude

makes a big difference. My mother taught me to write, and that love is not conditional on
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performance. In their own ways, my siblings have taught me to not take myself too seriously,

and that sometimes, card games with people are better than reading by myself.
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CHAPTER 1
FIRST AND SECOND LANGAUGE PROCESSING

A popular assumption is that second language (L2) systems are necessarily different from
the first language (L1) system. The implication, even if it is not necessarily explicitly stated, is
that second language systems are somehow qualitatively different from first language systems,
and that proficient bilingualism is rare. The latter claim—that highly advanced or near-native L2
attainment is rare—has a good deal of empirical support, but this doesn’t necessarily entail that
there is something inherently different about either the process of second language acquisition, or
the qualitative nature of the system being acquired. There are several possible loci for divergence
between L1 and L2 systems, and the present dissertation investigates whether non-native
language processing differs in fundamental ways from native language processing.

Constraints on Interlanguage Systems

Perhaps the central question in the field of second language acquisition (SLA) research is
whether L1 and L2 linguistic systems are qualitatively the same type of system. This question
applies equally to the process—first and second language acquisition—and the product—the L1
and L2 grammars. Given that L2 steady state grammars often appear to diverge from L1 steady
state grammars in myriad ways, one answer to this question of whether L1 and L2 linguistic
systems are qualitatively different is that L2 grammars are fundamentally different from L1
grammars. This theoretical position has been formulated under the Fundamental Difference
Hypothesis (FDH) (Bley-Vroman, 1989, 1990, 2009), and arguments and evidence for various
types of syntactic impairment have also been proffered (e.g., R. Hawkins & Chan, 1997; R.
Hawkins & Liszka, 2003; Tsimpli & Roussou, 1991). At the same time, however, a collection of

compelling arguments and evidence suggests that at least some of the knowledge of the target



language (TL) that L2 learners acquire is qualitatively the same type of knowledge that native
speakers of that same language acquire (e.g., Schwartz & Sprouse, 1996; Schwartz, 1998; White,
2003). Evidence for this claim comes primarily from research that has investigated Poverty of
the Stimulus (POS) effects in interlanguage grammars. POS effects are evident in cases in which
speakers’ linguistic knowledge is underdetermined by the input to which they were exposed.
POS effects were first observed in native speakers, and they remain a key piece of evidence for
the argument that native language acquisition is constrained by Universal Grammar (UG). A
significant body of work has addressed the question of whether L2 learners continue to have
access to UG by investigating whether POS effects are also present in L2 grammars. Evidence
for POS effects in L2 grammars comes from work that has found evidence for Overt Pronoun
Constraint (OPC) effects in the interlanguage grammars of L1 English speakers learning either
Spanish (e.g., Perez-Leroux & Glass, 1999; Rothman, 2009) or Japanese (Kanno, 1997, 1998) as
a L2. Similar results are found in studies that have investigated other structures, such as L2
learners’ knowledge of case drop in Japanese (Kanno, 1996), and L2 learners’ knowledge of
constraints on verb movement in French (Ayoun, 1999). Thus, despite the arguments advanced
in favor of the FDH, there is evidence that interlanguage grammars are not qualitatively different
from native language grammars. In other words, the L2 grammar is not a different type of system
than the L1 grammar.

This position does not entail that L2 grammars are necessarily identical to L1 grammars,
and it doesn’t necessarily preclude the possibility that L2 grammars will diverge from native
language grammars in important ways. It does mean, however, that identifying the source of
these divergences is important, and that whatever the source of perceived ‘deficits’ in L2

grammars is, this source is not ultimately due to qualitative differences in the type of knowledge



or system being acquired. It is indeed well established that certain aspects of L2 grammars—
such as inflectional morphology—seem to be subject to protracted delays in SLA (see e.g.,
Slabakova, 2008 for discussion). A theory of second language knowledge and acquisition needs
to account for both convergence on native-like knowledge and divergence from it. One way to do
this is to posit that L1 and L2 linguistic systems are qualitatively the same type of system, but
that there are still important differences between the two systems. The question then becomes
what the locus or loci of these hypothetical differences is and what governs these differences.
One possible source of L1 and L2 differences lies in the difference between linguistic knowledge
and linguistic use.

Proficient language use draws on two things: a grammar of the target language and the
ability to use said grammar in contextually and socially appropriate ways in real time. The first
aspect, grammatical knowledge, is called competence, and the second aspect, language use, is
called performance. The competence and performance systems are related to each other, if only
because the performance systems necessarily draw on the competence systems. They do not,
however, have to be the same system, and it is common to assume that these systems are in some
sense distinct (e.g., Chomsky, 1959; Prévost & White, 2000; White & Genesee, 1996; White,
2003). A major implication of this position is that it is possible to have knowledge of some aspect
of the TL and still have an incomplete or impaired ability to deploy that knowledge in
communicative settings. This assumption leaves us with a couple of possibilities for the locus of
apparently divergent L2 knowledge or use. One possibility is that both L2 competence and L2
performance are fundamentally different from the corresponding L1 systems. This position does
not allow us to account for evidence of acquisition in L2 POS contexts. The second, albeit fairly

unlikely, possibility is that the L2 competence system, but not the performance system, diverges



from the corresponding L1 system. The third possibility is that the L2 competence system is
relatively unimpaired, and that the L2 performance system is the most subject to impairments.
The third position—that the locus of differences in L2 grammars is found primarily in the
performance system—allows us to accommodate both pieces of evidence mentioned earlier: the
observation that the nature of the linguistic system that L2 learners acquire is fundamentally the
same as that of native speakers, and that any apparent divergence is traceable to deficits or
impairments in the performance systems. A significant body of research investigating both L2
competence (e.g., Prévost & White, 2000; Rothman & Iverson, 2007, 2013; Rothman, 2009;
White, Valenzuela, Kozlowska—Macgregor, & Leung, 2004) and ultimate attainment (e.g.,
Serratrice, Sorace, Filiaci, & Baldo, 2011; Slabakova, Kempchinsky, & Rothman, 2012;
Slabakova, 2008; Sorace, 2004, 2005, 2011; VanPatten, Keating, & Leeser, 2012) supports this
claim (see, e.g., Slabakova, 2008; White, 2003 for discussion and evidence).

Researchers who take this position draw a fairly sharp distinction between representation
and processing. Representation in this case refers to the primitives, such as constraints on
language derived from UG as well as features, that underlie L2 competence. For example,
Japanese marks nominative and accusative case on nouns. The L2 Japanese speaker’s ability to
do this depends on having acquired a representation for case marking. Acquiring a representation
for case marking includes mapping the lexical items —ga and —o to their functions, namely
marking nominative and accusative case, respectively. Assuming that L2 grammars are also
subject to UG-based constraints (see e.g., White, 2003 for evidence and argumentation),
acquiring case marking also means that the L2 Japanese learner will also be sensitive to the UG-
based constraints that govern when case particles are obligatory, and they will have instantiated

the features and functional projections that allow the grammar to insert a case particle. In



addition to representing case in the interlanguage grammar, learners must also be able to rely on
case particles to construct a structure for the sentences they hear. This is the ability to make use
of case marking during language processing. Maintaining a distinction between representation
and processing allows us to posit, for example, that L2 Japanese speakers might have a
representation for case marking, but that if they do, this does not necessarily mean they will be
able to make use of it with as much facility as native speakers, a deficit that may be apparent
either in non-target like production of forms, or in non-native-like online processing heuristics.
Processing heuristics in particular may be an important source of variability in L2 grammars, and
researchers are increasingly turning their attention to this question. The present dissertation
investigates the L2 processing behaviors of native English and native Korean speakers who
speak Japanese as an L2. The remaining sections of this chapter describe the Shallow Structure
Hypothesis, which deals with the nature of L2 processing, and make the case for using non-
native Japanese processing as a test case for the SSH.
The Shallow Structure Hypothesis and L2 Processing

Language processing is important for both language acquisition and competent linguistic
use. Language acquisition depends on language processing because, regardless of whether the
learners are children learning their first language or adults learning a second language, learners
must process the input to which they are exposed in order to construct a grammar for the target
language. At the same time, comprehending a language requires mapping the input string to a
structural representation and meaning in real time. The ability to do this depends on having
acquired a grammar for the TL. Thus, processing can be investigated as an aspect of the
language acquisition process more generally, and this domain of research endeavors to

understand how naive learners approach the input, and how the mind/brain deals with input to



construct a system (e.g., Sharwood Smith, 2005; Truscott & Sharwood Smith, 2004; VanPatten,
2004, 2007). The second domain owes a tremendous debt to the native language
psycholinguistics literature, and investigates L2 speakers’ (relatively) mature processing
heuristics in order to understand the nature of the L2 system, and to locate possible divergences
from the mature L1 system. The present study falls within the second domain.

The major hypothesis within the second domain is the Shallow Structure Hypothesis
(SSH) (Clahsen & Felser, 2006). The SSH has two major prongs. The first is that “the syntactic
representations adult L2 learners compute for comprehension are shallower and less detailed than
those of native speakers” (Clahsen & Felser, 2006, p. 32). The second is that there is little to no
L1 transfer in the domain of language processing, thus, the prediction is that L2 learners,
regardless of their L1s, will perform more similarly to each other than they will to native
speakers of the TL. Each of these prongs is fleshed out below.

The first prong of the SSH is a proposal about the nature of structural representations that
L2 speakers and learners compute for the TL. Evidence for this claim comes primarily from
research that has investigated the processing of wh- dependencies, such as the example in (1)
below.

(1) The manager; who; the consultant claimed that the new proposal had pleased # will

hire five new employees.

In the theoretical literature, Chomsky (1981) argued that these sentences include an intermediate
gap at the head of the embedded CP, as illustrated in (2) below.

(2) The manager; who; the consultant claimed # that the new proposal had pleased #; will

hire five new employees.



In these kinds of long distance dependencies, the wh- word is base generated in the specifier of
the lowest IP and then moves up to the specifier of the matrix clause by successive cyclic
movement. In the process, it passes through the specifier of the embedded CP. It was
hypothesized that successive cyclic movement facilitates the processing of these types of long
distance dependencies, and experimental evidence with native English speakers confirmed that
hypothesis (e.g., Gibson & Warren, 2004; J. Hawkins, 1999). Specifically, native English
speakers slow down at both gap positions, which suggests that the parser is integrating the filler
with each gap position in order to construct a detailed syntactic representation of the sentence.
Wh- dependencies can be either local or long distance, as the sentences in (3) illustrate.
(3) a. The nurse likes the patient; who [e;] was admitted last night. (local)
b. The nurse; who the doctor argued [e;] that the rude patient had angered [e;] is
refusing to work late. (long distance)

As discussed above, when the NP nurse is moved to the front of the sentence, it passes through

an intermediate gap in the specifier of the embedded CP, as demonstrated in Figure (4).
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The parser uses the intermediate position to facilitate the processing of long distance
dependencies. In native language processing, this movement leaves a trace that shows up as
elevated reading times on the complementizer that as compared to a control sentence. In contrast,
experimental evidence suggests that L2 English speakers do not make use of the intermediate
gap (Marinis, Roberts, Felser, & Clahsen, 2005). Crucially, however, they do indicate successful
comprehension of these sentences, indicating that L2 speakers are able to construct enough of a
representation to interpret them accurately.

Based on evidence that suggests that L2 speakers rely more heavily on lexical semantics
and plausibility to interpret sentences than native speakers do, Clahsen and Felser (2006) propose
that the L2 parser constructs predicate-argument frames, and does not construct a complete

syntactic representation. Thus, when faced with sentences like those in (3), the parser does not



construct a representation with gaps. Instead, it relies on the argument structure of the verbs to
construct a representation for these sentences. In (3b), for example, the parser knows that argue
takes an agent and a sentential complement as its theme, and it assigns these roles to the doctor
and the embedded clause. When it gets to anger, the parser assigns its theta roles to patient and
nurse, thereby constructing a complete semantic representation and an underspecified syntactic
representation for this sentence. In other words, L2 processing is primarily driven by semantic,
and not syntactic information. Thus, the SSH predicts that non-native speakers will not show the
same reliance on syntactic information to process sentences that native speakers show.

The second prong of the SSH deals with the issue of L1 transfer into the L2 processing
system. This aspect of the SSH is admittedly less well articulated than the first prong, but it
proposes that L2 learners do not transfer processing heuristics from the L1 into the L2. Evidence
for this claim comes from the work on wh- dependencies and from research that has investigated
L2 learners’ ambiguity resolution preferences. Marinis et al. (2005) investigated L2 English
speakers with four different L1 backgrounds—German, Greek, Chinese, and Japanese—to see
whether the L2 speakers made use of intermediate gaps when processing sentences such as those
in (4). German and Greek are both wi- movement languages, and thus these participants might
have been expected to make use of the intermediate gaps. In contrast, Japanese and Chinese are
wh- in situ languages, and do not have an L1 processing system that is tuned to w/- movement
structures. All four of the L2 groups had longer reading times at the extraction site—indicating
that they were reintegrating the filler at its base-generated position—but not at the intermediate
gap site. Marinis et al. interpreted these results as evidence for the claim that L1 processing

strategies do not transfer to the L2. Additional evidence for the lack of L1 transfer of processing



heuristics comes from research that has investigated ambiguity resolution strategies in globally
ambiguous sentences (e.g., Dussias, 2003; Felser, Roberts, Marinis, & Gross, 2003).
Japanese as a Test Case for the SSH

To date, the research on L2 parsing has ignored some basic issues in native language
processing, and these issues may shed some important light on the nature of the L2 processing
system. In particular, one of the early questions that native language psycholinguistic research
tried to answer was whether processing heuristics are universal or whether they are ‘tuned’ to
each particular language. A separate, but related, question is what kind of information the parser
makes use of to process language. If processing heuristics are universal, then it seems reasonable
to assume that L2 learners have nothing to acquire. Under this assumption, any apparent
divergences from native language processing are necessarily due to deficits in the L2 processing
system. On the other hand, if processing heuristics are, to a certain extent, ‘tuned’ to the
language in question, then depending on the L1/L2 pairings in question, L2 speakers may have
new processing heuristics to acquire, and deficits in the system could be due to incomplete
acquisition.

The SSH does not take an explicit position on these larger questions, and, to date, no
research has investigated the non-native processing of a language that makes use of basic
processing heuristics that are fundamentally different from those used in the L1. As will be
discussed in more detail in the next chapter, native speakers of head-initial languages, like
English, rely on different processing heuristics than native speakers of head-final languages, like
Japanese. Head-initial languages place structural information, such as phrasal heads and verbs,
early in phrases, clauses, and sentences, which means that the parser encounters this information

early, and can use it to build structure. In contrast, in a head-final language, this information
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occurs relatively late in the sentence, and it is not available to the parser. Native speakers of
English rely primarily on verbs and functional heads to construct a representation for input
streams (e.g., Pritchett, 1991), but native Japanese speakers rely primarily on case markers to do
so (Miyamoto, 2002). These basic differences in processing heuristics have received little
attention in the L2 processing literature, but they are a potentially important source of
information about L2 processing. Specifically, the ability to process input streams incrementally
is critically important for basic language comprehension. Native speakers of head initial and
head final languages make use of different syntactic information to process sentences
incrementally. If, as the SSH predicts, all L2 processing relies primarily on semantic, and not
syntactic representations, then the SSH also predicts that L2 speakers should not be able to rely
on the same structural information for incremental processing as native speakers of the TL do.
No research has investigated L2 acquisition of processing heuristics with learners whose
L1 and L2 have typologically different word orders—and no research has specifically
investigated whether basic processing heuristics are impaired' in an L2. These fundamental
typological differences in the syntax of a language have implications for theories of L2
processing. For example, if the SSH is correct, then L2 learners might be predicted to face

difficulties in learning to process even basic sentences efficiently, regardless of the L1. Native

! Conceptually, it is possible to distinguish between processing heuristics that are not finely
tuned to the L2 input and those that are impaired. In the first case—a lack of tuning—it is
theoretically possible that with more exposure to input, the parser will become more finely-tuned
to the L2 input, and that observed non-native processing behaviors are temporary. In the case of
impaired heuristics, however, the claim is that the parser cannot overcome non-native processing
heuristics. It is difficult, however, to distinguish between these two positions empirically. Non-
native processing behaviors are evidence for either a lack of tuning or for impairment. Evidence
for tuning accounts over impairment accounts would come from the following sources:
longitudinal within subjects data that suggest that processing heuristics become more native-like
as a function of proficiency, and from evidence of native-like processing heuristics. Native-like
processing heuristics suggest that any observed divergences from native-speaker norms is not
necessarily evidence of a global deficit.
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English speakers learning other head-initial languages are predicted to be less sensitive to
information from verbs and functional heads in their L2, and the same prediction holds for
learning head-final languages. On the other hand, contra the SSH, we might expect to see L1
transfer areas such as incremental processing routines such that native speakers of a head final
language, like Korean, are better able to process another head-final language than native
speakers of a head-initial language, like English, are. The present dissertation investigates non-
native Japanese speakers’ sensitivity to three processing constraints in Japanese: reliance on case
particles for incremental processing, sensitivity to wh- dependencies, and ambiguity resolution
preferences. Japanese was selected as the target language for the present dissertation because it is
a head-final, wh- in situ language, and thus instantiates different mechanisms for both
incremental processing and computing wh- dependencies than head-initial, wh- movement
languages, like English and German.
The Present Dissertation

The present dissertation tests two aspects of the SSH: (a) the claim that non-native
speakers do not process the L2 at the same depth as native speakers, and (b) the claim that L1
processing strategies do not transfer to L2 processing. These claims will be tested by
investigating the L2 processing strategies of L1 Korean and L1 English near-native Japanese
speakers. This dissertation investigates three different aspects of L2 Japanese processing: the
non-native processing of case particles, which relates to the ability to process sentences
incrementally; the non-native processing of wh- dependencies, which relates to the ability to
integrate information across clauses; and non-native ambiguity resolution heuristics. The first
structure, case particles, has not been investigated in the literature. Wh- dependencies and

ambiguity resolution preferences have received a good deal of attention in the literature testing
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the SSH (Dussias & Sagarra, 2007; Dussias, 2003; Felser et al., 2003; Felser & Roberts, 2007;
Marinis et al., 2005; Miyao & Omaki, 2002), but they have been investigated in the context of
acquiring a wh- movement language (in the case of wh- dependencies) or where the branching
direction of the L1 and L2 match (in the case of ambiguity resolution strategies). These two
structures here are included for the sake of comparability with previous research, and because, as
will be discussed in more detail in later chapters, these structures work differently in Japanese
than they do in languages that have been investigated to date. The present dissertation
investigates whether non-native Japanese speakers rely on syntactic cues to process three types
of sentences. The first set of sentences is used to investigate whether native and non-native
speakers rely on case particles to process sentences incrementally. The second set is used to
investigate native and non-native speakers’ sensitivity to wh- dependencies, and the third set is
used to investigate native and non-native speakers ambiguity resolution preferences. L1 Korean
and L1 English speaking participants were tested to investigate whether L1 processing heuristics
play a role in L2 processing. Korean and Japanese are both head-final, case-marking languages
that lack wh- movement and share ambiguity resolution preferences. English diverges from
Korean and Japanese in all three domains, so if L1 transfer facilitates processing, the L1 Korean
speakers are predicted to have an advantage in processing Japanese. Specific research questions
are presented in each chapter. The SSH predicts that both the L1 English and the L1 Korean
groups will diverge from native Japanese speakers on all structures.
Overview of the Dissertation

This dissertation is structured as follows. This chapter has discussed the theoretical

background of the SSH, and has motivated the need for researchers to investigate fundamental

differences in processing heuristics as part of a research agenda for linguistic processing and
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ultimate attainment. The next three chapters each present a self-paced reading study that

investigated one of the research questions above. Each chapter describes the target structure and

discusses previous research that pertains to that specific structure. Each chapter also presents
results, analyses, and an interim discussion of the results. Chapter 5 provides a general
discussion of the results of the three studies and a conclusion.

Definition of Terms

Wh- dependencies: The syntactic relationship created between an element that has been moved
from its base-generated position (the filler) and the base generated position (the gap).

Head-driven parsing: A model for native language sentence processing that assumes that people
rely primarily on heads to project clause structure and process sentences incrementally.

Head final language: A language that instantiates complement-head word order as its basic word
order. Head final languages are rigidly verb final. Head final languages present problems
for head-driven parsing models because these models predict head-final languages will be
massively more difficult to parse than head-initial languages. Japanese and Korean are
head final languages.

Head initial language: A language that instantiates head-complement word order as its basic
word order. Verbs in head initial languages occur relatively early in the sentence, and
complementizers precede their complement.

Incremental parsing: A universal parsing heuristic in which the parser integrates each word into
the parse as it encounters it. The specific mechanisms for incremental parsing vary
depending on the target language.

Interlanguage grammars: The developing grammar that L2 learners construct. Originally defined

in Selinker (1972).
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Linguistic competence: The mental grammar for a language that is stored in the speakers’
mind/brain. Competence is abstract, unconscious, and subject to universal constraints.

Linguistic performance: Linguistic competence put to use in production or comprehension.
Linguistic performance draws on competence, but it is potentially subject to various
external factors that make it an inexact reflection of linguistic competence.

Parser: The mechanisms that allow people to construct an interpretation for sentences as they
read or hear them in real time. The native language parser draws on information from
syntactic, semantic, and pragmatic information to make structural decisions in real time.

Poverty of the Stimulus: Evidence that both native and non-native speakers come to know more
about the target language than they could have learnt based on the input to which they
were exposed. Sensitivity to the Overt Pronoun Constraint (OPC) is one source of
evidence for Poverty of the Stimulus effects.

Theta roles: Roles such as agent, patient, and theme that are part of the properties of verbs. Verbs
assign theta roles to their arguments, and sensitivity to the possible theta roles and the
frequency with which they are assigned facilitates incremental parsing in head-initial

languages.
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CHAPTER 2
EXPLOITING CASE MARKERS FOR INCREMENTAL PROCESSING

Models of language processing attempt to account for the observation that mature
language processing draws on information from syntactic, semantic, and pragmatic sources to
interpret sentences quickly and efficiently. To do so, these processing models have to balance the
theoretical desideratum that, because it is part of the human endowment for language, the parser
must be universal, with experimental evidence that native speakers of different languages rely on
different syntactic information to process their native language. This is typically done by
assuming that all language processing is incremental, but that the parser becomes attuned to
specific syntactic information depending on the branching direction of the language (e.g., Fodor,
1998a, 1998b; Miyamoto, 2006). This has implications for L2 acquisition: in order to efficiently
process language, L2 learners need to be able to do so incrementally. Thus, L2 learners who have
an L1 with a branching direction that matches that of the L2 might have an advantage in L2
processing over L2 learners whose L1 instantiates a branching direction different from that of the
L2. This is because when the branching directions of language learners’ L1s and L2s do not
match, the parser has to become attuned to new syntactic information, thus possibly increasing
the acquisition burden. When the branching directions match, however, L2 learners may transfer

basic heuristics from the L1 to the L2°. Because the Shallow Structure Hypothesis (SSH)

* This assumes that branching direction plays a significant role in determining incremental
processing heuristics so that, for instance, head-final languages necessarily rely on case particles.
The typological picture is not quite this neat. According to the World Atlas of Linguistic
Structures (WALS) database, there are 313 languages that are rigidly SOV and mark case
overtly. In contrast, 82 SVO languages mark case overtly. There are 87 SOV languages that do
not mark case but 187 SVO languages that do not mark case. Thus, while there are exceptions to
this generalization, it is clear that SOV languages are more likely to mark case than SVO
languages are. In addition, both Korean and Japanese obligatorily mark case on NPs, so the
processing heuristics in question in the present study are comparable.
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predicts that L2 processing relies on semantic, and not syntactic, information, it predicts that all
L2 parsing should be insensitive to structural constraints. Thus, it predicts that L2 learners cannot
process the L2 incrementally regardless of L1 background. This chapter fleshes out mechanisms
for incremental processing in Japanese and English, and discusses implications for L2
processing.
Background and Motivation

Incremental Processing

One of the earliest questions in psycholinguistic research was how people parse
sentences. It was clear that native speakers are able to rapidly and efficiently integrate syntactic,
lexical, and semantic information into parses; the question was what kind of information
(structural and/or semantic) gets priority in sentence processing. The predominant model of
mature sentence processing is an incremental model: the parser incorporates each word into the
parse as it encounters it (see e.g., Fodor & Inoue, 1994; Frazier & Fodor, 1978; Frazier, 1998 for
arguments and evidence). The major drawback of incremental processing is that the parser runs
the risk of projecting the wrong structure, as seen in the prototypical garden path sentence in (1):

(1) The horse raced passed the barn fell.
Up until the parser encounters the last word—fell—it can (and does) interpret this sentence as a
simple declarative sentence and not as one that includes a reduced relative clause. Upon
encountering fell, the parser has to revise its original analysis to incorporate fell into the
structure. At that point, the parser goes back and changes its analysis of the sentence from a
simple declarative clause structure to one containing a reduced relative clause structure.
Reanalysis is costly, and an alternative to incremental parsing holds that the parser keeps

constituents in working memory and waits to commit to a parse until all constituents have been
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encountered. While the latter theory clearly allows for a higher degree of accuracy, it also entails
that parsing taxes working memory resources, particularly in longer sentences. In addition,
evidence from native language processing heuristics suggests that the parser does commit to a
parse as it encounters words—this is the source of garden path effects, after all—and that it relies
on a range of information to do so. Currently, all models of sentence processing assume that the
parser is incremental, and that it has some mechanism for repair (see e.g., Fodor, 1998a, 1998b;
Kamide & Mitchell, 1999; Miyamoto, 2002, 2006 for discussion and evidence).

The parser relies on a variety of informational sources to construct a representation for
the sentence, many of which are structural. Early models of sentence processing were based
primarily on data from English, and assumed that the parser made use of lexical and functional
heads, as well as information in the verb to project structure (Pritchett, 1991). This works for
head-initial languages like English because this information is present and transparent early in
the input string. For example, the sentence fragments in (2) have relatively unambiguous
structures once the last element is encountered.

(2) a. The boy...

b. The boy sees...

c. The boy who sees...
Either (2b) or (2c¢) is a possible continuation of (2a). However, once sees is reached in (2b), the
parser can predict that the next phrase is likely to be a DP. Similarly, when the parser encounters
who in (2c), it projects another clause, and it can do so without reanalyzing a parse. In contrast,
as several researchers have pointed out (e.g., Miyamoto, 2002, 2006; Yamashita, 1997 inter alia),
the rigidly head-final nature of Japanese, coupled with robust use of empty categories and the
relatively free word order of non-verbal elements (i.e., nominals) has serious implications for

head-driven models of sentence processing that are assumed to be universal. In short, these
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models predict that head-final languages like Japanese should be massively more difficult to
parse than head-initial languages are—either because head-driven parsing of head-final
languages means that several elements would have to be held in working memory before they
could be integrated into the parse or because parses would require frequent reanalysis. For
example, the Japanese equivalent of (2b) is compatible with two different analyses: a sentence
with a null object (as in 3b) and the modifier in a pre-nominal relative clause (as in 3c):
(3) a. otokonoko-ga [e] suki...
boy-nom likes...
b. otokonoko-ga [e] suki da’.
boy-Nom [e] likes cop.
‘The boy likes (the girl, the dog...).
c. otokonoko-ga suki-na inu-ga...

boy-~owm likes-adj dog-Nowm...

‘The dog the boy likes...’
In these examples, it is only when the parser encounters the material that follows suki (“like”)
that it knows whether the input is a simple sentence as in (3b) or a modification structure as in
(3¢). In addition, in (3c), assuming that the parser has projected the NP otokonoko as the
structural subject of TP—which it should do if it is sensitive to the nominative case marking—it
also has to go back and associate the NP as the object of the relative clause. Once it has done
this, it projects a new clause with inu (“dog”) as the matrix subject. A significant body of

literature has investigated how native speakers process Japanese, and despite the fact that

Japanese seems like it should be significantly more difficult to process than English, there is no

? These sentences are also an example of how robust use of null nominals complicates the
processing of Japanese. Because the verb like in Japanese does not take an accusative case
marked object, examples (3a) and (3b) are ambiguous between two readings: one in which the
boy likes someone or something, and one in which someone likes the boy. Spelling out the
second argument (either the subject or the object) takes care of this ambiguity.

* Abbreviations used in the glosses are as follows: ACC = accusative case, COMP =
complementizer COP = copula, DAT = dative case, GEN = genitive case, NOM = nominative
case, LOC = locative case, TOP = topic marker, Q = question particle.
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experimental L1 evidence that suggests that it is. Instead, the experimental evidence suggests
that Japanese speakers are able to process Japanese quickly, efficiently, and incrementally
(Miyamoto, 2002, 2006; Yamashita, 1997, 2000). These findings have implications both for
models of language processing and for L2 acquisition.

Models of language processing have to balance a key theoretical desideratum on the one
hand with typological and experimental evidence on the other hand. The theoretical desideratum
is that the mechanisms that process language are part of the universal human endowment for
language. There are two important reasons for assuming this. The first is that it simplifies the
native language acquisition task in that it means that children are equipped with the mechanisms
they need to parse the L1 input from their first encounters with their L1. The second is that it is
consistent with the larger assumption that each individual language is one instantiation of the
category called Language. Assuming that the parser is universal, however, presents problems
when confronted with actual linguistic data. For instance, as discussed above, there is good
empirical evidence that native speakers of head-initial and head-final languages rely on different
syntactic information to parse input strings. This suggests that the English parser and the
Japanese parser are actually tuned to different sources of syntactic information.

In order to balance the theoretical desideratum of a relatively simple, generalized
universal processor on one hand with the clear evidence that the parser must rely on different
pieces of information to process different languages on the other hand, contemporary models of
language processing assume a general parser that becomes tuned to the specific language it is
processing (see, e.g., Cuetos & Mitchell, 1988; Fodor, 1998a, 1998b; Miyamoto, 2006 for
discussion). This allows us to account for data that suggests that native speakers of head-initial

languages, like English, rely heavily on the verb and on functional heads to build structure (e.g.,
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Snedeker & Trueswell, 2004; Trueswell & Kim, 1998), whereas native speakers of head-final
languages, like Japanese, rely on case marking information as the building blocks of sentence
structure (e.g., Miyamoto, 2002; Yamashita, 1997, 2000). A universal parser can be assumed if it
has some mechanism that makes it possible for the child growing up in an English-speaking
environment to learn to build structure based on lexical and functional heads and the verb, and
for the child growing up in a Japanese-speaking environment to build structure based on case
marking cues. In the case of moment-by-moment structural computation, a universal parser can
be assumed as long as the specific mechanisms for computation are either left underspecified or
are adjusted based on experience with the input.
Case Marking and Incremental Processing

Japanese, like many head-final languages, obligatorily marks NPs with a case particle
(e.g., Fukuda, 1993; Hinds, 1982; Hosokawa, 1991; Yoo, Kayama, Mazzotta, & White, 2001).
Native Japanese speakers rely heavily on these case markings to process the language
(Miyamoto, 2003, 2006; Tamaoka et al., 2005; Yamashita, 1997). Specifically, there are two
constraints that govern the occurrence of case particles in sentences. The first one is that no
single clause can have two nouns marked with the nominative case particle, -ga, and the second
is that no verb takes two arguments that are both marked with the accusative case particle, -o.
These constraints have the following implications for processing. First, when native speakers
encounter a second —ga-marked NP, the parser automatically projects a second clause. Second,
even if both subjects are null, the presence of a second accusative case-marked noun indicates
that the sentence is biclausal, and the parser should expect both an embedded clause and a matrix
clause verb. Miyamoto (2002) tested native Japanese speakers’ sensitivity to these constraints

using contrasts such as those seen in (4), for nominative case markers.
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(4) a. Obasan-ga [grc t; toshiyori-o kousaten-de mita]  onanoko-ni; koe-o kaketa.
Womannom [re ¢ 0ld manacc intersectiongoc saw] girl-to; called.
“The woman called to the girl who saw the old man at the intersection”
b. Obasan-ga [rc toshiyori-ga ¢; kousaten-de  mita] onanoko-ni; koe-o kaketa.

Womannom [re 0ld manxowm ¢ intersection oc saw] girl-to; called.

“The woman called to the girl who the old man saw at the intersection.”

(Miyamoto, 2002, ex. 18, p. 326)
In (4a), the beginning of the sentence (Obasan-ga toshiyori-o kousaten-de mita) is compatible
with a declarative sentence, and has an interpretation in which the woman saw the old man at the
intersection. The parser initially adopts this interpretation. When it reaches onanoko, which
cannot be integrated into the existing parse, the parser is forced to reanalyze the segment as a
modification structure. At this point, it has to revise the parse to posit a gap before toshiyori-o,
and to associate the noun onanoko with the gap position’. This imposes a processing cost at
onanoko. In contrast, when the parser encounters foshiyori-ga in (4b), it automatically projects a
second clause that it closes when it reaches onanoko, and does not need to reanalyze anything.
Projecting a second clause at foshiyori-ga increases the processing load at the beginning of the
clause, but facilitates processing at the end of the relative clause. Reading times at onanoko in
(4b) are therefore predicted to be shorter than those at onanoko in (4a). Similarly, reading times
at toshiyori in (4b) are predicted to be longer than those in (4a). Miyamoto found this to be the
case—the presence of the second nominative case marked NP in (4b) facilitated the processing
of onanoko later in the sentence as measured by shorter reading times for onanoko in (4b) than in
(4a).

Miyamoto also tested speakers’ ability to use accusative case markers to project clause

boundaries as in the contrast illustrated in (5).

> Unlike relative clauses in English, which are usually introduced with a complementizer,
Japanese relative clauses are externally headed, but do not contain any lexical items in C°. This
creates additional ambiguity in subject RCs.
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(5) a. Ofisu-de shokuin-ga  [rc kakaricho-ni ocha-o dashita] jyosei-o  shokaishita.
Office-in employeenxom [rc managerpat teaacc served] womanacc introduced.
“At the office, the employee introduced the woman who served tea to the manager.”
b. Ofisu-de shokuin-ga kakaricho-o [rc ocha-o dashita] jyosei-ni shokaishita.
Office-in employeexom manageracc [re teascc served] womanpar introduced.
“At the office, the employee introduced the manager to the woman who served
tea.” (Miyamoto, 2002, exs. 8-9, pp. 314-315)
Until the noun jyosei is encountered in (5a), the sentence can be parsed as a declarative sentence
that asserts that the employee served tea to the manager. Once the noun-case marker complex
Jyvosei-o is encountered, the parser is forced to reanalyze the sentence so that jyosei heads a
relative clause’. In contrast, in (5b), as soon as the second accusative-marked NP, ocha-o, is
encountered, the parser projects a second clause, increasing reading times on that NP, but
facilitating the processing of the relative clause overall. If the parser does indeed operate in this
fashion, reading times at jyosei in (5b) are predicted to be shorter than those in (5a). Miyamoto
found that native speakers are sensitive to these constraints in online processing, and use both
accusative-case marked nouns and nominative-case marked nouns to project clause structure.
To date, no research has investigated the L2 acquisition of basic processing heuristics
under the rubric of the SSH. This is partly because a good deal of the evidence for the SSH
comes from the acquisition of European languages, almost all of which are head initial’, and
participants are often also native speakers of other European languages. Assuming that learners

use basic parsing heuristics from the L1 to process the L2, strategies for incremental structure

building do not need to be acquired at the early stages of L2 acquisition. In contrast, people who

% As in English, this sentence is ambiguous between two readings. The first is the reading in
which the woman who served tea was introduced to the manager, and the second is the reading in
which the woman who served tea to the manager was introduced to people left unspecified.

7 The verb second (V2) languages like German are the major exceptions to this generalization.
The V2 languages are typically analyzed as underlyingly SOV, but that word order typically only
surfaces in embedded clauses. These languages are different from rigidly head final languages,
and the processing heuristics required to process them are beyond the scope of the present
dissertation.
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are acquiring a second language whose principal branching direction is different from that of
their native language will begin acquiring the L2 with processing heuristics that do not match the
target language. Native English speakers acquiring Japanese as an L2 who try to rely on verb-
and functional head-driven parsing strategies to process Japanese will find Japanese much more
difficult to parse than if they can acquire new parsing heuristics that better fit Japanese. If this
group of learners can adjust their processing heuristics, they should show evidence of
incremental processing in Japanese as measured by elevated reading times at the head noun of
the relative clause in sentences like those in (4a) and (5a) as compared to sentences like those in
(4b) and (5b). They should also show evidence of exploiting the case markers in sentences like
(4b) and (5b) to project a second clause early in the sentence, as seen in longer reading times on
the second case-marked NP in those sentences than in the corresponding sentences in (4a) and
(5a). If they cannot refine their basic processing heuristics, native English speakers should not be
sensitive to these constraints. The SSH predicts that native English speakers will not be able to
use case particles to process Japanese incrementally because it predicts that the L2 parser does
not rely on structural information®. Crucially, the SSH also makes this prediction for native
Korean speakers with Japanese as an L2, even though these speakers rely on case markers to
process Korean (Kim, 1999). Comparing L1 English and L1 Korean speakers’ ability to rely on

case particles to process Japanese thus provides an avenue for investigating whether hypothetical

¥ Case particles are technically surface-level information in that they are phonologically overt in
the input string. This is also true, incidentally, of other lexical items that head functional
projections, such as that in English. What is at issue in the present study, however, is whether the
parser relies on them to project structure, not whether the parser is sensitive to phonologically
null information. The ability to project structure is a key part of what the parser does, and,
regardless of the language, it always projects structure on the basis of lexical items in the input
string. There is a larger issue lurking in the background here; namely, that the SSH is not specific
on the distinction between ‘deep’ and ‘shallow’ processing. Until that is clarified, it stands to
reason that any functional information used for syntactic processing—such as case particles—is
open to investigation under the rubric of the SSH.
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deficits in L2 parsing are due to global deficits in the L2 parser, or whether they are due to L1
influence.
The Present Study

The following research questions guided the present study:

1. Do native Japanese speakers and near-native Japanese speakers with either English or
Korean as an L1 show evidence of the ability to use nominative case markers to build
structure incrementally as measured by longer reading times when a second —ga-
marked NP is introduced in object relative clause structures, and by longer reading
times at the head noun of subject relative clause structures compared to object relative
clause structures?

2. Do L1 English and L1 Korean speakers differ in terms of their sensitivity to these
processing constraints?

3. Do native Japanese and near-native Japanese speakers with either English or Korean
as an L1 show evidence of the ability to use accusative case markers to build structure
incrementally as measured by longer reading times when a second —o-marked NP is
introduced in object relative clauses, and as measured by longer reading times at the
head noun of subject relative clauses than in object relative clauses?

4. Do L1 English and L1 Korean speakers differ in terms of their ability to rely on case
particles to process these sentences?

The SSH predicts that neither the L1 English nor the L1 Korean speakers will show evidence of
elevated reading times on subject relative clauses with two nominative or two accusative case

particles.
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Method and Procedure

Participants

A total of 35 non-native Japanese speakers participated in this study; 18 were L1 English
speakers, and 17 were L1 Korean speakers. A group of 29 L1 Japanese speakers served as a
control group. Participants were recruited through university communities and the researcher’s
personal contacts. On average, the L1 English speakers had lived in Japan for five years and
three months. A subset (n = 3) of the L1 English speakers was employed at an American study
abroad center in central Japan. Another subset (n = 5) consisted of university students studying at
Japanese universities, and one was a PhD candidate in Japanese literature. The remaining L1
English speakers were employed as English teachers in Japan. Several of the L1 English
speakers had studied languages other than Japanese, but all rated Japanese as their most
dominant second language, and none had studied another rigidly head-final language. On
average, the L1 Korean speakers had lived in Japan for four years and eight months. A subset of
this group (n = 8) was enrolled in Japanese universities. The remaining L1 Korean participants
were working in Tokyo. All of the L1 Korean participants indicated that they had studied English
in addition to Japanese, and some also indicated that they had studied Chinese. All of the L1
Korean speakers indicated that Japanese was their dominant second language. The native
Japanese speakers were either students at a university in central Japan (n = 13) or enrolled in
ESL classes at a private ESL institution (n = 16). All of the native Japanese speakers indicated
that they had studied English. All participants were living in Japan at the time of the study.
Materials

Participants completed a set of proficiency measures and a self-paced reading task. The

proficiency measures consisted of the Language Experience and Proficiency Questionnaire
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(LEAP-Q), a grammar test, and a test of kanji’ knowledge. The LEAP-Q was adapted from
Marian, Blumenfeld, and Kaushanskaya (2007), and the researcher created the rest of the
materials. Each one will be discussed in turn.

Proficiency measures. Participants completed two proficiency measures: the LEAP-Q
and a grammar test. These were given to ensure that participants’ proficiency levels were high
enough to complete the self-paced reading task, and to identify any relative proficiency
differences between the two L2 groups. The LEAP-Q (see Appendix A) is an instrument
designed to provide researchers with a consistent, reliable measure of bilinguals’ language
experience and proficiency. It depends on self-reported data, and includes information about
participants’ age of acquisition, contexts in which participants use the target language, and self-
rated proficiency assessments. The LEAP-Q can be used with adult bilinguals who have at least a
high school education in one of their languages. Although the original instrument was created in
English, it can be translated into other languages (Marian et al., 2007). For the purposes of the
present study, it was translated into Japanese.

The grammar test was adapted from a practice book for the Japanese Language
Proficiency Test (JLPT) Level 2 (see Appendix B). The JLPT is a Japanese proficiency test used
in Japan as a measure of non-native Japanese knowledge. Passing the Level 2 test is a rough
proxy for Advanced High proficiency. The test consisted of 28 multiple choice and cloze test

items that tested participants’ knowledge of various grammatical structures. The L1 Japanese

? Japanese is written with a combination of three different scripts: hiragana, katakana, and kanji.
Hiragana and katakana are phonetic syllabaries, and kanji are the logographic characters
borrowed from Chinese in the 7" and 8" centuries, C.E. Hiragana are primarily used for
grammatical functions, such as particles and verb endings, and to write ‘content’ words that lack
kanji. Kanji are used for content words such as nouns, verbs and adjective roots. Katakana are
used to write foreign words and for emphasis, much like italics are in English. All kanji can be
transcribed into hiragana or katakana. Familiarity with and fluency in all three scripts are
required for fluent reading in Japanese.
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group performed at ceiling on this test (M = 98%; SD = 1.04). In addition to the grammar test,
participants also completed a kanji test (see Appendix C). This test consisted of a list of 73 kanji
compounds taken from the self-paced reading task describe below. The L2 groups were asked to
provide the Japanese pronunciation of the kanji in hiragana, and either an English or a Korean
translation of the word. The Japanese speakers were asked to provide the hiragana only. The
kanji test was included to ensure that participants knew enough kanji to understand the reading
task.

Self-paced reading materials. The self-paced reading task (see Appendix D) consisted
of two lists of 16 doublets testing the processing of nominative and accusative case-marked
sentences. These sentences were adapted from Miyamoto (2002). The first list tested
participants’ sensitivity to nominative case marking cues, and consisted of 16 doublets.

As discussed above, there are two words in these sentences that are important for
processing. The first is the second NP in the sentence, marked with the accusative particle —o in
(6a) and the nominative case particle —ga in (6b). Reading times on this word are predicted to be
longer in (6b) than in (6a) because the parser projects a second clause in (6b). The second critical
region in these sentences is the noun that heads the relative clause. Reading times on onanoko, or
girl, in (6a) are predicted to be longer than those on onanoko in (6b) because the presence of a
second nominative case marked noun in (6b) facilitates the processing of the relative clause.

(6) a. Obasan-ga [grc ¢; shinsetsu-na toshiyori-o kousaten-de mita] onanoko-ni;

Womannowm [re ¢ nice-adj old manacc intersectiong oc saw] girl-to;
ogoe-de koe-o kaketa.
loudly called.
“The woman called loudly to the girl who saw the nice old man at the intersection”
b. Obasan-ga [rc #; shinsetsu-na toshiyori-ga kousaten-de mita] onanoko-ni;
Womannowum [re ¢ nice-adj old manyom intersectiong oc saw] girl-to;

ogoe-de koe-o kaketa.
loudly called.
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“The woman called loudly to the girl who the nice old man saw at the
intersection.”

Experimental sentences were constructed so that an adjective intervened between the first two
nouns in the sentence and between the relative clause head and the final verb to create a spillover
region. The length of critical and spillover regions was controlled so that each region contained
three characters'’: two kanji followed by a particle written in hiragana.

The second list consisted of 16 doublets testing participants’ ability to use accusative case
markers to process incrementally. There are also two regions in these sentences that are
important for processing. The first region is the word ocha, or tea, which is marked accusative
particles in both sentences. The difference is that, in (7a), it follows a noun marked with a dative
case particle, and in (7b), it follows a noun marked with an accusative case particle. Reading
times should be longer at fea in (7b) than in (7a) because the parser is projecting a second clause.
The second critical region in these sentences is the head of the relative clause, in this case, the
noun woman.

(7) a. Ofisu-de shokuin-ga [rc kakaricho-ni ocha-o dashita] jyosei-o  teinei-ni
Office-in employeexom [rc managerpat teaacc served] womanacc politely
shokaishita.
introduced.

“At the office, the employee politely introduced the woman who served tea to the
manager.”

b. Ofisu-de shokuin-ga kakaricho-o [rc ocha-o dashita] jyosei-ni teinei-ni
Office-in employeexom manageracc [re teaacc served] womanpar politely
shokaishita.
introduced.

“At the office, the employee introduced the manager to the woman who served
tea.”

' Characters is used here for the Japanese ‘7, or ji, which refers to the smallest graphical unit,
and can therefore refer to a single hiragana or katakana symbol, a single kanji, or, in katakana,
the — used to indicate a long vowel.
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Again, an adverb was inserted between the relative clause head and the matrix clause verb in
order to create a spillover region. The length of the regions was controlled so that each region
consisted of three characters: two kanji and a hiragana particle. The stimuli in these two lists
were adapted from Miyamoto (2002), but the vocabulary was simplified and the length of the
regions was controlled across the entire stimulus list. In total, participants read 32 sentences
testing sensitivity to case particles. Half of these (16 sentences) tested sensitivity to nominative
case particles, and the other half tested sensitivity to accusative case particles. Reading times for
nominative and accusative sentences were analyzed separately.

Sentences were segmented for presentation. The most common way to segment sentences
in Japanese self-paced reading studies is to divide the sentences so that each segment consists of
one bunsetsu (e.g., Aoshima, Yoshida, & Phillips, 2009; Miyamoto, 2002; Nakamura &
Miyamoto, 2013). A bunsetsu is the smallest phonological unit in a Japanese sentence, and it
minimally consists of a lexical item and a case marker. Segmentation for the sentence in (7) is
illustrated in (8):

(8) a. Ofisu-de \ shokuin-ga \ [rc kakaricho-ni \ ocha-o \ dashita] \ jyosei-o \ teinei-ni

1 2 3 4 5 6 7
Office-in \ employeexom \ [rc managerpat \ teaacc \ served] \ womanacc \ politely
shokaishita.

8
introduced.

“At the office, the employee politely introduced the woman who served tea to the
manager.”
b. Ofisu-de \ shokuin-ga \ kakaricho-o \ [rc ocha-o \ dashita] \ jyosei-ni \ teinei-ni
1 2 3 4 5 6 7
Office-in \ employeexom \ manageracc \ [re teaacc \ served] \ womanpar \ politely
shokaishita.
8
introduced.
“At the office, the employee introduced the manager to the woman who served
tea.”
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In this case, regions 4 and 6 were the critical regions and regions 5 and 7 was the spillover
regions.

Each stimulus sentence was followed by a comprehension check. Because of the
inclusion of sentences testing wh- dependencies, these comprehension checks took the form of a
sentence completion task. The comprehension check that followed (8) is given in (9).

(9) Kono bunsho-ni  yoru to...

This sentencepar according comp
According to this sentence,

A. Jyosei-ga ocha-o dashita. B. Shokuin-ga ocha-o dashita.
Womanyom teaacc served Employeenom teaacc served
“The woman served tea” “The employee served tea”

For half of the sentences, the question asked about the relative clause, and the other half of the
sentences asked about the matrix clause. For half of the items in each list, the correct answer was
A and, for the other half, the correct answer was B. These sentences were intermixed with target
stimuli for other studies (see Chapters 3 and 4) that served as fillers and distractors for this
experiment. In order to ensure that the L2 groups understood the target sentences, they also
completed a short translation task at the end of the self-paced reading task. This task consisted of
12 items taken from the target stimuli. Participants were given two possible translations and
asked to pick the best translation into either English or Korean.
Procedure

Participants were tested individually, and were paid ¥2,000 (about $20) for their
participation. Participants read a consent form, and then began the experiment. Participants
completed the self-paced reading experiment first. The self-paced reading experiment was
divided in half so that participants read 72 sentences, took a break, and then read the remaining

72 sentences. Stimulus sentences were evenly distributed across both halves of the experiment.
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The L1 English and L1 Korean speakers completed the translation task at the end of the self-
paced reading task. After participants had finished the self-paced reading task, they completed
the LEAP-Q, the grammar test, and the kanji test.

The self-paced reading task was presented using SuperLab 5. Stimulus sentences were
segmented as described above, and participants pressed a button to move from segment to
segment. Participants moved through the self-paced reading task at their own pace. This study
used the non-cumulative moving window paradigm, so that when participants pressed a button to
display one segment, the previous segment disappeared from the screen. Once participants
reached the end of the stimulus sentence, the pressed a button to reveal the comprehension
question. Participants selected either A or B on the response pad to answer the comprehension
question. On average, the native speaker controls completed the study in 60 minutes, and the L2
speakers completed the study in 90 minutes.

Scoring and Analysis

The proficiency test was scored first. Scores on the proficiency test were submitted to a
one-way ANOVA to identify any differences in proficiency levels between groups. The
comprehension questions were scored next. Any participant who scored below 65% accuracy on
the comprehension questions overall would have been eliminated from further analyses. No
participant scored below this threshold, indicating that participants were paying attention to the
test sentences. The self-paced reading data were analyzed using a generalized linear mixed
effects model. These models take into account the variance due to both fixed (e.g., language
background, proficiency level) and random (e.g., items, average reading times by participant)

effects, and allow variables to be either continuous or categorical. As such, they are more robust
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than traditional inferential statistics (e.g., Baayen, Davidson, & Bates, 2008), and they are
increasingly being used in language processing research.

In both the native language and second language processing literature, reading time data
have traditionally been analyzed using some sort of ANOVA (see, e.g., Jegerski, 2014; Keating
& Jegerski, 2015 for discussion). This is problematic because reading time typically violate key
assumptions of an ANOVA, such as independence of observations (each participant contributes
reading times for multiple items) and normality, and because random variation due to individual
differences in reading speed and item difficulty cannot be accounted for in one model. The latter
issue has traditionally been dealt with by running two analyses: a by-items analysis and a by-
participants analysis. In the by-items analysis, reading times are averaged across subjects for
each item, thus holding any item-specific variation constant. The same thing is done for items in
the by-participants analysis. This is an inelegant fix, and, if the two analyses yield different
results, it also makes the analyses difficult to interpret. In light of this, several researchers have
begun to argue for the use of mixed effects models instead. Mixed effects models can include
multiple parameters, so that fixed and random effects can be accounted for in one model (see
e.g., Baayen et al., 2008; Cunnings, 2012; Jaeger, 2008 for discussion).

The structure of the data for the present study is described below. In the sample as a
whole, 64 participants contributed reading times for seven regions in 16 sentences. Participants
belonged to three different groups: native Japanese speakers (n = 29), native English speakers (n
= 18), and native Korean speakers (n = 17). Participants also read two types of sentences, with
eight items for each type. The first set of sentences could plausibly be analyzed as a declarative
sentence until the head noun of a relative clause was encountered, and one in which two

nominative case marked NPs were introduced early in the sentence, telling the parser to project a

33



second clause, and thus facilitating the processing of the head noun of the relative clause. Group
and sentence type are the independent variables, and reading times on individual regions are the
dependent variable. Each participant contributed eight reading times per region for each sentence
type. As the graph in Figure 2.1 shows, these data were skewed to the right and bounded at zero.
Because of the distribution of the data, they were modeled using a generalized linear mixed
effects model with a gamma distribution and an inverse link function. A gamma distribution can
be used to model continuous data, and assumes the data contains no values that are less than or
equal to zero. Together with the inverse-link function, the model also accounts for the non-linear
relationship between time and changes in time. In other words, the gamma distribution and the
link function account for the fact that reading time differences between, for example, one and
two seconds are of a greater magnitude than differences between, for example, 10 and 11
seconds. The inverse link function changes the sign of the coefficients, so that values have to be
back-transformed to be interpreted. The model included a random intercept by participant, and
two independent variables, Group (Japanese, English, and Korean), and Function (Target and
Control). Including a random effect for items did not add significant explanatory power to the
model, so this effect was not included in the final model. In all cases, these data were analyzed
using models with and without interaction terms. Interactions are reported where they were
significant.
Results

Proficiency Test Results

The Japanese speakers scored the highest on the proficiency test (M = 27.25, SD = 1.06),
and the Korean speakers (M = 21.35, SD = 4.59) scored better than the English speakers (M =

18.28, SD = 4.03). These results were submitted to a one-way ANOVA, which indicated that

34



these group differences were significant; F(2, 23.56) = 50.62, p < .001. Post-hoc independent
samples #-tests indicated that the Japanese group differed significantly from both the English
group; #(18.5) =9.02, p <.001, d = 3.04) and the Korean group; #(17.07) =5.07, p <.001, d =
1.77). The English and Korean groups also differed significantly from each other; #(31.84) = -
2.05, p=.05,d =.71). On the translation task, the average accuracy score for the English
speakers was 78%, and the average accuracy score for the Korean speakers was 77%. This
indicates that both groups understood the target structures reasonably well, and that one group
did not understand them better than the other.
Nominative Case Marking

Descriptive statistics for each region in both types of nominative case marked sentences
are given in Table 2.1. The sentences with two nominative case marked NPs are the control
sentences. Reading times are predicted to be longer at Region 2 in the control sentences than in
the target sentences, and reading times are predicted to be longer at Region 5 in the target
sentences than in the control sentences. Numerically, all three groups take longer to read Region
2 in the control sentences than in the target sentences. The Japanese and Korean groups, but not
the English group, take longer to read Region 5 in the target sentences than in the control
sentences. These patterns are illustrated in Figure 2.2. The reading time data for Region 2 were
analyzed using a generalized linear mixed effects model using the Ime4 package (Bates,
Maechler, Bolker, & Walker, 2015a, 2015b) in R (R Core Team, 2015). Because of the
distribution of the data, a gamma distribution with an inverse link function was specified. The

model specifications are given in Table 2.2, and the results of the model are given in Table 2.3.
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Table 2.1

Descriptive Statistics for Each Region in Target and Control Nominative Case Marked Sentences.

Japanese (n = 29)

English (n = 18)

Korean (n=17)

Target Control Target Control Target Control

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
Main S 1050.38  853.78  949.66 628.35 2820.71 1839.18 2659.50 1968.32 2135.28 2396.49 2266.04 3117.49
NP-ga/o 1072.78  875.53 1151.22 810.19 2395.69 1671.25 2655.51 1639.36 1903.76 1487.15 2150.24 1270.38
PP 946.51 80596 94441 70196 1700.00 955.54 2107.45 1292.78 1347.51 939.90 1427.76 1129.51
Emb. V 926.35 922.01  720.04 593.88 1690.76 130545 161533 1790.16 1327.01 1310.24 1046.21  658.20
RC head 1162.03 1113.61 904.46 841.69 2159.66 2058.22 2257.65 1665.41 1637.98 154472 131535 1275.19
Spill 725.88 67335 747.84 72847 1559.58 1283.22 1534.78  869.51 1171.69 1031.17 1156.64 914.71
Main V 886.02 79339 851.70 567.79 2019.54 255835 1942.87 2123.18 133841 1274.05 1188.32 811.46
Table 2.2

Model Specifications for Nominative Case Marking Data for Regions 2, 3, and 6

Level of Analysis  Units

Description

Model

1 Time/Experimental

observations
2 Participants

reading times
Random effect includes
overall average, group
effects, function effects, and
participant-specific
deviations from the average

Overall effect of function on 1/Time = PBo; + €;;

Boi = Yoo + Yo1 * Group
+ Y02 * Function + uy;

Note. The model Inverse(Time) = Po; + e;; was analyzed using the 16 multiple measures per participant.
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Table 2.3
Model Results for Nominative Case Marking Data for Region 2

Meaning Fixed Effects Estimate SE p-value

Overall effect of being a Intercept (I) Yoo 1.09 .06 <.001
native Japanese speaker

reading the target sentences

Effect of being an English Groupgngish (0N I)  YoiEngtish  --60 10 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  Yoikorean .50 10 <.001
speaker (compared to

Japanese speakers)

Differences due to Japanese Function (on I) Yo2 .05 .02 .007
speakers reading control

sentences compared to target

sentences
Random Effects Variance
Intercept Uo1 .05
Residual Cij 36

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
nominative particles early) were taken as the reference category.

The average Japanese participant had a value of 1.09 in inverse time units, or .96
seconds''. This time is significantly different from zero (yoo = 1.09, p < .001). The average
English speaker had a value of .44 in inverse time units for the target sentences'?, or 2.27
seconds. This difference in reading times between Japanese and English speakers is significant

(Yo1Engtish = -.60, p <.001). Similarly, the average Korean speaker had a value of .54 in inverse

time units for the target sentences, or 1.85 seconds. This difference between Japanese and

! The model transforms the raw data using an inverse function to conduct the analyses, so the
output has to be back-transformed into the original units. This is done by taking the inverse of
the estimate for the reference category, or 1/1.09, in this case. The value for the Intercept takes
into account effects of both reference categories—in this case, differences in native speaker
reading behavior due to reading the two types of sentences.

2 Because Japanese was specified as the reference category for the fixed effect of Group, values
for English and Korean speakers are relative to the reference category. Thus, their value in
inverse units is calculated by subtracting the estimate for each of these groups from the estimate
for the reference category. For example, the value for English speakers in inverse time units is
44 (1.04 — .60 = .44). This value is then used in the back-transformation (1/.44 = 2.27).
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Korean speakers is also significant (Yoikorean = -.50, p <.001). The difference in sentence types—
whether the NP in this region is marked with a nominative case particle—is also significant for
all participants (yo2 = .05, p =.007).

Reading time data for Region 5 were analyzed using the same models. In this instance,
the interaction was significant. The model specifications for Region 5, the head noun of the
relative clause, are given in Table 2.4, and the results are given in Table 2.5. When the head
noun of the relative clause followed two nominative case marked NPs, the average Japanese
participant had a value of 1.38 in inverse time units, or 0.72 seconds, which is significantly
different from zero (yoo = 1.18, p <.001). In the same condition, the average English participant
had a value of .54 in inverse time units, or 1.85 seconds, which is significantly different from the
average Japanese speaker (Yoignglish = -0.83, p <.001). The average Korean participant had a
value of .91 in inverse time units, or 1.09 seconds; this is also significantly different from the
average Japanese speaker (Yoikorean = --46, p = .01). The overall effect of Function is significant
(vo2 = .20, p <.001) for Japanese speakers, meaning that they read the head noun of the relative
clause significantly slower when it was preceded by one nominative case marked noun than. The
interaction between English speakers and Function (Yo3gngiish = -.21, p <.001) is significant. Post
hoc comparisons indicate that the English speakers’ difference in reading times for these two
sentences is not significantly different from zero (estimate = -.02, p = .80). The interaction
between Korean speakers and function is not significant (Yo3korean = --07, p = .27), indicating that
the Japanese and Korean speakers do not differ from each other in terms of how they treat the
head noun of the relative clause. In other words, both groups take significantly longer to read the
head noun of the relative clause when they had not read two nominative case marked nouns in a

row.
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Table 2.4
Model Specifications for Nominative Case Marked Data for Region 5

Level of Analysis Units Description Model
1 Time/Experimental Overall effect of function on 1/Time = Boi + e
observations reading times
2 Participants Random effect includes Boi= Yoo+ Yo1 * Group +
overall average, group effects, o, * Function + y3
function effects, and *(Group * Function) +

participant-specific deviations  uy;
from the average

Note. The model Inverse(Time) = Bo; + e;; was analyzed using the 16 multiple measures per participant.

Table 2.5

Model Results for Analyses of Region 5 of Nominative Case Marked Sentences

Meaning Fixed Effects Estimate  Std. Err. p-value
Overall effect of being  Intercept (I) Yoo 1.37 .10 <.001

a native Japanese
speaker reading the
control sentences

Effect of being an Groupgngish (on I) Y01English -.83 15 <.001
English speaker

(compared to Japanese

speakers)

Effect of being a Groupkorean (00 I) Y01Korean -46 15 .01

Korean speaker

(compared to Japanese

speakers)

Differences due to Function (on I) Yoz .20 .05 <.001
Japanese speakers

reading control

sentences compared to

target sentences

Effects of English Groupgngish*Function Y01English *Y02 -21 .06 <.001
speakers reading *Y03English
control sentences
Effects of Korean Groupkorean*Function Y01Korean *Y02% .07 .07 27
speakers reading Y03Korean
control sentences

Random Effects Variance

Intercept Uo1 12

Residual Cii Sl

Note. Group is a categorical variable with three levels. Japanese was taken as the reference category.
Function is a categorical variable with two levels. Control sentences (those with two nominative particles
early) were taken as the reference category.

In addition to the analyses for the two critical regions, the reading time data for Regions 3
and 6, which were the spillover regions, were also analyzed using a generalized linear mixed

effects model. The model specifications for these regions were the same as the model used for
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Region 2, and are provided in Table 2.2. The results of this model for the reading time data in

Region 3 are provided in Table 2.6.

Table 2.6

Model Results for Nominative Case Marking Data on Region 3

Meaning Fixed Effects Estimate Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.13 .06 <.001

native Japanese speaker

reading the control sentences

Effect of being an English Groupgngish (0N I)  YoiEngtish -39 .09 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  YoiKorean --38 .09 <.001
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yoz .05 .03 .06
control sentences compared to

target sentences

Random Effects Variance
Intercept Uo1 .05
Residual Cij 44

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
nominative particles early) were taken as the reference category.

For Region 3, the first spillover region, the average Japanese participant had a value of
1.13 in inverse time units, or .88 seconds, which is significantly different from zero (yoo = 1.13, p
<.001). The average English speaker had a value of .54 in inverse time units for the target
sentences, or 1.85 seconds, which is significantly slower than the average Japanese participant
(Yo1Engtish = -.59, p <.001). Similarly, the average Korean speaker had a value of .75 in inverse
time units for the target sentences, or 1.33 seconds, which is also significantly slower than the
average Japanese participant (Yoikorean = --38, p <.001). The difference in sentence types—

whether this region follows an NP marked with a nominative case particle—is not significant for

all participants (yo> = .05, p = .06).
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The model results for Region 6, which followed the head noun of the relative clause, are

given in Table 2.7.

Table 2.7

Model Results for Region 6 in Nominative Case Marked Sentences

Meaning Fixed Effects Estimate Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.60 10 <.001

native Japanese speaker
reading the target sentences
Effect of being an English Groupengish (0N I)  YoiEngtish -84 15 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  YoiKorean -.62 14 <.001
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yoz .0007 .03 .98
control sentences compared to
target sentences

Random Effects Variance
Intercept Uo1 A1
Residual Cij .39

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
nominative particles early) were taken as the reference category.

On the second spillover region, Region 6, the average Japanese participant had a value of
1.60 in inverse time units, or .63 seconds, which is significantly different from zero (yoo = 1.60, p
<.001). The average English speaker had a value of .76 in inverse time units for the target
sentences, or 1.32 seconds, which is significantly slower than the average Japanese participant
(Yo1Engtish = --84, p <.001). Similarly, the average Korean speaker had a value of .98 in inverse
time units for the target sentences, or 1.02 seconds, which is also significantly slower than the
average Japanese participant (Yoikorean = --62, p <.001). The difference in sentence types—

whether this region follows the head noun of a RC that forced reanalysis—is not significant (yo,

= .0007, p = .98).
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Overall, then, these analyses indicate the following. The native Japanese speakers
perform as expected, and have significantly longer reading times at Region 2 when the noun is
marked with a nominative case particle. This group also has significantly longer reading times at
Region 5 when this region was not preceded by two nominative case marked NPs. L1 English
speakers pattern like the native Japanese speakers on Region 2, but not on Region 5, and L1
Korean speakers pattern like native Japanese speakers on both Region 2 and Region 5. These
differences are not maintained on either spillover region.

Accusative Case Marking

Descriptive statistics for each region in sentences testing participants’ reliance on
accusative case particles are given in Table 2.8. The regions of interest in these sentences are as
follows. Region 4 is the region in which the second NP marked with —o was introduced. Reading
times are predicted to be longer on this region in the control sentences than in the target
sentences. Region 6 is the head noun of the relative clause. If participants are able to use the case
particle on the NP in region 4 to project a second clause, reading times should be shorter on
Region 6 in the control sentences than in the target sentences. Descriptively, this pattern holds
for all three participant groups. Reading times at Region 4 are longer in the control sentences
than in the target sentences, and reading times at Region 6 are shorter in the control sentences

than in the target sentences. The overall pattern of reading times is provided in Figure 2.3.
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Table 2.8
Descriptive Statistics for Target and Control Accusative Case Marked Sentences by Region

Japanese (n = 29) English (n = 18) Korean (n=17)
Target Control Target Control Target Control

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
PP 1008.65 1043.65 1029.04 1291.08 2055.89 1214.26 245592 177272 1604.66 1275.88  1633.50 1472.18
NP-ga  903.82  640.70  866.51  575.71 2318.80 1385.88 2458.99 1513.17 2696.26 928.69 1688.70 1400.36
NP- 1124.04 93036 1056.48  953.15 2443.44 1980.13 2590.53 1736.82 1522.43 1081.02 1725.32 1781.69
ga/o
tea-o 968.01  822.04 1234.17 114545 1612.54 103528 1909.28 1525.78 1202.75  840.22  1458.27 1054.77
Emb. 762.45  647.44  758.04  733.21 1441.81 91429 1517.58 99235 939.87 60591 1192.85 1047.29
\Y%
NP- 1135.55 142299  884.82  783.00 2514.57 2058.23 2353.58 157450 1675.10 1443.75 1523.78 1372.77
ga/-ni
Spill 679.28 62434  639.17  384.15 1509.60 1231.77 1688.21 127546  939.41  630.09 1020.58  800.98
Main 895.57 1006.43  982.64 94292 1949.58 1788.28 2062.35 1547.88 1221.01 1286.81 1413.09 1630.81
\Y
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Reading time data for Region 4 were analyzed using a generalized linear mixed effects
model. Because of the distribution of the data, a gamma distribution with an inverse link function
was specified using the Ime4 package (Bates et al., 2015) in R (R Core Team, 2015). The same
model specifications used to analyze the nominative case marked data were used to analyze these

data. These specifications are repeated in Table 2.9.

Table 2.9
Model Specifications for Region 4 of the Accusative Case Marking Data
Level of Analysis  Units Description Model
1 Time/Experimental Overall effect of function on  1/Time = Bo; + €j;
observations reading times
2 Participants Random effect includes Boi= Yoo+ Yo1 * Group
overall average, group + v02 * Function + uy;

effects, function effects, and
participant-specific
deviations from the average

Note. The model Inverse(Time) = Bo; + e;; was analyzed using 16 multiple measures per
participant.

The results of the model are given in Table 2.10

Table 2.10

Model Results for Region 4 of the Accusative Case Marking Data

Meaning Fixed Effects Estimate  Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.03 .07 <.001

native Japanese speaker

reading the target sentences

Effect of being an English Groupengish (0N I)  YoiEngtish  --46 A1 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  YoiKorean --23 A1 .03
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yo2 A3 .02 <.001
control sentences compared to

target sentences

Random Effects Variance
Intercept Uo1 .06
Residual Cij 43

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
accusative particles early) were taken as the reference category.
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On average, Japanese participants had a value of 1.03 in inverse units, or .97 seconds,
which is significantly different from zero (yoo = 1.03, p <.001). The average English speaker had
a value of .57 in inverse time units for the control sentences, or 1.75 seconds. This difference in
reading times between Japanese and English speakers is significant (yoigngiish = -.54, p <.001).
Similarly, on average, the Korean speakers had a value of .8 in inverse time units for the control
sentences, or 1.25 seconds. The Korean and Japanese speakers are also significantly different
from each other (Yoikorean = --50, p < .001). The difference in reading target sentences instead of
control sentences—is also significant for all participants (yp, = .13, p <.001).

Reading time data for Region 6, which was the head noun of the relative clause, were
analyzed using a generalized linear mixed effects model. Again, a gamma distribution with an
inverse link function was specified. In this instance, including the interaction term provided more

explanatory power. This model is given in Table 2.11.

Table 2.11

Model Specifications for Accusative Case Marked Data for Region 6

Level of Analysis  Units Description Model

1 Time/Experimental Overall effect of function on  1/Time = Bo; + €;;

observations reading times

2 Participants Random effect includes Boi= Yoo+ Yo1 * Group
overall average, group + v02 * Function + yo3
effects, function effects, and *(Group * Function)
participant-specific + ug;

deviations from the average

Note. The model Inverse(Time) = Po; + e;; was analyzed using the 16 multiple measures per
participant.

The results of this model are given in Table 2.12.
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Table 2.12
Model Results for Region 6 of the Accusative Case Marking Data

Meaning Fixed Effects Estimate Std. Err.  p-value

Overall effect of Intercept (I) Yoo 1.55 A1 <.001
being a native

Japanese speaker

reading the target

sentences

Effect of being an Groupegngish (on I) Y01English -1.03 18 <.001
English speaker

(compared to

Japanese speakers)

Effect of being a Groupkorean (0N 1) Y01Korean =71 18 <.001
Korean speaker

(compared to

Japanese speakers)

Differences due to Function (on I) Yo2 -.18 .04 <.001
reading control

sentences compared

to target sentences

Effects of English Groupgngiisn*Function  yoiengtish * Yoo .16 .05 .002
speakers reading *Y03English
control sentences
Effects of Korean Groupkoerean™Function  Yoikorean *Yo2 .13 .06 .02
speakers reading *Y03Korean
control sentences

Random Effects Variance

Intercept Uo1 14

Residual Cij 39

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
accusative particles early) were taken as the reference category.

The Japanese speakers had an average value of 1.55 in inverse time units for control
sentences, or 0.66 seconds. This difference is significantly different from zero (ypo= 1.55, p <
.001). The average English speaker had a value of .52 in inverse time units, or 1.92 seconds for
target sentences, which is significantly slower than the average Japanese speaker (yoigngtish = -
1.03, p <.001). The average Korean speaker had a value of .84 in inverse time units, or 1.19

seconds for control sentences, which is also significantly slower than the average Japanese

speaker (Yoikorean = -0.71, p <.001). The overall effect of Function is significant for all three
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groups (yo2 =-0.18, p <.001). In addition, the interaction between English speakers and sentence
type is significant (yo3gngiish = 0.16, p = .002), as is the interaction between Korean speakers and
sentence type (Yoskorean = -13, p = .02). Post hoc comparisons indicate that the differences in
reading between target and control sentences are not significantly different from zero for either
the English speakers (estimate = -.02, p = .60) or the Korean speakers (estimate = -.05, p = .35).
Because processing is cumulative, reading times for Regions 5 and 7, both of which
followed critical regions, were also analyzed. These regions were analyzed using the model
provided in Table 2.9. The results of the model for the first spillover region, Region 5, are given

in Table 2.13.

Table 2.13

Model Results for Region 5 of the Accusative Case Marking Data

Meaning Fixed Effects Estimate  Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.60 .09 <.001

native Japanese speaker

reading the target sentences

Effect of being an English Groupengish (0nI)  YoiEngtish  -.85 14 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  YoiKorean -.53 14 .03
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yoz .07 .03 .01
control sentences compared to

target sentences

Random Effects Variance
Intercept Uo1 .10
Residual Cij 33

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
accusative particles) were taken as the reference category.

For Region 5, the average Japanese participant had a value of 1.60 in inverse units, or.63

seconds. This time is significantly different from zero (yoo = 1.60, p <.001). The average English

speaker had a value of.75 in inverse time units for the target sentences, or 1.33 seconds. This
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difference in reading times between Japanese and English speakers is significant (Yo1gngtish = --85,
p <.001). Similarly, on average, the Korean speakers had a value of 1.07 in inverse time units
for the target sentences, or .93 seconds. This difference between Korean and Japanese speakers is
significant (Yoikorean = --53, p = .03). The difference in sentence types—whether this word
follows an NP marked with an accusative case particle—is also significant for all participants
(Yoo = .07, p=.01).

The model results for the spillover region that followed the head noun of the relative

clause, Region 7, are given in Table 2.14.

Table 2.14

Model Results for Region 7 of the Accusative Case Marking Data

Meaning Fixed Effects Estimate  Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.69 .09 <.001

native Japanese speaker

reading the target sentences

Effect of being an English Groupgngish (0N I)  YoiEngtish  --99 15 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  Yoikorean =35 14 <.001
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yo2 .04 .02 .09
control sentences compared to

target sentences

Random Effects Variance
Intercept Uo1 .10
Residual Cij 33

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with two
accusative particles early) were taken as the reference category.

For Region 7, the average Japanese participant had a value of 1.69 in inverse time units,
or 0.59 seconds. This time is significantly different from zero (yoo = 1.69, p <.001). The average

English speaker had a value of 0.70 in inverse time units for the target sentences, or 1.43

seconds. This difference in reading times between Japanese and English speakers is significant
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(Yo1Engtish = -0.99, p <.001). The average Korean participant had a value of 1.14 in inverse time
units for the target sentences, or .88 seconds, which is significantly different from the native
Japanese speakers (Yoikorean = -0.55, p < .001). The difference in sentence types—whether this
word follows the head noun of a relative clause that had been preceded by two NPs marked with
accusative case particles—is not significant for all participants (yo, = .04, p <.09).

In sum, native Japanese speakers take significantly longer to read Region 4 when the NP
is marked with an accusative case particle, and they take longer to read Region 6 when it had not
been preceded by two NPs marked for accusative case. Both L2 groups—the English speakers
and the Korean speakers—take longer to read Region 4 when it is marked with an accusative
case particle, but neither group shows facilitation effects at Region 6. The differences in reading
times due to the presence of a second accusative case particle are significant for all three groups
on Region 5, the spillover region that followed the second accusative case marked noun. No
group has significant reading time differences on Region 7.

Discussion for Experiment 1

The first two research questions asked whether L1 English and L1 Korean speakers were
able to use case particles to process Japanese incrementally, as measured by sensitivity to the
constraint that no single clause in Japanese takes two nominative case marked nouns, and
whether there were group differences between L1 English and L1 Korean speakers. Results
suggest that the answer to both question is a qualified yes. All three participant groups—native
Japanese speakers, L1 English speakers, and L1 Korean speakers take significantly longer to
read the NP marked with a nominative case particle that introduces a second clause. At the head
noun of the relative clause, however, only the native Japanese speakers and the native Korean

speakers show facilitation effects. The L1 English speakers do not. Thus, Korean speakers are
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sensitive to this constraint both when the second clause is introduced and at the head noun of the
relative clause, and English speakers are only sensitive when the second clause is introduced.
This suggests that both L2 groups display some ability to use nominative case particles to
process Japanese incrementally, and that there are group differences in terms of their ability to do
SO.

The third and fourth research questions asked whether L1 English and L1 Korean
speakers were able to use accusative case particles to process Japanese incrementally, and
whether there are differences between groups in terms of their ability to do so. Again, the answer
to this question is a qualified yes. Results suggest that both L2 groups are sensitive to this
constraint when the second accusative case marked NP is introduced, but that neither group
shows facilitation effects at the head noun of the relative clause. Thus, there is some evidence
that the L2 speakers are able to use case particles to project clause structure, and, in the case of
accusative particles, the groups do not differ from each other in terms of their ability to do so.

Taken together, the results of this study do not provide clear-cut evidence in favor of the
SSH. The SSH predicts that non-native Japanese speakers will not show evidence of the ability
to use case particles to process sentences incrementally. If this were the case, neither L2 group
should be able to use case particles to project a second clause, contrary to the results of the
present study. Both L2 groups do diverge from the L1 Japanese speakers in important ways. The
L1 English group does not show facilitation effects in processing the head noun of object relative
clauses in either the nominative or accusative case marked sentences, and the L1 Korean group
does not show facilitation effects when reading the head noun of the relative clause in the
accusative case marked sentences. Proponents of the SSH might argue that these results are

evidence for a global L2 processing deficit. That position is too strong, because it fails to take
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into account the evidence that both the L1 Korean and the L1 English participants were able to
use the second nominative or accusative case marked particle to project a second clause in the
first place. It also doesn’t account for the evidence of facilitation effects at the head noun of the
relative clause in the nominative case marked sentences for the Korean group. Thus, although it
is clear that there are differences between native and non-native speakers in these data, it is
necessary to consider sources of these differences that are not due to deficits in the L2 parsing
system. Two alternative possibilities are discussed below.

The first possibility has to do with the interaction of reading skills and processing
measures. For self-paced reading to be an accurate measure of processing, participants need to
have automatized reading skills. Because the Japanese writing system is more complex than the
alphabetic writing systems used in English speaking countries and in Korea, both participant
groups in the present study needed to have learned sufficient kanji, and to have acquired them
well enough that the phoneme-grapheme correspondences between individual kanji, their
semantic mappings, and their phonological mappings are well established. Although all
participants scored well on the kanji test, indicating that they knew the kanji, there may have
been cases in which participants’ ability to access phonological and semantic mappings for the
kanji were not completely automatized. If this is the case, it could slow processing down and
mask any sensitivity to structural constraints. Although there is no direct evidence in the present
study that kanji recognition skills influence processing behaviors, it is the case that the English
speakers have slightly lower proficiency scores than the Korean speakers, and that they spend
less time reading in Japanese than the Korean speakers do. Both of these factors may contribute
to the differences between these groups in terms of their processing of the nominative case

marked sentences. At the very least, research into L2 processing should take into account the
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influence of orthography on processing. One way to do so would be to replicate this study with a
methodology, such as self-paced listening or auditory ERPs, that allows for aural presentation of
the stimuli.

The other possibility is that overall processing difficulty of the structure of the stimulus
sentences washes out any facilitation effects at the head noun of the relative clause. There is
independent evidence that object relative clauses are relatively more difficult for native and non-
native speakers to process than subject relative clauses are (Arnon, 2010; Havik, Roberts, van
Hout, Schreuder, & Haverkort, 2009; Juffs, 2007; Ueno & Garnsey, 2008) and, as Juffs and
Harrington (1996) have argued, processing difficulty and structural knowledge interact, and can
create significant processing burdens for L2 speakers. If this is the case, it may be that the L2
parser is less efficient than the L1 parser and therefore less able to recover from garden path
sentences, which is essentially what the target sentences in the present study are'”. Because both
L2 groups read all regions significantly slower than the native Japanese speakers, there is
evidence that L2 parsing is slower and, therefore, less efficient, than native Japanese parsing.
This could be due to a less efficient parser, to less efficient word recognition processes, or to
some combination of these factors. Less efficient processing mechanisms, however, do not
necessarily entail that the parser cannot make use of structural information. Indeed, there is some
evidence in this study that even though the L2 groups are less efficient, they are sensitive to the

role that case markers play in projecting clauses.

1 The subject relative clauses seem to induce more severe garden paths than the object relative
clauses, which suggests that the results of the accusative case structures are unexpected.
However, there is experimental evidence from both L1 acquisition (e.g., Clancy et al., 1986) and
L2 acquisition (e.g., Kanno, 2007) that Japanese learners find object relative clauses more
difficult to process than subject relative clauses. Thus, it is still possible that processing difficulty
is a factor in these sentences.
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CHAPTER 3
PROCESSING WH- DEPENDENCIES

As stated previously, incremental processing is a basic processing heuristic, and one that
is essential for language processing. This chapter focuses on a different function of the parser;
namely, the ability to link information across different parts of the sentence by computing wh-
dependencies. Wh- dependencies are most commonly found in wh- structures. In wh- movement
languages, they are created when a wh- word is displaced from its base-generated position and
moved to a different part of the sentence. The parser reintegrates the wh- word into the parse at
the original, base-generated position, thus inflating reading times. This creates a syntactic and
semantic link between the two positions. A significant amount of evidence for the Shallow
Structure Hypothesis (SSH) comes from work that has investigated the L2 processing of wh-
dependencies in wh- movement languages. This chapter discusses the processing of wh-
dependencies in Japanese, which is a wh- in situ language, and tests whether native and non-
native Japanese speakers compute wh- dependencies in Japanese.

Background and Motivation

Wh- Dependencies

Wh- dependencies are created when an element in a sentence is moved from its original
position to a different position in the sentence. In English, wh- dependencies are most frequently
associated with wh- movement structures such as wh- questions and relative clauses, as the
example in (1) illustrates.

(1) a. Who; did John see e;?

b. The girl; that John saw e; was wearing purple.
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The sentence in (1a) is a standard wh- question, and the sentence in (1b) is a relative clause. In
both cases, the filler (who in (1a), and the girl in (1b)) has been displaced from its original
position, creating a gap, and has been moved to the front of the sentence. Linguistic theory
postulates the presence of a trace indicating the origin of a moved element, and online processing
research has validated this by showing that native speakers slow down at the word after the gap
position in order to associate the filler with the gap position and integrate it into the parse
(Gibson & Warren, 2004).

The processing of wh- dependencies has received a significant amount of attention in
both the native language and the non-native language processing literature. From the early days
of native language processing research, researchers have been interested in how people process
gaps. These are of interest for several reasons. First, gaps are phonologically null, and although
they were theoretically necessary, work that demonstrated that people slowed down when
processing gap positions (Frazier & Clifton, 1989; Frazier, 1995) provided evidence that gaps or
empty categories are also a psycholinguistic reality. Research has also investigated when gaps
are posited. The main hypothesis that accounts for how the parser posits gaps is called the Active
Filler Hypothesis, and is stated in (2). A significant body of work supports this proposal (Fodor
& Inoue, 1994; Fodor, 1989, 1998a, 1998Db).

(2) When a filler has been identified, rank the option of assigning it to a gap above all

other options (Frazier & Clifton, 1989).
In other words, when the parser has identified a word that serves as a filler, such as a wh- word,
it automatically assumes that the sentence will also contain a gap, and it actively looks for this
gap. The parser postulates a gap at every possible opportunity, attempting to resolve the

dependency at the earliest possible place in the parse. It will do so unless other factors—such as
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nonsensical semantics or structural properties—prevent it from doing so. This suggests that gap-
filling is a fundamental part of what the native language parser does: it is sensitive to the
elements that participate in wh- dependencies, and it is biased to resolve these dependencies as
soon as possible. The alternative hypothesis is that the parser postulates gaps only as a last resort
(e.g., Frazier & Fodor, 1978). Under this hypothesis, gaps are postulated only when there is no
lexical item that can be plausibly associated with a given position in the sentence. In other words,
under this hypothesis, the parser only projects a gap position when it has no other choice.

Within the second language acquisition literature, research that investigates the
processing of wh- dependencies has primarily been done with English-language learners, and
these results have been used to argue for two positions. The first group of studies has
investigated the relationship between processing patterns and sensitivity to grammatical and
ungrammatical wh- extractions, and the second group of studies has investigated the nature of the
L2 parser. Each will be discussed in turn.

The first group of studies (e.g., Juffs & Harrington, 1995, 1996; Juffs, 2001, 2005; White
& Juffs, 1997), which investigated whether English language learners were sensitive to the
constraints on wh- extraction in English, focused on the relative difficulty of the filler gap-
dependencies created in object and subject extractions, such as those given in (3).

(3) a. What; does Mary believe John teaches e;? (Object extraction)

b. Who; does Mary believe e; teaches linguistics? (Subject extraction)
In both (3a) and (3b) the question words what and who are associated with gap positions. In the
case of the sentence in (3a) the gap position is the object in the embedded clause. In (3b),
however, the gap position is the subject position of the embedded clause. There is some evidence

that native Chinese speakers with English as an L2 were more accurate at judging the
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grammaticality of object extractions than subject extractions in English (e.g., White & Juffs,
1997). Some of the earliest work on L2 processing examined whether these apparent syntactic
difficulties were also present in online processing. Juffs and Harrington (1995, 1996) found that
non-native speakers had lower comprehension accuracy rates on garden path sentences and
sentences with subject extractions, both of which are more difficult to process than sentences
with object extractions. Similarly, Juffs (2005) found that this interaction between accuracy and
processing difficulty was a feature of L2 English processing regardless of whether participants’
L1 was a wh- in situ language. Specifically, the L1 Spanish speakers in this study did not have an
advantage over native Chinese or Japanese speakers in processing English subject extractions.
Results of these studies suggest that non-native speakers, regardless of the L1, have difficulty
processing subject extractions. Juffs (2005) suggested that this is possibly due to garden path
effects related to encountering two adjacent finite verbs, and not due to a structural deficiency.
Working memory was not a factor in processing difficulty in this study.

The second group of studies investigated the processing of wh- dependencies with and
without intermediate gaps, such as those given in (4).

(4) a. The nurse who the doctor argued  that the rude patient had angered  is

refusing to work late.
b. The nurse who the doctor’s argument about the rude patient had angered  is
refusing to work late.

The sentence in (4a) contains an intermediate gap between argued and that, as well as a gap after
angered, from whence the DP the nurse was extracted. In contrast, the sentence in (4b) contains
only one gap: the extraction site after angered. Native English speakers make use of the

intermediate gap position in (4a) to facilitate the processing of these types of sentences; this is
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evident in longer reading times on that compared to a control condition that lacks a gap at this
position. There is some evidence that suggests that non-native English speakers, regardless of
whether participants’ native language is a wh- movement or a wh- in situ language, fail to make
use of the intermediate gap position in sentences like those in (4a) (Felser & Roberts, 2007,
Marinis et al., 2005; Takahashi, 2006). Taken together, results of these two groups of studies
suggests that non-native English speakers, regardless of L1, find it difficult to process sentences
with wh- dependencies, though the relative difficulty is moderated by the type of dependency.
Subject extractions appear to present more difficulty than object extractions, and non-native
English speakers appear to not make use of intermediate gap positions. These studies form the
bulk of the evidence for the SSH, and researchers have argued that these data suggest that non-
native processing is fundamentally shallower than native language processing, and relies less
heavily on structural representations (Clahsen & Felser, 2006; Felser & Roberts, 2007; Marinis
et al., 2005). Relatively little work, however, has investigated the non-native processing of wh-
dependencies in languages other than English. One exception is Jackson and Dussias (2009),
who investigated the processing of subject and object extractions in L2 German using self-paced
reading. They found that the L2 German speakers processed these sentences in the same manner
as the native German speakers, and the authors argue that L2 processing heuristics are
acquirable. Similarly, some evidence suggests that access to naturalistic input influences whether
learners are sensitive to long distance dependencies. Pliatsikas and Marinis (2013) investigated
whether naturalistic input made a difference in terms of whether L2 English learners with Greek
as an L1 were able to fill intermediate gaps when processing wh- dependencies in English. They
found that the group that had been exposed to naturalistic English input was sensitive to the

position of the intermediate gap, but the group that had not spent time in an English-speaking
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country was not. Thus, there is some evidence that L2 speakers are sensitive to the relationship
between a filler and an intermediate gap.

Despite the evidence that some L2 learners do process wh- dependencies in a native-like
way, research on the L2 processing of wh- dependencies has provided a substantial amount of
evidence in favor of the SSH. For this reason, it is important to include wh- dependencies in the
present dissertation. However, because Japanese is a wh- in situ language, it lacks the same type
of wh- dependencies instantiated in English. As will be described in more detail below, Japanese
wh- words do enter into a relationship with clause-final particles that is analogous to a wh-
dependency. These structures are comparable to the dependencies created by wh- movement
because they both test the parser’s ability to formulate expectations for what it will encounter
later in the sentence based on encountering a wh- word early in the sentence.

Wh- Dependencies in Japanese

Japanese is a wh- in situ language. The default option is for wh- words to remain in their
base generated position, and wh- words are not typically associated with displaced elements, as
shown in (5).

(5) a. Taro-ga zoo-o mimashi.ta.

Taro-nom elephant-acc see.pst
“Taro saw an elephant.”
b. Taro-ga nani-o mimashi.ta.ka?
Taro-nom what-acc see.pst.Q
“What did Taro see?”
The sentence in (5a) is a declarative clause, and the sentence in (5b) is the corresponding
sentence with the object questioned. Unlike the English translation of (5b), in which the wh-
word has been moved to the front of the sentence, in the Japanese sentence in (5b), the question

word has simply replaced the object in its base-generated position. In addition, the question

particle —ka has been inserted in C°, so that it heads CP and takes the rest of the sentence as its
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complement. Together, the question particle and the question word make the sentence a question,
and not a statement.

Parsing questions in Japanese depends not on associating displaced wh- words with their
base-generated position, but on using the wh- word and the question particle to compute
questions. Experimental evidence suggests that when the Japanese parser encounters a wh- word,
it expects a clause-final question particle (Aoshima, Phillips, & Weinberg, 2004; Lieberman,
Aoshima, & Phillips, 2006; Ueno & Kluender, 2009). Japanese has three particles that can be
inserted in C°: the declarative complementizer toh'? and two question particles, ka and no.
Because Japanese is head final, all wh- words precede clause-final particles. When the parser
encounters a wh- word, it looks for a particle to link the wh- word to, and it must resolve a wh-
word by linking it to a question particle, and not to a declarative complementizer. This creates a
relationship between the wi- word and the question particles that is analogous to the wh-
dependencies created by wh- movement in wh- movement languages. In order to resolve the wh-
dependency as soon as possible, the parser first looks for a question particle in its clause
(Aoshima et al., 2004; Lieberman et al., 2006; Ueno & Kluender, 2009). This expectation is
easily met in single clause sentences, but it creates processing confounds in bi-clausal sentences
that can be exploited in processing research.

In bi-clausal sentences, question particles can be attached either to the embedded verb or
to the matrix verb. This has implications for the scope and interpretation of the wh- word, as
illustrated in (6).

(6) a. Sensei-wa [gc ryugakusei-ga dono kodomo-ni hon-o ageta toh]
Teacherrop [exchange studentyom Which childpar  bookacc gave comp]

'* This is a non-standard Romanization for the Japanese particle &, usually Romanized as ‘to’
and pronounced like ‘toe’. I use it here to help the reader keep it separate from the English word
to.
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oya-ni oshiemashita.ka

parentspar told.q (Declarative comp)
“Did the teacher tell the parents which child the exchange student gave a book to?”
b. Sensei-wa [gc ryugakusei-ga dono kodomo-ni hon-o  ageta ka]

Teacherrop [exchange studentyom Which childpat  bookacc gave Q]

oya-ni  oshiemashita.

parentspar told. (Question comp)

“The teacher told the parents which child the exchange student gave a book to.”
Both (6a) and (6b) have two clauses, and the right edge of the embedded clause is marked with a
declarative complementizer (toh) in (6a) and with a question particle (ka) in (6b). The clause in
which the question particle occurs is the clause in which the wh- word is interpreted, and, in this
case, the two sentences are interpreted differently. In (6a), the question particle takes matrix
clause scope, and the whole sentence is interpreted as a question. In (6b), on the other hand, the
question particle takes embedded clause scope, and the sentence is interpreted as a statement.
From a processing perspective, however, because the wh- word is in the embedded clause, native
speakers look to resolve the wh- dependency at the embedded clause verb, ageta, leading to
longer reading times on the embedded clause verb in (6a) compared to the verb in (6b).

In addition to being a wh- in situ language, Japanese also permits scrambling. Thus, it
allows wh- words to be moved leftward out of their base-generated position. Scrambling leaves
traces, but it also potentially changes the parser’s preferences for resolving wh- dependencies.
This can be tested by crossing scrambling and the type of complementizer (declarative vs.
question) sentences with both matrix and embedded clauses as indicated in (7):

(7) a. Sensei-wa [gc ryugakusei-ga dono kodomo-ni hon-o  ageta toh]
Teacherrop [ec exchange studentyom which childpat  bookacc gave cowmp]
oya-ni oshiemashita.ka?
parentspar told.q (Wh- in situ, declarative comp)

“Did the teacher tell the parents which child the exchange student gave a book to?”
b. Dono kodomo-ni sensei-wa [gc ryugakusei-ga  ¢; hon-o ageta toh]
Which childpat; teacherrop [ec exchange studentnom e; bookacc gave cowmp]

oya-ni  oshiemashita.ka?
parentspar told.q (Wh- scrambled, declarative comp)
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“Did the teacher tell the parents which child the exchange student gave a book to?”
c. Sensei-wa [gc ryugakusei-ga dono kodomo-ni hon-o  ageta ka]

Teacherrop [ec exchange studentyom which childpat  bookacc gave Q]

oya-ni oshiemashita.

parentspar told. (Wh- in situ, question comp)

“The teacher told the parents which child the exchange student gave a book to.”

d. Dono kodomo-ni; sensei-wa [gc ryugakusei-ga e; hon-o ageta ka]

Which childpar; teacherrop [gc exchange studentyom e; bookacc gave Q]

oya-ni  oshiemashita.

parentspar told. (Wh- scrambled, question comp)

“The teacher told the parents which child the exchange student gave a book to.”
Sentences (7a) and (7b) both contain the declarative complementizer foh affixed to the matrix
clause verb. In (7a), the wh- word is in its normal, base-generated position, and in (7b) it has
moved out of its base generated position in the embedded clause to a position in the matrix
clause. If the parser wants to link the wh- word to the first question particle it encounters, then
the declarative complementizer in these sentences should impose a processing cost compared to
the corresponding sentences in (7c) and (7d) regardless of the position of the wh- word.
Alternatively, because the whi- word in the scrambled items has been moved to the matrix clause,
it is possible that the parser prefers to link the whi- word to a matrix clause question particle
instead. Empirical evidence, however, suggests that native Japanese speakers resolve wh-
dependencies locally, or in the same clause as the base-generated position of the wh- word. Thus,
the parser expects a question particle at the end of the clause in which the wh- word originated
(Aoshima et al., 2004; Ueno & Kluender, 2009).

The present dissertation tests whether native English and native Korean speakers expect

clause-final question particles when they encounter whi- words in the sentence. In other words, it
tests non-native speakers’ ability to process structures analogous to wh- dependencies in L2

Japanese. As discussed earlier, a substantial amount of evidence for the SSH comes from the

processing of wh- dependencies in L2 English. It is therefore important to determine whether
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other types of wh- dependencies are equally subject to shallow processing in an L2, or whether
the data from L2 English speakers are better understood as a property of processing wh-
movement'. The Japanese wh- dependencies described above provide an alternative test case.

In addition, these structures provide a way of determining whether the L1 makes a
difference for L2 participants’ ability to process wh- dependencies. L1 English speakers do
construct wh- dependencies in English, but they do so as part of processing wi- movement.
Because there is no movement in Japanese, a parser attuned to wi- movement from L1 English
will have to acquire a different set of dependencies in L2 Japanese. Again, native Korean
speakers provide a helpful contrast to the L1 English speakers. Direct and indirect wh- questions
in Korean are constructed in the same manner as those in Japanese (Beck & Kim, 1997). Thus,
although there is no empirical evidence to date that speaks to how Korean questions are
processed, it is reasonable to assume that the same relationship between wh- words and particles
that exists in Japanese also holds for L1 Korean processing given that Korean is also a wh- in situ
language that makes use of particles.

Because the SSH predicts that L2 parsing is necessarily shallow, and that L2 speakers do
not rely on structural information to process sentences in the L2, the SSH predicts that neither
the native English nor the native Korean speakers will be able to compute the dependencies

associated with Japanese direct and indirect questions. Although Korean is structured similarly to

' For the sake of comparability, it would be better to use sentences closer to those in Marinis et
al. (2005). However, even though Japanese relative clauses are externally headed, they are not
introduced with an overt complementizer. This means that nothing triggers the wh- dependency
until the head noun is encountered. In addition, because Japanese is a head final language, gap
positions precede heads. From a processing perspective, this means that part of the question is
whether people return to the gap position in online processing to posit a gap. This type of
question is better investigated using eye-tracking. Given these constraints, the relationship
between wh- words and particles is a suitable substitute target structure for the present
dissertation.
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Japanese, and L1 Korean speakers might be predicted to transfer processing routines into L2
Japanese, the SSH predicts that processing heuristics do not transfer from the L1 to the L2.
Because English is a wh- movement language and does not make use of question particles, native
English processing heuristics cannot play a facilitative effect in L2 Japanese processing. Thus,
native English speakers have to acquire new processing routines. The SSH predicts that they will
not do so. The SSH predicts that neither the native English nor the native Korean speakers
should show evidence of elevated reading times at the embedded verb when it is followed by a
declarative complementizer.
Research Questions
The following research question guided the present study:
1. Do native and near native Japanese speakers with either English or Korean as an
L1 show evidence of the ability to compute whi- dependencies, as measured by
longer reading times on embedded verbs marked with declarative case markers
compared to those marked with question particles?
2. Is there a difference between the two L2 groups in terms of their ability to do so?
Method and Procedure
Participants
The participants who participated in the study reported in Chapter 1 also participated in
this study. There were 45 non-native Japanese speakers 18 were L1 English speakers, and 17
were L1 Korean speakers. A group of 29 L1 Japanese speakers served as a control. Participants
were recruited through university communities and the researcher’s personal contacts in Hikone,
Shizuoka, Nagano, and Tokyo, Japan. On average, the L1 English speakers had lived in Japan for

five years and three months. A subset (n = 3) of the L1 English speakers was employed at the
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Japan Center for Michigan Universities. Another subset (n = 5) consisted of university students
studying at Japanese universities, and one was a PhD candidate in Japanese literature. The
remaining L1 English speakers were employed as English teachers in Japan. Several of the L1
English speakers had studied languages other than Japanese, but all rated Japanese as their most
dominant second language, and none had studied another rigidly head-final language. On
average, the L1 Korean speakers had lived in Japan for four years and eight months. A subset of
this group (n = 8) was enrolled in Japanese universities. The remaining L1 Korean participants
were working in Tokyo. All of the L1 Korean participants indicated that they had studied English
in addition to Japanese, and some also indicated that they had studied Chinese. All of the L1
Korean speakers indicated that Japanese was their most dominant second language. The native
Japanese speakers were either students at a university in central Japan (n = 13) or were enrolled
in private ESL classes (n = 11). All of the native Japanese speakers indicated that they had
studied English. All participants were living in Japan at the time of the study.
Materials

Participants completed the same set of proficiency measures and the same self-paced
reading task described in Chapter 2. The proficiency measures consisted of the Language
Experience and Proficiency Questionnaire (LEAP-Q), a grammar test, and a test of kanji'®
knowledge. The LEAP-Q was adapted from Marian, Blumenfeld, and Kaushanskaya (2007), and

the researcher created the rest of the materials. Each one will be discussed in turn.

1% Japanese is written with a combination of three different scripts: hiragana, katakana, and
kanji. Hiragana and katakana are phonetic syllabaries, and kanji are the logographic characters
borrowed from Chinese in the 7" and 8" centuries, C.E. Hiragana are primarily used for
grammatical functions, such as particles and verb endings, and to write ‘content’ words that lack
kanji. Kanji are used for content words such as nouns and verb and adjective roots. Katakana are
used to write foreign words and for emphasis, much like italics are in English. All kanji can be
transcribed into hiragana or katakana. Familiarity with and fluency in all three scripts are
required for fluent reading in Japanese.
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Proficiency measures. The LEAP-Q (see Appendix A) is an instrument designed to
provide researchers with a consistent, reliable measure of bilinguals’ language experience and
proficiency. It depends on self-reported data, and includes information about participants’ age of
acquisition, contexts in which participants use the target language, and self-rated proficiency
assessments. The LEAP-Q can be used with adult bilinguals who have at least a high school
education in one of their languages. Although the original instrument was created in English, it
can be translated into other languages (Marian et al., 2007). For the purposes of the present
study, it was translated into Japanese.

The grammar test was adapted from a practice book for the Japanese Language
Proficiency Test (JLPT) Level 2 (see Appendix B). The JLPT is a Japanese proficiency test used
in Japan as the measure of non-native Japanese knowledge. Passing the Level 2 test is a rough
proxy for Advanced High proficiency. The test consisted of 28 multiple choice and cloze test
items that tested participants’ knowledge of various grammatical structures. The L1 Japanese
group performed at ceiling on this test (M = 98%; SD = 1.04). In addition to the grammar test,
participants also completed a kanji test (see Appendix C). This test consisted of a list of 73 kanji
compounds taken from the self-paced reading task describe below. The L2 groups were asked to
provide the Japanese pronunciation of the kanji in hiragana, and either an English or a Korean
translation of the word. The Japanese speakers were asked to provide the hiragana only. The
kanji test was included to ensure that participants knew enough kanji to understand the reading
task.

Stimuli testing wh- dependencies. This set of stimulus sentences tested participants’
sensitivity to the dependency created between a wh- word and a question particle. Because

Japanese allows scrambling, wh- words can be scrambled out of their base generated position.
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Crossing scrambling with complementizer type allows researchers to test readers’ sensitivity to
the interaction between the position of the wh- word and expectations about the type of
complementizer participants expect. A list of 32 experimental quadruplets was created based on
the stimuli used in Aoshima, Phillips, and Weinberg (2004) to test online sensitivity to the
dependency between wh- words and particles. Each sentence consisted of two clauses. The
matrix clause verb always took a clausal complement and a dative-marked argument. Scrambling
and complementizer type were crossed so that each sentence had four versions, as shown in (8).

(8) a. Sensei-wa ryugakusei-ga dono kodomo-ni hon-o  ageta toh
Teacherrop exchange studentyom which childpat  bookacc gave comp
kyoshitsu-de oya-ni oshiemashita.ka?
classroomy oc parentspar told.Q (Wh- in situ, declarative comp)
“Did the teacher tell the parents which child the exchange student gave a book to?”
b. Dono kodomo-ni sensei-wa ryugakusei-ga hon-o  ageta toh'’
Which childpar teacherrop exchange studentnom bookacc gave comp
kyoshitsu-de oya-ni oshiemashita.ka?
classroomy oc parentspar told.qQ (Wh- scrambled, declarative comp)
“Did the teacher tell the parents which child the exchange student gave a book to?”
c. Sensei-wa ryugakusei-ga dono kodomo-ni hon-o  ageta ka
Teacherrop exchange studentyom which childpat  bookacc gave o
kyoshitsu-de oya-ni oshiemashita.
classroomy oc parentspar told. (Wh- in situ, question comp)
“The teacher told the parents which child the exchange student gave a book to.”
d. Dono kodomo-ni sensei-wa ryugakusei-ga hon-o agetaka
Which childpar teacherrop exchange studentyom bookacc gave o
kyoshitsu-de oya-ni oshiemashita.
classroomy oc parentspar told. (Wh- scrambled, question comp)
“The teacher told the parents which child the exchange student gave a book to.”

In these sentences, the critical region is the embedded clause verb, ageta, because that is where
the parser will first try to resolve the dependency created by the whi- word. The dative marked
argument always followed the embedded clause verb, and served as the spillover region.

Reading times on embedded clause verbs with declarative complementizers—(8a) and (8b) in

"7 Both clause-final particles used in these stimuli are written with one kana in Japanese, so there
are no differences in length.
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this case—are predicted to be longer than their counterparts with question particles because the
parser cannot resolve the wh- dependency in the clause where it was created. The length of the
critical and spillover regions was controlled so that each one consisted of three characters: a
kanji compound and a hiragana particle. As is typically done in Japanese self-paced reading
studies, these sentences were segmented into bunsetsu for presentation. Bunsetsu are the smallest
phonological unit in Japanese, consisting minimally of a word and a particle. Segmentation is
illustrated in (9).

(9) a. Sensei-wa \ ryugakusei-ga \  dono kodomo-ni \ hon-o \ ageta toh\

1 2 3 4 5
TeacherTop \ exchange studentNOM \ which ChﬂdDAT \ bOOkACC \ gaveCOMp\
1 2 3 4 5
kyoshitsu-de\ oya-ni \ oshiemashita.ka?
6 7 8
classroomy oc\ parentspar \ told.qQ (Wh- in situ, declarative comp)

“Did the teacher tell the parents which child the exchange student gave a book to?”

b. Sensei-wa \ ryugakusei-ga \ dono kodomo-ni \ hon-o \ ageta ka\
1 2 3 4 5
Teacherrop \ exchange studentyom \ which childpat  \ bookacc \ gave o\
1 2 3 4 5
kyoshitsu-de \ oya-ni \ oshiemashita.
6 7 8
classroomy oc \ parentspar \ told. (Wh- in situ, question comp)

“The teacher told the parents which child the exchange student gave a book to.”

In this case, the critical region was region 5, and the spillover region was region 6.

These sentences were also followed by a comprehension check. The comprehension
question for (8) is given below in (10).

(10) Kono bunsho-ni yoru to, ryugakusei-ga...

This sentencepat accordingcomp, €xchange studentyom
“According to this sentence, the exchange student....

A. ...kodomo-ni hon-o ageta. B. ...sensei-ni hon-o ageta.
childpat bookacc gave teacherpat bookacc gave
...gave a book to the child ...gave a book to the teacher
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These questions always asked about the content of the embedded clause.

These sentences were distributed across four lists so that each list contained one version
of the sentence. Each list also included items testing participants’ ability to use case marking to
process sentences incrementally (see Chapter 2) and items testing participants’ ambiguity
resolution strategies (see Chapter 4). Each set of target sentences served as distractors for the
other sentence types. Each master list of target sentences was intermixed with a list of sentences
that contained short and long distance scrambling that served as filler items. Each list consisted
of 144 sentences. To ensure that the native English and native Korean speakers understood the
sentences they read, each list was followed by a translation task with 12 items. Participants read
12 Japanese sentences from the self-paced reading task and chose the best translation into either
English or Korean for each sentence. The average accuracy score for the English speakers was
78%, and the average accuracy score for the Korean speakers was 77%. This indicates that both
groups understood the target structures reasonably well, and that one group did not understand
them better than the other.

Procedure

Participants were tested individually, and were paid ¥2,000 (about $20) for their
participation. Participants read a consent form, and then began the experiment. Participants
completed the self-paced reading experiment first. The self-paced reading experiment was
divided in half so that participants read 72 sentences, had a break, and then read the remaining 72
sentences. Stimulus sentences were evenly distributed across both halves of the experiment. The
L1 English and L1 Korean speakers completed the translation task at the end of the self-paced
reading task. After participants had finished the self-paced reading task, the completed the

LEAP-Q, the grammar test, and the kanji test.

69



The self-paced reading task was presented using SuperLab 5. Stimulus sentences were
segmented as described above, and participants pressed a button to move from sentence to
sentence. Participants moved through the self-paced reading task at their own pace. This study
used the non-cumulative moving window paradigm, so that when participants pressed a button to
display one segment, the previous segment disappeared from the screen. Once participants
reached the end of the stimulus sentence, the pressed a button to reveal the comprehension
question. Participants selected either A or B on the response pad to answer the comprehension
question. On average, the native speaker controls completed the study in 60 minutes, and the L2
speakers completed the study in 90 minutes.

Scoring and Analysis

The proficiency test was scored first. Scores on the proficiency test were submitted to a
one-way ANOVA to identify any differences in proficiency levels between groups. The
comprehension questions were scored next. Any participant who scored below 65% accuracy on
the comprehension questions overall would have been eliminated from further analyses. No
participant scored below this threshold, indicating that participants were paying attention to the
test sentences. The self-paced reading data were analyzed using a generalized linear mixed
effects model, the structure of which is described below. In the sample as a whole, 64
participants contributed reading times for eight regions in 16 sentences. Participants belonged to
three different groups: native Japanese speakers (n = 29), native English speakers (n = 18), and
native Korean speakers (n = 17). Participants read two types of bi-clausal sentences, one with a
question particle on the embedded clause verb, and one with a declarative particle on the
embedded clause verb. Each participant read eight items for each sentence type. Group and

sentence type are the independent variables, and reading times on individual regions are the
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dependent variable. Each participant contributed eight reading times per region for each sentence
type. The reading time data for the wh- sentences did not meet the assumption of normality, so
they were also modeled using a generalized linear mixed effects model. Again, a gamma
distribution and an inverse link function were specified. The model included a random intercept
by participant, and two independent variables, Group (Japanese, English, and Korean), and
Function (Control and Target). In all cases, these data were analyzed using models with and
without interaction terms. Interactions are reported where they were significant.
Results

Proficiency Test Results

The Japanese speakers scored the highest on the proficiency test (M = 27.25, SD = 1.06),
and the Korean speakers (M = 21.35, SD = 4.59) scored slightly better than the English speakers
(M =18.28, SD =4.03). These results were submitted to a one-way ANOVA, which indicated
that these group differences were significant; F(2, 23.56) = 50.62, p < .001. Post-hoc paired
samples #-tests indicated that the Japanese group differed significantly from both the English
group; #(18.5) =9.02, p <.001, d = 3.04) and the Korean group; #(17.07) =5.07, p <.001, d =
1.77). The English and Korean groups also differed significantly from each other; #(31.84) = -
2.05,p=.05,d=.71).
Results for Wh- Canonical Sentences

Descriptive statistics for all regions in the canonical sentences with wk- dependencies are
given in Table 3.1. These sentences contained no movement (i.e., the wh- word was in its base
generated position) and a question particle following either the embedded verb or on the matrix
verb. Sentences with a question particle following the matrix verb had a declarative clause

complementizer on the embedded verb. If participants are sensitive to the relationship between
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the wh- word and the question particle, this should be apparent in longer reading times on the
embedded verb—Region 5—when it is marked with a declarative particle than when it is marked
with a question particle. Numerically, only the Korean group has longer reading times for
embedded verbs marked with declarative complementizers in this region. Both the Japanese and
the English group have longer reading times on embedded verbs marked with question particles.
These two groups have slightly longer reading times on the spillover region, Region 6, for
sentences with declarative complementizers on the embedded verb. The overall pattern of
reading times in displayed in Figure 3.1.

Reading time data for the embedded verb, which was in Region 5, were analyzed using a
generalized linear mixed effects model using the Ime4 (Bates et al., 2015a, 2015b) package in R
(R Core Team, 2015). Again, a gamma distribution with an inverse link function was specified.
The interaction between function and group was significant, and the model used is given in Table

3.2. Model results are given in Table 3.3.
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Table 3.1

Descriptive Statistics for Wh- Canonical Sentences by Region

Japanese (n = 29)

English (n = 18)

Korean (n =17)

V-toh V-ka V-toh V-ka V-toh V-ka
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Main S 758.60 595.60 740.77 612.99 3179.25 2346.02 2834.00 1534.84 1982.41 1436.45 178738 1127.90
Emb. S 943.59 873.06 1090.58 1265.38 2877.60 2319.48 2517.31 1687.28 1933.74 1605.18 1647.89 1088.03
Wh- 1110.56 1087.11 1137.76 1161.70 3252.60 2134.54 285422 2015.34 1843.72 133594 1886.53 1472.62
Emb. O 870.55 914.76 984.69 1722.67 1983.49 1725.11 1861.05 1299.71 1426.32 108491 1270.97 954.73
V-part 695.18 675.60 822.07 1101.84 1791.76 1632.29 1962.17 1597.43 1381.54 1400.08 1168.85 1119.24
Spill. 643.81 492.39 579.27 31790 1879.16 2028.08 1778.30 1233.15 1211.55 845.15 1075.05 1370.04
Main O 619.90  428.35 567.72 327.58 1909.47 1209.31 1694.83 1156.66 1078.25 623.63 898.75 590.60
Main V 749.88 566.76 690.52 541.58 2129.66 4044.10 1575.76 1272.03 137897 1749.96  951.73 733.93
3500
3000
2500
2000

1500 -

1000 /_—\

500

0
Main S Emb. S Wh- Emb. O V-part Spill Main O Main V
= Jpn. V-ka Jpn. V-toh ====FEng. V-ka
e Fng. V-toh Krn. V-ka Krn. V-toh
Figure 3.1

Reading times by group for the wh- canonical sentences
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Table 3.2
Model Specifications for Region 5 of Wh- Canonical Sentences

Level of Analysis Units Description Model
1 Time/Experimental Overall effect of function on 1/Time = Boi + e
observations reading times
2 Participants Random effect includes Boi= Yoo+ Yo1 * Group +
overall average, group effects, o, * Function + y3
function effects, and *(Group * Function) +

participant-specific deviations  uy;
from the average

Note. The model Inverse(Time) = Bo; + e;; was analyzed using the 16 multiple measures per participant.

Table 3.3

Model Results for Region 5 of Wh- Canonical Sentences

Meaning Fixed Effects Estimate  SE p-value
Overall effect of being  Intercept (I) Yoo 1.71 A1 <.001

a native Japanese

speaker reading the

target sentences

Effect of being an Groupgngish (on I) Y01English -1.04 17 <.001
English speaker

(compared to Japanese

speakers)

Effect of being a Groupkorean (00 I) Y01Korean =76 17 <.001
Korean speaker

(compared to Japanese

speakers)

Differences due to Function (on I) Yoz -.19 .06 .003
reading control

sentences compared to

target sentences

Effects of English Groupgngish*Function Y01English * Y02 .14 .07 .04
speakers reading *Y03English
control sentences
Effects of Korean Groupkorean*Function Y01Korean *Y02 .30 .08 <.001
speakers reading *Y03Korean
control sentences

Random Effects Variance

Intercept Uo1 17

Residual Cij .52

Note. Group is a categorical variable with three levels. Japanese was taken as the reference category.
Function is a categorical variable with two levels. Control sentences (those with the embedded verb
marked with a question particle) were taken as the reference category.

The average Japanese participant had a value of 1.71 in inverse time units, or .58
seconds, which is significantly different from zero (yoo = 1.71, p <.001). The average English-

speaking participant had a value of .67 in inverse time units, or 1.49 seconds. This differs
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significantly from the average Japanese participant (Yoignglish = -1.04, p <.001). The average
Korean participant had a value of .95 in inverse time units, or 1.05 seconds, which is
significantly different from the average Japanese speaker (Yoikorean = --76, p < .001). The overall
effect of function is significant for all groups (yo2 = -.19, p =.003). The interaction between
English speakers and Function is significant (yo3gngiish = .14, p = .03), as is the interaction
between Korean speakers and Function (Yoskorean = .30, p <.001). Post hoc comparisons indicate
that the reading time differences for English speakers between the target and control sentences
are not significantly different from zero (estimate = -.04, p = .34). These differences are
significantly different from zero for the Korean speakers (estimate = .11, p = .04). Overall, then,
the native Japanese speakers take significantly longer to read the embedded verb when it is
marked with a question particle than when it is marked with a declarative clause particle, the
native English speakers do not treat these regions significantly different from each other, and the
native Korean speakers take significantly longer to read the embedded verb when it is marked
with a declarative clause particle than when it is marked with a question particle.

Reading times for Region 6, the spillover region, were also analyzed using a generalized
linear mixed effects model with a gamma distribution and an inverse link function. In this case,
there were no significant interactions between groups. The model summary is given in Table 3.4,

and the results are given in Table 3.5.
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Table 3.4
Model Summary for Region 6 in the Wh- Canonical Sentences

Level of Analysis  Units Description Model
1 Time/Experimental Overall effect of function on 1/Time = Bo; + €;;
observations reading times
2 Participants Random effect includes Boi= Yoo+ Yo1 * Group
overall average, group + v02 * Function + uy;

effects, function effects, and
participant-specific
deviations from the average

Note. The model Inverse(Time) = Bo; + e;; was analyzed using 16 multiple measures per
participant.

Table 3.5

Model Results for Region 6 of the Wh- Canonical Sentences

Meaning Fixed Effects Estimate SE p-value
Overall effect of being a Intercept (I) Yoo 1.82 .09 <.001

native Japanese speaker

reading the control sentences

Effect of being an English Groupengish (0nI)  Yoigngtish -1.17 16 <.001
speaker (compared to

Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  Yoikorean --80 .16 <.001
speaker (compared to

Japanese speakers)

Differences due to reading Function (on I) Yo2 .06 .02 .01
control sentences compared to

target sentences

Random Effects Variance
Intercept Uo1 .10
Residual Cij .33

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with the
embedded clause verb marked with a question particle) were taken as the reference category.
The average Japanese participant had a value of 1.82 in inverse time units, or .55
seconds. This is significantly different from zero (yoo= 1.82, p <.001). The average English
participant had a value of .65 in inverse time units, or 1.54 seconds, which is significantly
different from the average Japanese participant (yoigngiish = -1.65, p <.001). The average Korean

participant had a value of 1.02 in inverse time units, or .98 seconds. This is also significantly

different from the average Japanese participant (Yoikorean = --80, p = .001). In addition, the effect
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of Function is significant for all participants (yo2 = .06, p = .01). Thus, all three groups take
significantly longer to read the spillover region following an embedded clause verb marked with
a declarative particle than one marked with a question particle.
Results for the Wh- Scrambled Sentences

Descriptive statistics for all regions in scrambled sentences with embedded clause
question particles and embedded clause declarative particles are given in Table 3.6. In these
sentences, the question is whether scrambling the wh- word changes the scope of the
interpretation of the question for L2 Japanese speakers. If non-native speakers process like native
speakers, reading times are still predicted to be longer on the embedded verb marked with a
declarative particle than on the embedded verb marked with a question particle. Numerically, the
English and Japanese speakers have slightly longer reading times on the embedded verb when it
is marked with a declarative clause particle. The Korean speakers have slightly longer reading
times on the embedded verb marked with a question particle. The overall pattern of reading times
is illustrated in Figure 3.2. Reading times for Regions 5 and 6, the critical and spillover regions,
respectively were modeled using a generalized linear mixed effects model in using the Ime4
package in R. Again, because the data were not normally distributed, a gamma distribution with
an inverse link function was specified. The interaction term was significant for both the critical
and spillover region. The model that was used to analyze the critical regions in the canonical
sentences was also used to analyze both regions in the scrambled sentences. This model is

repeated here as Table 3.7, and the results are given in Table 3.8.
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Table 3.6

Descriptive Statistics for Wh- Scrambled Sentences by Region

Japanese (n = 29)

English (n = 18)

Korean (n=17)

V-toh V-ka V-toh V-ka V-toh V-ka
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Wh- 970.81 908.24 928.90 683.19 3419.11 3077.44 3010.35 2152.74 2060.78 1764.70 2075.28 1726.36
Main S 1029.37 975.25 901.07 781.06 259546 2062.52 2803.33 2302.38 1911.94 1764.14 1894.56 1651.65
Emb.S 1081.20 1298.45 1087.88 1208.32 2643.41 2063.58 3250.92 2162.69 187523 1393.32 1789.03  1280.05
Emb. O 892.01 928.86 1064.27 1338.27 1970.67 1270.25 1846.85 1467.72 1241.35 943.45 1427.92  1352.86
V-part 839.02 1268.16 718.81 755.05 1875.51 1444.17 1752.78 1598.11 1114.83 926.20 1317.90 1040.30
Spill. 820.92 870.78 736.46 627.22 1856.35 2211.28 1784.85 1994.31 919.78 590.25 1167.82 824.80
Main O 567.73 319.35 718.75 681.08 1620.31 921.18 1760.25 1090.84 932.61 714.06 1124.21 729.45
Main V. 1386.90 1600.16 1482.00 1846.46 1978.94 3747.23 1970.65 4004.37 1274.79 1798.64 1596.24 2063.80
4000
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Reading times by group for the wh- scrambled sentences

78



Table 3.7

Model Summary for Regions 5 and 6 in the Wh- Scrambled Sentences

Level of Analysis Units Description Model

1 Time/Experimental Overall effect of function on 1/Time = Boi + e
observations reading times

2 Participants Random effect includes Boi= Yoo+ Yo1 * Group +

overall average, group effects,
function effects, and
participant-specific deviations
from the average

Yo2 * Flll’lCtiOIl + Yo3
*(Group * Function) +
Uoj

Note. The model Inverse(Time) = Bo; + e;; was analyzed using the 16 multiple measures per participant.

Table 3.8

Model Results for Region 5 of Wh- Scrambled Sentences

Meaning

Fixed Effects

Estimate

Std. Err. p-value

Overall effect of being
a native Japanese
speaker reading the
control sentences
Effect of being an
English speaker
(compared to Japanese
speakers)

Effect of being a
Korean speaker
(compared to Japanese
speakers)

Differences due to
reading control
sentences compared to
target sentences
Effects of English
speakers reading target
sentences

Effects of Korean
speakers reading target
sentences

Intercept (1)

Groupgngish (on I)

Groupkorean (00 I)

Function (on I)

Groupgngish*Function

Groupgorean™*Function

Yoo 1.70

-1.06

Y01English

-.61

Y01Korean

Yo2 .15

YoiEnglish* Yoo~ -.11

*Y03English
Y01Korean *Y02 '27
*Y03Korean

12 <.001

.19 <.001

.19 .002

.05 .007

.07 .06

.07 <.001

Random Effects

Variance

Intercept
Residual

Uo1 .19
Cij 43

Note. Group is a categorical variable with three levels. Japanese was taken as the reference category.
Function is a categorical variable with two levels. Control sentences (those with the embedded verb
marked with a question particle) were taken as the reference category.

The average Japanese participant had a value of 1.70 in inverse time units, or .58 seconds

for the sentences in which the embedded verb was marked with a question particle. This is

significantly different from zero (yoo = 1.70, p <.001). For the same condition, the average
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English participant had a value of .64 in inverse time units, or 1.56 seconds, which is
significantly slower than the average Japanese speaker (Yoignglish = -.61, p = .002). The average
Korean speaker had a value of 1.09 in inverse time units, or .92 seconds on the embedded verb
marked with a question particle. This is also significantly slower than the average Japanese
speaker (Yoikorean = -1.06, p <.001). The effect of Function was significant for Japanese speakers
(vo2 = .15, p = .007), meaning that they take longer to read the embedded verb marked with a
declarative clause particle than when it is marked with a question particle. The interaction
between English speakers and Function was not significant (Yo3gnglish = --11, p = .06); meaning
that there is no statistical difference between how English and Japanese speakers treat the two
verbs. The interaction between Korean speakers and Function was significant (Yoskorean = --27, p
<.001), indicating that Japanese and Korean speakers treat this verb statistically differently from
each other depending on the question particle. Specifically, the Korean speakers take
significantly longer to read the embedded verb marked with a question particle than the Japanese
speakers. For the Korean speakers, post hoc comparisons indicate that the difference in reading
times between target and control regions is significantly different from zero (estimate =-.12, p =
.03).

Reading time data from Region 6, the spillover region were analyzed using the same
model. These results are given in Table 3.9. The average Japanese participant had a value of 1.74
in inverse time units, or .57 seconds for the control sentences, which is significantly different
from zero (yoo= 1.74, p <.001). For the same sentences, the average English speaker had a value
of .67 in inverse time units, or 1.49 seconds, which is significantly different from the average
Japanese speaker (Yoignglish = -1.07, p <.001). The average Korean speaker had a value of 1.22 in

inverse time units, or .90 seconds for the sentences in which the embedded verb was marked with
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a question particle. This is also significantly different from the average Japanese speaker
(Yoikorean = --52, p = .009). The effect of Function was significant for the Japanese speakers (yp2 =
.10, p = .05). The interaction between English speakers and Function was not significant
(Yo3Engiish = -.08, p <.15), indicating that the Japanese speakers and the English speakers do not
differ from each other statistically in terms of how they treat these regions. The interaction
between Korean speakers and Function was significant (Yo3korean = --31, p <.001), indicating that
the Korean speakers and the Japanese speakers differ from each other statistically in terms of
how they treat the target and control sentences. These differences are significantly different from
zero for the Korean speakers (estimate = -.21, p <.001). Results of the analyses for the critical
and spillover regions in scrambled sentences suggest that both the native Japanese speakers and
the native English speakers read the embedded clause verb significantly slower when it is
marked with a declarative clause particle. The Korean speakers, however, differ from both the
Japanese and English speakers with respect to their reading times on the critical and spillover
regions in scrambled sentences. Specifically, the Koreans take longer to read the embedded verb
marked with a question particle than when it is marked with a declarative clause particle. This
differs from their reading times on the wh- canonical sentences, and is contrary to the expected

processing patterns.
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Table 3.9
Model Results for Region 6 of Wh- Scrambled Sentences

Meaning Fixed Effects Estimate Std. Err.  p-value

Overall effect of Intercept (I) Yoo 1.74 A2 <.001
being a native

Japanese speaker

reading the control

sentences

Effect of being an Groupegngish (on I) Y01English -1.07 20 <.001
English speaker

(compared to

Japanese speakers)

Effect of being a Groupkorean (0N 1) Y01Korean -.52 .19 .009
Korean speaker

(compared to

Japanese speakers)

Differences due to Function (on I) Yoz 10 .05 .05
reading control

sentences compared

to target sentences

Effects of English Groupgngiish*Function  yoigngish * Y02 -.08 .06 15
speakers reading *Y03English
control sentences
Effects of Korean Groupkoerean™Function  Yoikorean *Yo2 ~ -.31 .08 <.001
speakers reading *Y03Korean
control sentences

Random Effects Variance

Intercept Uo1 .19

Residual Cij 40

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those with the
embedded verb marked with a question particle) were taken as the reference category.
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Discussion of Experiment 2

The first research question asked whether native Japanese speakers, L1 English speakers
with Japanese as an L2, and L1 Korean speakers with Japanese as an L2 compute wh-
dependencies between question words and question particles in Japanese. For the sentences with
canonical word order, the L1 Korean group had significantly longer reading times at the verb
marked with a declarative clause particle than a question particle, and these were maintained at
the spillover region. The native Japanese speakers and the L1 English speakers did not show
evidence of elevated reading times at the critical region—the verb—but they did at the spillover
region following the verb. In scrambled sentences, both the native Japanese speakers and the L1
English speakers showed evidence of computing these dependencies. The L1 Korean speakers
take significantly longer to read control sentences than target sentences. Thus, the answer to the
first research question is a qualified yes: all three groups compute wh- dependencies between
question words and question particles in canonical Japanese sentences, suggesting that both the
L1 English and the L1 Korean participants expected that the wh- dependency would be resolved
in the embedded clause. The three groups diverged, however, in their processing of wh-
dependencies in scrambled sentences. The native Japanese and native English speaker continue
to resolve the wh- dependency locally, and have shorter reading times on embedded verbs
marked with a question particle. The L1 Korean groups had longer reading times on embedded
clause verbs marked with a question particle than on those marked with a declarative clause
particle. The second research question asked whether there are differences between the L1
Korean and L1 English groups in terms of their ability to compute these filler gap dependencies.
There do seem to be qualitative differences between the two groups in canonical sentences—the

Koreans are sensitive at the verb and the spillover region, but the English speakers are only
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sensitive on the spillover region—but both groups do compute the dependency. In the scrambled
sentences, the L1 English speakers, but not the L1 Korean speakers compute the wi- dependency
locally. Thus, the English group, but not the Korean group processes the scrambled sentences in
the same way as the native Japanese speakers.

Again, these results do not provide unequivocal support for the SSH, which predicts that
neither L2 group should be able to compute these kinds of wi- dependencies. Instead, they
provide evidence that, at least in canonical sentences, non-native speakers do compute filler gap
dependencies in Japanese. Thus, these results are compatible with previous research that suggests
that L1 English speakers are sensitive to the relationship between question words and question
particles in L2 Japanese (Lieberman et al., 2006), and with the research that suggests that, at least
in some cases, non-native English speakers activate intermediate gaps to facilitate processing
(Pliatsikas & Marinis, 2013).

That said, it is also the case that the L1 Korean group in the present study does not show
evidence of computing wh- dependencies in scrambled sentences. This could be interpreted as
partial evidence for the SSH, but because the SSH predicts both that non-native speakers will not
compute these dependencies in canonical sentences either, and that there should be no
differences in the L2 groups in terms of how they process these sentences. This prediction is not
borne out in the data: the L1 English group does show native-like processing heuristics in both
the canonical and scrambled sentences. Thus, the Koreans’ processing patterns in the scrambled
sentences are probably better understood as a constrained deficit. It is possible that this deficit is
related to the nature of scrambling in Japanese. When nouns are scrambled out of their base-
generated positions, they have to be reintegrated into the parse in their original position

(Miyamoto & Takahashi, 2004; Nakano, Felser, & Clahsen, 2002; Sekerina, 1998; Yamashita,
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1997). Thus, scrambling creates a second dependency between the scrambled word and its base
generated position. There is evidence that L.2 Japanese speakers do compute wh- dependencies
when they process scrambling, but this evidence comes from work that tested learners’
processing of long and short distance scrambling, and these sentences have only one wh-
dependency (e.g., Hara, 2010; Mitsugi & MacWhinney, 2010). In contrast, the scrambled
sentences in the present study required the parser to compute two dependencies: the dependency
between the wh- word and the complementizer, and the dependency between the scrambled noun
and its base generated position. This may have increased the parsing burden for the non-native
speakers, rendering them insensitive to the wh- dependency between the question word and the
clause particle. This is a little unlikely, though, because the Korean speakers scored higher on the
proficiency test than the English speakers and because Korean, like Japanese, scrambles.

An alternative explanation is that the Korean speakers are not reintegrating the scrambled
phrase into the embedded clause, and are interpreting it in the matrix clause instead. If this is the
case, this suggests that the Korean speakers do compute the wh- dependency locally, but that
locally is in the matrix, and not the embedded clause. This processing heuristic does differ from
that of native Japanese speakers, but it does not indicate that the Korean speakers do not compte
wh- dependencies at all. Neither of these explanations provide strong evidence for the SSH,
however, because both L2 groups are sensitive to wh- dependencies in canonical sentences, and
the L1 English group is sensitive in scrambled sentences as well. The SSH predicts evidence of
non-reliance on structure across the board, but non-native speakers in both groups compute these
dependencies in canonical sentences. Thus, the lack of sensitivity in scrambled sentences is

better understood as a more constrained deficit.
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CHAPTER 4
AMBIGUITY RESOLUTION

Ambiguity is part of natural language, and thus models of language processing have to
account for how the parser deals with ambiguous sentences. Ambiguity resolution strategies have
thus received a good deal of attention in both the native language and non-native language
processing literature. These strategies are of interest in the study of native language processing
for two reasons. First, ambiguity provides insight into how the parser works, and, at least in the
case of structural ambiguity, provides information about the how the parser makes syntactic
decisions (such as where to attach a constituent). Secondly, ambiguity resolution heuristics
provide an interesting cross-linguistic test case. Unlike other sentence types, such as the double
case-marked sentences discussed in Chapter 2, or the wh- dependencies discussed in Chapter 3,
in which the type of syntactic structure individual languages instantiate influences the type of
processing heuristics speakers of those languages rely on, certain types of ambiguity are common
cross-linguistically. Thus, cross-linguistic differences in ambiguity resolution provide evidence
that helps determine whether purportedly universal parsing heuristics actually are universal.
Within the domain of second language acquisition research, first (L1) and second (L2) language
differences in ambiguity resolution preferences provide an avenue in which to investigate
whether L1 strategies transfer to the second language. Because ambiguity resolution strategies
are not something usually taught in language classes, researchers can be relatively sure that they
are testing parsing heuristics that are not influenced by metalinguistic knowledge. This chapter
presents the results of a study that investigated L1 English and Korean speakers’ ambiguity
resolution preferences in their L2, Japanese. The rest of this chapter discusses the following: the

evidence that ambiguity resolution strategies differ cross-linguistically, the L2 processing of
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ambiguous sentences and what these data suggest about the Shallow Structure Hypothesis, and
the processing of ambiguous sentences in Japanese.

Background and Motivation
Ambiguity Resolution in Native Language Grammars

The processing of ambiguous sentences like those in (1) was first investigated in
monolingual English speakers.

(1) Somebody saw the servant of the actress who was on the balcony.

Although sentences like these are, in principle, ambiguous—both the servant and the actress
could plausibly have been on the balcony—native English speakers resolve this ambiguity in
favor of an interpretation in which the actress was on the balcony (Matthews & Chodorow,
1988). This attachment preference is called ‘low attachment’ because, structurally, the relative
clause is attached to the lower NP in the original sentence. This preference is compatible with a
hypothesized general principle of natural language sentence processing called Late Closure. Late
Closure states that, to the extent possible, new information should be attached to the constituent
currently being parsed. That constituent in (1) is the lower of the two NPs, so, assuming Late
Closure, the relative clause is attached low. This general idea is also compatible with other
apparently universal parsing heuristics such as recency (Fodor, 1998a, 1998b; Frazier & Fodor,
1978).

If the Late Closure strategy were universal and were the determining factor in explaining
how people resolve the ambiguity in sentences like (1), we would predict that, regardless of the
language in question, ambiguous sentences like these would always be resolved based on a low
attachment preference. In other words, the prediction is that there should be no cross-linguistic

differences in ambiguity resolution preferences. This prediction is not borne out; several
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languages, such as Spanish (Cuetos & Mitchell, 1988), French (Frenck-Mestre & Pynte, 1997),
German (Felser et al., 2003), Greek (Papadopoulou & Clahsen, 2003), Japanese (Kamide &
Mitchell, 1997), and Korean (Miyao & Omaki, 2002) show a preference for high attachment. To
account for these observed cross-linguistic differences, Cuetos and Mitchell (1988) proposed the
Tuning Hypothesis, which states that native speakers of a language tune their parsing heuristics
based on the input data they receive. Thus, differences in how native English and native Spanish
speakers resolve the ambiguity in sentences like those in (1) stem from these speakers’
experience processing their respective languages over time. Given the cross-linguistic
differences in native language ambiguity resolution preferences, it seems clear that the English
preference for attaching low cannot be due to reliance on Late Closure—or, if it is, it is only
because the parser hasn’t adopted an alternative heuristic. Thus, the present study adopts the
assumption that native language differences in processing heuristics for these types of ambiguous
sentences are derived from the L1 input, and that, as such, they emerge relatively late in the
course of L1 acquisition.
The Non-Native Processing of Ambiguity Resolution

The processing of ambiguous sentences like those in (1) has received a significant
amount of attention in the bilingual and non-native processing literature, and, consequently,
forms a significant portion of the empirical basis for the Shallow Structure Hypothesis. This is
likely due to the fact that these NP-of-NP attachment ambiguity structures provide an avenue for
testing various aspects of non-native processing. First, ambiguity is often structural, so the way
in which people resolve ambiguous sentences is thought to provide some insight into the way the
parser organizes information. Assuming for a moment that the SSH is an accurate account of L2

parsing heuristics, then ambiguity resolution preferences are a domain in which we might predict
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that would be evidence of clear L1/L2 differences. Second, because ambiguity resolution
preferences in NP-of-NP structures vary as a function of language, these structures provide
fertile ground for testing both whether non-native preferences are acquirable and whether L1
heuristics transfer.

A number of studies have investigated bilingual ambiguity resolution preferences for
these NP-of-NP structures. There is some evidence that non-native speakers do, indeed, diverge
from native speakers in terms of their ambiguity resolution preferences (e.g., Dussias, 2003;
Felser et al., 2003; Papadopoulou & Clahsen, 2003). Papadopoulou and Clahsen (2003)
investigated ambiguity resolution preferences in L2 Greek speakers from three different L1
backgrounds, Russian, German, and Spanish. All four of these languages prefer high attachment,
and resolve ambiguity in favor of the first NP. Because ambiguity resolution preferences can
vary based on whether a preposition or a complementizer introduces the adjunct clause,
participants were tested on two types of ambiguous structures: NP-PP structures, and NP-NPgen
structures, which are analogous to the NP-of-NP structures that are the focus of the present
chapter). The first languages of the participants—Spanish, Russian, and German—all share a
preference for high attachment in NP-NPggy structures. As Papadopoulou and Clahsen point out,
the Tuning Hypothesis predicts that because these languages share an ambiguity resolution
preference, non-native Greek speakers with these L1 backgrounds should have no need to change
their ambiguity resolution preferences, and we might expect to see no group differences in terms
of ambiguity resolution preferences. The authors found, however, that the non-native speakers
showed no clear preference for resolving this kind of ambiguity. Clahsen and Felser (Clahsen &
Felser, 2006) suggest that these results, as well as the results of Felser, Roberts, Marinis, and

Gross (2003), which also failed to find clear ambiguity resolution preferences in favor of NP2
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with a group non-native English speakers, provide evidence that non-native ambiguity resolution
relies on mechanisms that are not purely structural to resolve these types of ambiguity. They
further point out that these results are somewhat unexpected, given that both studies also found
that non-native speakers pattern with native speakers in their ambiguity resolution preferences
for the ambiguity in sentences like those in (2).

(2) The doctor recognized the pupil with the nurse who was feeling very tired.

In the case of (2), the two NPs are joined with the preposition with, and the overwhelming
preference cross-linguistically is to attach low (Felser et al., 2003). Clahsen and Felser (2006)
argue that the thematic preposition with is lexical and not structural, and that it therefore provides
a cue for disambiguation that the of in the genitive structure in (1) does not provide.

There is, however, a competing body of evidence that suggests that non-native speakers
do resolve these ambiguous structures in their L2 in the same manner as native speakers of that
language (e.g., Frenck-Mestre & Pynte, 1997; Miyao & Omaki, 2002; Omaki & Ariji, 2005). For
instance, Miyao and Omaki (2002) investigated whether L1 Korean speakers who spoke
Japanese as an L2 were sensitive to the preferred high attachment preference in Japanese. As will
be discussed in more detail below, both Japanese and Korean attach high, and thus, the Korean
participants might be predicted to transfer their L1 processing heuristics to Japanese. The native
Korean speakers in this study patterned like the native Japanese speakers in both an offline
ambiguity resolution task and an online self-paced reading task designed to test ambiguity
resolution preferences. Similarly, Omaki and Ariji (2005) found that L2 English speakers rely on
the same lexical and structural information to process ambiguous relative clauses as native

English speakers do. Thus, there is at least some evidence that, depending on the native and non-
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native language pairings and the precise structures under investigation, non-native speakers do
rely on the same structural information to process their L2 as native speakers of that language do.
Ambiguity Resolution in Japanese
Japanese is a head-final language, so, in the NP-of-NP structures discussed above, the
relative clause always precedes the NP-of-NP complex, as shown in (3).
(3) Dareka-ga  [rc barukonii-ni iru] jyoyu-no meshitsukai-o ut.ta.
Someonenom [re balconyon  be] actressgen servantace  shot.
“Someone shot the servant of the actress who was on the balcony.”
Because Japanese is a head-final language, the relative clause (barukonii-ni iru) intervenes
between the matrix clause and the genitive construction. This has two implications; the first is
structural, and the second is processing related. The structural implication is that, in the case of
Japanese, a low attachment preference is a preference for the noun the parser encounters first
(i.e., the actress), and a high attachment preference is a preference for the noun the parser

encounters second (i.e., the servant). These structural differences are illustrated in (4), for low

attachment, and (5), for high attachment. Some structure has been simplified for the sake of

clarity.
4)
TP
/\
NP T
N TS
Darcka-ga VP
+ pst
/\ |
NP \%A -ta
— |
DP N' \Y
NP D' N ut-
CP N' D  meshitsukai-o
_ | |
barukonii-ni iru = N no
|
jyoyuu
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In the structure in (4), the relative clause is adjoined to the lower NP, yielding an interpretation

in which the actress is on the balcony.

(5)
TP
/\
NP T
A /\T
Dareka-ga VP
+ pst
/\ |
NP V' ta
— |
N' N' A\
CP DP N' ut-
barukonii-ni iru NP D' N
=~ | |

jyoyuw. D  meshitsukai-o
|
no

In this example, the relative clause is adjoined at the higher N’ level, thus yielding an
interpretation in which the servant is on the balcony. Thus, in Japanese, a preference for NP2 is a
preference for igh attachment, and a preference for NP1 is a preference for /ow attachment.
Although the high and low attachment interpretations are the same, in that in both English and
Japanese, a high attachment preference yields an interpretation in which the servant is on the
balcony, the mapping between the linear order of the nouns and their interpretation in Japanese is
the opposite of what it is in English and other head-initial languages.

The processing implication is that processing heuristics based on either Late Closure
heuristic or recency would predict that speakers will resolve this ambiguity in favor of low
attachment, or what is linearly, NP1. Native Japanese speakers, however, have a preference to

attach high, and will thus interpret sentences like the one in (3) to mean that the servant, not the

actress, was on the balcony (Kamide & Mitchell, 1997; Miyao & Omaki, 2002). There is, in fact,
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some experimental evidence that suggests that native Japanese speakers initially opt for a
recency-based processing strategy, and, rather than leave the relative clause unadjoined, attach it
to the lower NP, and revise this upon encountering the higher NP (Miyamoto, Gibson,
Pearlmutter, Aikawa, & Miyagawa, 1999).
Little work has investigated non-native ambiguity resolution preferences in Japanese.
One study, Miyao and Omaki (2002) investigated the ambiguity resolution preferences of L1
Korean speakers with Japanese as an L2. Like Japanese, Korean has a preference for high
attachment. Participants completed an offline interpretation task and an online self-paced reading
task. The sentences in the offline task were globally ambiguous like the one in (3), above. The
sentences in the self-paced reading task were biased towards either a high-attachment resolution,
as in (6a), or a low-attachment resolution, as in (6b).
(6) a. Okashi-o yoku taberu depato-no tenin-ga nikoniko-to warateiru.
Snacksacc often eat  department storegeny manageryom widely smiling
“The department store manager who often eats snacks is laughing”.
b. Eki-no tonari-ni aru depato-no tenin-ga nikoniko-to warateiru.
Stationgen next toroc be department storegen managernom widely smiling
“The manager of the department store that is next to the station is laughing.”
In (6a), the verb in the relative clause can only take an animate subject, so the relative clause
cannot plausibly be attached to the inanimate noun, depato, even though it linearly precedes the
head of the genitive NP. In (6b), however, it is plausible that a station and a department store
would be next to each other, so the parser can plausibly attach the relative clause to the first noun
it encounters. The prediction is that if speakers are sensitive to the preference for high attachment
in Japanese, they should read the NP-of-NP phrase slower in the low attachment condition than
in the high attachment condition. This is because, even though the sentence is plausible, the

attachment goes against the parser’s preferred strategy. Miyao and Omaki found that their

Korean participants patterned like the native speakers on both tasks, and they argued that these
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results suggest that it is possible for non-native speakers to have native-like ambiguity resolution
preferences.
The Present Study

The present study tests the Shallow Structure Hypothesis by investigating native English
and native Korean speakers’ ambiguity resolution preferences in L2 Japanese. The SSH predicts
that neither group will perform like native Japanese speakers with respect to their ambiguity
resolution preferences for these sentences, and it also predicts that even though Korean and
Japanese both have a preference for high attachment (Miyao & Omaki, 2002), the Korean
speakers will not transfer this preference to Japanese. The following research questions guided
this study:

1. Are L1 English and L1 Korean speakers with Japanese as an L2 more likely to
resolve Japanese NP-of-NP ambiguous sentences in favor of NP2, as native Japanese
speakers are?

2. Is there a difference between the L1 Korean and L1 English speakers in terms of their
interpretation of these sentences?

3. Do L1 English and L1 Korean near-native Japanese speakers demonstrate a bias for
high attachment of relative clauses in NP-of-NP ambiguous sentences in online
processing?

4. Is there a difference between the Korean and English groups in terms of their

processing of these sentences?
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Method and Procedure

Participants

The same group of 45 non-native Japanese speakers who participated in the studies
reported in Chapters 2 and 3 also participated in this study. Of these, 18 were L1 English
speakers, and 17 were L1 Korean speakers. The same group of 29 L1 Japanese speakers served
as a control. Participants were recruited through university communities and the researcher’s
personal contacts in Hikone, Shizuoka, Nagano, and Tokyo, Japan. On average, the L1 English
speakers had lived in Japan for five years and three months. A subset (n = 3) of the L1 English
speakers was employed at the Japan Center for Michigan Universities. Another subset (rn = 5)
consisted of university students studying at Japanese universities, and one was a PhD candidate
in Japanese literature. The remaining L1 English speakers were employed as English teachers in
Japan. Several of the L1 English speakers had studied languages other than Japanese, but all
rated Japanese as their most dominant second language, and none had studied another rigidly
head-final language. On average, the L1 Korean speakers had lived in Japan for four years and
eight months. A subset of this group (n = 8) was enrolled in Japanese universities. The remaining
L1 Korean participants were working in Tokyo. All of the L1 Korean participants indicated that
they had studied English in addition to Japanese, and some also indicated that they had studied
Chinese. All of the L1 Korean speakers indicated that Japanese was their most dominant second
language. The native Japanese speakers were either students at a university in central Japan (n =
13) or were enrolled in private ESL classes (z = 11). All of the native Japanese speakers
indicated that they had studied English. All participants were living in Japan at the time of the

study.
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Materials

Participants completed the same set of proficiency measures and the self-paced reading
task described in Chapters 2 and 3. The proficiency measures consisted of the Language
Experience and Proficiency Questionnaire (LEAP-Q), a grammar test, and a test of kanji'®
knowledge. The LEAP-Q was adapted from Marian, Blumenfeld, and Kaushanskaya (2007), and
the researcher created the rest of the materials. Each one will be discussed in turn.

Proficiency measures. The LEAP-Q (see Appendix A) is an instrument designed to
provide researchers with a consistent, reliable measure of bilinguals’ language experience and
proficiency. It depends on self-reported data, and includes information about participants’ age of
acquisition, contexts in which participants use the target language, and self-rated proficiency
assessments. The LEAP-Q can be used with adult bilinguals who have at least a high school
education in one of their languages. Although the original instrument was created in English, it
can be translated into other languages (Marian et al., 2007). For the purposes of the present
study, it was translated into Japanese.

The grammar test was adapted from a practice book for the Japanese Language
Proficiency Test (JLPT) Level 2 (see Appendix B). The JLPT is a Japanese proficiency test used
in Japan as the measure of non-native Japanese knowledge. Passing the Level 2 test is a rough
proxy for Advanced High proficiency. The test consisted of 28 multiple choice and cloze test

items that tested participants’ knowledge of various grammatical structures. The L1 Japanese

'8 Japanese is written with a combination of three different scripts: hiragana, katakana, and
kanji. Hiragana and katakana are phonetic syllabaries, and kanji are the logographic characters
borrowed from Chinese in the 7" and 8" centuries, C.E. Hiragana are primarily used for
grammatical functions, such as particles and verb endings, and to write ‘content’ words that lack
kanji. Kanji are used for content words such as nouns and verb and adjective roots. Katakana are
used to write foreign words and for emphasis, much like italics are in English. All kanji can be
transcribed into hiragana or katakana. Familiarity with and fluency in all three scripts are
required for fluent reading in Japanese.
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group performed at ceiling on this test (M = 98%; SD = 1.04). In addition to the grammar test,
participants also completed a kanji test (see Appendix C). This test consisted of a list of 73 kanji
compounds taken from the self-paced reading task describe below. The L2 groups were asked to
provide the Japanese pronunciation of the kanji in hiragana, and either an English or a Korean
translation of the word. The Japanese speakers were asked to provide the hiragana only. The
kanji test was included to ensure that participants knew enough kanji to understand the reading
task.

Stimuli testing NP-of-NP ambiguity resolution. Two sets of stimuli were created to test
participants’ ambiguity resolution preferences. The first set of stimuli consisted of 16 globally
ambiguous sentences. These sentences were created to investigate offline ambiguity resolution
preferences. The example in (7) shows a globally ambiguous sentence.

(7) Dareka-ga  barukoni-ni iru jyoyu-no meshitsukai-o mita.

Someone-Nom balcony L oc be actress.gen servantacc — saw.
“Someone saw the servant of the actress who was on the balcony.”
These sentences were followed by a comprehension question that forced participants to resolve
the ambiguity. The comprehension question for (7) is given in (8).
(8) Kono bunsho-ni yoru to...
This sentencepar according comp
“According to this sentence...”
A. Meshitsukai-ga barukoni-ni ita.  B. Jyou-ga  barukoni-ni ita.
Servantyom balconyroc was Actressnom balconyy oc was
“The servant was on the balcony”  “The actress was on the balcony”
In half of the items, eight sentences, the choice in A was the first NP (low attachment) and in the
other eight items, the choice in A was the second NP (high attachment).
The second set of stimuli tested participants’ online ambiguity resolution preferences.

These stimuli also consisted of 16 sentences pairs. These sentences were based on those used in

Miyao and Omaki (2002), but were slightly revised to control the length of the target region.
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One version was pragmatically biased to force high attachment (HA), and the other was biased to
force low attachment (LA), as shown in (9).
(9) a. Tsukue-no ue-ni noseteita sensei-no pen-ga yuka-ni otoshita.
Deskgen topLoc placed  teachergen pennowm flooroc fell.
“The pen of the teacher that was placed on the desk fell to the floor.”
b. Seito-to hanashiteita sensei-no pen-ga yuka-ni otoshita.
Studentwiry talked teachergen pennom floorroc fell.
“The pen of the teacher that was talking to a student fell to the floor.”
In (9a), the higher noun, which is NP2 in Japanese, is pen, or pen, and pens, but not students are
more like to be placed on desks. If participants have a preference for HA, reading times at this
noun and possibly the following region, should be shorter than the reading times on
corresponding sentences biased for LA, such as those in (9b). These sentences were segmented

for presentation, as shown in (10). Following previous work (Miyao & Omaki, 2002), both NPs

were presented as one region.

(10) Tsukue-no ue-ni \ noseteita \ sensei-no pen-ga \ yuka-ni \ otoshita.
1 2 3 4 5
Deskgen toproc\ placed \ teachergen pennom \ floor oc \ fell
1 2 3 4 5

“The pen of the teacher that was placed on the desk fell to the floor”.
These sentences were also followed by a comprehension check. The comprehension check that
corresponded to (10a) is given in (11).
(11) Kono bunsho-ni yoru to...

This sentencepar according comp
“According to this sentence...”

A. Pen-ga otoshita B. Enpitsu-ga otoshita
Pennowm fell Pencilyom  fell
“The pen fell” “The pencil fell”

Answers were distributed so that for half of the items, the correct answer A, and for the other

half, the correct answer was B.
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These items were intermixed with 32 items testing participants’ incremental processing
heuristics (see Chapter 2) and their ability to compute wh- dependencies (see Chapter 3). These
test items served as distractors for each other, and were intermixed with an additional 32 filler
sentences. The filler sentences tested dative and accusative scrambling across short and long
distances. Items were pseudorandomized in a Latin Square design to create four lists, with one
version of each sentence per list. No participant read multiple versions of the same sentence. In
total, participants read 144 sentences. The complete set of experimental stimuli is given in
Appendix C.

Procedure

Participants were tested individually, and were paid ¥2,000 (about $20) for their
participation. The experiment consisted of the self-paced reading task, the proficiency test, and
the LEAP-Q. Participants read a consent form and then proceeded to the self-paced reading
experiment. The self-paced reading experiment was divided in half so that participants read 72
sentences and then had a break in the middle. The different types of stimulus sentences were
evenly divided across the two halves of the self-paced reading experiment. The proficiency test
and the LEAP-Q were given at the break, and then participants completed the self-paced reading
experiment.

The self-paced reading task was presented using SuperLab 5. Stimulus sentences were
segmented into bunsetsu, and participants pressed a button to move from region to region in each
sentence. Participants moved through the stimulus sentences at their own pace. The non-
cumulative moving window paradigm was used for this study so that when participants pressed a
button to display one segment, the previous segment disappeared from the screen. Once all the

segments had been read, participants pressed a button to reveal the comprehension question.
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Participants selected either A or B on the response pad to answer the comprehension question.
In total, the experiment too the native speakers about 60 minutes and the non-native speakers
about 90 minutes.

Scoring and Analysis

The proficiency test was scored first. Scores on the proficiency test were submitted to a
one-way ANOVA to identify any differences in proficiency levels between groups. The
comprehension questions were scored next. Any participant who scored below 65% accuracy on
the comprehension questions overall would have been eliminated from further analyses. No
participant scored below this threshold, indicating that participants were paying attention to the
test sentences.

Sentence interpretation task. The structure of these data is as follows. Native Japanese
speakers (n = 29), native English speakers (n = 18) and native Korean speakers (n = 17) read 16
globally ambiguous sentences. Participants were asked to resolve the ambiguity by selecting one
of two nouns, and the overall frequency with which participants selected each noun was
calculated. If participants are sensitive to these ambiguity resolution preferences, they should be
more likely to select NP2 than NP1. Since the dependent variable is categorical, the data was
analyzed using a generalized linear model with a binomial distribution and a logit link function.

Self-paced reading data. The self-paced reading data were analyzed using a generalized
linear mixed effects model. As described in Chapter 2, these models take into account the
variance due to both fixed (e.g., language background, proficiency level) and random (e.g.,
items, average reading times by participant) effects, and allow variables to be either continuous
or categorical. Again, because the data were not normally distributed, a gamma distribution with

an inverse link function was specified.
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The structure of the data for the ambiguous sentences is described below. In the sample
as a whole, 64 participants contributed reading times for five regions in 16 sentences, eight of
which were biased towards a high attachment interpretation, and eight of which were biased
towards a low attachment interpretation. Participants belonged to three different groups: native
Japanese speakers (n = 29), native English speakers (n = 18), and native Korean speakers (n =
17). Group and sentence type are the independent variables, and reading times on individual
regions are the dependent variable. Each participant contributed eight reading times per region
for each sentence type. The reading time data for the NP-of-NP sentences did not meet the
assumption of normality, so they were also modeled using a generalized linear mixed effects
model. Again, a gamma distribution and an inverse link function were specified. The model
included a random intercept by participant, and two independent variables, Group (Japanese,
English, and Korean), and Function (High and Low). In all cases, these data were analyzed using
models with and without interaction terms. Interactions are reported where they were significant.

Results
Interpretation Data
Frequency counts by Group for the interpretation data are given in Table 4.1. In Japanese,

a preference for NP2 indicates a preference to attach the relative clause high.

Table 4.1
Frequency counts for the ambiguity resolution task by group
Group NP1 NP2 Percent NP1 Percent NP2
Japanese 162 302 34.9 65.1
English 119 169 41.3 58.7
Korean 77 195 28.3 71.7

Note. Frequency counts are based on responses to 16 globally ambiguous sentences, so each
participant contributes 16 responses to the overall count.
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All three groups have a preference for NP2 attachment, or high attachment. These data were
modeled using a generalized linear mixed effects model with a binomial distribution, and a logit

link function. Model results are given in Table 4.2.

Table 4.2

Model Results for Ambiguity Resolution Data

Meaning Estimate Std. Err. p Value
Effect of being a .62 .097 <.001

Japanese speaker and

resolving ambiguity

Effect of being an -27 154 .08
English speaker

(compared to Japanese)

Effect of being a Korean .31 166 .07
speaker (compared to

Japanese)

The log odds for the average Japanese participant was .62. This indicates that the probability that
the average Japanese participant will resolve ambiguity in favor of NP2 is .65'". This is
significantly greater than chance (estimate = .62, p <.001). The log odds for the average English
participant was .35 (.62 — .27). This indicates that the native English speakers’ probability of
choosing NP2 is .59%°. This is not significantly different from the average Japanese participant
(estimate = -.27, p = .08). The log odds for the average Korean participant was .93. This is
indicates a probability of selecting NP2 of 0.72*', which does not differ significantly from that of
the average Japanese participant (estimate = .30, p = .07). These results suggest that, regardless

of L1 background, all participants are more likely to resolve ambiguous sentences in favor of

NP2.

' The model uses a logistic link function, so it returns a value that is indicates the log of the odds
ratio. This needs to be back transformed to get the probability: ¢”**/(1 + %) = 0.65

20 035/ 1 035 — ) 59

21 093/ 1 093 _ () 79
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Self-Paced Reading Data

Descriptive statistics by region for the ambiguity resolution data are given in Table 4.5.
Reading times are predicted to be longer on Region 3, which is the critical region and contains
the two nouns, and possibly Region 4, which is the spillover region, in sentences biased for LA
than in those biased for HA. The overall pattern of reading times is given in Figure 4.1 All three
groups show the predicted pattern of reading times: sentences biased for high attachment are read
faster than those biased for low attachment.

Reading time data for Region 3 was analyzed using a generalized linear mixed effects
model with a gamma distribution and an inverse link function. Model specifications for Region 3
are given in Table 4.6, and model results are given in Table 4.7. The average Japanese
participant had a value of 1.10 in inverse time units, or .91 seconds. This is significantly different
from zero (yoo = 1.10, p <.001). The average English speaker had a value of .34 in inverse time
units, or 2.94 seconds. This differs significantly from the average Japanese speaker (yoigngtish = -
.76, p <.001). The average Korean speaker had a value of .54 in inverse time units, or 1.85
seconds, which also differs significantly from the average Japanese speaker (Yoikorean = --56, p <
.001). The effect of Function is also significant for all participants (yo2= .03, p =.05). This
suggests that all three groups take significantly longer to read the region with two nouns when
the sentences are biased for low attachment than when they are biased for high attachment.

Reading times at the spillover region, Region 4, were also analyzed using a generalized
linear mixed effects model. Again, a gamma distribution with an inverse link function was
specified. In this case, the model with the interaction term was significant. Model specifications

are given in Table 4.8, and results are given in Table 4.9.
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The average Japanese participant had a value of 1.87 in inverse time units, or .53
seconds. This is significantly different from zero (yoo= 1.87, p <.001). The average English
speaker had a value of 1.00 in inverse time units, or 1 second, which is significantly different
from the average Japanese participant (Yoigngiish = --87, p <.001). The average Korean participant
had a value of 1.2 in inverse time units, or .83 seconds. This differs significantly from the
average Japanese participant (Yoikorean = --62, p <.001). The effect of Function was significant
for all participants (yo2= 0.16, p = .008). The interaction between English speakers and Function
was not significant (yo3engiish = -.10, p = .18), but the interaction between Korean speakers and
Function was significant (Yoskorean = --16, p = .04). Post hoc comparisons indicated that these
differences in reading times were not significantly different from zero for either the English
group (estimate = -0.06, p = .22) or the Korean group (estimate = .004, p = .99). These results
suggest that the difference in reading times for sentences biased for low attachment as opposed
to those biased for high attachment is maintained for the Japanese speakers on the spillover

region, but not for either of the other two groups.
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Table 4.3

Descriptive Statistics for Ambiguous Sentences by Region

Japanese (n = 29) English (n = 18) Korean (n=17)
HA LA HA LA HA LA
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

RCNP 1070.50 2470.16 835.29 659.12 1932.08 1215.33 1983.51 1530.93 1709.24 1826.25 1387.15 1162.22
RC 735.16  533.12 705.32 484.15 1619.08 1137.76 1612.65 1065.68 1354.56 1156.79 1164.96 881.36
Verb
NP-of- 1178.07 89430 1237.11 1021.25 3123.72 1780.63 3381.40 243396 2343.66 1790.83 2467.07 2095.14
NP
PP 572.95 30335 637.38 409.65 1060.38 73140 1145.30 70297 882.68 583.57 871.68 469.19
Matrix 1497.48 3157.26 923.54 861.40 1579.67 1343.67 1368.50 1995.62 1172.03 1030.17 1040.18 845.98
Verb
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Figure 4.1

Reading times by group in the NP-of-NP ambiguous sentences
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Table 4.4

Model Specifications for Region 3 of the Ambiguous Sentences

Level of Analysis  Units

Description Model

1 Time/Experimental
observations
2 Participants

Overall effect of function on 1/Time = PBo; + €;;
reading times

Random effect includes Boi= Yoo+ Yo1 * Group
overall average, group + Y02 * Function + uy;
effects, function effects, and

participant-specific

deviations from the average

Note. The model Inverse(Time) = Bo; + e;; was analyzed using 16 multiple measures per

participant.

Table 4.5

Model Results for Region 3 of the Ambiguous Sentences

Meaning Fixed Effects Estimate  Std. Err.  p-value
Overall effect of being a Intercept (I) Yoo 1.10 .08 <.001

native Japanese speaker
reading the target sentences

Effect of being an English Groupengish (0N I)  YoiEngtish -.76 A3 <.001

speaker (compared to
Japanese speakers)

Effect of being a Korean Groupgorean (0N I)  YoiKorean -.56 A3 <.001

speaker (compared to
Japanese speakers)

Differences due to reading Function (on I) Yo2 .03 .02 .05

control sentences compared to
target sentences

Random Effects Variance
Intercept Uo1 .07
Residual Cij 38

Note. Group is a categorical variable with three levels. Japanese was taken as the reference
category. Function is a categorical variable with two levels. Control sentences (those biased for
high attachment) were taken as the reference category.
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Table 4.6

Model Specifications for Region 4 of the Ambiguous Sentences

Level of Analysis Units Description Model

1 Time/Experimental Overall effect of function on 1/Time = Boi + e
observations reading times

2 Interaction between  Effect of function by Boi= Yoo+ Yo1 * Group +

Group and Function  individual groups

3 Participants

Random effect includes

overall average, group effects,

function effects, and

participant-specific deviations
from the average

Yo2 * Function + Yo3 +

Uoj

Boi= Yoo+ Yo1 * Group +
Yo2 * Function + Yo3 +

Uoj

Note. The model Inverse(Time) = PBo; + e;; was analyzed using the 16 multiple measures per participant.

Table 4.7

Model Results for Region 4 of the Ambiguous Sentences

Meaning Fixed Effects

Estimate

Std. Err.

p-value

Overall effect of being  Intercept (I)
a native Japanese
speaker reading the
target sentences

Effect of being an
English speaker
(compared to Japanese
speakers)

Effect of being a Groupkorean (00 I)
Korean speaker

(compared to Japanese

speakers)

Differences due to Function (on I)
reading control
sentences compared to
target sentences
Effects of English
speakers reading
control sentences
Effects of Korean
speakers reading
control sentences

Groupgngish (on I)

Groupgngish™*Function

Groupgorean™*Function

Yoo

Y01English

Y01Korean

Yo2

Y01English * Y02
*Y03English

Y01Korean *Y02
*Y03Korean

1.87

-.87

-.62

.16

-.10

-.16

.08

13

13

.06

.07

.08

Random Effects

Variance

Intercept
Residual

Uo1
Cij

.07
25

<.001

<.001

<.001

.008

18

.04

Note. Group is a categorical variable with three levels. Japanese was taken as the reference category.
Function is a categorical variable with two levels. Control sentences (those biased for high attachment)

were taken as the reference category.
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Discussion for Experiment 3

The first two research questions asked whether non-native Japanese speakers with either
English or Korean as an L1 were more likely to resolve ambiguous NP-of-NP sentences in favor
of the second noun, thus indicating a bias for high attachment that mimics that of native Japanese
speakers, and whether the L1 English and L1 Korean groups differed in terms of their ambiguity
resolution preferences. The answer to the first question is yes. Results suggest that all participant
groups are significantly more likely to select NP2 in resolving this kind of attachment ambiguity.
The answer to the second question is no: there are no differences between groups in terms of
their ambiguity resolution preferences.

The third and fourth research questions asked whether non-native Japanese speakers
asked whether these participants were sensitive to ambiguity resolution biases in online
processing. The results of the self-paced reading task suggest that all three groups are sensitive to
the Japanese bias to attach the relative clause high. This difference is maintained on the spillover
region for the L1 Japanese group, but not for either L2 group. Thus, the answer to the third
research question is yes: non-native Japanese speakers are sensitive to the Japanese bias for high
attachment. The answer to the fourth research question is no; there are no group differences in
ambiguity resolution preferences.

These results are incompatible with the predictions of the SSH, which predicts that both
L2 groups should not have strong ambiguity resolution preferences in an L2. This means that
they should perform at chance on the interpretation task, and biases for high attachment should
not show up in online processing. The participants in the present study, however, show clear
evidence of a bias for high attachment in both the interpretation and the processing task. These

results are compatible with previous research that indicates that L2 speakers are sensitive to the
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ambiguity resolution preferences of the L2 (e.g., Dussias & Sagarra, 2007; Frenck-Mestre &
Pynte, 1997; Jackson & Dussias, 2009). Thus, the results of this study suggest that L2 Japanese
speakers do demonstrate native-like biases in resolving NP-of-NP attachment ambiguity, and that

the participants’ L1 does not influence their ambiguity resolution preferences.
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CHAPTER 5
GENERAL DISCUSSION AND CONCLUSIONS

The present study tested whether the Shallow Structure Hypothesis (SSH) accounted for
non-native Japanese speakers’ use of syntactic cues to process Japanese sentences. The first
study investigated whether non-native Japanese speakers were able to use case particles to
project clause structure in Japanese. The second study investigated whether non-native Japanese
speakers compute wh- dependencies between wh- words and clause particles. The third study
investigated whether non-native Japanese speakers were sensitive to the high attachment bias for
relative clause attachment ambiguity resolution. Participants with either English or Korean as an
L1 were recruited. L1 Korean participants were included because Japanese and Korean share the
same processing heuristics for the structures under investigation. Thus, if L1 processing
heuristics facilitate L2 processing, L1 Korean speakers might be predicted to have an advantage
in L2 processing. English, however, either lacks the structures under investigation (e.g., case
particles and wh- dependencies), or has a different bias (e.g., ambiguity resolution). Thus,
transferring L1 processing heuristics into Japanese does not help L1 English speakers process
Japanese efficiently. Instead, in order to process Japanese efficiently, L1 English speakers need
to acquire new processing heuristics. The remainder of this chapter summarizes the results of
each of these studies and discusses the significance of the study with a particular focus on the
theoretical implications of the findings. Limitations and directions for future research are also
discussed.

Summary of the Findings

The results of the present study are summarized in Table 5.1.
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Table 5.1

Summary of the Experimental Findings Reported in Chapters 2 — 4.

Structure Outcome Significance Supports
SSH?
Nominative case L1 English and L1 Tests structural cues for No
particles Korean groups rely on incremental processing
the second nominative Suggests that L2 groups are
case marked NP to able to process base on
project a second clause structural cues
Facilitation effects at the English/Korean differences
head noun of the relative in facilitation effects
clause for Korean
participants
No facilitation effects
for L1 English
participants
Accusative case L1 English and L1 Tests structural cues for Partial
particles Korean groups rely on incremental processing
the second accusative Suggests that L2 groups are
case marked NP to able to process base on
project a second clause structural cues
No facilitation effects at No L2 facilitation effects
the head noun of the
relative clause for either
L2 Group
Wh- dependencies L1 English and L1 L2 speakers compute wh- No
Korean groups sensitive dependencies in a wh- in
to wh- dependencies in situ language
canonical sentences The status of wh-
L1 English speakers movement in the L1 does
sensitive in scrambled not influence L2 wh-
sentences processing
L1 Korean speakers L1 English sensitivity to the
show a reversal of dependency maintained in
preferences in scrambled ~ scrambled sentences
sentences
Ambiguity resolution L1 English and L1 L1 Korean speakers resolve No

Korean groups sensitive
to high attachment in
Japanese in
interpretation and
processing

ambiguity like L1 Japanese
speakers, but Korean and
Japanese have the same
preferences

L1 English speakers have
acquired the Japanese high
attachment preference
Attachment ambiguity is
acquirable in an .2
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As this table suggests, the results of the present study do not provide unequivocal support for the
SSH. For all structures tested, both L2 groups show evidence of at least partial convergence on
native-like processing behaviors. In the sentences that tested incremental processing, both L2
groups are able to use nominative and accusative case particles to project a second clause. The
divergence from native-speaker norms comes at the head noun of the relative clause. The native
English speakers do not show facilitation effects at the head noun of the relative clause in
sentences with either nominative or accusative particles. The native Korean speakers do show
evidence of facilitation effects at the head noun of the relative clause in nominative case marked
sentences, but not in accusative sentences. Thus, non-native speakers are sensitive to some of the
structural constraints that govern the processing of case particles in Japanese. Both L2 groups are
able to compute wh- dependencies in canonical biclausal sentences. Again, both L2 groups
diverge from native speaker norms when the wh- word is scrambled out of its base-generated
position. Lastly, both L2 groups show evidence of native-like biases in resolving NP-of-NP
attachment ambiguity, both online and offline.
Implications of the Findings

Overall, the findings of the present study present somewhat of a contradictory picture. On
the one hand, there is clear evidence that L1 English and L1 Korean speakers are sensitive to
some of the structural constraints required for processing Japanese. On the other hand, both of
the L2 participant groups diverge from native speakers in key places; namely, in the lack of
facilitation effects at the head noun of the relative clause in case marked sentences, and in the L1
Korean speakers’ lack of sensitivity to wh- dependencies in wh- scrambled sentences. These
results have theoretical and methodological implications for theories of L2 parsing. Each of these

1s discussed in more detail below.
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With the caveats discussed above, these results do not provide unequivocal support for
the SSH. Instead, these results provide some support for the claim that the L2 parser can make
use of structural constraints to process the L2, as well as some evidence that L2 processing
diverges from L1 processing in certain respects. One possible source of this divergence has to do
with the relationship between the grammar and the parser. One of the operating assumptions in
this study, as well as in L2 parsing research more generally, is that participants have fully-
fledged syntactic representations for the structures in question. Only if this assumption is made,
can researchers make claims about L2 parsing as distinct from grammatical knowledge®*. This
may not be an entirely warranted assumption. If the relevant syntactic knowledge is not
represented, then the parser cannot make use of it to parse sentences. This is not indicative of a
parsing failure, however. Rather, it is indicative of a grammatical deficit.

For example, one possible explanation for L2 speakers’ apparent lack of facilitation
effects at the head noun of the relative clause reported in Chapter 2, is that the L2 participants do
not have syntactic representations for case particles in their interlanguage grammars. If this were
the case, then the prediction is that they should not be able to use them in online processing.
Although very little work has directly investigated the acquisition of case particles in L2
Japanese, the work that has been done suggests that case particles are acquired relatively early
(e.g., Kanno, 1996; Smith, in press; Yoo et al., 2001), so it’s unlikely that the lack of facilitation

effects is due to a syntactic deficit. That said, this assumption should be independently verified.

*? This is somewhat of an oversimplification. In addition to work that investigates L2 processing
heuristics (e. g., Felser et al., 2003; Felser, Sato, & Bertenshaw, 2009; Jegerski, 2012; Marinis et
al., 2005; Pliatsikas & Marinis, 2013), there is also a burgeoning body of work that uses
processing methodologies to draw conclusions about the nature of the L2 grammar (e.g., Hopp,
2010; Keating, 2009; VanPatten et al., 2012; VanPatten & Smith, 2015 inter alia). This is an
unfortunate confound, due, at least in part, to the fact that it is impossible to tap grammatical
competence without also engaging the processing system in some way.
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Similarly, the lack of facilitation effects could also be due in part to participants’ incomplete
acquisition of relative clause structures in L2 Japanese. Without an independent measure of
syntactic knowledge, it is impossible to argue convincingly that this is the case in the present
study. These possibilities point to a larger issue: to the extent possible, it may be necessary to
independently verify that the relevant syntactic knowledge is represented in L2 grammars before
concluding that L2 parsing is unable to rely on syntactic information. Independently verifying
this would have two results: the first is that it would enable researchers to make a strong
distinction between the grammar and the parser. The second is that, because the distinction
between the grammar and the parser is clear, claims about the nature of interlanguage grammars,
the L2 parser, and the relationship between the two can be strengthened.

A related issue is the question of whether L2 learners also need to acquire new L2
processing heuristics. This study is one of the few that has investigated whether participants can
rely on different structural information to parse the L2 incrementally. The results suggest that
they can, but they do not shed much light on whether this is something that emerges relatively
early, along with, for example, the representation of case particles in Japanese interlanguage
grammars, or whether it is something that develops over time. A good model of L2 parsing
should consider what it means to acquire and parse languages that are typologically different
from each other.

Another theoretical issue that has received relatively little attention in the work
investigating L2 parsing is the relationship between input, language acquisition, and language
processing. This has received some discussion in the L2 literature more generally (Sharwood
Smith, 2005; e.g., Truscott & Sharwood Smith, 2004; VanPatten, 2004, 2007), but researchers

who work on L2 processing have done relatively little work investigating the relationship
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between the input available to L2 learners, whether new parsing heuristics need to be acquired to
parse this input, and whether access to input plays a role in apparent non-native-like L2 parsing.
A couple of notable exceptions to this generalization (e.g., Keating, VanPatten, & Jegerski,
2011; Pliatsikas & Marinis, 2013) have found that exposure to naturalistic input influences
whether bilinguals process the structures under investigation in a native-like fashion. Access to
input is important when the target structures are, as is often the case in processing work,
relatively complex modification structures, such as relative clauses. Complex modification
structures are a feature of written and not spoken language. Thus, written input is the main
source of input available to learners for these structures, and, without sufficient input, learners
may not have developed the parsing heuristics necessary to process these sentences efficiently.
This is a possible intervening variable in the present study—sensitivity to case marking and wh-
dependencies were both tested using structures that are relatively rare in spoken language. If
learners’ primary exposure to the target language is aural, then they may not have had access to
sufficient input to process complex modification structures. Indeed, Pavesi (1986) argued that
access to written input provides learners with access to more complex syntactic structures, and
that this explained the difference in tutored and naturalistic L1 Italian speakers’ performance on
a variety of English relative clause structures. Given the nature of the target structures in the
present study and the role of input in second language acquisition, results that indicate that L2
parsing does not rely on syntactic information to parse sentences do not necessarily mean that the
L2 parser cannot do so. Indeed, Pliatsikas and Marinis (2013) found that L2 English learners
with Greek as an L1 who had had naturalist exposure to English—i.e., more and better input—
were able to make use of intermediate gaps. In the case of the present study, the Korean

participants had more exposure to written Japanese input than the English speaking participants,
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thus making it more likely that they had received input for relative clause constructions and wh-
dependencies. Again, the relationship between access to input, syntactic knowledge, and
language processing needs to be more carefully investigated.

The last implication of the present study is that the role that participants’ L2 literacy
skills play in L2 processing needs to be more carefully considered. This implication is both
theoretical and methodological. The theoretical implications have to do with issues already
discussed—namely, access to input and ensuring complete acquisition of target structures.
Specifically, processing work that investigates wh- dependencies typically relies on long-
distance dependencies. These are usually found in written language, not spoken language, and
thus, the primary input for these structures will be written. Thus, overall literacy and reading
comprehension may interact with participants’ ability to process these sentences.

The methodological implication is particularly important for L2 processing work that
investigates L2 processing in cases where participants’ L1 and L2 do not share a writing system.
Literate adults take literacy skills for granted, but, when participants’ L1 and L2 do not share an
orthography, part of the L2 acquisition task includes acquiring novel phoneme/grapheme
correspondences for the L2, and having enough practice and exposure to written texts in the L2
to develop fully automatized orthographic processing skills. To the extent that these are not
automatized, online parsing methodologies that rely on written texts may be inadvertently
measuring non-automatized orthographic processing, which may mask sensitivity to L2
structure. The present study cannot really speak to the literacy issue—but it is a factor lurking in

the background.
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Limitations

All empirical research is limited by its sample size and random variations in the
populations. The present study is no exception. This study is also limited in what it can say about
some of the implications discussed in the previous section, namely the relationship between the
grammar and the parser and the relationship between literacy and processing.

As discussed above, under the assumption that the grammar and the parser are distinct
from each other, it is necessary to ensure that claims about L2 parsing are claims about L2
parsing, and are not confounded by participants’ lack of the relevant syntactic knowledge. The
present study has no independent measure of participants’ relevant syntactic knowledge, so all
claims about L2 parsing heuristics are made under the assumption that the structures under
investigation were indeed represented in participants’ grammars.

Similarly, the present study assumes that the L2 participants’ Japanese reading skills—
and particularly their kanji processing skills—were automatized enough that the processing data
are a reliable measure of L2 parsing, and don’t also include noise attributable to incomplete
literacy skills. This is particularly an issue in work that investigates L2 Japanese processing
because of the nature of the Japanese writing system. Japanese is written with a mix of scripts;
two of which are comprised of one-to-one phoneme/grapheme correspondences, and one of
which, kanji, is logographic. Kanji have both a phonological and a semantic representation, and
native Japanese speakers activate both of these while reading in Japanese (e.g., Morita &
Tamaoka, 2002). Non-native speakers, however, may know one of these mappings, but not both,
and it is not clear how incomplete kanji knowledge interacts with L2 Japanese reading skills. It is
highly likely, however, that incomplete kanji knowledge slows down processing of written tasks.

Thus, it it is possible that the L2 participants’ performance in the present study is, in some cases,
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confounded by incomplete or less than automatized kanji processing. To ensure that these results
are reliable, this study should be replicated with tasks that rely on auditory stimuli to measure
processing.

Future Research

This section lays out two directions for future research. Both are related to the issue of
literacy skills and processing, but the first is structural and the second is orthographic.

The first direction for future research is to investigate the relationship between overall
literacy skills and second language processing. This direction for would investigate the
relationship between overall literacy skills, L2 grammatical knowledge, and L2 parsing.
Specifically, it might be the case that L2 speakers who read fluently in the L2 (i.e., at an
advanced or near-native) level have more robust representations for structures like wh-
dependencies and relative clauses in the L2 than L2 speakers who do not read fluently. This may
provide a way to investigate syntactic knowledge independently of processing. If learners
demonstrate target-like knowledge of syntactic structures offline, then it makes sense to see if
they are able to rely on structural knowledge to parse sentences online.

The second direction for future research is to investigate the relationship between
orthographic knowledge and L2 processing, particularly in languages like Japanese and Chinese,
where the writing systems are not transparent. There is some evidence from the native language
processing literature that the nature of the Japanese writing system interacts with orthographic
processing in native Japanese speakers. There is, for example, some evidence that the syllabaries
are processed slower than kanji (e.g., Morita & Tamaoka, 2002; Shafiullah & Monsell, 1999),
suggesting that fluent Japanese reading relies heavily on the semantic mappings encoded in the

kanji. There is also some evidence that because each kanji has multiple possible readings, kanji
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do not participate in morphological priming for native Japanese speakers (e.g., Verdonschot, La
Heij, & Schiller, 2010). In theory, to develop fluent L2 Japanese reading skills, non-native
speakers will need to be able to rely on some of this same information. Investigating how L2
Japanese speakers—who necessarily have less input and interaction with written Japanese—

process written Japanese may shed light both on L2 processing and L2 literacy.
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APPENDIX A

Language Experience and Proficiency Questionnaire (LEAP-Q)

Name: Today’s date:
Age: Date of Birth: ID Number
1. Please list all the languages you know in order of dominance:

1 2 3 4 5

Please list all the languages you know in order of acquisition (your native language first):

1 2 3 4 5

Please list the percentage of the time you are currently and on average exposed to each
language. (Your percentages should add up to 100%):

Language

Percentage

When choosing to read a text available in all your languages, in what percentage of cases
would you choose to read it in each of your languages? Assume that the original was written
in another language, which is unknown to you. (Your percentages should add up to 100%):

Language

Percentage

When choosing a language to speak with a person who is equally fluent in all your
languages, what percentage of time would you choose to speak each language? Please report
percent of total time.

(Your percentages should add up to 100%):

Language

Percentage

Please name the cultures with which you identify. On a scale of zero to ten, please rate the
extent to which you identify with each culture. (Examples include US-American, Japanese,
Korean, etc.):
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7. How many years of formal education do you have?
What is your highest education level (degree earned)?

8. Date of moving to Japan, if applicable:
If you have ever moved to a country other than Japan, please provide the name of the country
and the date here:

9. Have you ever had a vision problem, hearing impairment, language disability, or learning
disability? If yes, please explain:

Language: Japanese

This is my (first, second, etc.) language.

All questions below refer to your knowledge of Japanese.

1. Age when you...:
2. Please list the number of years and months you spent in each language environment:
3. On ascale from zero to ten, zero being the lowest and ten being the highest, please indicate

your level of proficiency in speaking, understanding, and reading Japanese.

4. On a scale from zero to ten, zero being the lowest and ten being the highest, please indicate
how much the following factors contributed to you learning Japanese.

5. Please rate the extent to which you are currently exposed to Japanese in the following
contexts:

6. In your perception, how much of a foreign accent do you have in Japanese?

7. How frequently do others identify you as a non-native speaker based on your accent in
Japanese?
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APPENDIX B

Proficiency Test
Part I: Grammar (From Ueki, Ueda, and Noguchi (2005), pp. 148-149)

1. ROXD () [ZHEkbELebDEa  dOFNLEONR IV,

1) #HE TonTEboET) L5929 () Bk, ZOFAITHELZROH L
TIT->7,

a. L b. c. X d. %

0) WOEAIEBNL. BRI D T EBHENAROT. BEFS () 1476
RNEZESTNDAEL WD,

My
o,
A

a. Ll b. D c. l
3) AERESTZORETH, WH () RV ICBINE
a. % b. T c. D d. \z

4) SEIOBEZICEL T, IR Y () +aEZXZTHOZ & T,

a. L b. T c. \z d. D

5)%@%%&5@@%§ﬁéﬁxﬁ%ﬁ@f sk L LT HIERT S () B%
P AR

a. & b. L c. e d. D
2. WOXD () CHRHEHERLDEZa e DPNHEBREE LI,
a. OO b BERD e BTH d PR e DNTIE

1) BRETIT () BERTUFZE > TE TRV,

2) Mikit HABHOIED (). RILvF 47 TCFhmRE LTS,
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3) ENCVHEIED T L 2B (), 3 BARTHRICHA TS

4)%%%%&@$%E BIER () FI7A7ITTHITI 9D,
5)$¥®3&W( ) BHERC o2 AEDBELY, Kb e LZWE
JESAVAYE e

WOXLD () ITHKHELURHDE a ¢ OFNHERR IV,

1) ENWlEWnWZ ERNbren, EEMICEZ XN EDE, (),
a. FIOLTUI-&ENE-TCLEST=D
b, IZ-o&EDE-TINT, YL

i
c. BEIZH<NTEIRAT

2) S0bl-LOETIE, EolEE> CTAKRZOAKITERZ ()
a. B RZAZAT T IZiEB 0
b. EWHWB KRFEE W) EZATEASD
c. B KEFIITMDR N DT H 20
J v X \*CL\&)L\% . N 9 ii N I‘;/VIL:\'/VJ@L\VJ
3) ERMEKIZ AT EWVD HD, H/NMEEDEIPESCRKEZHED N BFEH T,
().
a. 2 DNEBLREERIIIETHT-6)hoT-
b%<@kt%%%%%5if%ﬁﬁot

C&<@At%ﬁ%%%9_&%ﬁ gl shic

ROXDOO~DD () IZHRHELREDETDa ¢ ODFNLEPRIVY,

T B ATH LU v I LT GES IR (@ ) @0,
ZHC (@ ) KAMANE LW EZ AT LS L. (@ ) 0%
NRUEE S5, HEh s, B LA HSOL DT 5700, B

(@ >ﬁ¥ﬂ@%&¢%x%<%b01wawgt SR T D PR
7217 T Fi E( ® )%6@5%&@%@ ZFRICABMOHIZSsT ( ® )

%bbfiv%&woA/z/mﬁﬁ%ﬁz6m&TMi( @ ) ROENG,

D a. 7= b. A c. g
®@ a. 0OE”Mz b. HFELT c. < LT
® FNeY b. =756 c. ETNET

124



@ a. 7LIZ b. 72< LT c. DOIIpH
e

® a. ZHAHIZLT b. Z2WETH c. MWTH

® a &tbedl b, ELHENE0 c. &lFvnz

D a. FNE0 b. =ML T c. Thnb

Part II: Kanji

WRDBEFIHE G 72t AT OB R TEX /I, KR EEDEEFECER D ES
@éwo

el LS

L RFER

BIRA)

DA

RZ

—
s

aff

F il

B+

9.9

10. E&

11. J5l5%

12. N7 5

13. &

14. ok

15. fFI 95

16. E4E

17. 4%

18. Fij

19. 6 %

20. Bl = A

21. AN

22. K%

23. B H

24. %9

25. FriEL

26. Bk

27. %D

28. 2Pk

29. 228K
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29

30. =

31.

"

32.

A

33.

i

34.

35.

(RS

36.

G

37.

EA

38.

=

39.

4

40.

AT

41.

AR

42.

HzIz

43.

H=

44,

2

45.

RLE

46.

BEI N

47.

Wr 2

48.

i

49.

e

50.

i

51.

52.

REA
5

53.

FAz 9

54.

AL D

55.

5

56.

PRic

57.

o

[===)

58.

SEE

59.

Wroes

60.

file

61.

L]

62.

=9

63.

WA

64.

Joik

65.

AR

66.

R

67.

[l

68.

ER

69.

X
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70. H4

71. HE

72. BHE

73. 5L

74.

75. ¥ &

76. 1BV

77. THT

78. {54

79. ¥4 9

80. &%

81. EA

82. TR

83. M=

84, EHEI=

85. %2

86. BHL 1

87. Bt <

88. BB

89. Jii <

90. 1§

91. KEAR

92. f

93. K4

94. gk L\

95. HHGE

96. ¥5 17

97. fHie

98. Hil

99.

100. tH55

101. K

102. RES

103. #L

104. %5 5

105. K3

106. 8 <

107. 5

108. .5

109. 1510 %
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110. ¥ 7

111. IR&E

112. 5

113. #

114. %P4

115. §&an

116. 4725

117. AT

118. &<

119. B

120. ¥\

121. #2858

122. fikhiE

123. %9

124. 16 %

125. F#k

126. %=

127. B[

128. #¢

129. iE#zF

130. &£

131. BAT %

132. IE£ %

133. X%

134. AT

135. K B

136. il

137. vk <

138. /)i,

139. & T%
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L.

APPENDIX C

Stimuli for the Self-Paced Reading Task

Stimuli for incremental processing

A. Sensitivity to the Local Assignment of Clause Boundaries condition (i.e., two nominative-

case-marked NPs cannot be in the same clause) Subject reanalysis: Subject relative clause

modifying an indirect object

Control for subject reanalysis: object relative clause modifying an indirect object (i.e., has an

overt subject)

NB: Critical and spillover regions are underlined and sentences are glossed for the sake of

the reader. They will not be underlined or glossed in the experiment.

L. a BESAMNBLWSAZ \ZEFT\ AN LFIZ \VRKFET \FEnTi,
Obasan-ga\ ojiisan-o\ kousaten-de\ mita\ jyoshi-ni\ ogoede\ koe-o kaketa.
Woman-nom\ old man-acc)\ intersection-loc\ saw\ girl-to\ loudly\ called.

The woman called loudly to the girl who saw the old man at the intersection.

b. BIXS AN \NBLWEAN \ZERT \ R\ L FIT \RKET\FENT T,
Obasan-ga\ ojiisan-ga\ kousaten-de\ mita\ jyoshi-ni\ ogoede\ koe-o kaketa.
Woman-nom\ old man-nom) intersection-loc\ saw\ girl-to\ loudly\ called.

The woman called loudly to the girl who the old man saw at the intersection.

Q ZDOXFEIZLD L
According to this sentence...

A BLWSAUFRERICNE LT, B. BITSAIIZERICVWELL,
A. The old man was at the intersection B. The woman was at the intersection

2. a. Filfhm & ADNFB OFI\GE LT \EH ZVRBEIO\EN LE L,
Kangofusan-ga\ otokonoko-ni\ hanashikaketa\ isha-o\ byoin-ni\ annai shimashita.
Nurse-nom\ boy-to\ talked\ doctor-acc\ hospital-to\ showed around.

The nurse showed the doctor who talked to the boy around the hospital.

b. Bl S ADNB OFDNGE LT I\EFH ZVRBEI\ERN L E LT,
Kangofusan-ga\ otokonoko-ga\ hanashikaketa\ isha-o\ byoin-ni\ annai shimashita.
Nurse-nom\ boy-nom\ talked\ doctor-acc\ hospital-to\ showed around.

The nurse showed the doctor who the boy talked to around the hospital.

Q ZDOXFEIZLD L

According to this sentence...
A FHi#RIIRANSET- B. EZIIRNSHET
A. The nurse was shown around B. The doctor was shown around

3. a RERIEADEAELRIT LIVEREZ\FROENZI\W Y £ LT,

Kochosensei-ga\ sensei-o\ shokaishita\ seito-o\ gakko-no\ mae-ni\ shikarimashita.
Principal-nom\ teacher-acc)\ introduced\ student-acc\ school-gen\ front-at\ scolded.
The principal scolded the student who introduced the teacher in front of the school.

b. BER A DN AR LIZVERE R VAR ORI\ D F Lz,

Kochosensei-ga\ sensei-ga\ shokaishita\ seito-o\ gakko-no\ mae-ni\ shikarimashita.
Principal-nom\ teacher-nom\ introduced\ student-acc\ school-gen\ front-at\ scolded.
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The principal scolded the student who the teacher introduced in front of the school.

Q ZOXFEIZLD L
According to this sentence...

A, AEfEEreh T B. STk
A. The student was scolded B. The teacher was scolded

4. a. LOF-P\FBU S A \ARET\RLINGEL\RFIGF W E LT,
Onanoko-ga\ onesan-o\ kouen-de\ mita\ tomodachi-o\ shokuji-ni\ sasotta.
Girl-nom\ sister-acc\ park-loc\ saw\ friend-acc\ meal-to\ invited.
The girl invited the friend who saw her sister in the park to a party.

b. ZDF N\l & A DINARE TR 7NEZ\RFI\FHF UV E L7,
Onanoko-ga\ onesan-ga\ kouen-de\ mita\ tomodachi-o\ shokuji-ni\ sasotta.
Girl-nom)\ sister-nom\ park-loc\ saw\ friend-acc\ meal-to\ invited.

The girl invited the friend who her sister saw in the park to a party.

Q ZDOXFEIZLD L

According to this sentence...

A, TWDFEE DI B. KiENFH DT
A. The sister was invited B. The friend was invited

5. a. LS AUDVIR S VB \VN R D\FR T\ Z\FRI\E W E LT,
Bengoshisan-ga\ imotosan-o\ basu-ni\ noseta\ josei-o\ totsuzen-ni\ aimashita.
Lawyer-nom\ sister-acc\ bus-on\ put\ woman-acc\ suddenly\ met.

The lawyer saw the woman who put her daughter on the bus from far away.

b. St S AUDNVRE ARV RIT\TRR T\ 2\JRID\E W E LTz,
Bengoshisan-ga\ imotosan-ga\ basu-ni\ noseta\ josei-o\ totsuzen-ni\ aimashita.
Lawyer-nom)\ sister-nom\ bus-on\ put\ woman-acc\ far-from\ saw.

The lawyer saw the woman who her daughter put on the bus from far away.
Q ZOXFEIZLD L
According to this sentence...
A, BRI ZIZNWE LT B. ZeMII N R W E LT
A. The daughter was on the bus B. The woman was on the bus
6. a. RFEDPE#EMS AR LID\ER Z2\ZHET\RE LT,
Daigakusei-ga\ kangofusan-o\ sagashita\ isha-o\ kouban-de\ mimashita.
College student-nom\ nurse-acc\ looked for\ doctor-acc\ police box-at\ saw.
The college student saw the doctor who looked for the nurse at the police station.
b. KFPAEDNE# S VDR LT\EHE Z\RETE L,
Daigakusei-ga\ kangofusan-ga\ sagashita\ isha-o\ kouban-de\ mimashita.
College student-nom\ nurse-nom\ looked for\ doctor-acc\ police box-at\ saw.
The college student saw the doctor who the nurse looked for at the police station.

Q ZDOXFEIZLD L
According to this sentence...

A F#mIAERELE B.EZAZRELE
A. The nurse was seen B. The doctor was seen

7. a WENVE S A\EGFEZ 0T \BHEA\E AN LE LT,

Hisho-ga\ shachosan-ni\ denwa-o kaketa\ dansei-o\ shujin-ni\ shokaishimashita.
Secretary-nom\ company president-to\ called\ man-acc\ husband-to\ introduced.
The secretary introduced the man who called the company president to her husband.
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b. MEDVER & ADNEREZ 2T TR Z\ENSHRIT L E Lz,

Hisho-ga\ shachosan-ga\ denwa-o kaketa\ dansei-o\ shujin-ni\ shokaishimashita.
Secretary-nom\ company president-nom\ called\ man-acc\ husband-to\ introduced.
The secretary introduced the man who the company president called to her husband.

Q ZDOXFEIZLD L

According to this sentence

A BRI SN B. thR D3 A S iz

A. The man was introduced B. The company president was introduced
8. a FPFEL S ADNT O+ Z\XEMH TR\ 2\ BRIC\FHE W E LT,

Bengoshisan-ga\ otokonoko-o\ toshokan-de\ josei-o\ yuuhan-ni\ sasoimashita.

Lawyer-nom\ boy-acc\ library-in\ woman-acc\ dinner-to\ invited.

The lawyer invited the woman who saw the boy in the library to dinner.

b. L S ADNT O DN\KERE TR\ Z2\Y BUS\H W E LT,
Bengoshisan-ga\ otokonoko-ga\ toshokan-de\ josei-o\ yuuhan-ni\ sasoimashita.
Lawyer-nom\ boy-nom\ library-in\ woman-acc\ dinner-to\ invited.

The lawyer invited the woman who the boy saw in the library to dinner.

Q ZDOXFEIZLD L

According to this sentence...

A, BPEDRFH N B. Bk biLz
A. The woman B. The boy

9. a. FAEMNLZDFZ\AE T\ DI\ T2 K-> T\ £ L7,
Sensei-ga\ onnanoko-o\ kouen-de\ ijimeta\ otokonoko-o\ okotte\ shikarimashita.
Teacher-nom\ girl-acc\ park-in\ teased\ boy-acc\ angrily\ scolded.

The teacher angrily scolded the boy who teased the girl in the park.

b. Fe DN DFINVAE TN C O TNB 12\ > T\ £ LT,
Sensei-ga\ onnanoko-ga\ kouen-de\ ijimeta\ otokonoko-o\ okotte\ shikarimashita.
Teacher-nom\ girl-nom\ park-in\ teased\ boy-acc\ angrily\ scolded.

The teacher angrily scolded the boy who the girl teased in the park.

Q ZDOXFEIZLD L
Acording to this sentence...

A BOFRNLOLNATZ B EOFRNLOHLAEL
A. The boy B. The girl

10. a. EFEDN\BhH S A Z T 2T o To\ZHE AR TR E L7,
Isha-ga\ onesan-o\ eki-de\ mukaeni itta\ josei-o\ kouen-de\ mita.
Doctor-nom\ sister-acc\ station-at\ picked up\ woman-acc\ park\ saw.

The doctor saw the woman who picked her sister up at the station in the park.

b. EE D\ S AP T Z AT o 7\ 2 \VARE R F L7,
Isha-ga\ onesan-ga\ eki-de\ mukaeni itta\ josei-o\ kouen-de\ mita.
Doctor-nom\ sister-nom\ station-at\ picked up\ woman-acc\ hall\ saw.

The doctor saw the woman who her sister picked up at the station in the park.

Q ZDOXFEIZLD L
According to this sentence...

A BEEDBRIZHE LT, B. MBSV E LT

A. The doctor was at the station B. The woman was at the station

131



11. a. BIFX S AR SLAE 2 \HEE TR LI2\EA TR\ E LT,
Obasan-ga\ kochosensei-o\ kyoshitsu-de\ sagashita\ sensei-o\ shizuka-ni\ yobimashita.
Obasan-nom)\ principal-acc\ classroom-in\ looked for\ teacher-acc\ quietly\ called.
The woman called softly to the teacher who looked for the principal in the classroom.

b. BIX S AP ER LA DNEE TR L TE\SEAEZ\FRNI\EONE LT,

Obasan-ga\ kochosensei-ga\ kyoshitsu-de\ sagashita\ sensei-o\ shizuka-ni\ yobimashita.
Obasan-nom\ principal-nom\ classroom-in\ looked for\ teacher-acc\ quietly\ called.
The woman called softly to the teacher who the principal looked for in the classroom.

Q ZOXFEIZLD L

According to this sentence...
A, FEERFHINE LK B. RERADINE LT
A. The woman was called B. The principal was called

12. a. BE S ADBNER S AZVER T o 72\GEE 2\ I\ER 2 0T £ LT,
Okyakusan-ga\ teninsan-o\ tennai-de\ kotowatta\ kisha-o\ totsuzen-ni\ denwa-o kaketa.
Customer-nom\ employee-acc\ shop-in\ refused\ journalist-acc\ suddenly\ called.
The customer suddenly called the journalist who refused the employee in the shop.

b. j’o@ é A/ﬁ)\EE é A/75>\}§WT\LEO 71:_ na%%\ 5): \_\Eﬁuﬁ%ﬁ j'i L/7L\_o
Okaykusan-ga\ teninsan-ga\ tennai-de\ kotowatta\ kisha-o\ totsuzen-ni\ denwa-o

kaketa.

Customer-nom\ employee-ga\ shop-in\ refused\ journalist-acc\ suddenly\ called.
The customer suddenly called the journalist who the employee refused in the shop.

Q ZDOXFEIZLD L

According to this sentence..
A BESABEENT DRE B. iLA N NT ST
A. The customer was called B. The journalist was called

13.a. 7 U —< UMb A2\Z 7 O —D\FWT\BHR 2\ D\FH W E LTz,
Sarariman-ga\ ototo-o\ takushii-ni\ noseta\ kyoshi-o\ nomi-ni\ sasoimashita.
Salaryman-nom)\ brother-acc\ taxi-in\ put\ teacher-acc\ drinking)\ invited.
The salary man invited the teacher who put his brother in a taxi out drinking.

b. 7 U —< B\ Y T — D\ T\ 2RI\ E LT,
Sarariman-ga\ ototo-ga\ takushii-ni\ noseta\ kyoshi-o\ nomi-ni\ sasoimashita.
Salaryman-nom\ brother-nom\ taxi-in\ put\ teacher-acc\ drinking\ invited.

The salary man invited the teacher whose brother put her in a taxi out drinking.
Q ZDOXFEIZLD L
According to this sentence...
A, FEIHFE b B. s 3§k odiz
A. The teacher was invited B. The brother was invited
14. 2. KEI AL LS AZ\RTORIMERIHE A2 \H T E L,
Honyasan-ga\ ojisan-o\ eki-de\ mita\ sakusha-ni\ hon-o\ agemashita.
Bookstore owner-nom\ writer-acc\ station-at\ saw\ man-to\ book-acc\ gave.
The bookstore owner gave the writer who saw the man in the station a newspaper.

b. A S A\ U S AR TR ZEMER IV 2\b 1T £ L7z,
Honyasan-ga\ ojisan-ga\ eki-de\ mita\ sakusha-ni\ hon-o\ agemashita.
Bookstore owner-nom\ writer-nom\ station-at\ saw\ man-to\ book-acc\ gave.
The bookstore owner gave the writer who the man saw in the station a book.
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Q ZDOXFEIZLD L
According to this sentence...
A FEDRKZE DT B. ARSI ADBKE HITT-
A. The writer gave a book B. The bookstore owner gave a book

15, a. BEE PR S VAR —R=TELI\EAZ\EATO\F R LT,

Isha-ga\ okusan-o\ suupaa-de\ sagashita\ shyujin-o\ yorokonde-ni\ tetsudaemashita.
Doctor-nom\ wife-acc\ supermarket-at\ looked for\ husband-acc\ gladly\ helped.
The doctor gladly helped the husband who was looking for his wife in the grocery

store.

b. EEPR S ANA—=N—TRLT\EAZ\EAT\FIn £ LT,

Isha-ga\ okusan-ga\ suupaa-de\ sagashita\ shyujin-o\ yorokonde\ tetsudaemashita.

Doctor-nom\ wife-nom\ supermarket-at\ looked for\ husband-acc\ gladly\ helped.

The doctor gladly helped the husband who his wife was looking for in the grocery
store.

Q ZOXFEIZLD L

According to this sentence...
A EEDFIRRI B. B ANFRT
A. The doctor helped B. The wife helped

16. a. J5 B & AD\BHhH S A Z2MEFITEAL TR A\ERE T\ E LT,
Teninsan-ga\ onesan-o\ shigoto-ni\ tsureteita\ dansei-o\ denshya-de\ mimashita.
Employee-nom\ sister-acc\ work-to\ took\ man-acc\ train-in\ saw.
The employee saw the man who took his sister to work in the train.

b. JEB S A\BI S APMEFICEN TWI\A R Z\ER T\ E Lz,
Teninsan-ga\ onesan-ga\ shigoto-ni\ tsureteita\ dansei-o\ denshya-de\ mimashita.
Employee-nom)\ sister-nom\ work-to\ took\ man-acc\ train-in\ saw.

The employee saw the man who his sister took to work in the train.

Q ZDOXFEIZLD L
According to this sentence...

A, B SANEHEIZWZ B BENEHEICWE
A. The employee B. The sister

Accusative case marking sentences
The first version of the sentence is an ambiguous relative clause, and the second version is a
double accusative sentence. Adapted from Miyamoto (2002), Experiment 1.

. a. A7 4 AT\VIEEDS \RRIC\BAZ \H Lo\ &4\ TEIC\ /I LTz,
Ofisu-de\ shokuin-ga\ kakaricho-ni\ ochya-o\ dashita\ jyosei-o\ teinei-ni\ shokaishita.
OfficeLoc\ employeenom\ managerpat) teaacc\  served\ womanacc\ politely\ introduced.
“In the office, the employee introduced the woman who served tea to the manager.”

b. A7 4 AT\RRED \FREZ VB2 \H L7\ &M\ TEIC\ R L7z,
Ofisu-de\ shokuin-ga\  kakaricho-o\ ochya-o\ dashita\ jyosei-ni\ teinei-ni\ shokaishita.
OfficeLoc\ employeenom\ manageracc) teaacc\ served\ womanpar\ politely\ introduced.
“In the office, the employee introduced the manager to the woman who served tea.”

Q ZDOXFEIZLD L

According to this sentence...
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A EHEPRBREZMH LT B. BN BELH L
A. The woman served tea B. The employee served tea
a. BEET\MIFEE 3\ RFPAIC\ BB Z \ S L2\ e B2\ fli B\
Kyoshitsu-de\ kenkyusha-ga\ daigakusei-ni\ mondai-o\ setsumeishita\ sensei-o\ kantan-ni
ClassroomLOC\ researcheryom\ college studentpat\ officalacc\ explained\ teacheracc\ simply\
I Lz,
shokaishita.

introduced.
“In the classroom, the researcher introduced the teacher who explained the problem to the

student.”

b. 3 T \MFEE D\ KP4 4 \ [ A \ G L7 \ AR\ fl B
Kyoshitsu-de\ kenkyusha-ga\ daigakusei-o\ koushiki-o\ setsumeishita\ sensei-ni\ kantan-ni
ClassroomLOC\ researcheryom\ college studentacc\ officalacc\ explained\ teacherpar\ simply\

LT,
shokaishita.

introduced.
“In the classroom, the researcher introduced the student to the teacher who explained the

problem.”
Q ZOXEIZLD &

According to this sentence...

JEE DAL L7z B. SeAENEHH L7
A. The researcher explained B. The teacher explained
a. BAJE C\DMEN\ KGEIC\ a— b —Z \E oo \ B#EZ\ BRI \E o T2,

Kissaten-de\ shonen-ga\ tomodachi-ni\ koohii-o\ katta\ senpai-o\ guuzen-nl\ atta.
Coffee shoproc\ youthyom\ friendpar\ coffeeacc\ bought\ senioracc) suddenly\ met.
“In the coffee shop, the youth suddenly met the senior who bought coffee for a friend.”
b BZEJE T\ DMED\ AGEZ \ a— b —Z \ EH o T2\ SEEID\BRIT\E o7z,
Kissaten-de\ shonen-ga\ tomodachi-o\ koohii-o\ katta\ senpai-ni\ guuzen-m\ atta.
Coffee shoproc\ youthyom\ friendacc) coffeeacc\ bought\ seniorpar\ suddenly\ met.
In the coffee shop, the youth suddenly met the friend who the senior bought coffee for.
Q ZDOXFEIZLD L
According to this sentence..
A HFERa—E — 75_»,5071 B.VENRa—b—ZEH -7
A. The employee B. The sister
a. BT\ BEHN AR\ ERE\EL L2\ FEEL BEAT\FRoT,
Shokudo-de\ kyoshi-ga\ doukyusei-ni\ teishoku-o\ chumonshita\ gakusei-o\ yorokonde\
Cafeteria; oc\ teachernom\ classmatepar\ mealacc\ ordered\ studentacc\ gladly
tetsudatta.
helped.
“In the cafeteria, the teacher gladly helped the student who ordered a meal for her classmate.”
b. BE T\ HIN FREZ\ERZ\EXL LI\ FEIC\EA T\ o7,
Shokudo-de\ kyoshi-ga\ doukyusei-o\ teishoku-o\ chumonshita\ gakusei-ni\ yorokonde\
Cafeteriaoc\ teachernom\ classmateacc\ mealycc\  ordered\ studentpar\ gladly
tetsudatta.

helped.
“In the cafeteria, the teacher gladly helped the classmate who the student ordered a meal for.”
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Q ZDOXFEIZLD L
According to this sentence...
A AEPBELEXLT B FAENEFEZELLEL
A. The teacher ordered B. The student ordered

a. HET\BEEZRM BOFIT\ I AT 2\ HIF T \EZ 2\ KET\GE LT T,
Inaka-de\ shashinka-ga\ otokonoko-ni\ kamera-o\ ageta\ sakka-o\ ogoe-de\ hanashikaketa.
CountryLoc\ photographeryom\ boypar\ camerascc\ gave\ writeracc\ loudly\ spoke to.

“In the country, the photographer loudly spoke to the writer who gave the boy a camera.”

b. HE&ET\BEEZM\ BOFE2\ T AT %\ &IF T2 \NEFRIT\ KFET\EE LT,
Inaka-de\ shashinka-ga\ otokonoko-o\ kamera-o\ ageta\ sakka-ni\ ogoe-de\ hanashikaketa.
CountryLoc\ photographeryom\ boyacc\ camerascc\ gave\ writerpar\ loudly\ spoke to.

“In the country, the photographer loudly spoke to the boy who the writer gave a camera to.”

Q: ZOXEIZED L

According to this sentence...
A, BEFEITFELNT B. BOFHFE LT 7z
The photographer spoke The boy spoke

a HETCT\BRLIAMKHIZ\ETAEZ\E LI\ KEZ\ LT\
Jitaku-de\ oniisan-ga\ chichioya-ni\ bideo-o\ kashita\ nakama-o\ shibushibu-ni\

At the house\ older brotheryom\ fatherpar\ videoacc\ borrowed\ friendacc\ reluctantly\
B,
shokaishita.

introduced.
“At the house, the older brother reluctantly introduced the friend who borrowed a video to the

father.”

b HEC\BRIANMRBEZ\ET A2 \E LT\ AL\ #E L I12)\
Jitaku-de\ oniisan-ga\ chichioya-o\ bideo-o\ kashita\ nakama-ni\ shibushibu-ni\
At the house\ older brotheryom\ fatherscc\ videoacc\ borrowed\ friendpar\ reluctantly\
A
'I‘I/“Fl 7l L/ 7:—0
shokaishita.

introduced.
“At the house, the older brother reluctantly introduced his father to the friend who borrowed a

video.”
Q ZDOXFEIZLD L
According to this sentence...
A, RBMETEFIN LI B.BALISADKEER L2
A. The father introduced the son B. The brother introduced the friend
a. FTHI T\ BIXH S AP\ KEBIZ\fEez \ o7 \TEEZ\ I BV ST,
Shitamachi-de\ obaasan-ga\ komeya-ni\ shakkin-o\ haratta\ sakeya-o\ kantan-ni\ oidasaseta.

Shitamachiioc\ the old womanyowm\ rice sellerpat\ debtacc\ paid\ breweracc) easily\ kicked out.
“In Shitamachi, the old woman kicked the brewer who paid his debt to the rice seller out.”

b. FHT T\ BIXH S AN KEZ \EE&Z \ o7 \ BRI\ HERIZ VBV H S E T,
Shitamachi-de\ obaasan-ga\ komeya-o\ shakkin-o\ haratta\ sakeya-ni\ kantan-ni\ oidasaseta.

Shitamachiioc\ the old womanyowm\ rice selleracc\ debtacc\ paid\ brewerpat\ easily\ kicked out.
“In Shitamachi, the old woman kicked the rice seller who paid his debt to the brewer out.”

Q ZOXEIZLD L

According to this sentence...

135



A PERBEEZA-TZ B. KEMME&Z AT
A. The brewer paid the debt B. The rice seller paid the debt
8. a. BT\ AN BB\ DA 2\ ST 72\ KL\ F0NT BT LTz,
Eki-de\ shujin-ga\ chonan-ni\ kaban-o\ azuketa\ tomodachi-o\ shizuka-ni\ shokaishita.
Station; oc\ housewifenom\ oldest sonpat\ collected\ friendacc\ quietly\ introduced.
“At the station, the housewife introduced the friend who kept the bag for her son.”

b BT\ EImAN R &\ W0 &\ HFUF 72\ BRI\ §2N R LT,
Eki-de\ shufu-ga\ chonan-o\ kaban-o\ azuketa\ tomodachi-ni\ shizuka-ni\ shokaishita.
Station; oc\ housewifenom\ oldest sonacc\ collected\ friendpat\ quietly\ introduced.

“At the station, the housewife introduced her older son who kept the bag for her friend.”

Q ZDOXFEIZLD L

According to this sentence...

A BRIEDANCZHTTT. B KGER I AN DT T

A. The son kept the bag B. The friend kept the bag

9. a. 7 —/NFTVEEN ZDOFIT\FIRE \ LA TV o\ AEZ\ KON

Depato-de\ tenin-ga\ onnanoko-ni\ youfuku-o\ miseteita\ tomodachi-o\ nagai aida\
Department store_oc\ employeexom\ clothingacc\ showed\ friendacc\ long time\
AIT6ET,

miharaseta.

spied on.

“At the department store, the employee spied on the friend who was showing clothes to
the girl.”

b. 7—/NETV\IEEMN\ ZOFZ2 \FERZ \ ATV \ AGEIZ BV
Depato-de\ tenin-ga\ onnanoko-ni\ youfuku-o\ miseteita\ tomodachi-o\ nagai aida\
Department store_oc\ employeexom\ clothingacc\ showed\ friendacc\ long time\

HITsET,

miharaseta.

spied on.

“At the department store, the employee spied on the girl who was showing clothes to her friend.

Q ZOXFEIZLD L
According to this sentence...

A JEBD R LT B. JENRE SR
A. The employee was spying B. The friend was spying
10. a. JEHEIE T\REN BRES AEIZ\ BEF 2 \ BEW 72\ Je bl 2\ KA TWHIE T,
Undokai-de\ yakuin-ga\ okaasantachi-ni\ okashi-o\ yaita\ sensei-o\ ogoe-de\ yobaseta.
Athletic meet;oc\ staffyom\ motherspar\ snacksacc\ grilled\ teacheracc\ loudly\ called.
“At the athletic meet, the official called loudly to the teacher who was grilling snacks for the
mothers”.

b EBR T\REN BRSAZEE \ BEA1Z \ B2\ JBAID K55 TR 7,
Undokai-de\ yakuin-ga\ okaasantachi-o\ okashi-o\ yaita\ sensei-ni\ ogoe-de\ yobaseta.
Athletic meet;oc\ staffyom\ mothersacc\ snacksacc\ grilled\ teacherpar\ loudly\ called.

“At the athletic meet, the official was loudly called to by the teacher who the mothers were
grilling snacks for”.

Q ZOXEIZLD L
According to this sentence...
A BENBREFZHEW T B. B S VENR B &RV

A. The staff were grilling snacks B. The mothers were grilling snacks
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1l a JKET\BIAE P\ RIS\ 7/ 2\ @i 72\ iRk 2\ #nic \ik o7,
Hiroshima-de\ seijika-ga\ kochou-ni\ piano-o\ todoketa\ shicho-o\ shizukani\ shikatta.
Hiroshimay oc\ politicianyom principalpar\ pianoacc\ brought\ mayoracc\ quietly\ scolded.

“In Hiroshima, the politician quietly scolded the mayor who brought a piano to the principal.”
b KB T\BURE M\ KR Z\ VT / 2\ @i 2\ RIS\ #Z o7,

Hiroshima-de\ seijika-ga\ kochou-o\ piano-o\ todoketa\ shicho-ni\ shizukani\ shikatta.

Hiroshimay oc\ politicianyom\ principalacc\ pianoacc\ brought\ mayorpar\ quietly\ scolded.

“In Hiroshima, the politician quietly scolded the principal who brought a piano to the mayor.
Q ZDOXFEIZLD L

According to this sentence...

2

A TTRPR G B. REMN LT
A. The mayor was scolded B. The principal was scolded

12, a. T\ REEP\FRIC\BARZ\ITT\ KA Z\ L < VBWH S E T2,
Shiro-de\ Tennosama-ga\ samurai-ni\ okome-o\ todoketa\ daimyo-o\ kibishiku\ oidasaseta.
CastleLoc\ emperoryom\ samuraipar\ riceacc\ brought\ daimyoacc\ strictly\ threw out.

“At the castle, the emperor strictly threw the daimyo who brought rice to the samurai out.
b IR T\ REMEMN FFE2\BKEZ BT\ KA\ E L < VBV EE T,

Shiro-de\ Tennosama-ga\ samurai-o\ okome-o\ todoketa\ daimyo-ni\ kibishiku\ oidasaseta.

CastleLoc\ emperoryom\ samuraiacc\ riceacc\ brought\ daimyopat\ strictly\ threw out.

“At the castle, the emperor strictly threw the samurai who brought rice to the daimyo out.
Q ZDOXFEIZLD L

According to this sentence...

A REDBKE 8T T B. i kK& | i iz
A. The daimyo brought rice B. The samurai brought rice
13.a. N—=T\ EEENBUAFIZ\ E— L&\ Ho o \ TR A\ #2412 W LT,

Baa-de\ ongakka-ga\ seijika-ni\ biiru-o\ katta\ shicho-o\ shibushibu-ni\ shokalshlta.
Bar oc\ musicianyom\ politicianpar\ beeracc\ bought\ mayoracc\ reluctantly\ introduced.
“At the bar, the musician reluctantly introduced the mayor who bought a beer to the politician.”
b. N—T\ FEEZNMBIEFE \ E— L&\ B o7 \HEIC\ 2 12 WA L=,
Baa-de\ ongakka-ga\ seijika-o\ biiru-o\ katta\ shicho-ni\ shibushibu-ni\ shokaishita.
Bar oc\ musicianyom\ politicianacc\ beeracc\ bought\ mayorpar\ reluctantly\ introduced.
“At the bar, the musician reluctantly introduced the politician to the mayor who bought a beer.”
Q ZDOXFEIZLD L
According to this sentence...
A TRERE—LVEE ST B. TRENE—ILEE ST
A. The mayor bought beer B. The musician bought beer
14. a. 5T\ DA 3\ B8l S A\ FoFRER \ B AT \ A [BARIC \E 5 7=,
Nagasaki-de\ shojo-ga\ onesan-ni\ omiyage-o\ tanonda\ tomodachi-o\ guuzen-ni\ deatta.
Nagasakiroc\ girlyom\ older sisterpar\ souveniracc\ asked\ friendacc\ suddenly\ met.
“In Nagasaki, the girl suddenly met the friend who had asked her older sister for a souvenir.’
b. Rl T\ DN Bl S Az \ BHEZ \ AT\ ZEID\ BRI \HE o7,
Nagasaki-de\ shojo-ga\ onesan-o\ omiyage-o\ tanonda\ tomodachi-ni\ guuzen-ni\ deatta.
Nagasakiroc\ girlnom\ older sisteracc\ souveniracc\ asked\ friendpar\ suddenly\ met.
“In Nagasaki, the girl suddenly met the older sister who had asked her friend for a souvenir.”
Q ZDOXFEIZLD L

According to this sentence...

b
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II.

A DBENBLEEZEAT B. KiENB LEZHAT

A. The girl asked for a souvenir B. The friend asked for a souvenir

15. a. BT\ 20BN\ REBUC \ HL2 \ H o 72\ B2\ BLONC & S8/,
Yokohama-de\ jyoyu-ga\ hahaoya-ni\ kuruma-o\ katta\ dansei-o\ shinsetsu-ni\ seiwasaseta.
Yokohamay oc\ actressnom\ motherpat\ caracc\ bought\ manacc\ nicely\ helped.

In Yokohama, the actress nicely helped the man who bought a car for his mother.

b. B T\ DN R 2\ BLA \ B o 7o\ BRI\ BN WA S E e,
Yokohama-de\ jyoyu-ga\ hahaoya-o\ kuruma-o\ katta\ dansei-ni\ shinsetsu-ni\ seiwasaseta.
Yokohamay oc\ actressnom\ motheracc\ caracc\ bought\ manpar\ nicely\ helped.

“In Yokohama, the actress nicely helped the mother who the man bought a car for.”

Q ZDOXFEIZLD L

According to this sentence...

A BHENEZH Tz B. LN HEAH T
A. The man bought a car B. The actress bought a car

16. a. AR T\ AN FRIZ\ X S 2\ HIF T\ D2\ RV N\LIEL T,
Kouen-de\ sensei-ga\ koinu-ni\ esa-o\ ageta\ shojo-o\ nagai aida\ miharaseta.
Park; oc\ teachernom\ puppypar foodacc\ gave\ girlacc\ long time\ watched.
“At the park, the teacher watched the girl who gave food to the puppy for a long time.”

b. AR T\EAEMN FRE\ 2 S 2\ HIF T\ DRI\ EWHNLERES T,
Kouen-de\ sensei-ga\ koinu-o\ esa-o\ ageta\ shojo-ni\ nagai aida\ miharaseta.

Park; oc\ teachernom\ puppyacc\ foodacc\ gave\ girlpat\ long time\ watched.
“At the park, the teacher watched the puppy who the girl who gave food to for a long time.”

Q ZOXEIZLD &

According to this sentence...

A DI R R B. SeAEN D a2 R
A. The girl saw the teacher B. The teacher saw the girl

Indirect Questions, Scope, and Wh- Dependencies

Sentences are adapted from Aoshima et al. (2004). The first version is canonical, question
particle, the second version is scrambled, embedded question particle, the third version is
canonical, declarative complementizer, and the fourth version is scrambled, declarative

complementizer.

L a SEAEISYVECR Y E D AR ICYIFED AR YA IZHY
Sensei-wa\ koucho-ga\ dono seito-ni\ eigo-no hon-o\ yondaka\
Teacherrop\ principalyom\ which studentpat\ Englishgen bookacc\ read o\
BETYREBIZYSEWE LT,
kyoushitsu-de\ hahaoya-ni\ iimashita.
classroom; oc\ motherpar) said.
b. EDAEFEITYIREITR DAY IERE O AR Z YR AT
Dono seito-ni\ Sensei-wa\ koucho-ga\ eigo-no hon-o\ yondaka\
Which studentpar\ teacherrop\ principalyom\ Englishgen bookacc\ read o\
BETYREBIZYSEWE LT,
kyoushitsu-de\ hahaoya-ni\ iimashita.
classroom; oc\ motherpar) said.
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“The teacher told the mother which student the principal read the English book to in
the classroom”

c. SAEIFVER Y E DALY RFEDO R ZYGEATZ LY
Sensei-wa\ koucho-ga\ dono seito-ni\ eigo-no hon-o\ yonda-to\
Teacherrop\ principalyom\ which studentpat\ Englishgen bookacc\ read comp\
HEE TYREBUZYS W E L72d,
kyoushitsu-de\ hahaoya-ni\ iimashita-ka.
classroom; oc\ motherpat\ said-o.

d. EOAEFEIYIREITY BRMYEFEOAREYHATZ LY
Dono seito-ni\ Sensei-wa\ koucho-ga\  eigo-no hon-o\ yonda-to\
Which studentpar\ teacherrop\ principalyom\ Englishgen bookacc\ read comp\
FEE TYREBUCYS W E L7z,
kyoushitsu-de\ hahaoya-ni\ iimashita-ka.
classroom; oc\ motherpar\ said-o.

“Did the teacher tell the mother which student the principal read the English book to in

the classroom?”

Q: ZDOXFEIZLD &

According to this sentence...
A BRPARZ BT B. BN AR E T T
A. The principal read the book B. The student read the book

ca BIXERYREENY  EOFHHIY S —F 2YBEWTZ Y ERETTY
Oba-wa\ hahaoya-ga\ dono kodomo-ni\ keiki-o\ yaita-ka\ daidokoro-de
Auntrop\ mothernyom\ which childpat\ cakeacc\ baked-o\ kitchen; oc
BREWEAIYH L E LT,

otetsudaisan-ni\ shirasemashita.
helperpar) told.

b. &DFHITYIITITFREBLAY 7 — F 2 YBEV T2 YR AT CY
Dono-kodomo-ni\ oba-wa\ hahaoya-ga\ keiki-o\ yaita-ka\ daidokoro-de
Which childpat\ auntrop\ mothernom\ cakeacc\ baked-o\ kitcheny oc
BREWEAIYH L E LT,
otetsudaisan-ni\ shirasemashita.
helperpar\ told.

“The aunt told the helper which child the mother baked a cake for.”

c. BITIT¥REEAY EDOFITYr —F 2 ¥BEV Vo LY BT TY
Oba-wa\ hahaoya-ga\ dono kodomo-ni\ keiki-o\ yaita-to\ daidokoro-de
Aul’ltTop\ motherNOM\ which ChlldD AT\ cake ACC\ baked-comp\ kitchenLoc
BFEWIAUIYALEE LD,
otetsudaisan-ni\ shirasemashita-ka.
helperDAT\ told-o.

d. EDOFHIYBITITYREBY 7 — F 2 ¥RV /2 LY BT TY
Dono-kodomo-ni\ oba-wa\ hahaoya-ga\ keiki-o\ yaita-to\ daidokoro-de
Which childpat\ auntrop\ mothernom\ cakeacc\ baked-comp\ kitcheny oc
BFEWIAIYALEE LD,

otetsudaisan-ni\ shirasemashita-ka.
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helperpat\ told-q.
“Did the aunt tell the helper which child the mother baked a cake for?”
Q: ZDOXFEITLD &
According to this sentence...
A FEBUC 7 —F BEN T2 B. FHIC 7 —F 3 PEN T
A. The cake was baked for the mother B. The cake was baked for the child
o a BENIYAR T T 4 T Y EDEHITY TR YR T2 ¥R TY
Bokushi-wa\ borantia-ga\ dono jyosei-ni\ gohan-o\ taita-ka\ kyoukai-de\
Pastorrop\ volunteernom\ which womanpat\ riceacc\ made-o\ churchy oc
PRIV In 2 £ LTz,
jyosei-ni\ tsutaemashita.
womanpat\ told.
b. EDEHITYEANIY AR T T 4 T3 TERZ YR T2 Y TY
Dono jyosei-ni\ Bokushi-wa\ borantia-ga\ gohan-o\ taita-ka\ kyoukai-de\
Which womanpart\Pastorrop\ volunteernom\ riceacc\ made-q\ churchy oc
PRI in 2 F LTz,
jyosei-ni\ tsutaemashita.
womanpat\ told.
“The pastor told the woman which congregants the volunteer made the rice for.”
c. WENIYR T 7 4 7Y EDRFITY TRAYIR 2 LYHR TY
Bokushi-wa\ borantia-ga\ dono jyosei-ni\ gohan-o\ taita-to\ kyoukai-de\
Pastorrop\ volunteernom\ which womanpat\ riceacc\ made-comp\ churchy oc
LPEIZHR 2 LTady,
jyosei-ni\ tsutaemashita-ka.
womanpar\ told-q.
d. EOEHIYHENIY AR 7 7 ¢ 7 Y TERA YR T2 & YE TY
Dono jyosei-ni\ Bokushi-wa\ borantia-ga\ gohan-o\ taita-to\ kyoukai-de\
Which womanpar\Pastorrop\ volunteernom\ riceacc\ made-comp\ churchy oc
LMEICHR 2 LTady,
jyosei-ni\ tsutaemashita-ka.
womanpar\ told-q.
“Did the pastor tell the woman which congregants the pastor made the rice for?”
Q: ZDOXFEITLD &
According to this sentence...
A RT T4 TNITHRAER N BRI TR A SR
A. The volunteer made rice B. The pastor made rice
Ca WRITYEERENY  EOMEICY BEZY  EolhYRETY
Bucho-wa\ isha-ga\  donojyosei-ni\ shinsha-o\ katta-ka\ shokudou-de\
Managerrop\ doctornom\ Which womanpar\ new caracc\ bought-Q\ cafeteria-de
FRICYH A F LT,
shacho-ni\ oshiemashita.
bosspat\ informed.
b. LOLMEICHBRITY  EENY  FEEZYH S YRR TY
Donojyosei-ni\ bucho-wa\ isha-ga\  shinsha-o\ katta-ka\ shokudou-de\
Which womanpat\ managerrop\ doctoryom\ new caracc\ bought-o\ cafeteria-de
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FRIZYH A F LT,
shacho-ni\ oshiemashita.
bosspat\ informed.
“The manager told the boss in the cafeteria which woman the doctor bought a new car
for.”

c. iRIFY [EEDY COKMEICY HEZY  Hol LYRETY
Bucho-wa\ isha-ga\  donojyosei-ni\ shinsha-o\ katta-to\  shokudou-de\
Managerrop\ doctoryom\ Which womanpar\ new caracc\ bought-comp\ cafeteria-de

FERIZYHZ F LT2D
shacho-ni\ oshiemashita-ka.
bosspart\ informed-q.

d. EOLPEICYERILY REDY HEEY Hololy RETY
Donojyosei-ni\ bucho-wa\ isha-ga\  shinsha-o\ katta-to\  shokudou-de\
Which womanpat\ managerrop\ doctoryom\ new caracc\ bought-comp\ cafeteria-de
FERIZYHZ F LT2D
shacho-ni\ oshiemashita-ka.
bosspar\ informed-q.

“Did the manager tell the boss which woman the doctor bought a car for in the
cafeteria”?

Q: ZDOXFEITLD &

According to this sentence...

A TVENHEZH > 72 B.EENHEAHTZ
A. The woman bought a car B. The doctor bought a car

A RIFY ERY  COFRIYFRYEZHESTZNYARTY AAITY
Otto-wa\ tsuma-ga\ dono kazoku-ni\ bento-o\ tsukatta-ka\ kouen-de\ yuujin-ni\
Husbandrop\ wifenom\ which familypat\ bentoacc\ made-oQ\ parkyoc\ friendpat\
Itz ¥ L7,

tsutaemashita.
told.

b. EOFRIZY KIF¥Y  FEPY FUEY Eo ¥R TYAANCY
Dono kazoku-ni\ otto-wa\  tsuma-ga\ bento-o\ tsukatta-ka\ kouen-de\ yuujin-ni\
Which familyD AT\ husbandTop\ wifeNOM\ bento ACC\ made-Q\ parkLoc\ friendD AT\

Itz ¥ L7,
tsutaemashita.
told.
“The husband told a friend in the park which family his wife made a lunch for.”
c. RIF¥ EQRY LCOFHEY FYUE¥HME-T-LY ARETY AAIZY
Otto-wa\ tsuma-ga\ dono kazoku-ni\ bento-o\ tsukatta-to\ kouen-de\ yuujin-ni\
Husbandrop\ wifexom\ which familypar\ bentoacc\ made-comp\ parky oc\ friendpar)
RxE LT,
tsutaemashita-ka.
told-o.

d. EOFRIZY KIF¥ TENRY  FUEY (ol L¥YARTYAANICY
Dono kazoku-ni\ otto-wa\  tsuma-ga\ bento-o\ tsukatta-to\ kouen-de\ yuujin-ni\
Which familypar\ husbandrop\ wifexom\ bentoacc\ made-comp\ parky oc\ friendpar)
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B2 E LT
tsutaemashita-ka.
told-q.
“Did the husband tell a friend which family the wife made a lunch for in the park?”
Q ZOXFILLD L

According to this sentence...

A RBIAREBRYEEST B. KEN B Y EFEo T
A. The wife made a bento B. The friend made a bento
A BARITY LB EDOFAICY kA Y LU0y AETY
Kyoju-wa\ chichioya-ga\ dono gakusei-ni\ shushoku-o\ sagashita-ka\ shokudou-de
Professorrop\ fathernom\ which studentpar\ jobacc\ looked for-q\ cafeteria; oc

I RACYRA LT,
gakubucho-ni\ setsumeishita.
administratorpat\ explained.
b. EOFAICY BURIFY Y Ay BRL7ZYRRETY
Dono gakusei-ni\ kyoju-wa\ chichioya-ga\ shushoku-o\ sagashita-ka\ shokudou-de
Which studentpar\ professorrop\ fathernyom\ jobacc\ looked for-q\ cafeteriar oc
FERICYH LT,
gakubucho-ni\ setsumeishita.
administratorpat\ explained.
“The professor explained to the administrator in the cafeteria which student the father
found a job for.”
c. BURIXY RBNY COFAEICY  BEAEY  BRLILYRMTY
Kyoju-wa\ chichioya-ga\ dono gakusei-ni\ shushoku-o\ sagashita-to\ shokudou-de
Professorrop\ fathernom\ which studentpar\ jobacc\ looked for-comp\ cafeteria; oc
FEBRAZYHL LT 2,
gakubucho-ni\ setsumeishita-ka.
administratorpat\ explained-q.
d. &EDFEITYHFRITR D A YR L2 LYR A TY
Dono gakusei-ni\ kyoju-wa\ chichioya-ga\ shushoku-o\ sagashita-to\ shokudou-de
Which studentpar\ professorrop\ fathernom\ jobacc\  looked for-comp\ cafeteriar oc
FEBRAZYH L7 2,
gakubucho-ni\ setsumeishita-ka.
administratorpat\ explained-q.
“Did the professor explain to the administrator in the cafeteria which student the father
found a job for?”
Q: ZDOXFEITLD &

According to this sentence...

A AP AR LT B. SCHL A3 bl 2 PR L 72
A. The student looked for a job B. The father looked for a job

A fARIT¥B U SANYEDDRIYRE o nY  $)o 0¥ TY
Sofu-wa\  ojisan-ga\ dono shonen-ni\ ookina sakana-o\ tsutta-ka\ kouen-de\
Grandfatherrop\ unclexom\ which boypat\ big fishacc\ caught-Q\ parkyoc\
HEHZY I b E LT,

sobo-ni\ shrasemashita.
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grandmotherpar)\ told.

b. EDDEITHIAUITYS U S ANYRE I A Y8 - T2 YA TY
Dono shonen-ni\ sofu-wa\  ojisan-ga\ ookina sakana-o\ tsutta-ka\ kouen-de\
Which boypat\ grandfatherrop\ unclenom\ big fishacc) caught-Q\ parkyoc\

fHEHZY I BEE L,
sobo-ni\ shrasemashita.
grandmotherpar)\ told.

“The grandfather told the grandmother which boy the uncle caught a big fish in the park

for.”

c. fHRITYEB U S MY EDDIRICYR & e Y8 - 72 L YRR TY
Sofu-wa\  ojisan-ga\ dono shonen-ni\ ookina sakana-o\ tsutta-to\ kouen-de\
Grandfatherrop\ unclexom\ which boypat\ big fishacc\ caught-comp\ parky oc\

fHEHZY I B F L2y,
sobo-ni\ shrasemashita-ka.
grandmotherpar\ told-q
d. EDODFEITHIRITYR U EANRYRE ALY - 7o L YRR TY
Dono shonen-ni\ sofu-wa\  ojisan-ga\ ookina sakana-o\ tsutta-to\ kouen-de\
Which boypat\ grandfatherrop\ unclenom\ big fishacc) caught-comp\ parky oc\
fHEHZY I B F L2y,
sobo-ni\ shrasemashita-ka.
grandmotherpar\ told-q

“Did the grandfather tell the grandmother which boy the uncle caught a big fish for in

the park?”

Q ZOXFEIZLD L

According to this sentence...
A BLESABRES T B. iR ITfAax -7
A. The uncle caught a fish B. The grandfather caught a fish

o a FERIYBUAR WY E O RV S 7 = ZYFF AT YER TY HRIZY
Shacho-wa\ seijika-ga\ dono jyosei-ni\ takushii-o\ yonda-ka\ denwa-de\ shicho-ni
Bosstop\ politiciannom\ which womanpar\ taxiacc\ called-Q\ phone-by\ mayorpar
WELELL,
hokokushimashita.
alerted.

b. EDOLMETHER ITYBORR 1YY 7 & — & YREA T2 Y S CTY TR ICY
Dono jyosei-ni\ shacho-wa\ seijika-ga\ takushii-o\ yonda-ka\ denwa-de\ shicho-ni
Which womanpat\ bosstop\ politicianyom\ taxiacc\ called-Q\ phone-by\ mayorpar
WELELL,
hokokushimashita.
alerted.

“The boss alerted the mayor by phone which woman the politician called a taxi for.”

. R ITYBUARNY E O LAMEITYF 7 v — % YREATE L YERE CYITRICY
Shacho-wa\ seijika-ga\ dono jyosei-ni\ takushii-o\ yonda-to\ denwa-de\ shicho-ni
Bosstop\ politicianyom\ which womanpar\ taxiacc\ called-comp\ phone-by\ mayorpar
HWELE LD,
hokokushimashita-ka.
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alerted-q.
d. EOLVECHERIZYBURZE Y X 7 o — R YA TS LYEGE CYTRIZY
Dono jyosei-ni\ shacho-wa\ seijika-ga\ takushii-o\ yonda-to\ denwa-de\ shicho-ni
Which womanpat\ bosstop\ politiciannom\ taxiacc\ called-comp\ phone-by\ mayorpar
HWELE LD,
hokokushimashita-ka.
alerted-q.
“Did the boss alert the mayor by phone which woman the politician called a taxi for?”
Q ZOXFEIZLD L

According to this sentence...

A THENZ 7 o —%WMEATE B. BURE N Z 7 ¥ —ZMEATE
A. The mayor called a taxi B. The politician called a taxi
9. a JEEITY BEHANY EORIZY PR EY - oy
Sensei-wa\ ryugakusei-ga\ dono enji-ni\ origami-o\ otta-ka\

Teacherrop\ exchange studentyom\ which childpar\ origamiacc\ folded-o\
HE CYREBUSYE 2 F LTz,

kyoushitsu-de\ hahaoya-ni\ oshiemashita.

classroom; oc\ motherpar\ told.

b. EOREEICYRAEITY  HPAENY Pr 0 A YT 720y
Dono enji-ni\  sensei-wa\ ryugakusei-ga\ origami-o\ otta-ka\
Which childpar\ teacherrop\ exchange studentxom\ origamiacc\ folded-o\
HE CYREBUSYE 2 F LTz,
kyoushitsu-de\ hahaoya-ni\ oshiemashita.
classroom; oc\ motherpar\ told.

“The teacher told the mother which child the exchange student folded origami for in the

classroom.”

c. JAEIXYA A DY EOREVIZY o ikay¥ifrolo by
Sensei-wa\ ryugakusei-ga\ dono enji-ni\ origami-o\ otta-to\
Teacherrop\ exchange studentyom\ which childpar\ origamiacc\ folded-comp\
HECTYREBUCY A F LTz,
kyoushitsu-de\ hahaoya-ni\ oshiemashita-ka.
classroom; oc\ motherpat\ told-o.

d. EORBICHEAITY BFAENY Fromaeffrolz by
Dono enji-ni\  sensei-wa\ ryugakusei-ga\ origami-o\ otta-to\
Which childpar\ teacherrop\ exchange studentxom\ origamiacc\ folded-comp\
R CYREBLCYZ X £ LT,
kyoushitsu-de\ hahaoya-ni\ oshiemashita-ka.
classroom; oc\ motherpat\ told-o.

“Did the teacher tell the mother which child the exchange student folded origami for in

the classroom?”

Q ZOXFEIZLD L

According to this sentence...

A RFEAENTT Y AT o 70 B. JeE3r v iz ffro 7z
A. The exchange student folded origami B. The teacher folded origami
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10. a. ¥ 3 — VX — XY FERYE DO LABICY  EAEYD T 722 ¥EEE CY
Maneijaa-wa\ kashu-ga\ dono jyoyu-ni\ hana-o\ ageta-ka\ denwa-de\
Managerrop\ singernyom\ Which actresspat\ floweracc\ gave-Q\ phone-by
REICHR A FE LT,
kisha-ni\ tsutaemashita.
journalistpat\ told

b. EOLMEIY~ F— T v — XY T RYIEZ Y S S 72 DY ERE TY
Dono jyoyu-ni\ maneijaa-wa\ kashu-ga\ hana-o\ ageta-ka\ denwa-de\
Which actresspar\ managerrop\  singernom\ floweracc\ gave-Q\ phone-by
RAEICHR A FE LT,
kisha-ni\ tsutaemashita.

journalistpaT\ told
“The manager told the journalist by phone which actress the singer gave flowers to.”

. vA—T ¥ —ITYRKFENYEDLEBITHEL YD T T & Y& TY
Maneijaa-wa\ kashu-ga\ dono jyoyu-ni\ hana-o\  ageta-to\ denwa-de\
Managerrop\ singeryom\ Which actresspat\ floweracc\ gave-comp\ phone-by
LA VB 2 F L7,
kisha-ni\ tsutaemashita-ka.
journalistpaT\ told-Q

d. EOLBICY~ 32—V v —IZYRTRYIEZYH S 7= L YERE TY

Dono jyoyu-ni\ maneijaa-wa\ kashu-ga\ hana-o\ ageta-to\ denwa-de\
Which actresspar\ managerrop\  singernom\ floweracc\ gave-comp\ phone-by
LA IR A F LT,
kisha-ni\ tsutaemashita-ka.

journalistpat\ told-q.
“Did the manager tell the journalist by phone which actress the singer gave flowers to?”

Q ZOXEICLD L

According to this sentence...

A RREFIEE H T T2 B. KFRHa biT 7
A. The journalist gave flowers B. The singer gave flowers

Ila fE&I3Y  FEPYEOBIRFIZY  FEYEWVIZOYHE=ETY
Kisha-wa\ gakusei-ga\ dono seijika-ni\  tegami-o\ kaita-ka\ kyoshitsu-de\
Journalistrop\ studentyowm\ which politicanpat) letteracc\ wrote-Q\ clasrromy oc
HIRIYS W E LT,
kyoju-ni\ iimashita.
professorpar\ said.

b. L DBURZFICYRLA XY FENYTFREYE WV DYEETY
Dono seijika-ni\ kisha-wa\ gakusei-ga\ tegami-o\ kaita-ka\ kyoshitsu-de\
Which politicanpart\ journalistrop\ studentyom\ letteracc\ wrote-o\ clasrromy oc
HIRIYS W E LT,
kyoju-ni\ iimashita.
professorpar\ said.
“The journalist told the professor in the classroom which politician the student wrote a

letter to.”
c. ALEITYFEAENY  COBUAMIZY  PREYEW LYHETY
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Kisha-wa\ gakusei-ga\ dono seijika-ni\  tegami-o\ kaita-to\  kyoshitsu-de\
Journalistrop\ studentyowm\ which politicanpat\ letteracc\ wrote-comp\ clasrromy oc
BAZITYEWVE LT,
kyoju-ni\ iimashita-ka.
professorpar\ said-q.
d. & OBURZICYRIA 1Y FEPYFREYEN T L YHETY
Dono seijika-ni\ kisha-wa\ gakusei-ga\ tegami-o\ kaita-to\ kyoshitsu-de\
Which politicanpar\ journalistrop\ studentxom\ letteracc\ wrote-comp\ clasrromy oc
BAZITYEWVE LT,
kyoju-ni\ iimashita-ka.
professorpar\ said-q.
“Did the journalist tell the professor in the classroom which politician the student wrote
a letter to?”
Q: ZDOXFEIZLD &

According to this sentence...

A FEDFRZ N B. BUR N Tk & F 7z
A. The student wrote a letter B. The politican wrote a letter
12.a JERIT¥= v 7 DY EDOKITYIF R LY WO T ¥R T TY

Tencho-wa\ kokku-ga\ dono kyaku-ni\ yasai-o\ itameta-ka\ daidokoro-de\
Ownerrop\ cooknom\ Which guestpar\ vegetablesacc)\ stir fried-o\ kitcheny oc\
7T A FLRIZYHLEE LT,
ueitoresu-ni\ shirasemashita.
waitresspat\ told.
b. FOKIZY JERIZY o 7 BYBEEY POy R TY
Dono kyaku-ni\ tencho-wa\kokku-ga\ yasai-o\ itameta-ka\ daidokoro-de\
Which guestpar\ ownerrop\ cooknom\ vegetablesacc\ stir fried-o\ kitcheny oc\
7T A FLRIZYHLEE LT,
ueitoresu-ni\ shirasemashita.
waitresspat\ told.
“The owner old the waitress which guest the cook stir fried vegetables for in the kitchen’
CIERIFY v BYEORIZY WEEY  Woll¥Y  AETTY
Tencho-wa\ kokku-ga\ dono kyaku-ni\ yasai-o\ itameta-to\ daidokoro-de\
Ownerrop\ cooknom\ Which guestpar\ vegetablesacc) stir fried-comp\ kitcheny oc\
A LAY HHEE LD,
ueitoresu-ni\ shirasemashita-ka.
waitresspat\ told-o.
d. EORIZY JERIZY v nYBHEREY Poizly  BETTY
Dono kyaku-ni\ tencho-wa\kokku-ga\ yasai-o\ itameta-to\  daidokoro-de\
Which guestpar\ ownerrop\ cooknom\ vegetablesacc\ stir fried-comp\ kitcheny oc\
7T A L RIZYHHEE L2,
ueitoresu-ni\ shirasemashita-ka.
waitresspat\ told-o.
“Did the owner tell the waitress which guest the cook stir fried vegetables for in the
kitchen?”

b
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Q ZOXEICLD L

According to this sentence...

A JERDE LT B. 2w 7 BN E LT
A. The owner stir fried vegetables B. The cook stir fried vegetables

13.a REBLTY SCBY  COFIYB L LR 2 YH - L)Y TYAGEIZY
Hahaoya-wa\ chichoya-ga\ dono ko-ni\ omocha-o\ katta-ka\ omise-de\ tomodachi-ni\
Motherrop\ fatheryom\ which childpat\ toyacc\ bought-Q\ storeroc\ friendpar\
mxE L7,

tsutaemashita.
told.

b. EOFITYREBLIZY  HEAYB L bR ZYH - 12 YEBJE TYAEICY
Dono ko-ni\ hahaoya-wa\ chichoya-ga\ omocha-o\ katta-ka\ omise-de\ tomodachi-ni\
Which childpat\ motherrop\  fathernom\ toyacc\ bought-qQ\ storeroc\ friendpar)

Bz FE LI,
tsutaemashita.
told.

“The mother told the friend which child the father bought a toy for in the store.”

c. FEBLIZY BNYEDOTFITYB L b YHE o7 LYRJE TYRGEICY
Hahaoya-wa\ chichoya-ga\ dono ko-ni\ omocha-o\ katta-to\ omise-de\ tomodachi-ni\
Motherrop\ fatheryom\ which childpat\ toyacc\ bought-comp\  storeroc\ friendpar\
B2 FE LD,

tsutaemashita-ka.
told-o.

d. EOFIYREIZY  EBYE L b0 2YHE - 72 LYRIE TYAEICY
Dono ko-ni\ hahaoya-wa\ chichoya-ga\ omocha-o\ katta-to\ omise-de\ tomodachi-ni\
Which childpat\ motherrop\  fathernom\ toyacc\ bought-comp\ storer oc\ friendpat)
B2 FE LD,

tsutaemashita-ka.
told-o.
“Did the mother tell a friend which child the father bought a toy for in the store?”
Q ZOXFEIZLD L
According to this sentence...
ARBPRBLLLEH - B. Rk bboxHoTZ
A. The father bought a toy B. The mother bought a toy
14, a BRITY EENY  EOOLITY RRAKREYRATLLDY F=ETY
Kocho-wal\ seito-ga\ dono sensei-ni\  shosetsu-o\ yonda-ka\ kyoshitsu-de\
Principalrop\ studentyonm\ which teacherpat\ novelacc\ read-Q\  classroomp e\
RMBUCYH 2 £ LTz,
hahaoya-ni\ hokoku shimashita.
motherpar\ alerted.

b. EOAIIZY  RRITY EEDY RRARZYBEATIYHETY
Dono sensei-ni\  kocho-wa\ seito-ga\  shosetsu-o\ yonda-ka\ kyoshitsu-de\
Which teacherpar\ principalrop\ studentyom\ novelacc\ read-Q\  classroomp oc\

REBUCYH A £ LT,
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hahaoya-ni\ hokoku shimashita.

motherpat\ alerted.
“The principal told the mother in the classroom which teacher the student read a novel
to.”

c. BEIX¥EREDY EDDIITY IR EYRIATE LYHETY
Kocho-wal\ seito-ga\ dono sensei-ni\  shosetsu-o\ yonda-to\ kyoshitsu-de\

Principalrop\ studentyom\ which teacherpat\ novelacc\ read-comp\  classroomy oc\
FEBLICYE A F LT2dn,

hahaoya-ni\ hokoku shimashita-ka.

motherpar\ alerted-q.

d. EODVRITIRITY  EEDPHRAZY FiATC EYHETY
Dono sensei-ni\ kocho-wa\ seito-ga\ shosetsu-o\ yonda-to\ kyoshitsu-de\

Which teacherpar\ principalrop\ studentyom\ novelacc\ read-comp\ classroomy oc\
REBUCYE X £ LT,

hahaoya-ni\ hokoku shimashita-ka.

motherpar\ alerted-q.

“Did the principal tell the mother in the classroom which teacher the student read a

novel to?

Q ZOXFEIZLD L

According to this sentence...

A REBLDS AR ZFEATE B. FANKRETHAT

A. The mother read a book B. The student read a book

15.a. 7 4 L7 Z—I3¥F LV b RYEDLDFITYF X — Z YN TZ DYEER TY

Direkutaa-wa\ tarento-ga\ dono onanoko-ni\ gitaa-o\  hiita-ka \ gakuya-de
Directorrop\ talent-nom\ which girlpat\  guitaracc\ played-q\ studioroc
LAY LTz,
kisha-ni\ setsumeishita.
journalistpat\ explained

b. EOBLDTAYT 4 L7 X —3¥H L v Y H —Z Y- YR T
Dono onanoko-ni\ direkutaa-wa\ tarento-ga\ gitaa-o\ hiita-ka \ gakuya-de
Which girlpat) directorrop\ talent-nom\ guitaracc\ played-o\ studioroc
LAY LTz,
kisha-ni\ setsumeishita.
journalistpat\ explained

“The director explained to the journalist which girl the talent played the guitar for in the

studio.”

C.TA VI H—T¥F L EPYE DR DFT¥F F — 2 ¥ o LYRE TY
Direkutaa-wa\ tarento-ga\ dono onanoko-ni\ gitaa-o\  hiita-to \ gakuya-de
Directorrop\ talent-nom\ which girlpat\  guitaracc\ played-comp\ studioroc

R YR LT Dr,
kisha-ni\ setsumeishita-ka.
journalistpat\ explained-q.

d. EOBLD YT 4 L7 X —13¥H L 2 DY X X —Z Y T2 L YRR TY
Dono onanoko-ni\ direkutaa-wa\ tarento-ga\ gitaa-o\ hiita-to \ gakuya-de
Which girlpat) directorrop\ talent-nom\ guitaracc\ played-comp\ studioroc
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R YR LTz,
kisha-ni\ setsumeishita-ka.
journalistpat\ explained-q.
“Did the director explain to the journalist which girl the talent played the guitar for in
the studio™?
Q ZOXFEIZLD L
According to this sentence...
A Z L RRF L — RGN B. L DF-H3F H —Z T
A. The talent played a guitar B. The girl played the guitar
LA RITY RERY EOROFICY  BEFEYH S TYARTY
Koucho-wa\ chichioya-ga\ dono otokonoko-ni\ okashi-o\ katta-ka\ kouen-de\
Principalrop\ fathernyom\ which boypar\ snackacc\ bought-o\ parky oc\
AT LEE LT,
sensei-ni\ shirasemashita.
teacherpar) told.
b. & DFDOFITYRRIFY BN YIS 1 2 YH - 72 YA [E TY
Dono otokonoko-ni\ koucho-wa\ chichioya-ga\ okashi-o\ katta-ka\ kouen-de\
Which boypart\ principalrop\ fathernom\ snackacc\ bought-o\ parky oc\
AL E LT,
sensei-ni\ shirasemashita.
teacherpar) told.
“The principal told the teacher which boy the father bought a snack for at the park.”
c. RITY KHBNY  EDOROFIY BEFEYEoSLLY AFETY
Koucho-wa\ chichioya-ga\ dono otokonoko-ni\ okashi-o\ katta-to\  kouen-de\
Principalrop\ fathernyom\ which boypar\ snackacc\ bought-comp\ parky oc\
FEAEIZYIN D F LTz,
sensei-ni\ shirasemashita-ka.
teacherpar)\ told-Q.
d. EOBOFITYRRITYRBIDY B R T2 YE o 72 L YA TY
Dono otokonoko-ni\ koucho-wa\ chichioya-ga\ okashi-o\ katta-to\ kouen-de\
Which boypart\ principalrop\ fathernom\ snackacc\ bought-comp\ parky oc\
FEEIZYI R FE LI,
sensei-ni\ shirasemashita-ka.
teacherpar)\ told-q.
“Did the principal tell the teacher which boy the father bought a sack for at the park?”
Q ZOXFEIZLD L

According to this sentence...

A RAEDRBETEH T B. XHNBHEFEZH -T2
A. The teacher bought a snack B. The father bought a snack

LA RREAITNI 2=V v N E DL DTN Z NI o T2 D\ E R TR\
HLZx L,
b. EDLDFIMERIAIR T 22— U o LN A S 72\ R VRISt
HLZx L,

“The principal explained to the mother in the cafeteria which girl the musician sang a
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18.

19.

song to.”

o RAEID 2 — Vv VN E D LD T\ AN > 7o & VR TEBIC\H
HILE L72h

d. EOLDFIIMRRLAITI 2 — VT ¥ VIR K - 72 LB R TR\
BILE L7

“Did the principal explain to the mother in the cafeteria which girl the musician sang a
song to?”

Q ZOXEIZED &

According to this sentence...

A 2=y URHRERo T B. ZOF Dz o7
A. The musician sang a song B. The girl sang a song

a WFFEE I RNBEZ DN\ E OHZ FITWHET —~ ZNBATEN\EE TVFERIEH L
7o

b. EDHZ FITWIEE I DNBER SWIFFE T —~ 2\ A T2\ T\ RIS\ L
7o

“The researcher explained to the dean in the classroom which advisee the professor
picked a topic for.”

c. MFFEE IRNBER DN\ E DH X FITWHET —~ ZNBATE E\BE TVFERIDGEH L
72D,

d. EOHZAITWHEE DB DSWIIET —~ 2R A TE S \HE T\VFE RIS L
7o D,

“Did the researcher explain to the dean in the classroom which advisee the professor
picked a topic for?”

Q ZOXEIZED &

According to this sentence...

A R AT —~ ZIBATE B. BEPIET —~ AT
A. The advisee picked a topic B. The teacher picked a topic

a BEIRRFINEDT 7 AR — A 2\B T ZPVE I T\~ 2=V v —I0\F
WE L7,

b. LD T 7 ANNEEIRNEF LR — L 2\D T2 VEFIE T\ 2 — Y v —I0\F
WE L7,

“The coach told the manager in the gym which fan the player gave a ball to.”

c. BEEIRRFINEDT 7 ANNR— A 2\BIT 72 EVEFEH T\ 2=V v —IO\F
WE L72D

d. BEBIDNETMED T 7 SR — L E2\BIT - EVMEEIE O\~ 32—V v —I0\F
WE LT72D,

“Did the coach tell the manager in the gym which fan the player gave a ball to?”

Q ZDOXLEIZLD L
According to this sentence...
A EFRR—VE BT B. ESEN R — L % ol 7=
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20.

21

22.

23.

A. The player gave a ball B. The coach gave a ball

a. B\ U S A\EDENI\Z N2 Z\HIF 72\ =E C\EF I\#HE Lo,
b. EDENIIVE#EMIT\B U S AMNZ N3 2\bIF e Vi C\ERID\HwE L,
“The nurse alerted the doctor which old man the uncle gave tobacco to.”
c. H#IRIRIB LI APNEDEN\Z N az\biF 7z LVRET\ERID\@mE L
AR
d. EOENEEMIIB LS AN NN 2\b T E\EET\EFIC\HmE Lz
AR
“Did the nurse alert the doctor wich old man the uncle gave tobacco to?”
Q: ZDXFEIZED &

According to this sentence...

A F#mI 2 N azxbiFic B. B UL SAFZ N axbiTiz

A. The nurse gave tabacco B. The uncle gave tobacco

ca FHRHIVEAR 2N E DFRI\B b B % Z2\H o 7o VEH TUCRIVE X £ LT,

b. EDFRIVHEHIER 2N & D 2 Z2\E > 7o 2 VE R TR\ £ LT,

“The grandmother told the father which grandchild the grandfather bought a toy for.”

c. ARHFIVER N\ E DRI\ & b o 2\H o 72 EVER TRBLUI\EZ F L2,

d. EORIVHRHIER \B S B 2 2\H o 72 EVER] TACEI\ER £ L7,
“Did the grandmother tell the father which grandchild the grandfather bought a toy for?”
Q ZOXEIZED &

According to this sentence...

AR BLLLZH ST B. XHNBbHLoxEHE T
A. The grandfather bought a toy B. The father bought a toy

a. Z L2 MIEEZMNEDET =2 MIVEZ\E > 72V F ORFID\E WV E
L7

b. EOET = A MI\F L MIVEEZENEZ\E S 72\ T O\HFINE W E
L7

“The talent told the singer which pianist the musician bought flowers for”

c. Z LYy MIEEZMNEDET =X MIVEZ\E > 72 LB F OMRFID\E WV &
L7z,

d EOET =A MK L2 MIERZEBVEEL\E 72 VT OB TFID\E 0 E
L7z

“Did the talent tell the singer which pianist the musician bought flowers for?”

Q ZOXEIZED &

According to this sentence...

A XLV IR EEE ST B. HRENEEE -T2
A. The talent bought flowers B. The musician bought flowers

A AT 2T —T ANB L IANMEDRERRII\ T 2\B T 7= \i@ i CWE R 12\
17,
b. FOREINATF 2T —F A R\EB LI AT Z2\BH T 7270\ 5 CWER 12\#)
17,
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24.

25.

“The stewardess alerted the captain in the aisle which passenger the old man opened the
door for.”

. AF 2V =T RAIB LS ADPNEDRFII\NRT 2\BIT 72 &l E TR 2\
& LT=D,

d. FOFRIDNAT 2T —7 ZI\E L I AP\ RT Z\BIT 72 L\l CWER 12\
& LT=D,

“Did the stewardess alert the captian in the aisle which passenger the old man opened
the door for?”

Q: ZDXFEIZED &

According to this sentence...

A BLIANRTZRRITT- B. & T 2B 72
A. The old man opened the door B. The capitan opened the door

a M FIIRER N\ E DIEFIC\T T A F o b ZVE - 7200\ TR\
zF L7,

b. & DIEZFITR L FIXIRERE\T > A X v N EBVE - 720\ TR\
zF L7,

“The case manager told the publisher at the meeting which writer the publisher hired an
assistant for.”

c. HEFIIWRER I\ EDIERI\T v A& R &VE - 1o &\ O\ \#
ZE L7

d. EOEFIHE Y FIIRER P\T T A X o b &\ - T2 &\ TR \#
ZE L7,

“Did the case manager tell the publisher at the meeting which writer the publisher hired
an assistant for?”

Q: ZDXFEIZED &
According to this sentence...
ANEERT VAR NeEST BORERNT VAX U NEESTZ
A. The writer hired the assistant B. The publisher hired the assistant

ju

KB
E

a. FEALII\E]E DN\ E DO F AT\
7o

b. EOF A TII\E]E D\
7o

“The homeroom teacher told the principal in the hallway which new student the
librarian recommended the manga to.”

c. FHUEII\FE]F DN\ E DB ALINEBA Z\EN D 72 LB T TWEREAEIDVE VW E L
Toh,

d. & O AEIEEII\FEPER A Z\VEI D 72 LB T TWREAEIDNVEVEL
Toh,

“Did the homeroom teacher tell the principal in the hallway which new student the
librarian recommended the manga to?”

KRENENOT- NV T CWREAIT\VE WV E L

XED
i

KENED =7\ F W R EIDNVEWNE L
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26.

27.

28.

Q ZDOXFEIZED L

According to this sentence...

A, FIE R Z ) D T B. fAEAN & 2 D 72
A. The librarian recommended the manga B. The teacher recommended the
manga

a. FERIRBF DS AN E OB I Y 2\ L 720\ BT C\RBUINE W E
L7,
b. EDOFHUNREUI\B PN S AN T Y 2\ L7220\ BT TRBLUIT\E W &
L7z,
“The mother told the father in the kitchen which child the maid gave a bento to.”
c. FERIR\BF VS AN E DI\ Y 2\ L7z E\EFT CO\RBUINE W E
L7z
d. EOFHHNRBUDB RN S AMNBIR Y Z\E L7 L\ CO\RBUINE W E
L7272
“Did the mother tell the father in the kitchen which child the maid gave a bento to?”
Q ZOXEIZED &

According to this sentence...

A SR A E LT B. BFRF WS AP E LT

A. The father gave the bento B. The maid gave the bento

a. FHIRITINF 2N E DEIRI\ER 2\ RA TN\ BE TR AT L E L
7o

b. & DEIRI\FEIRRIT\BFONFEER 2\ DA 72\ E CVRF eI L L
7o

“The chair explained to the grad student which professor the assistant showed the
experiment to.”

c. FHIRITINF DN E DEIRI\ER 2\ R AT NBETRFA AT LE L
Toh,

d. EDFFRI\FERRATB) F N A\ 72 OB TR L E L
Toh,

“Did the chair explain to the grad student which professor the assistant showed the
experiment to?”

Q ZOXEIZED &

According to this sentence...

A BFIIERE RET7 B. RFBe s iz WA
A. The assistant showed the experiment B. The grad student showed the
experiment

a. HRHINVRDN\ E DEGEITEARZ\ S & o ToN\REBI\K B T\ R £ LT,

b. &DAGEIIMERHIERPNRAZ\S b o Te MREBU\ZB TH A £ LTz,

“The grandmother explained to the mother in the entry way which friend the grandchild
got a book from.”
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c. HEHINFRDN\E DAGEIIEARZ\S b o 72 E\RERI\ZBE TR £ LTz,
d. EDREIFHEHIRDBEARZ\S B o 72 EREBU\KE T\ A £ L2y,
“Did the grandmother explain to the mother in the entry way which friend the
grandchild got a book from?”

Q ZOXEICLD L

According to this sentence...

A FEPARZL ST B. g AKEH B o7
A. The friend received a book B. The grandchild received a book

LA IR PN E DR IBIDVEMEAE T\ BEETC\REIDHLEE LT,
b. & DRI\ AEDEAENEWEEETZMBEETC\EEICEm L EE L,
“The teacher told the principal in the classroom which kindergartener the exchange
student dressed in kimono.”
c. EAEIXEFEMEDEIIVED ZVEET L\BET\ERICHOEE L2,
d. EOREICeARNEZAENED Z\VETTZ L\ FEET\RERKICOH ST E Ly,
“Did the teacher tell the principal in the classroom which kindergartener the exchange
student dressed in kimono?”
Q: ZDOXFEIZLD &

According to this sentence...

A R EME AT B. BN EM E AT
A. The kindergartener wore kimono B. The exchange student wore
kimono

ca ZERRDPNE DN RS 7o \BaE CMERHI\E W E LT,

b. EORNIIEIFRLD\T RE\FAT 72 \EZE CVHEH\E W E LT,

“The wife told the grandmother on the phone which friend the husband left the puppy
with.”

c. ZI\RM\EDALMNINF REFAIT 72 LB CTHHRHI\E W E Lz,

d. EDKNIZERRDPNT RZ2\TAT 7o E\EFE CHEHI\E W E Lz,
“Did the wife tell the grandmother on the phone which friend the husband left the
puppy with?”’

Q ZOXEICLD L

According to this sentence...

A HERAREFRT T2 B. RO REHITT-
A. The assistant showed the experiment B. The grad student showed the
experiment

A ERITIVE BN E DO FHHI\S — D 2\ R VER TREBIC\E 8 F LT,

b. EOFHIVERITVE B2N\T — L 2\ T2 NERN TRERIC\E 5 F LTz,
“The store manager explained to the mother in the store which child the employee
showed the game to.”

c. JERITVEE\EDFHUINT — A2\ T2 EVERN T\EEBLIVE HEF L2,
d. EOFHISVERIFVE BDNT — L 2\ A7 LVER TWREBIS\VE 58 £ L7z,
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32.

“Did the store manager explain to the mother in the store which child the employee
showed the game to?”
Q ZOXLECLD L

According to this sentence...

A JEBD T — & BT B. TR — 2% R
A. The employee showed the game B. The child showed the game

a. FEER TIIVEE 2\ E O NIVEEE N o DA\ A TN\ EN T EF I ME 2 F
L7,
b. EDOL NIRRT IFVEE P\ERE Ny U2\ RAE T2\ EN T FEICE X2 F
L7,

“The driver told the detective which criminal the police officer showed his badge to in
the car.’

c. IEHRTIIVEE 2\ E DI NIVEERE N DA\ L\BENTWIEF IR 2 F
L7273
d. EOHNI\EEE T 1 I\ R )3\ Ny VR\RAET E\BEANTWEHEICVIE 2 F
L7273

“Did the driver tell the detective which criminal the police officer showed his badge to
in the car?”
Q ZOXFEIZLD L

According to this sentence...

A GEISFN Ny Uk AT B. BE RNy VR

A. The driver showed his badge B. The policeman showed his badge.

III. Relative Clause Attachment

A.

Sen

Disambiguated sentences.

tences are adapted from Miyao and Omaki (2005). The first version forces high

attachment, and the second version forces low attachment.

1. a. HLO EITYRE TV Y EDR U DY PNIZYE L LT,

Tsukue-no ue-ni\ noseteita\ sensei-no pen-ga\ yuka-ni\ otoshita.

Deskgen toprLoc\ placed\ teachergen pennom\ flooroc) fell.

“The pen of the teacher that was placed on the desk fell to the floor.”
b. B LYEE L CWVZYRAED S BY MY & Lz,

Seito-to \ hanashiteita\ sensei-no pen-ga\ yuka-ni\ otoshita.

Studentw; \ talked\ teachergen pennom\ flooroc) fell.

“The pen of the teacher that was talking to a student fell to the floor.
Q: ZDOXFEITLD &

According to this sentence...

A RS LT B.$nENK L Lz

A. The pen fell B. The pencil fell

2

155



oA RZYD o TWVWTEYRBLOKRFEHIY E THY E o 72,

Kabe-ni\ kakatteita\ chichioya-no tokei-wa\ totemo\ furukatta.
Walloc\ hung\ fathergen watchrop\ very old
“The watch of the father that was hung on the wall was very old.”
b. [ & L THBIN T D YACBLORFEHIY & THYE -T2,
Isha toshite\ hataraiteiru\ chichioya-no tokei-wa\ totemo\ furukatta.
Doctor as\ worked\ fathergen watchrop\ very old
“The watch of the father that worked as a doctor was very old.”
Q: ZDOXFEITLD &

According to this sentence...

A BRI E Do T B. RfEt s di o 7
A. The picture was old B. The watch was old

LA JBICYE D CWEYHHEOIE - 23Y & THHEN TU,

Michi-ni\ ochiteita\ kodomo-no boushi-ga\ totemo\ yogoreteita.

Streetroc\ fell\ childgen hatxom\ very\ dirty.

“The hat of the child that fell in the street was very dirty.”
b. 1E TYE A TWIYFHEDIRF23Y & THYENL TV,

Michi-de\ asondeita\ kodomo-no boushi-ga\ totemo\ yogoreteita.

Street; oc\ played \ childggn hatyom\ Very\ dirty.

“The hat of the child that played in the street was very dirty.”
Q ZOXFEIZLD L

According to this sentence...

A e 5T B. 3Gz

A. The hat was dirty B. The child was dirty
C A R TICERE TWEERE OIREENY S - S ¥ &L,

Isu-ni\ noseteita\ sakusha-no megane-ga\ sakki\ wareta.

Chairoc\ placed\ writergen glassesnom\ before\ broken.

“The glasses of the writer that were placed on the chair were previously broken.’
b. RWRARL ZYEWIZYER OIREENY S - YR,

Nagai shosetsu-o\ kaita\ sakusha-no megane-ga\ sakki\ wareta.

Long novelacc \ wrote\ writergen glassesnom\ before\ broken.

“The glasses of the writer that wrote a long novel were previously broken.”
Q ZOXFEIZLD L

According to this sentence...

b

A1y TiETE B. A TR H3EHLTZ
A. The cup broke B. The glasses broke

o ZEIYEWTH - TY B OF DM R EDY R AT 6o 12,
Genkan-ni\ oiteatta\ otokonoko-no kutsu-ga\ nazeka\ miataranakatta.
Entrywayroc\ placed\ boygen shoesnom\ somehow\ disappeared
“The shoes of the boy that were placed in the entryway somehow disappeared.”

b. A THEA TWYE OFOY 2B R Y 72 5o Tz,

Kouen-de\ asondeita\ otokonoko-no kutsu-ga\ nazeka\ miataranakatta.
Park; oc\ played\ boygen shoesnom\ somehow\ disappeared
“The shoes of the boy that played in the park somehow disappeared.”
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Q ZOXEICLD L

According to this sentence...

A HED R T2 B2 o T B. D RS- 7o T
A. The shoes disappeared B. The umbrella disappeared

6. a. DN A TWTYKIEDNENRNYE o XYL o T,

Kaban-ni\ haitteita\ tomodachi-no kagi-ga\ sakki\ nakunatta.

Bagoc\ placed\ friendgen keynom\ previously\ lost.

“The keys of the friend that were placed in the bag were previously lost.”
b. BWTYES TWEYAGED N ENYS o ¥ I o T,

Isoide\ hashiteita\ tomodachi-no kagi-ga\ sakki\ nakunatta.

Quickly\ running\ friendgen keynom\ previously\ lost.

“The keys of the friend that was running quickly were previously lost.”
Q ZOXFEIZLD L

According to this sentence...

A ATRBIRL Te o7 B. InEWNe< ol
A. The glasses were lost B. The keys were lost

7. a LD LITY¥EWTH o 7Yl O BRI EFENYPIIWE DT,

Tsukue-no ue-ni\ oiteatta\ ototo-no kyoukasho-ga\ yuka-ni\ ochita.

Deskgen toprLoc\ placed\ brothergen textbooknom\ flooroc) fell.

“The textbook of the brother that was placed on the desk fell to the floor.”
b. Ny FTYE TW Y OB ENYP NIV DI,

Beddo-de \ neteita\ ototo-no kyoukasho-ga\ yuka-ni\ ochita.

BedLoc\ sleeping\ brothergen textbooknom\ flooroc) fell.

“The textbook of the brother that was sleeping on the bed fell to the floor.”
Q: ZDOXFEITLD &

According to this sentence...

A BRENELT B. /N B T2
A. The textbook fell B. The novel fell

8. a. FROYBRICH DY LOFIIYT TS¥RE DT,
Gakko-no\ tonari-ni aru\ bengoshi-no ie-wa\ sugoku\ ookikatta.
Schoolgen\ next to\ lawyergen houserop\ extremely)\ large.

“The house of the lawyer that was next to the school was extremely large.’
b. E THLYC Lo 7Y L OFITY T YA - T,

Totemo\ isogashikatta\ bengoshi-no ie-wa\ sugoku\ ookikatta.

Very\ busy.past\ lawyergen houserop\ extremely)\ large.

“The house of the lawyer that was very busy was extremely large.”
Q ZOXFEIZLD L

According to this sentence...

A FEDEIN o T B. ZW Ao T2

A. The house was small B. The house was big

9. a. /NRIZYR > TWTYER DS ENY FHHIHRE L7,
Basu-ni\ notteita\ gakkou-no sensei-ga\ kodomo-ni\ aisatsushita.
Bus-on\ boarded\ schoolgen teacheryom\ child-to greeted.

“The teacher of the school that was on the bus greeted the child.”

b
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b. AR DY < 2 DY FAR DAY FIHICHRES LT,
Kouen-no\ chikaku-ni aru\ gakkou-no sensei-ga\ kodomo-ni\ aisatsushita.
Parkgen\ close to\ schoolgen teacheryom\ child-to greeted.
“The teacher of the school that was close to the park greeted the child.”
Q ZOXFEIZLD L

According to this sentence...

A AR FRICERE Lz B. SR REBICRE LT
A. The teacher greated the child B. The teacher greated the parent

10. a. BEFDYKIF YRR OJEBRYIRITYR > Tz,
Okashi-ga\ daisuki\ honya-no tenin-ga\ totsuzen-ni\ waratteita.
Snacksyom\ liked\ bookstoregen employeenom\ suddenly\ laughed.
“The employee of the bookstore that liked snacks laughed suddenly.”
b. BROBEZY B DY AR D) B DYZIRITYR > T,

Eki-no\ tonari-ni aru\ honya-no tenin-ga\ totsuzen-ni\ waratteita.

Stationgen\ next to\ bookstoregen employeenom\ suddenly\ laughed.

“The employee of the bookstore that was next to the station laughed suddenly.”
Q: ZDOXFEITLD &

According to this sentence...

A JEBDNLEH LT B. B %E -T2

A. The employee cried B. The employee laughed

1l.a. 7 A U BZYO DYJREE DAL R DY 2 ¥ o 72,

Amerika-ni\ iru*\ ryokan-no shacho-ga\ tegami-o\ okutta.

Americag oc\ 1S\ iInngeny ownernom) letteracc) sent.

“The owner of the ryokan who is in America sent a letter.”
b. VA F XY D DYREE DR DY M A YIRS T,

Waikiki-ni\ be\ ryokan-no shacho-ga\ tegami-o\ okutta.

WaikikiLoc\ is\ il’ll’lGEN OWDGI'NOM\ letterAcc\ sent.

“The owner of the ryokan who is in America sent a letter.”
Q: ZDOXFEITLD &

According to this sentence...

A FEE- T B. A=V &Z%HHo7-
A. A letter was sent B. An email was sent

12. a. ZEEY L TWIYER DS ARY & THY N 57,

Sora-o\ miteita\ gakkou-no sensei-ga\ totemo\ shizuka datta.
Skyacc\ looking\ schoolgen teachernom\ very\ quiet.
“The teacher of the school that was looking at the sky was very quiet.

b. WDV AT o To¥ PR DFEAENY L THYFRNTE 57,
Yama-no\ chikaku-ni atta\ gakkou-no sensei-ga\ totemo\ shizuka datta.
Mountainggn)\ close to\ schoolgen teachernom\ very\ quiet.
“The teacher of the school that was next to the mountain was very quiet.”

2

>3 This sentence is ambiguous in English, but not in Japanese. Japanese has two verbs, iru and
aru, that both translate as ‘be’ in English. In Japanese, however, iru is only used with animate
subjects, and aru is only used for inanimate subjects. Using iru in this sentence means that the
relative clause has to attach to the animate NP, shacho.
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Q: ZDOXFEITLD &
According to this sentence...
AEAEDGEL TV B. B FRNZ o7
A. The teacher was talking B. The teacher was quiet
13. a. FFDITYHKDTW Y NILO SRR Y R E YA ZYBIT 72,
Shizuka-ni\ oyoideita\ koike-no kingyo-ga\ ookiku\ kuchi-o\ aketa.
Quietly\ swimming\ small pondgen goldfishnom\ big\ mouthacc\ opened.
“The goldfish of the small pond that was quietly swimming opened his mouth wide.”

b. ZDYIT <2 &H DY NO B MDY RE YA Z¥BIT 72,

Ie-no\ chikaku-ni aru\ koike-no kingyo-ga\ ookiku\ kuchi-o\ aketa.
Housegex \ near\ small pondgen goldfishyom big\ mouthacc\ opened.
“The goldfish of the small pond that was next to the house opened his mouth wide.”

Q: ZDOXFEITLD &

According to this sentence...

A BRI AT 72 B. &Nz S BB

A. The goldfish opened his mouth B. The goldfish ate food
14.a. Z SE¥YE_NTWYEIYE OIERY R X ¥R XI 2¥YRAT,

Esa-o\ tabeteita\ doubutsuen-no hebi-ga\ ookina\ nezumi-o\ tabeta.

Foodacc\ was eating\ zoogen snakenxom\ big\ ratsacc\ ate.

“The snake of the zoo that was eating food ate a big rat.”

b. FRICHEE T TV YBMRE ORER YR X 72¥ 0 XX ¥R,
Tokyo-ni\ tateteita\ doubutsuen-no hebi-ga\ ookina\ nezumi-o\ tabeta.
Tokyoroc\ constructed\ zoogen snakenom\ big\ ratsacc) ate.

“The snake of the zoo that was built in Tokyo ate a big rat.”

Q: ZDOXFEITLD &

According to this sentence...

A BEDSEEIZ VN B. MR R X AT
A. The snake was in the garden B. The snake ate a rat

15.a. &L THY K- TWYHEDBEIRFNY ZTHRHEAYRE T,
Totemo\ futotteita\ kuruma-no untenshu-ga\ gohan-o\ tabeteita.
Very\ fat\ cargen driveryom\ foodacc\ was eating.

“The driver of the car that was very fat was eating a meal.”

b IEIZYIEFE > TWEYHEOEERF 1Y THRZ YR~ TV,
Michi-ni\ tomatteita\ kuruma-no untenshu-ga\ gohan-o\ tabeteita.
Streetroc\ stopped\ cargen drivernom\ foodacc\ was eating.

“The driver of the car that was stopped in the street was eating a meal.”

Q: ZDOXFEITLD &

According to this sentence...
A GEIEFN AR B EREN I —b—ZATL
A. The driver ate a meal B. The driver drank coffee

16. a. BREDSYDOUWNTZYARRE O RBYEN TYEF H LT,
Onaka-ga)\ tsuita\ kouen-no koinu-ga\ isoide\ nigedashita.
Stomachnowm\ empty\ parkgen puppynom\ quickly\ ran away.

“The puppy of the park that was hungry quickly ran away.”
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b. g HYBH TWTYAE O T RO¥EWTEREIT I LT,
Mainichi) aiteita\ kouen-no koinu-ga\ isoide\ nigedashita.
Every day\ was open\ parkgen puppynom\ quickly\ ran away.
“The puppy of the park that was open every day quickly ran away.”
Q: ZDOXFEIZLD &
According to this sentence...
A FRBETW B. FRANETH LTz
A. The puppy was sleeping B. The puppy ran away

B. Fully ambiguous sentences (adapted from Cuetos and Mitchell, 1999)

1.

FEDDIN\ L T == 2D D\ LD PN E\ LT,
Someone saw the servant of the actress who was on the balcony.
COXEIILD &

According to this sentence...

A RSV a = — 20 B. AV = — (T

A. The actress was on the balcony B. The servant was on the balcony
REBIF\ FA MW EEAEDAGE L\ & - T,
Taro met the friend of the teacher who was in Germany.
COXEILD &

According to this sentence...

A SR RA V20T B. KL R A IV

A. The teacher was in Germany B. The friend was in Germany
ERBP\FRA\ED H LI\BHO BT 2\ 7,
The police officer was watching the son of the man who was mailing a letter.
TONEIILD &

According to this sentence...

A FENRFREZEXDVH L B. B FRAEEXD H LT

A. The boy sent a letter B. The son sent a letter
FEDPNT T 2 AW TN A D KEI\FRE\E VT,
The student wrote a letter to the friend of the teacher who was in France.
COXEIILD &L

According to this sentence...

A KETT T AW B. BT T o RICWE

A. The friend was in France B. The teacher was in France
FEADNBRZAEA TWINRK T O KGEIZ\CD 2\& I 72,
Hanako gave a CD to the friend of the singer who was living next door.
COXEIILD &L

According to this sentence...

A RFTBRCEA TV B. ZEERBRITAEA TV
A. The singer lived next door B. The friend lived next door

BIEHH 2 ANy RIZWEVRL 2 OB S A2\ T,
The grandmother was looking at the older sister of the baby that was on the bed.
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10.

11.

12.

13.

ZOXEIZED L
According to this sentence...
A Bl S ATy Rz B. R H R ATy RiTwhie
A. The older sister was on the bed B. The baby was on the bed
LA IV SN TR D B S A\ TR FHEZ\F W,
The journalist wrote about the wife of the president who was killed.
ZOXEIZELD L

According to this sentence...

A KIEHEHITR STz B. BRI i3S iz
A. The president was killed B. The wife was killed

L DFHNF 2 — 2P D\KGED B I S A S\ & 72,
The girl likes the brother of the friend who plays guitar.
COXEIILD &
According to this sentence...
A BRLESAEFIF S —ZIT D B. KEILF F — & IS Tz
A. The older brother played the guitar ~ B. The friend played the guitar
BOFINEREZ\FEF> TOINLEDOBRS AZ\RT,
The boy saw the mother of the friend who was waiting for a train.
ZOXEICED L.
According to this sentence...
A KETERLFF-> TV B. BRES AITEHREZ - T
A. The friend was waiting for a train ~ B. The mother was waiting for the train
BIES AT T = —2\A THEVEB DHICERE LT,
The old woman greated the brother of the shopkeeper who was drinking coffee.
ZOXFEICED L.
According to this sentence...
A BlEa—b—%A TV B. JFEIXa— b —%MA Tz
A. The brother was drinking coffee B. The shopkeeper was drinking coffee
BEZPEI\E A TOT\ZDF DR O\EE 2R - 7,
The photographer took a picture of the sister of the girl who was playing in the garden.
COXEIILD &
According to this sentence...
A BRITREICEE AT B. LD FIFREICHEA TN
A. The sister was playing in the garden B. The girl was playing in the park
FOF I B NREIZNTNLDF DT RE\N LTz,
The boys teased the puppy of the girl who was in the park.
COXEIILD &
According to this sentence...
A FRIFIVWEDHNT B. XD FIIN L b
A. The puppy was being teased B. The girl was being teased
BIEH S APNRREIHE L TOR\EE O BT 2\,
The old woman saw the son of the doctor who was walking in the park.
COXEIILD &L

According to this sentence...
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A EFITAREICES LT B. B3 ARICHA LT
A. The doctor was walking in the park  B. The son was walking in the park

14. B BIf DNAPE U 72 \FRE ORI\ 2\ 1 7=,

15.

16.

17.

18.

The nurse gave the medicine to the sister of the journalist who was in the hospital.
ZOXEITED L.

According to this sentence...

A BRI ABE LT B. sl H IZAPE L7z

A. The sister was in the hospital B. The journalist was in the hospital
LB I\ A& B AT\ R ORI\ OV TR HZ\F N,
The journalist wrote about the driver of the mayor who was in an accident.
ZOXEICED L.

According to this sentence...

A TRIZBEEZEALTL B. BRI AT
A. The mayor stole the money B. The driver stole the money

EAEINFI\N N & A D RGEZR\RTZ,
The doctor saw the friend of the wife who was at home.
TOXEIILD &

According to this sentence...

A EIZFIZW B. X AIFFICW

A. The friend was at home B. The wife was at home
B DA DNAENINNTNKZE DR &\l A TUNTZ,
The boy was playing with the sister of the friend who was at the park.
COXEIILD &

According to this sentence...

A FEITAREIZ W B. BRIZ ARV

A. The friend was in the park B. The sister was in the park
BiEDH R APV TIRIT LI\TTR OB S A&\,
The grandmother saw the wife of the mayor who travelled to Paris.
COXEIILD &L

According to this sentence...

A B ST VITHAT LTZ B. TiRII/ NV IZHRIT L7
A. The wife went to Paris B. The mayor went to Paris
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