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ABSTRACT

SCANNING TUNNELING MICROSCOPY OF COMPLEX ELECTRONIC

MATERIALS

By

Aleksandra T. Tomic

I present results of experiments aimed at investigating two complex electronic

systems, CeTe3 and fi-KZBiBSeB, utilizing scanning tunneling microscopy (STM)

and scanning tunneling spectroscopy (STS) methods. In these systems, the electronic

properties of interest are a charge density wave (CDW) state and thermoelectricity,

respectively.

STM and STS measurements of CeTe3 at room temperature and 77 K were per-

formed, resulting in the first atomically resolved images of the material. Clear pat-

terns showing the superposition of the atomic lattice and the charge density wave

were resolved. The CDW wave length is incommensurate with the atomic lattice.

The nature of this incommensurate state is a key question. It may be that the

incommensurate CDW state is uniformly incommensurate, or that it is locally com-

mensurate within domains and undergoes phase slips at the domain walls. The phase

slips are called discommensurations. We have analyzed the Fourier transform of the

STM images to test for signatures of discommensurations. Some Fourier peaks may

be interpreted as evidence for discommensurations. However, a more compelling

interpretation leads to the conclusion that the STM data is insufficient to discern

discommensurations. In contrast, the atomic pair distribution function analysis gives

evidence for discommensurations. The local density of states using the STS mode was

measured at 77 K, and the CDW gap was observed at various places on the surface

of the sample. The gap size measured directly above the Te atoms is ~360 meV. The

CDW gap of YTe3 was obtained from room temperature STS, and was estimated to

be roughly ~320 meV.



K2BigSe13 is a narrow band gap semiconductor and a promising thermoelectric

material. The local electronic structure near the Fermi level of fi-KgBigSem was

studied in STS mode. This crystal has a needle-like structure; in particular four

chains of atoms form within the unit cell along the c direction. These are structural

features of interest in this material, that significantly influence the electronic struc-

ture and narrow the band gap. STS measurements at 1.6 K temperature revealed a

gap of approximately 0.4 eV, in good agreement with results of theoretical calcula-

tions. Further, the STS study revealed the presence of subgap states that, according

to recent electronic band structure calculations exploring several K/Bi chain config-

urations, occur due to disorder along the chains. The disorder in fi-K2Bi88e13 could

play an important role for its thermoelectric properties, by changing the density of

states near the band gap and potentially increasing the thermopower.
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Chapter 1

Introduction and Motivation

Solid state physics has been challenged by the discovery of new classes of complex

materials in the past two decades. The degree of structural complexity. and the del-

icate interplay between structural, electronic and magnetic effects yield fascinating

physical properties such as high-temperature superconductivity in doped copper ox-

ides [1], colossal magnetoresistance in manganites at high doping [2], and enhanced

thermoelectric properties in novel thermoelectric materials [3]. Although these ma-

terials are important for potential technological applications, much of the physics

behind corresponding phenomena is still not fully understood. It has recently been

realized that features such as nanoscale inhomogeneities [4, 5, 6, 7, 8] and charge

density waves [9, 10, 11, 12, 13] could play an important role in the physics of these

important materials.

The degree of complexity of these materials and associated phenomena requires

an approach that involves multiple experimental techniques probing different aspects

of these phenomena, such as scanning tunneling microscopy (STM), which probes

local electronic structure, and diffraction based techniques, that provide structural

information. In addition, comparison of the experimental results with theoretical

calculations is crucial for better understanding of the physics of these materials.

The STM technique is a powerful tool for studies of the nanoscale electronic

 



structure of novel complex materials. Although STM is still a relatively new tech-

nique [14, 15], it has revolutionized surface science, and has been successfully em-

ployed in resolving local structure and spectroscopy of many materials of interest.

In STM, atomic-scale spatial resolution can be achieved allowing for detailed studies

of crystal surface topography, as well as local probing of the electronic structure. It

is based on the quantum mechanical effect of electron tunneling through a vacuum

barrier between two conductive electrodes.

In this work, I present results of experiments utilizing scanning tunneling mi-

croscopy in two specific complex systems. In these systems, electronic properties are

of interest in the context of charge density wave states and thermoelectric properties,

respectively.

The charge density wave (CDW) state, which is one of the fundamental broken-

symmetry ground-states of metals [16], is most common in systems with reduced

dimensionality. The CDW represents a spontaneous periodic spatial modulation of

charge density across a material, with an associated deformation of the crystal lattice.

The CDW state in materials is characterized by a gapped Fermi surface. A CDW

is said to be incommensurate when the ratio of the CDW wavelength to the atomic

lattice is an irrational number. Incommensurate CDWS exhibit nonlinear transport

properties that can be utilized for potential applications [17]. It is very important to

characterize the precise nature of the CDW in systems in which they occur. We em-

ployed STM in the surface topographic imaging mode and point spectroscopy mode

to study the charge density wave state in CeTe3 at various temperatures. Although

CeTe3 is a simple, layered system with a one-dimensional incommensurate CDW, the

exact nature of the incommensurability in this material is not fully understood, as

the CDW could either be uniformly incommensurate, or could be locally commen-

surate with discommensurations. In this work, STM is used to observe the CDW,

to determine the CDW gap size, and to address the nature of the incommensurate



CDW.

Thermoelectric materials are those materials that can be utilized for conversion

of temperature gradient to electric potential difference and vice versa. Good thermo-

electric materials require large electrical conductivity, large thermopower, and small

thermal conductivity [18]. Optimization of these parameters is often difficult [19].

Narrow band-gap semiconductors show great promise for future thermoelectric ma-

terials, as their properties can be tuned by doping. Electrical conductivity and ther-

mopower are determined by the details of the electronic properties including the size

and structure of the semiconductor band gap and scattering of charge carriers by de-

fects and impurities, while thermal conductivity is affected by scattering of phonons.

Therefore, resolving the electronic structure of thermoelectric materials is key to un-

derstanding their properties. We used scanning tunneling spectroscopy to study the

the electronic structure of fi-KgBigSelg, which is a promising thermoelectric material.

In particular, the band gap of fi-KgBigSe13 obtained using optical measurements in

the infrared regime at room temperature [20] showed marked disagreement with the

results of theoretical calculations [21]. In order to resolve this issue, I measured the

band gap of this important material using STM. The observed electronic structure is

also considered in relation to the nature of structural disorder on specific atomic sites

that is believed to play an important role for its thermoelectric properties.

1. 1 Thesis outline

The thesis is organized as follows. Chapter 2 represents a description of the STM

experimental technique, including explanations of different modes used to carry out

experiments and various experimental details. Chapter 3 reviews relevant physics

related to the CDW phenomenon, with an overview of CDW types and of typical

experimental methods sensitive to the CDW state. Chapter 4 brings the detailed

results of the STM characterization of the CDW state in CeTe3 at room temperature



and 77 K. The basics of the physics of thermoelectric materials is given in Chapter 5,

as well as the STM results of the electronic structure of fi-K2Bi88e13 at 1.6 K tem-

perature. Concluding remarks and possible directions for further work are given in

Chapter 6.



Chapter 2

Scanning Tunneling Microscopy

2.1 Basic principles of STM

2.1.1 Introduction

Scanning tunneling microscopy (STM) is a technique developed in the early 19808,

after the first tunneling signal through a controllable vacuum gap had been achieved

by Binnig, Rohrer and collaborators [14]. This was followed by the demonstration of

successful surface microscopy using vacuum tunneling, producing the first topographic

pictures of surfaces on an atomic scale. Examples of resolved monoatomic steps and

surface reconstructions were shown by the same group for surfaces of Si, CaIrSn4 and

Au [15]. STM is now routinely used for surface imaging as well as for local probing

of the electronic structure of materials.

The operation of the STM is based on the quantum mechanical effect of electron

tunneling through a vacuum barrier between two conductive electrodes. The tunnel-

ing current starts to [flow when a sharp tip of the STM probe is brought in proximity

of a conducting surface, at a distance of approximately 0.5 nm. A polarity of a voltage

applied between the tip and the sample surface determines the direction of the tun-

neling current. The magnitude of the tunneling current decays exponentially as the

tip—sample separation increases. The STM technique can only be applied to study
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Figure 2.1: Conducting electrodes (1) and (2) in close proximity: when unbiased, the

Fermi levels equilibrate and take the same value EF (a). When bias voltage V is

applied the Fermi levels split by eV and become Elf“ and E? (b).

conducting or semiconducting samples, as for the insulating samples the electrons

have no available energy states to tunnel into or out of due to the insulating band

gap.

2.1.2 Tunneling in STM

Consider two conducting electrodes (1) and (2) at a temperature of absolute zero.

When the separation between the two electrodes is small enough to allow tunneling,

the electrodes come into an electrical equilibrium, such that there is a unique Fermi

level for both of them, as shown in Figure 2.1(a). When a bias voltage V is applied

across the two electrodes, the Fermi levels split by energy eV, where e is the electron

charge, as shown in Figure 2.1(b), and directed quantum tunneling can occur. States

within an energy interval eV separating the two Fermi levels contribute to the tunnel—

ing, with electrons occupying filled states within eV below the higher Fermi level of

one electrode tunneling into the empty states within eV above the lower Fermi level

in the other electrode [22]. At finite temperatures transient tunneling can occur even

when no voltage is applied as some of the electrons in the electrodes will be thermally

excited above the Fermi level. On average, this effect cancels as tunneling occurs in

both directions between the electrodes.
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Figure 2.2: The vacuum barrier of width (1 between the sample and the tip, shown

with the electronic wavefunction. Bias voltage V is applied, and the Fermi levels EF

of the sample and the tip are separated by eV. The electronic wavefunctions are

periodic in the sample and the tip, and decay exponentially in the vacuum region.

Here I provide a simple illustration of the quantum tunneling effect which is a

basis of the STM operation. Consider a rectangular barrier, such as that shown in

Figure 2.2, which is a reasonable approximation if the bias voltage is small compared

to the work functions of the tip and the sample. The work function is defined as

(,6 = V0 — EF: where V0 is the potential in the barrier. For simplicity I will assume a

one dimensional tunneling barrier, with the dimension denoted z. For such a barrier

the electron motion is governed by the time independent Schr6dinger equation

2:2 (12¢
—-2-fi:i;'—2- + V010 = Ell}. (2'1)

If the electrons are incident on the barrier from the left, then there are three branches

for the solution to the Schrbdinger equation as follows:



Aexp(£%5) + Bexp(;%2§), z < 0

W2) = Cexp(—kz) + Dexp(kz), 0 S 2 S d (2.2)

Texp(M§fi——dz), z > d

 

where p =m and his 2 \/2m(V0 — E). At the boundaries of the three regions

these functions and their first derivatives must be continuous, which sets constraints

on the choice of constants. Furthermore, the value of constant D is exponentially

suppressed, to avoid the unphysical solution of the wave function diverging in the

case of a thick barrier.

In the STM system the two electrodes are the tip and the surface of the sample,

where the separation between them is less than 1 nm. As implied from Eq. 2.2, the

electron wavefunction is sinusoidal in the sample and the tip, but decays exponen-

tially inside the barrier as 212(2) = C exp(—kz). The wavefunction of the transmitted

electrons is 21)(z) = Texp(fl-z%dz), where 7' is the transmission coefficient. If the

barrier is sufliciently thick, the slope of the exponentially decaying function W2) is

close to zero at the vacuum-tip interface. Due to continuity conditions of 1D and 961,322,

it follows that the value of the wavefunction at z = d is Md) = C exp(—kd) = [7'].

As the tunneling current I is proportional to the transmission probability [le [23],

it follows that

I oc exp(—2kd). (2.3)

2. 1.3 STM resolution

As the tunneling current depends exponentially on separation between the tip and

the sample, one readily sees that the STM is extremely sensitive to small variations

in the tip-sample spacing. This is called z-sensitivity. When the separation between

the tip and the sample changes by Ad, then the tunneling current changes by a factor

of exp(—2kAd), as seen from Equation 2.3. For example, for the typical value of



 work function of 96:4 eV, the value of k = V QmEXO—E) for states at Fermi level is

1.03 A‘l. An increase of Ad=1 A in the separation between the tip and the sample

would cause the tunneling current to drop by factor of exp(—2kAd) = 0.127, i.e.,

an order of magnitude. Atomic resolution of STM is a direct consequence of the z-

sensitivity: if one atom at the apex of the tip is 1 A closer to the sample than the

other atoms, most of the tunneling current will flow through that apex atom. As it

is shown by Stoll et al., most of the tunneling current is typically confined to a small

area with a radius of approximately 3 A on the sample surface, which is sufficient to

detect the corrugation of individual atoms [24].

2.2 Frequently used STM methods

The STM technique was initially developed to investigate the surface topography

properties of materials on the atomic scale. However, fairly soon after it was es-

tablished, STM was employed for probing of the local electronic structure as well.

Essentially, there are three parameters that can be varied: the applied bias voltage

between the tip and the sample, the tunneling current, and the tip position with re-

spect to the sample. The ability to vary these parameters enables the STM probe to

be useful for characterization of different properties. There are two common modes

of STM operation. One mode is the constant current mode, also referred to as the

surface topographic imaging. The second mode of operation is scanning tunneling

spectroscopy (STS) in point spectroscopy mode.

2.2.1 Surface topographic imaging mode

In the surface topographic imaging mode, the tip is scanned over the surface of the

sample while the tunneling current is maintained constant. A fixed bias voltage is

applied and the desired tunneling current is set. As the tip is scanned across the



surface of the sample, variations in the topography of the sample and the underlying

electronic structure affect the tunneling current. In order to keep the preselected value

of the tunneling current constant, a feedback circuit is used to adjust the position

of the tip above the sample surface. Feedback voltage, corresponding to the vertical

position of the tip is recorded, reflecting the surface topography. Details are described

in Section 2.3.

2.2.2 Scanning tunneling spectroscopy

In the point spectroscopy mode, the position of the STM tip is kept fixed with respect

to the sample surface, over a single point of the sample. The bias voltage V is ramped,

typically from -300 mV to +300 mV, and the tunneling current I is measured as a

function of the ramped voltage V. Differentiation of I(V) with respect to V provides

a direct measure of the sample’s density of states at a temperature of absolute zero.

At finite temperatures, the measurements are smeared by 3.5 kBT, where kB is the

Boltzmann constant, and T is the measurement temperature. To minimize the smear

out of the data, the STM spectroscopy is typically operated cryogenically. At liquid

4‘He temperature, 4.2 K, we can resolve details of the electronic structure of the

sample on a sub-meV energy scale. Since materials that are subject of this study are

expected to have band gaps of the order of hundreds of meV, the energy resolution

of the measurements allows for the energy band structure to be determined with

exceptional quality.

To illustrate the principle behind the electronic structure measurements in the

spectroscopic mode of STM, we will follow a simple set of equations. In order to

obtain an expression relating tunneling current to the electronic structure, we assume

that all tunneling transitions occur at constant energy where states within an energy

interval eV separating the two Fermi levels contribute to the tunneling [23]. We can

calculate the total tunneling current by adding up all contributions from each energy
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level. For temperatures T > 0, the number of occupied states in the sample electrode

at the given energ E is N3(E)f(E), where N3(E) is the density of states of the

sample electrode and f(E) is the Fermi function. The number of empty states in

the tip electrode, at the same energy E, is given by Nt(E — eV)(1 — f(E — eV)),

where Nt(E — eV) is the density of states of the tip electrode. As electrons from the

occupied states can tunnel only into empty states, the tunneling current from the

sample to the tip can be written as

Is_. t oc [00 |T|2Ns(E)f(E)Nt(E — evm — f(E — evndE. (24)
—00

where

1

_ exp(7c%3T) + 1

 

f(E) (2.5)

represents the Fermi function for a state with energy E. For temperatures T > 0,

thermal excitations bring electrons into states above the Fermi energy. Thermally

excited electrons in the sample electrode leave the empty states. Thermally excited

electrons in the tip electrode can tunnel into these emptied states, creating the tun-

neling current from the tip to the sample

Its 3 oc [00 [leNtiE — eV)f(E — ev>Ns<E>u — f(E)]dE- (26)
—00

The quantity |r|2 is the transmission probability for tunneling from the initial to a

final state. We can approximate that the transmission probability is independent of

energy E if only energies close to the Fermi energy are considered. Therefore |r|2 can

be immersed into the constant of proportionality. The total tunneling current is the

difference between the current from the sample to the tip and the current from the

11



tip to the sample:

I cc 1: N3(E)Nt(E — eV)[f(E) —- f(E — eV)]dE, (2.7)

To simplify the equation we will assume that the STM tips, typically made of noble

metals such as Au or Pt, have constant density of states near the Fermi level, i.e., Nt

is independent of E. Differentiation of I with respect to V then gives

dI(V) 0° 6f(E-eV)TV oc /_sz(13)[— 8W) MB (2.8)
 

When kBT —> 0, then

 

8f(E — eV)

8(eV) —) 6(E — eV) (2.9)

leading to

dI(V)

—dV o< N3(eV) (2.10)

when T —> 0. Thus at low temperatures, differentiation of I with respect to V gives

a direct measure of the sample’s density of states.

2.3 STM design

An important aspect of the exponential decay of the tunneling current with increased

sample-tip separation is that it sets spatial limitations to the tunneling range of the

microscope. If the tip is too far away from the sample, no tunneling can occur, as

the tunneling probability will be negligible. Therefore, bringing the tip into tunneling

range and scanning it over the sample surface requires extremely precise control. Since

the invention of scanning tunneling microscopy, the issue of tip and sample control

was part of the design, and significant improvements of stability and performance of

the STM have been achieved over the years.
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Figure 2.3: Scheme and photograph of the scanning tunneling microscope, based on a

design by K. Besocke [25]. The sample holder is resting on three piezoelectric tubes.

The central piezotube is holding the tip. The sample is located above the tip (dark

square).

The control of the sample-tip separation is typically achieved by using a series

of electrically controlled piezo—tubes. These materials utilize the piezoelectric effect,

which represents the ability of crystals and certain ceramic compounds to generate

a voltage in response to applied mechanical stress. Conversely, piezoelectric crystals,

when subjected to an externally applied voltage, can change their shape by a small

amount. The piezoelectric effect has numerous applications, such as high voltage

and power generation, sensors, actuators, reduction of vibrations, production and

detection of sound, electronic fiequency generation, micro-balances, and ultra fine

focusing of optical or electronic assemblies, such as STM.

The design of the scanning tunneling microscope used in this study (Figure 2.3) is

based on the design developed by K. Besocke [25], which provides excellent stability

utilizing a compact assembly. Moreover, the design achieves very small thermal drift

by using a thermally compensated geometry. Figure 2.3 shows a schematic of the

design and a photograph of the microscope. The position of the tip with respect to

13



(a) (b

2

)

)o

(C)»-~ A

(QM
A      )
V

Figure 2.4: (a) Schematic representation of a typical STM piezotube with four quad-

rants. (b) The top View: the quadrants denoted with +X, +Y, -X, and -Y are used for

the electromechanical control. (c) Schematic of the three carrier piezotubes indicating

motion in rotational sense.

the sample is controlled by small piezoelectric tubes. The sample holder is resting on

three carrier piezoelectric tubes in a triangular configuration. The carrier piezotubes

have smooth stainless steel balls on the top, used for contact with the sample holder.

These piezotubes bring the sample into tunneling range of the tip. The tip is attached

to the central piezotube (also called seaming tube), which is used to scan the tip over

the surface. Each of the piezotubes is metallized to form four quadrants, as shown

in Figure 2.4(a) and Figure 2.4(b), that can each change dimensions independently.

The tube is lengthened or shortened by applying a positive or negative voltage on all

the quadrants simultaneously, providing the motion in the z direction. For motion

in the lateral direction, one quadrant is lengthened while the opposite one is short—

ened, causing the tube to bend in the a: or y direction. For our microscope at room
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temperature the sensitivity of the piezoelectric ceramics is 200 A/V, providing the

maximum scan range of about 5 am in the a: and y directions.

The sample holder, directed toward the tip, contains three sloped ramps (see Fig-

ure 2.3) that slide on top of the three piezotubes, as controlled by the electromechani-

cal system, and bring the sample closer to or away from the tip. This is accomplished

by motion in a rotational sense, as seen in Figure 2.4(c), using a sawtooth-like sig-

nal. During the slow part of the signal, the sample holder rotates together with the

piezotubes, while it remains still during the fast part of the signal.

The voltages applied to the piezotube quadrants are controlled by commercially

purchased electronics. In the typical mode of STM operation, constant current mode,

the desired tunneling current is maintained by controlling tip—to—sample separation

by using feedback loop, as shown in Figure 2.5. An amplifier with 109 V/A gain

is used to convert the low tunneling current between the tip and the sample to a

voltage signal. This is compared to the preset voltage corresponding to the desired

value of the tunneling current. The difference between these two voltages is used to

create a feedback voltage as follows. The difference signal, or error signal, is sent

into a feedback circuit. The feedback voltage is generated as a combination of two

components: the first is called gain, and is directly proportional to the error signal;

the second one, called time constant, is proportional to the integral of the error signal.

The feedback voltage is sent to the piezoelement controlling the 2 position of the tip,

resulting in an adjustment of the tip position to correspond to the preset tunneling

current. The tunneling current is typically set to a range of 0.1-1 nA.

A high value of the gain results in a faster response of the feedback loop, while a

low gain would result in a relatively slow response. However, if the value of the gain

is set too high and the integrator too low, the system may over correct, which will

cause the current to oscillate around the set value. This phenomenon is known as

feedback oscillation. It can be particularly troublesome if too much noise is present
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Figure 2.5: Schematic representation of the STM feedback circuit.



in the signal. This undesirable mode is corrected by resetting the values of the gain

and time constant. The typical gain varies between the values of 0 and 2. Typical

value of the feedback time constant varies between 1 and 20 ms.

2.4 Cryogenic system

The STM experiments can be performed at room temperature as well as at selected

low temperatures using a cryogenic system. In this project we employed a 3He cryo-

genic system, Figure 2.6, which operates at liquid nitrogen temperature (77 K), liquid

4‘He temperature (4.2 K), at the temperature of liquid 3He around 1.2 K, which could

be further lowered to the base temperature of 0.270 K by lowering the vapor pressure

to decrease the boiling temperature of 3He. The scanning tunneling microscope is

mounted to the bottom of a long stainless steel probe which is used to lower the

microscope into the cryogenic system. To prepare for a data run at room tempera-

ture, the probe is placed on the top of the cryostat and the sample area is evacuated

by using a turbo-mechanical pump to achieve high vacuum. Cooling the cryostat to

liquid helium temperature of 4.2 K is done in stages. In the first stage, the cryostat

is cooled down to 77 K with liquid nitrogen. The liquid nitrogen is then completely

evacuated from the main reservoir, and the cryostat is filled with liquid 4He. The

first stage of cooling the cryostat with liquid nitrogen could be maintained for the

STM operation at 77 K. The probe is lowered into the sample space of the cryostat,

which is kept in vacuum. After lowering into the sample space, the probe requires

approximately 10-15 hours for thermal equilibration.

The base temperature of the cryogenic system operation of 0.270 K is achieved

by reducing the vapor pressure of the liquid 3He which is initially at temperature of

1.2 K. Before proceeding to the base temperature, the cryogenic system has to be

cooled to liquid 4He temperature. Gaseous 3He is then allowed to enter the sample

space from the 3He storage dump, but it is trapped inside the sorb, a cold massive
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charcoal pump in the sample space. By warming up the sorb slightly, a few mbar of

3He gas is introduced into the sample space as an heat exchange gas. The scanning

tunneling microscope, mounted to the probe, is then lowered to the bottom of the

sample space. Lowering the microscope needs to be done slowly in order to protect

the piezoelements from thermal stress. Outside of the sample space, attached to its

walls, is a donut shaped chamber called 1 K pot. The 1 K pot is used for condensation

of 3He and for keeping the measuring system cold. The pot is not in the direct contact

with the main liquid 4He reservoir, the connection is achieved only through a thin

tube for 4‘He delivery, so. the pot could be run at varying temperatures. With a flow

of about 2 l/min of liquid 4He through the pot and by lowering the pressure in the

pot to about 20 mbar, the 1 K pot temperature lowers to a minimum of 1.2 K.

When the sorb is warmed to about 30 K temperature, gaseous 3He is released

from the sorb. This 3He hits the cold copper piece of the probe (which is in a contact

with the 1 K pot), condenses on it and drips into the 3He pot at the bottom of the

sample space. When the 3He pressure in the sample space reaches its minimum value,

the condensation is completed. This procedure requires about 1 hour. The sorb is

then cooled down. As its temperature passes 15 K it starts to pump the remaining

3He gas, and reduces the vapor pressure and boiling temperature of the liquid 3He.

This way the base temperature of 0.270 K is achieved. The base temperature can

be maintained for three days, allowing for measurements at cryogenic temperature to

take place, after which all the 3He evaporates. At that moment all 3He molecules are

trapped inside the sorb, and the process can be repeated.

2.5 Mechanical stability of STM

It has been shown in Sections 2.1.2 and 2.1.3 that the tunneling current changes by

almost an order of magnitude for a change in tip-sample separation as small as 1 A.

Considering the sensitivity of the STM, good mechanical isolation of the microscope
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from all external vibrations is a critical issue. The surrounding environment of the

STM probe, such as the building, the people and the machinery, are all common

sources of noise, with amplitude of mechanical vibrations of the order of a few thou-

sand angstroms. Keeping the tunneling current stable requires tip-sample mechanical

vibrations to be limited to amplitudes less than 0.1 A. Such mechanical stability is

achieved by use of compact STM design and an efficient dual-stage isolation system.

The compact STM design, discussed in Section 2.3, gives high normal-mode vibration

frequencies ~ 1 kHz, which are not easily excited by room vibrations (~ 10—20 Hz).

Mechanical decoupling of the STM probe from the ambient vibrations is achieved

with the dual-stage external vibration isolation system. The first stage of the isolation

consists of four donut shaped rubber air springs, and the second stage consists of four

specialized hydraulic shock-absorbing legs, frequently used to support tables with

delicate optical measurement setups. These two stages may be modeled as a dual

stage oscillating system of simple springs which results in an increase of the damping

factor, important for achieving necessary stability of STM. Acoustic vibrations are

also observed to have the effect on stability of the tunneling current. In addition to

the system assigned to dampen mechanical vibrations from the experimental floor,

our laboratory STM room is cushioned with sound absorption padding on the walls, to

cut down on acoustic reverberation. The cushion contains patterned sheets of sound-

insulating material arranged in checkerboard pattern, to most efficiently dampen all

the sounds propagating through the experimental room.

Other dominating sources of noise are STM tip instabilities and various defects and

impurities on the sample surface. The STM tips used in this study were commercially

purchased from Materials Analytical Services, Inc.

The experiments were performed with fresh chemically etched tips, as well as with

in-house mechanically cut tips. In both cases, the tips are made of alloyed platinum

and iridium in a 80/20 ratio. These tips do not oxidize, which is important for
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stability of the experiment when tunneling is performed in the air. Typical length of

the tip is 1.0(1) cm, with the wire diameter of 0.25 mm. The top part of the STM

tip is tapered. It is about 200 pm long with the radius of curvature of the very end

of 50 nm. Although the tips are prepared in the same way, using the same method,

not all of the tips perform equally well. There is no simple method of evaluating

and predicting the performance of the tip other than to test its performance once

it is mounted on the STM. The tip stability is one of the first parameters to ensure

successful experimental performance. In the cases when the tip is unstable, due to a

tunneling through a loose atom on a tip, or because some particles are attached to

it, the STM images are usually streaky. Unstable tip conditions could sometimes be

improved by a process of ’shaking’ the tip, which is a fast scanning with a maximum

possible scan range, for about 10 minutes. Another commonly used process is field

emission where a sudden increase in bias voltage causes the electric field to eject loose

particles on the tip. Of course, if these measures are unsuccessful, the tip has to be

exchanged with a new one.

Cleanness of the surface of the sample is another important issue influencing the

stability, as the tip can interact with impurities and become unstable. Samples to

be studied are therefore carefully cleaved with scotch tape or a razor blade, such

that layers are tightly packed without loose flakes, allowing for a fresh surface to be

probed. If weakly attached layers are present on the sample surface, the tunneling

current is unstable due to electric field forces acting on them. The samples used in

this study were prepared in the air, and then transferred into a loading chamber and

evacuated with a turbo-mechanical pump. Although the samples were exposed to air

for about 5 minutes, the experimental tests that were carried out indicated that the

surfaces were sufficiently inert such that the contamination is negligible.
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2.6 System testing and calibration

After the new STM tip is mounted on the probe and before experiments are con-

ducted, routine tests have to be performed. These tests are required to ensure good

performance of the tip as there is no other special way to evaluate it. The typical

sample to use in the tests is graphite. Obtaining atomic resolution images of graphite

demonstrate that the tip is acceptable. Graphite crystals consist of the layers of

carbon atoms. In each layer, carbon atoms are covalently bonded into hexagons,

while different layers are connected together by weak van der Waals forces. Car-

bon atoms on the graphite surface appear in the STM images as a triangular lattice

which contains every other atom, not as honeycomb rings as it would be expected.

Figure 2.7(a) is the STM image of graphite surface where triangles of three carbon

atoms are visible, while the other three atoms are missing. This asymmetry was

explained by Tomanek et al. as a purely electronic effect due to the interlayer in-

teractions [26]. It was explained as having two nonequivalent carbon atom types in

each layer. Carbon atoms of one type have neighbors directly beneath them in the

underlying atomic layer. Carbon atoms of the second type do not have neighbors

directly beneath them. Band structure calculations predict that atoms visible in the

STM image are ones that do not have the subsurface atom beneath them.

The sensitivity of piezo material in the scanning tube depends on the geometry and

polarization. We use graphite samples and a structured platinum sample to properly

calibrate our piezotubes. Graphite is used for getting lateral sensitivity: the STM

image of graphite with good atomic resolution is used to obtain correct value of the

scan range, knowing that graphite plane lattice constant is 2.46 A. For the particular

STM image, the applied voltage to the scanning piezotube for motion in the lateral

direction is known. The lateral sensitivity of the piezotube is then determined as a

measure of lateral displacement per one volt. The platinum sample is useful for z-

calibration. This sample is patterned into a mesh of squared pits. A value used for
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Figure 2.7: (This figure is presented in color.) (a) Carbon atoms in the STM image

of graphite surface at the scan range of 24.4 A x 25.8 A , obtained at the tunneling

current of 0.5 nA and the bias voltage of 100 mV. The image is cleared with Fourier

filtering. (b) The STM image of platinum sample at the scan range of 5.8 pm x

5.7 pm, obtained at the tunneling current of 80 pA and the bias voltage of 180 mV.

2- calibration is the actual depth of the platinum pits of 180 run. As the squared pits

are 5 pm in size, with the same size of separation between them, there is an excellent

chance of finding an edge, as it can be seen in Figure 2.7(b). Using the same method

as for the lateral calibration, the z sensitivity of the piezotubes can be obtained.
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Chapter 3

Charge density waves

3.1 Introduction

The charge density wave (CDW) state is one of the competing ground states in

anisotropic, low-dimensional materials. Among the phenomena that can occur in such

materials are superconductivity, ferromagnetism, antiferromagnetism, and Spin den-

sity wave states. The physics of charge density wave formation involves pronounced

nesting vectors in the Fermi surfaces of these materials [22, 27], accompanied with

the gapping of parts of the Fermi surfaces. The conduction electron density in nearly

free-electron—like three-dimensional metals can be considered as highly uniform, while

the equilibrium positions of the atoms in the underlying lattice form a perfectly peri—

odic arrangement. Spatial variations of the electron density are strongly suppressed

in these systems, as they require large Coulomb energy penalty. On the other hand,

in systems with reduced dimensions static modulations of the electronic density are

possible. In such materials, when the temperature decreases below a certain critical

temperature, the crystal lattice spontaneously develops a periodic deformation due to

electron-lattice coupling. In a self consistent manner, this results in a modulation in

electron density with the same periodicity, which is accompanied by a rearrangement

of the electronic bands such that the total energy of the system is lowered. Such
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modulation of the electron density is called a charge density wave [16].

The CDW phenomenon is usually observed in crystals of reduced dimensions, such

as quasi-two—dimensional [28] and quasi-one-dimensional [16] materials. Well-known

examples include inorganic layered materials like NbSe3, TaSe3, and KOO3MoOg,

and quasi-one—dimensional organic conductors like tetramethyl-tetraselenafulvalene

(TMTSF) or tetrathiafulvalene—tetracyanoquinodimethane (TTF-TCNQ). Periodic

arrangements of charges have also been observed in various oxide systems, such as

charge stripes in nickelates [29, 30], superconducting cuprates [12] and colossal mag-

netoresistive manganites [31], and checkerboard charge arrangements in cuprates [32,

33]. In the late 1990’s the stripe phase observed in cuprate high temperature super-

conductors attracted considerable attention as long—range ordered charge stripes were

found to correlate with the suppression of superconductivity [12]. Moreover, dynam—

ically fluctuating stripe phases have been considered to be of central importance for

an understanding of the physics of high-temperature superconductors [12, 34].

Compared with other conducting materials studied in bulk form, CDW conductors

show an extremely rich variety of properties, like nonlinear and anisotropic electrical

properties, unusual elastic properties, and gigantic dielectric constants. These prop-

erties make them interesting for potential applications such as CDW memory devices,

switches, rectifiers, mixers, and optical detectors [35]. The organic CDW materials

are of particular importance for studies of electrons in solids because their properties

can be tuned at the synthesis stage [36].

3.2 Basics of the physics of CDWS

More than 50 years ago, R. E. Peierls introduced the theory of CDWs [37]. Peierls

showed that the one-dimensional electron gas coupled to the phonon system becomes

unstable at low temperature and undergoes a phase transition to an insulating state.

The basic concept of this phenomenon resurfaced when the first anisotropic, low-
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dimensional materials became available. This was at the time when various organic

materials were synthesized [38], starting with TTF-TCNQ [39], in which a set of

long molecules donated electrons to another set leaving one-dimensional conductors

with partially filled bands, presumably good candidates for superconductivity [40].

Surprisingly, with cooling, these materials became insulators rather than supercon—

ductors. That was the first experimental observation of this phenomenon, called the

Peierls transition.

While all materials are three-dimensional by definition, in certain classes of mate—

rials, electrons are limited to moving easily along one direction in the structure, and

are much less mobile perpendicular to it. In such a case the electron conductivity

might be from 10 to 1000 times greater in the preferred direction [36]. Such materials

are said to have quasi-one-dimensional character. Prerequisite for CDW formation is

existence of such reduction of dimensionality, hence reduced dimensionality represents

a common feature of all CDW materials [35].

3.2.1 The Peierls transition

The charge density wave represents a cooperative state in which both the crystal

lattice and the electron gas exhibit a distortion to lower the total energy of the

system. The periodic distortion of the lattice creates a supercell which reduces the

kinetic energy of the highest energy occupied electrons of the conduction band. This

energy gain, however, becomes relevant as the temperature is lowered below some

critical temperature, TCDWi where the effect of thermal excitations is reduced. If

the total energy gain is sufficiently large to surpass the cost of distorting the lattice

and the Coulomb energy, the charge density wave will form.

To illustrate the underlying physics behind the CDW formation, I will consider

a one-dimensional metal at temperature T = 0. If electron-phonon interaction is

not present, the ground state corresponds to the one shown in Figure 3.1(a). The

26



  

(b)

E
n
e
r
g
y

      
-n/a 49. o i, n/a -n/a it. o 'k, n/a

Wavevector k Wavevector k

  

Figure 3.1: The conduction band of a one—one-dimensional crystal [42]. One-electron

states with energy E(k) < E(kF) are filled, while states with E(k) > E(kp) are

empty. (a) Periodic crystal with in/a describing the boundary of the first Brillouin

zone. (b) 1D crystal with a PLD with period q = 2kF, showing an energy gap, A,

in the dispersion at k = ikF.

one-electron states of the conduction band are occupied up to the Fermi level EF,

while states above the Fermi level are empty. In the presence of electron-phonon

interaction, the metal becomes unstable. Peierls showed that it was energetically

favorable to introduce a periodic deformation of the lattice, with the period A related

to the Fermi wavevector kF by A = 7r/kF: corresponding to the wavevector q which

is twice the Fermi wavevector, q = 2kF [37]. The periodic lattice deformation (PLD)

is responsible for opening up a gap at the Fermi level, as shown in Figure 3.1(b).

The energies of the occupied states below the Fermi energy EF are lowered, while

the empty states are raised in energy. The gain in electron energy is proportional to

u2ln(u) for small lattice distortions u, while the cost of strain energy is proportional

to u2 [41], thus explaining the stability of the deformed state.

As shown by Peierls [37], the CDW state is the preferred ground state in quasi-

one—dimensional and quasi-two-dimensional metals at low temperature. This comes

about as the cost in elastic energy to modulate the atomic lattice is smaller than

the gain in conduction electron energy. At sufficiently high temperature the metallic

state is stable, as the electronic energy gain competes with the thermal excitation of

electrons across the gap. The second order phase transition that occurs between the
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metallic and CDW state at TCDW is known as Peierls transition.

3.2.2 Fermi surface nesting

The Peierls instability is induced by strong electron-phonon interaction, which can

develop due to the characteristic topology of the Fermi surface. In quasi-two dimen-

sional or quasi-one-dimensional free-electron-like metals the Fermi surface is cylin-

drical or planar, and large areas of the Fermi surface can be separated by the same

wavevector. The CDW state becomes most favorable when there are large number

of states connected by the same 2kF vector. Such a vector of constant momentum

transfer connecting parallel segments of Fermi surface is called a nesting vector [27];

similarly, the overlap of parts of the Fermi surface as a result of a translation of

parts of the surface by a nesting vector is called Fermi surface nesting. The more the

Fermi surface is nested, the more stable the CDW state is. To better understand this

concept, consider a system of electrons in a single one-dimensional chain of atoms

at T = 0. The Fermi surface for such a system consists of two points k = —kF

and k = +kF, and involves two states each due to spin. These are the states that

would lower their energy when the CDW gap opens. If we have a two-dimensional

system of n non-interacting parallel chains in a plane, this system can be considered

quasi-one-dimensional and its Fermi surface comprises of two sets of colinear points

along two parallel lines perpendicular to the direction of chains, 2kF apart. In such

a case we have 4n states subject to lowering their energy by the gap opening, for

the same expense in the elastic energy, thus lowering the total energy of the system.

Similarly, for a three-dimensional, periodic distribution of non-interacting chains, the

Fermi surface is made of two flat parallel planes perpendicular to (0, 0, ikp), where

the z—direction is the direction of the chains. In this case every point of the plane

(0, 0, —kF) of the Fermi surface is connected with a point of the plane (0, 0, kp) by

the vector q = (0, 0, qz) with q; = 2kF, which is called perfect nesting. In such a case
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Figure 3.2: Fermi surface nesting in a free electron model. (a) In the case of a

single 1D chain, the Fermi surface consists of two points. (b) In the 2D case of non-

interacting parallel chains, the Fermi surface consists of two sets of colinear points

along two parallel lines perpendicular to the direction of chains. (c) In 3D periodic

distribution of non-interacting parallel chains, the Fermi surface consists of two planes

perpendicular to the direction of the chains. ((1) In 3D isotropic crystals, nesting is

fulfilled for a single point on the spherical Fermi surface.

periodic lattice deformation with modulation wavevector q will lower the energy of

all one-electron states below the Fermi surface. Then the CDW state, characterized

by q, will have lower energy than the normal state. All three cases are illustrated

in Figure 3.2 (a)—(c). On°the other hand, in three-dimensional crystals, as shown in

Figure 3.2(d), the nesting condition for each prospective vector q can be fulfilled only

for a single point on the Fermi surface, and the gain in electronic energy for the few

states near this point is insufi‘icient to overcome the elastic energy cost.

In real systems containing one-dimensional metallic chains, there are always weak

interactions between them, and the electron bands have a small dispersion in the

directions perpendicular to the chains. The characteristic one-dimensional dispersion

still remains parallel to the direction of chains. Any given vector q will then be a

good nesting vector for only part of the Fermi surface. Only the nested fraction of the

Fermi surface will become gapped, while the remaining part will keep the compound

metallic [42].
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Figure 3.3: (a) For an undistorted one-dimensional metal with a half-filled band, the

lattice is a periodic array of atoms with lattice constant a. (b) One-dimensional metal

with a half-filled band, with introduced periodic lattice deformation and associated

CDW with period 2a.

3.3 CDW types

The character of a CDW depends on how its wavelength A relates to the original

lattice periodicity 0., hence CDW is often characterized by the ratio A/a. The CDW

wavelength A = 27r/qCDW = 27r/2kF = 7r/kF depends on the number of electrons

in the conduction band: if there are more electrons, the value of kF increases and

the CDW wavelength becomes smaller, and vice versa. For a crystal with a half—filled

band, the CDW state corresponds to a periodic structure with a period that is twice

as large as the periodicity of the crystal lattice, as seen in Figure 3.3. In general,

however, the number of electrons in the conduction band is not related to the lattice

periodicity, so the CDW wavelength could be any fraction of the lattice constant a.

When the ratio of the CDW wavelength A and lattice constant a is an irrational

number, the CDW state is said to be incommensurate. Then the CDW floats around

and it is not affected by the lattice until pinned down by a defect; a defect acts like

a pot-hole in which the CDW state gets stuck. On the other hand, when the ratio

of the CDW wavelength A and lattice constant a is a rational number, the CDW is

commensurate with the lattice periodicity, and then it is hard to get it moving, as

it is more likely to be pinned to the lattice. This is the reason why incommensurate

CDWs show a variety of interesting physical properties.
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Figure 3.4: The normalized resistance R/Ro = (1/R0)dV/dI, versus applied external

electric field, E, in NbSe3 [17]. V represents voltage, I is current, and R0 is the value

of R at V = 0. For the low values of E the system obeys Ohm’s law, R/Ro = 1. Above

certain threshold field (E0 = 117mV/cm in case of NbSe3), the incommensurate CDW

starts sliding, thus opening a second conduction channel, resulting in a decreased

resistance R/Ro < 1.

The single-particle energy diagram is suggestive of CDW conductors being semi-

conductors: they have a band of filled states which is separated by an energy gap

from a band of empty states. However, like superconductors, CDW conductors have

a collective charge transport mode. When an external electric field is applied, the

CDW can slide relative to the lattice. The lattice atoms oscillate back and forth, pro-

ducing a traveling potential, and the conduction electrons move with this potential,

producing a current. However, the CDW conductors are not superconductors, since

various mechanisms damp the collective motion at nonzero temperature, leading to

finite resistance. This is one of the most interesting properties of the incommensurate

CDW: the nonlinear conductivity, as has been found in several CDW compounds [16].

For example, in NbSe3 in the CDW state, non-linear electrical conductivity has been
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observed by Fleming [17]. When an external electric field is applied, for low values

of the electric field, NbSe3 obeys Ohm’s law, as seen in Figure 3.4. Typically the

sliding will not begin until a depinning threshold field is exceeded where the wave can

escape from a potential well caused by a defect. Once the treshold is reached, a new

conduction channel occurs due to the sliding of the CDW that results in enhancement

of the conductivity. Hence the resistance drops below that given by Ohm’s law. This

property can be utilized for potential applications, such as extremely sensitive detec-

tors of electromagnetic radiation if the applied field is tuned to drive the CDW close

to the depinned state, where small changes in electric field cause abrupt changes in

material’s conductivity.

3.4 Methods of detection of CDWs in materials

The charge density wave state in-materials can be observed and studied using various

experimental methods that are sensitive either to the charge distribution, or asso-

ciated lattice deformation, or some other physical property that is affected by the

presence of the CDW. Here I provide a brief overview of some selected techniques

and means by which these are used to detect the CDW state in materials.

Angle resolved photoemission spectroscopy (ARPES) is a surface probe and is a

commonly used method for studying the electronic structure of complex systems [43].

It represents the technique of choice in order to assess with high resolution the en-

ergy and momentum phase space of the electrons. It is based on the photoelectric

effect, and involves measurements of the kinetic energy and angular distribution of

the electrons photoemitted from a sample illuminated with high-energy photons. The

ARPES technique allows for deduction of information on energy band dispersion and

Fermi surface of materials. It has been successfully used to study and characterize

the transition to a CDW state in materials, such as that in quasi-two—dimensional

KMo6Ol7 [44], where partial CDW gap opening, as well as nesting of the Fermi
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surface were observed. This study revealed that in this material below TCDW the

carriers are removed from the Fermi surface, and transferred to higher binding en-

ergy states (those that are below the gap) [44]. ARPES can be used to estimate the

nesting vector qCDW= 2kF:

Scanning tunneling microscopy (STM) is a surface probe that provides informa-

tion about local density of electronic states at the Fermi level [14, 45]. STM allows

the mapping of regions of high and low electron density and hence the observation of

the CDW on the surface of the material directly [46]. In the spectroscopic mode, the

technique can measure the size of the CDW gap as it opens when the material un-

dergoes the transition from its normal to the CDW state. STM has been widely used

to characterize the CDW state of variety of materials, such as K0.9M06017a where

spectroscopic measurements revealed a strong decrease of the density of electronic

states near the Fermi energy, indicating suppression of a fraction of the material’s

Fermi surface at temperatures below TCDW [47].

The CDW state can be detected through transport measurements, where transport

properties exhibit anomalous behavior. For example, in one of the most thoroughly

studied CDW materials, NbSe3, two distinct CDWs occur, at two transition tempera-

tures. Figure 3.5 shows dc resistivity of NbSe3, as obtained by Ong and Monceau [48],

where two anomalous bumps are observed indicating formation of two independent

CDWs in this system at 144 K and 59 K. Similarly, in KMo6Ol7 resistivity mea-

surements show a metal-metal transition at around TCDWv seen as a bump in the

resistivity curve, which reflects Peierls transition to a CDW state. This is due to a

change of mobility of the charge carriers and to a decrease in the density of states at

Fermi level, as the CDW gap opens up [44].

Diffraction based methods, utilizing x-rays [49], neutrons [50], or electrons [51] as a

probe, provide information about the positions of the atoms, and are not particularly

sensitive to the details of the charge distribution. However, these methods provide
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Figure 3.5: Anomalous transport properties of NbSe3, as observed by Ong and Mon-

ceau [48]. Large increases of the dc resistivity appear at 144 K and 59 K, indicating

the formation of two independent CDWs in this system.

valuable information related to the underlying periodic lattice deformation associated

with the CDW. The periodicity q of the periodic lattice deformation is responsible

for the occurrence of additional Bragg reflections, known as superlattice reflections,

in the diffraction patterns at satellite positions :l:q around each Bragg reflection of

the underlying basic structure [42]. For example, single crystal electron and x-ray

diffraction studies on KM06017 [52] demonstrated that periodic lattice distortions

occur at low temperature and the diffraction patterns exhibit superlattice reflections

below TCDW-

The CDW state can also be studied using various spectroscopic methods, such

as nuclear magnetic resonance (NMR) and Raman spectroscopy. Detailed account of

these techniques is beyond the scope of this review. In a simplified view, the NMR
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method utilizes a strong magnetic field to align the magnetic nuclei in the structure

under study, splitting the energy levels of the magnetic nuclei. An energy-variable

electromagnetic field is then applied to the sample. For characteristic values of this

field, that match the energy splitting caused by the magnetic field, resonance occurs.

The result of the experiment is an NMR signal as a function of frequency [53]. It

provides detailed information on the topology, dynamics and three-dimensional struc—

ture of magnetic species, spin density (NMR) and charge density (NQR) distribution

in materials. In NbSe3, the nature of CDW occuring at 144 K was studied using

NMR spectroscopy [54]. This study revealed the nature of different Nb sites in this

material in the normal state. Below TCDW the NMR spectra gave line shapes that

are broadened due to presence of a CDW, indicating that the CDW is incommen-

surate [54]. Raman spectroscopy provides information about vibrational, rotational,

and other low-frequency phonon modes in solids [55]. It utilizes inelastic (or Raman)

scattering of monochromatic laser light, typically in the visible, near infrared, or near

ultraviolet range. The laser light interacts with phonons in the sample, which causes

shifts in the energy (increase or decrease) of the laser photons. The shift in energy

provides information about the phonon modes present in the system. Upon transition

from normal to a CDW state in materials, changes occur in the spectrum indicating

presence of the CDW state. For instance, in 1T-Ta32 a CDW state is achieved at

temperatures below 200 K. Hirata and Ohuchi studied Raman spectra from this ma-

terial as a function of temperature between 48 K and 297 K using unpolarized laser

light [56]. The study demonstrated that high-frequency modes in the spectra exhibit

significant changes towards lower wavenumbers (and therefore lower energies) when

TCDW is approached on cooling.
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3.5 Examples of CDW materials

Characterizing in detail the nature of the charge density wave state [57] as one of

the possible broken symmetry and competing low-temperature ground states [58,

59] of low dimensional electronic systems is extremely important for understand-

ing the physics of these materials [60]. It may also provide important insights

into the nature of other competing states, such as high temperature superconduc-

tivity [28, 59, 61, 62]. Intensive research has been carried out on various layered

systems, including (TaSe4)21 [63, 64, 65, 66, 67], NbSe3 [17, 68, 69, 70, 71], 1T-

TaS2 [72, 73, 74, 75, 76, 77], and 1T-TaSe2 [78, 79, 80, 81] among many others.

These systems, due to their low dimensionality, exhibit rich CDW behavior caused

by the intrinsic electronic instability. For example, 2H-NbSe2 exhibits an incommen-

surate CDW state below 33.5 K and remains in that state down to at least 5 K [78].

In 1T-TaSe2 a commensurate CDW was observed, and is stable for a wide range of

temperatures [82]. In 2H-TaSe2 below 122 K an incommensurate CDW state was

observed, and the CDW locks to a commensurate state at 90 K temperature [78].

Various CDW phases characterize 1T—TaSg over a wide temperature range [73, 83].

Above 543 K this material is in the normal phase [83]. It exhibits an incommensurate

CDW for 353 K < T < 543 K [84, 85]. The nature of the CDW phase between

200 K < T < 353 K had been contraversial for quite some time, and the suspected

characters were nearly commensurate (NC) [86, 87] and domain-like discommensurate

(DC) structures [73, 88]. In the NC state the CDW is characterized by uniform ampli-

tude and phase, while the corresponding lattice distortion is rotated with respect to

the atomic lattice by 12°. On the other hand, in the DC model hexagonal domain-like

structure is proposed such that the CDW is commensurate within domains that are

m 67 A in size, separated by domain walls in which the CDW amplitude decreases

and the CDW phase changes. The STM study of Wu and co-workers demonstrated

that the DC model is the right one for describing the CDW state of 1T-Ta82 at room
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temperature [73]. Below 200 K, 1T-Ta82 is in a commensurate CDW state [75].
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Chapter 4

Study of the charge density wave

in CGTeg

4. 1 Introduction

Recently, the family of layered RETe3 materials, where RE is a rare-earth element

(RE = La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm), has been recognized to belong

to a class of two-dimensional CDW materials [89, 90, 91]. This class of materials

exhibits two-dimensional square-net motifs composed of Te atoms in the structure.

Such square-net arrangements have been considered theoretically (e.g. by 'I‘remel

and Hoffmann who performed electronic band structure calculations for such sys-

tems) [92] and were found to be unstable and prone to CDW formation. On the

experimental side, results of transport measurements indicate that coupling between

layers in RETe3 is rather weak [93, 94]. Studies on different RE compounds revealed

that for the electronic structure the rare earth is of minor importance [95]. This, in

turn, suggests that the tellurium planes play a key role in determining the electronic

properties of RETe3. In this system, a CDW forms in tellurium layers that contain

a square net of Te-atoms. However, the exact nature of the CDW in the RETe3

family has not been resolved to date, and there is still an ongoing debate regarding
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Figure 4.1: Schematic illustration of charge density waves along one-dimensional

chains of atoms (circles and dots). The shading of each atom indicates its appar-

ent magnitude with respect to an STM measurement, with white corresponding to a

relatively high signal and black indicating a relatively low signal. Depending on the

ratio of the CDW wavelength A and atomic lattice a, the CDW can be (a) commen-

surate with A/a rational, or (b) incommensurate with A/a irrational. Part (c) shows

the discommensurate case, for which an incommensurate CDW is locally commensu-

rate - or locked in with the atomic lattice - with discommensurations (domain walls)

preserving the average CDW wavelength.

whether the incommensurate CDW in RETe3 is uniformly incommensurate or dis-

commensurated as discussed below [96, 97]. Resolving this issue is of importance for

better understanding of the physical properties, such as determining the strength of

electron-lattice interaction.

In general, an incommensurate CDW state can take two forms depending on the

nature of the CDW-lattice interaction. It could be uniformly incommensurate for

which the CDW and the lattice modulations are simply superimposed. Alternatively,

it is possible to achieve a state which is considerably more subtle, where the lattice
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and the CDW become locally commensurate within domains and undergo phase slips

at the domain walls. The phase slips are called discommensurations and their role is

to preserve the average incommensurate periodicities, as shown schematically in Fig-

ure 4.1. Discommensurations have been found in a variety of complex systems such as

ferroelectrics [98], semiconducting monolayer surfaces [99], graphite compounds [100]

and CDW dichalcogenide compounds [101].

One of the goals of this study is to look for evidence of discommensurations in the

systems of interest. In this work we used STM and STS methods to characterize the

CDW state of CeTe3 and closely related YTe3 at 300 K and 77 K temperature, and

to determine the value of the CDW energy gap. To the best of our knowledge, these

measurements yielded the first atomically—resolved STM data on these materials.

4.2 CDW and structure of CeTe3

4.2.1 Ideal crystallographic structure of CeTe3

Crystallographic structure of CeTe3, shown in Figure 4.2, is of NdTe3 [102, 103] type,

weakly orthorhombic and described within the space group Cmcm. It is a layered

structure that consists of two building blocks: double layers of [Te]- square-nets, and

puckered ionic [Ceg'fTeg—P'l' double layers that are placed between the nets. Three-1

dimensional structure is composed of slabs of these structural motifs. The atoms

within slabs are covalently bonded, while bonds between the slabs are weak van der

Waals, allowing the crystals to cleave easily between the Te layers where the CDW

forms, making them suitable for STM measurements. It should be noted that this

structural view is an idealized representation, and is strictly speaking incorrect, as I

further discuss.
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Figure 4.2: (This figure is presented in color.) The average crystal structure of CeTeg

consisting of corrugated CeTe slabs, and Te layers, where Te atoms are separated by

3.1 A in a square-net. The figure is courtesy of H.J. Kim.

4.2.2 CDW detection and revised structure of CeTe3

In the initial crystallographic structural interpretation perfect square nets of Te atoms

separated by ~ 3.1 A were assumed. However, recent more careful studies involving

electron diffraction, superstructure and super space group approaches revealed that

this is only an average representation, and that the real structure is more complicated,

containing distorted tellurium nets [90]. These experimental observations confirmed

theoretical predictions of square net arrangements being unstable, and prone to CDW

formation [92], as mentioned.

The existence of a unidirectional CDW in tritellurides was first detected in trans-

mission electron microscopy study of series of RETe3 by DiMasi and collaborators [89].

They identified superlattice reflections in the electron diffraction pattern correspond-

ing to a single incommensurate modulation wave vector with a magnitude of qCDW
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Figure 4.3: (a) Selected area electron diffraction pattern of CeTe3, and (b) selected

intensity scan along the c* direction of the electron diffraction pattern marked with a

box in (a). The arrows indicate the positions of the observed superlattice reflections.

The figure is courtesy of C. Malliakas [91].

z 2/7 X 27r/c. This indicated the presence of incommensurate distortions in the

Te layer planes. The incommensurate superstructure was solved within space group

Ama2 for RE = Ce, Pr, and Nd by Malliakas and collaborators using single crystal

x-ray diffraction [91]. Figure 4.3 shows the electron diffraction pattern of CeTe3 fea-

turing superlattice reflections. This study quantified distortions in the Tenet, and

revealed that a distribution of planar Te—Te distances exists, with a minimum value

of ~ 2.95 A and a maximum value of ~ 3.24 A.

This was further qualitatively confirmed by means of the atomic pair distribution

function (PDF) method, based on a total scattering approach, which gives structural

information in direct space. A small shoulder (Figure 4.4) at N 2.9 A is evident to

the left of the principal PDF peak at around 3.1 A, which is due to the short Te-Te

bonds.

Further detailed local atomic structural study of Kim and co—workers [96] on CeTe3

utilizing the PDF method showed that local atomic distortions of the Te nets due

to the CDW are larger than those observed crystallographically [91]. Distinct short

(2.83 A) and long (3.36 A) Te—Te bonds are found to be present in the structure,

consistent with bimodal bondlength distribution. The discrepancy between the local

and crystallographic model has been interpreted in terms of the discomrnensurated
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Figure 4.4: The experimental atomic PDF of CeTe3 (symbols) up to 3.7 A, featuring

a shoulder that corresponds to ~ 2.9 A Te-Te distance, indicated by the arrow. The

solid line represents the Cmcm model that assumes an undistorted Te net, and the

difference curve is offset below. This model clearly does not explain the data. The

data are courtesy of H.J. Kim [91].

nature of the CDW in CeTe3. While the PDF is sensitive to the local displacements

within the commensurate regions, the crystallographic result provides the same infor-

mation averaged over many discommensurated domains. The PDF study estimated

the commensurate domain size to be about 27 A [96].

4.3 Electronic properties of RETe3

Due to the large lattice constant along the b—direction (~ 25 A), as shown in Fig-

ure 4.2, the Brillouin zone of RETe3 is squashed (plate-like) and slightly orthorhom-

bic [104]. Strong anisotropy has been observed in their transport properties [89, 94].

For CeTe3 this is shown in Figure 4.5, featuring low-temperature resistivity, as ob-

tained by Ru and Fisher [94]. This reflects the nearly two-dimensional nature of the

system originating from the weak hybridization between the Te layers and the RETe

slabs. Electronic structure for tellurium planes is rather simple. The electronically
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Figure 4.5: Low-T resistivity of CeTe3, as obtained by Ru and Fisher [94], for cur-

rent flowing within Te layers and along the direction perpendicular to it. Arrows

indicate corresponding ordinates. Note the degree of anisotropy: at ~ 45 K the in-

plane resistivity is about 50 times smaller than that corresponding to the out-of-plane

direction.

active valence band consists predominantly of 5p orbitals of the Te atoms from the

Te planes. The only significant role is played by the perpendicular chains of in-plane

5pm and 5193) orbitals, since the energy of completely filled 5pz is pushed below the

Fermi level as indicated by the first principle band structure calculations [105, 106].

After it was first detected in RETe3 from TEM studies [89], the CDW state was

also observed in this family of materials by other experimental techniques. More

recently observation of a CDW in CeTe3 was made by 125Te NMR studies on single-

crystal sample [107]. The NMR spectrum showed three split lines, an indication of

spatial modulations of the magnetic shifts and the electric field gradients at Te nuclear

positions, consistent with the presence of an incommensurate CDW.

ARPES, which is the most direct technique to visualize the dispersion of the
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Figure 4.6: Contour plot in reciprocal space of ARPES spectral weight for CeTe3

at 25 K, representing a Fermi energy intensity map, as obtained by Brouet and

collaborators [95]. The arrow indicates characteristic nesting vector qCDW-

occupied bands, found a rather large CDW gap in the optimally nested regions of the

Fermi surfaces of SmTe3 (~ 280meV) [108] and of CeTeg (~ 400meV) [95, 104]. If

these values are substituted in the mean-field calculations, transition temperatures to

a CDW state are estimated to be around 1500-2000 K [109], values that are beyond the

melting point of these materials. Large suppression of mean-field values is therefore

expected and observed [109, 110]. In Figure 4.6 a Fermi energy intensity map of CeTe3

at 25 K is shown [95], indicating that the CDW wave vector nests large portions of the

Fermi surface. The Fermi surface is gapped, with the gap value as indicated. This

strongly supports the idea that the CDW phenomenon is driven by Fermi surface

nesting [108, 104, 95]. While optimally nested regions are gapped, the other sections

of the Fermi surface with poorer nesting remain ungapped, which explains why the

material shows metallic behavior in the CDW phase.

Accurate values of TCDW are typically obtained from either detailed diffrac-

tion studies, where superlattice peak intensities corresponding to the CDW order are

monitored in the difiraction patterns as a function of temperature, or from transport
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Figure 4.7: Temperature dependence of the anisotropic resistivity for TbTeg, as mea-

sured by Ru and co-workers [110]. Arrows indicate corresponding ordinates for the

in-plane and perpendicular directions. A characteristic change in resistivity is present

around TCDW = 336 K, as indicated by the vertical dashed line.

measurements where distinctive kinks are observed in the temperature-dependent

data. For the RETe3 family, TCDW varies from about 240 K in TmTe3 to values

above 400 K in SmTe3 and other members with lighter RE [110]. For CeTe3 the

transition temperature has not been determined to date, as transport measurements

were carried out up to 400 K. Based on the mean-field predictions using measured

values of the CDW band gap, that predicted TCDW of 1600 K for TbTe3 while the

observed value was over 4 times smaller [109, 110], we can use the mean-field TCDW

value of over 2000 K for CeTe3 and project the expected measured value to be above

500 K. Due to the lack of transport data for CeTe3 that show the CDW transition,

I Show the temperature dependence of TbTe3 resistivity, Figure 4.7, as obtained by

Ru and collaborators [110]. Again we see highly anisotropic transport properties, as

expected, and we also see a distinct change in resistivity at the transition tempera-

ture which is indicated by the vertical dashed line. Interestingly, the kink is present
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RETes qCDW/(ZW/C) CDW gap ToDW

at 300K (meV) (K)

CeTe3 0.2801 400 > 500

NdTe3 0.2827 - > 450

SmTe3 0.2874 280 415

TbTe3 0.2957 240 336

TmTe3 N/o - 240    

Table 4.1: Characteristics of some of the rare-earth tritellurides. The table shows

qCDW component, approximate maximum size of the CDW gap, and the CDW tran-

sition temperature. qCDW components were measured by C. Malliakas. CDW gap

values are based on ARPES measurements [95, 108]. CDW transition temperature

values are based on resistivity measurements [110].

in both in-plane and out-of-the-plane resistivity curves, suggesting that the coupling

between the layers may be stronger than originally thought. Another possible expla

nation may be that the out-of-plane resistivity is highly correlated with the electronic

state of the planes containing Te nets.

Several CDW-related properties of some of RETe3 (RE = Ce, Nd, Sm, Tb, Tm)

that are known at present are summarized in Table 4.1.

4.4 Sample synthesis and experimental details

Single crystals of CeTe3 are prepared by a halide flux method. Stoichiometric amounts

of cerium (~ 0.3 g) and tellurium (0.82 g) were loaded into quartz tubes under nitrogen

together with a double amount (~ 2 g) of halide flux (0.42:0.58 molar mixtures of

RbCl and LiCl). All manipulations were carried out under dry nitrogen atmosphere

in a Vacuum Atmospheres Dri—Lab glovebox. The tubes were sealed under vacuum

(<10_4 torr) and heated to 650 °C over 12 hours and kept there for 6 days. The tubes

were then cooled down to room temperature at a rate of 4 oC per minute. The halide

flux was dissolved in water and the crystals were washed with acetone and dried under

nitrogen environment. The morphology of the crystals is that of thin plates with a

brown (copper-like) color. Electron microprobe energy dispersive spectroscopy (EDS)
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was performed on several crystals of the compound and confirmed the 1:3 ratio of the

cerium to tellurium and the absence of other elements of the flux. The compound is

found to be x-ray pure and moisture sensitive after exposure to air for a few days.

The single crystal samples were prepared and characterized by C. Malliakas. Other

samples used in this study were prepared using similar synthesis routes.

STM experiments were performed on several single crystals of CeTe3. The crystals

were carefully prepared by cleaving them with an adhesive tape so that the exposed

layers were tightly packed without loose flakes. The cleaved crystals were about

2x2 mm in size, and with thickness of approximately 200 pm. The measurements

were carried out at 300 K and 77 K in the constant current mode of STM and in the

STS mode. Data were acquired with a bias voltage of 100 mV and with a tunneling

current of 0.6 nA. The experimental data were analyzed in both direct and reciprocal

space. Fourier transforms (FT) of the STM images were generated using commercially

available image analysis and processing software for nano- and micro scale microscopy,

“Scanning Probe Image Processor (SPIP)” [111].

In the experiments carried out in this study, slow drift effects tended to shift the

apparent position of the atoms after several scans. Therefore, simple averaging of

many scans did not always improve the signal to noise ratio in the data. With this

is mind, we processed our data using the following approach: a set of multiple STM

images were averaged together, after which the Fourier transform from the average

was obtained. This procedure was then repeated several more times for the next sets

of images. As phase information is not included in the FT image, we eliminated the

drift effects that could otherwise obscure the results.
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4.5 Results of STM measurements on CeTe3

4.5.1 Room temperature data and the nature of the CDW

Initial STM experiments on the exposed Te net of a freshly cleaved single crystal of

CeTe3 were performed at 300 K. These measurements have successfully resolved the

CDW. A real-space STM image, showing both the atoms of the Te net (dark yellow

features) and the CDW modulations (bright yellow features) oriented at ~ 45° to

the net, is shown in Figure 4.8. The areas of low intensity correspond to interatomic

spacing. On the expanded image the network of Te distances is superimposed as a

guide to the eyes. This image represents a first direct observation of CDW in CeTe3,

and is a result of the average of eight images that were obtained consecutively at a

scan range of 27 nm x 27 nm. This was the maximum scan range used that was still

providing images with atomic resolution. Moreover, the images shown in Figure 4.8

were Fourier filtered to eliminate the angstrom—scale scatter artifacts and obtain a

clearer image. This procedure was carried out by Fourier transforming the raw data to

reciprocal space, eliminating the longest wave-vector component that corresponds to

the shortest wavelength features in the real space, and then back Fourier transforming

the data, resulting in the image shown in Figure 4.8. This filtering process is routinely

performed on STM images spanning wide range that involve large numbers of atoms.

I direct interested readers to inspect for comparison the 77 K data image (Figure 4.12)

where this procedure was not carried out.

Results of the atomic PDF method based on x—ray experiments showed that there

is a bimodal bond-length distribution in Te nets with distinct short and long Te-Te

bonds in the structure, as detailed in Section 4.2.2 [96]. Such bimodal bond-length

distribution indicates the commensurate CDW. In case of a uniformly incommen-

surate CDW, the Te-Te bondlength distribution is expected to be Gaussian, which

was not observed experimentally in the local structure. Since it is known that CDW
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Figure 4.8: (This figure is presented in color.) A representative room temperature

STM image of the Te net, showing both Te atoms and the CDW modulations oriented

at 45° to the net. The image, obtained at a scan range of 27 nm x 27 nm, has been

Fourier filtered. On the expanded image, the network of Te distances is superimposed.

Lines indicate locations of high charge density due to the CDW, while the arrow marks

the CDW direction.

modulation is incommensurate on average, this may indicate that the structure con-

sists of commensurate domains separated by discommensurations. The PDF analysis

involving variable r-ranges showed that as the distance range in the PDF refinements

is increased, the bimodal distribution crosses over to the crystallographic distribution

(Gaussian like) at around 27 A. This defines the characteristic lengthscale in this

interpretation for commensurate domains as seen by the PDF method.

Since the STM is also a local probe, we sought an analysis method of STM data

to address this important issue. It should be noted that the CDW displacements are

typically rather small; the atomic displacements are about 5 % of the interatomic

spacing, while the conduction electron density varies by several percent. While such

small atomic displacements cannot be noticed from the STM image by naked eye,

the density variations are easily observed in the real space. Further, analyses of the

real—space STM images are inadequate to distinguish between locally commensurate

states with discommensurations and uniformly incommensurate states [112]. For-

tunately, it has been shown that one possible method for determining the nature

of the CDW system from STM experiments is to examine the Fourier transform of
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the STM images. As demonstrated by Thompson and coworkers, satellite peaks in

the FT of the STM images observed in the vicinity of the principal CDW peaks,

represent direct experimental evidence of discommensurations and domain structure

in 1T-TaSg [113]. Moreover, from the Fourier transform of STM images, one can

estimate the characteristic size of the domains through analysis of the wave vectors.

Here I provide a summary explaining the origin and significance of satellite peaks

in the FT of STM data. In the case of 1D discommensurate CDWs, the wavefunction

of the CDW can be written as the product of a uniformly incommensurate CDW and

a modulation envelope [114],

woDWCv) = ¢IC(1‘)M(10)- (41)

Function

$1005) = WWW/€103?) (4-2)

is the wavefunction of the uniformly incommensurate CDW, where kIC is the in-

commensurate wave vector and M(as) is a modulation envelope. Assuming that the

modulation envelope is periodic with periodicity A=27r/kD, we can express it as a

Fourier series in the modulation wave vector kD

M(:I:) = Z fnerp(inkD:c). (4.3)

The first two terms in modulation envelope are important since they are much larger

than the higher—order terms. Thus equation

wCDWCv) = for/210m + f1wro($)exp(ikpx) + (44)

has terms in the Fourier expansion at kIC and at kIC :t [$19. The term at kIC is the

fundamental incommensurate CDW peak in FT, and terms at kIC' i kD are the satel—
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lite peaks which are the signature of modulation due to the domain structure [113].

Hence the difference in wave vectors of the main peak and the corresponding

satellite provides information about the domain size. We can understand this as a

beating pattern of two waves with nearly the same wave vector. For example, closely

spaced wave vectors k1 and k2 result in beats with wave vector k = k1 — k2. With

respect to this discussion, the separation in k—space is kD, which corresponds to a

wavelength for the beating pattern of A=27r/kD. These ideas can be applied directly

to STM data to characterize the nature of CDW and its relationship to the lattice.

The corresponding two-dimensional FT of the raw STM data collected at 300 K,

is shown in Figure 4.9. This FT image represents information from a total of 24 STM

images, and is obtained by averaging three FTs of the STM images that are themselves

averages of eight scans. The unprocessed transform image shows enhanced noise along

the vertical axis, which is an experimental artifact due to the scan direction, that was

setting a color scale of the FT image in such a way that all the features of interest

close to the origin were hard to see. To better see the peaks near the origin, we applied

a line-by-line correction to remove this noise. This creates the dark line along the y

axis, as seen in Figure 4.9. Horizontal and vertical axes are wave vector components

km and kg. The peaks are labeled for easier identification.

The square Te net gives rise to four distinct peaks (L). Peaks at 45° to the Te

net are along the direction where we expect to see the CDW peaks. The direction

of the CDW is indicated by the arrow. We now identify the peaks of interest for the

analysis, where all labels refer to these in Figure 4.9. The fundamental CDW peak

(nesting vector with magnitude qCDW z 2/7 x 27r/c) [89] and the first harmonic A/2

are labeled 1 and 3, respectively. We think that peak 5 corresponds to the underlying

Ce atoms, which form a square lattice below the surface oriented at 45° to the Te-

net, i.e., along the CDW direction. Hence we conclude that, under the conditions of

this measurement, the surface Te atoms and subsurface Ce atoms have comparable
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Figure 4.9: (This figure is presented in color.) The two—dimensional Fourier trans-

form of the room temperature STM data. The unprocessed transform image shows

enhanced noise along the vertical axis, an artifact due to the scan direction. To better

resolve the peaks near the origin, we applied a line-by-line correction to remove this

noise. This creates the dark line along the y axis. Horizontal and vertical axes are

wave vector components kg; and kg. The square Te net gives rise to four distinct peaks

(L). Peaks related to the CDW are oriented at 45° to Te net peaks, as indicated by

the arrow. The ftmdamental CDW peak and the first harmonic are labeled 1 and 3,

respectively. Peaks 2 and 4 are in close proximity to peak 3, and peak 5 corresponds

to the underlying structure.
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tunneling matrix elements. It is likely that the Ce f—electrons hybridize with Te

conduction states (with large amplitude at the surface) giving rise to a density of states

enhancement near the Fermi level [115]. This is further supported by the results of

a simulation of STM image shown in Figure 4.10. STM results were simulated using

electronic structure calculations based on density functional theory [116, 117, 118,

119]. The image is obtained from calculations in a slab geometry by calculating the

charge density in an energy range 0.05-0.1 eV at a plane 3 A above the surface

Te atoms. The simulation shows that the subsurface Ce atoms should contribute

significantly to the surface tunneling signal.

Peak 4 is separated from peak 5 by the fundamental CDW wave vector, the

magnitude of which corresponds to the position of peak 1. This indicates that the

subsurface lattice is also distorted by the CDW. Following the work of Thomson et

al. (Ref. [113]) a satellite peak needs to be identified in order to establish if the

CDW is in a discommensurated state. The only peak along the CDW direction that

remains unidentified is peak 2. Since this peak is in close proximity to peak 3, and

based on the discussion given above, it could be interpreted as a satellite to peak 3.

This is then supporting the idea that the CDW in the Te-net is discommensurated.

The characteristic size of the commensurate domains, or the distance between dis-

commensurations, can then be estimated from the differences in the wave vectors kD,

as described above. From the separation of peaks 2 and 3, we find a characteristic

domain size of A=27r/kD z 38(2) A.

However, there are some concerns with this interpretation. In general, based on

Eq. 4.4, one would expect peak 3, at around 7.5 nm-l, to have two satellites at

k10 :l: kD, the first satellite being peak 2 at 6.0 nm‘l. Indeed, our data show peak

4 in close proximity to peak 3, to the right of it, but this peak is not at the correct

position in order to be considered as a second satellite to peak 3, equivalent to the

satellite peak 2. This is shown explicitly in Figure 4.11. Figure 4.11(a) shows a line
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Figure 4.10: Simulated STM image of CeTe3 from theoretical calculations. The image

is simulated by calculating the charge density in the plane 3 A above the surface

Te layer, obtained for an energy range between 0.05 eV and 0.1 eV above the Fermi

level. The first atomic layer below the surface Te layer is Ce layer. The color scale

denotes charge density changes: light color denotes large charge density, while dark

color denotes small charge density. The square marks one unit cell along the a and c

directions, with a lattice parameter of 4.4 A. Simulation courtesy of Z. Rak.
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cut of the data from the Fourier transform Figure 4.9 taken along the direction of

the CDW. The line cut starts from the origin, and goes through the peaks in the

CDW direction. Figure 4.11(b) shows the same data on an expanded scale, focusing

on peaks 2, 3, and 4, to better determine the peak positions. The red arrow indicates

the expected position for a second satellite peak, at around 9.0 nm-l, given our

interpretation of peak 2, and [CD = 1.5 nm‘l. The observed position of peak 4,

however, at ~ 9.5( 1) nm-l, apparently does not match the expected position of the

second satellite peak. The observed discrepancy therefore suggests that peak 4 is not

the second satellite peak of peak 3. There is an indication of a possible shoulder

at low-k side of peak 4 that is suggesting that peak 4 may be two—component, and

the position of the low-k component roughly matches the expected position of the

satellite peak. Unfortunately, the k-space resolution is rather poor, and does not

allow to draw conclusions regarding the existence of this shoulder peak with great

confidence. This issue requires an additional measurement that would allow for this

ambiguity to be resolved. For this discussion we are going to assume that there is

only one peak, that we call peak 4, and will come to this again when 77 K data are

discussed. Another concern regarding the interpretation of the results in terms of the

discommensurated CDW scenario relates to the intensity of peak 4. The intensity

of peak 4, if considered as a satellite peak to the CDW peak, is actually greater

than the intensity of the CDW peak itself, while we expect satellite peaks to have

always smaller intensity than the principal peak. In addition, it can be noted that

the fundamental CDW peak is lacking its satellites, which were considered in the

original work of Thomson and co—workers to estimate the commensurate domain size.

This leads to a conclusion that our hypothesis about the nature of peak 2 should be

re-examined.

Another possibility, within Thomson’s interpretation, is to consider peak 2 as a

satellite to the principal CDW peak 1. In such case, the second satellite of peak 1
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Figure 4.11: (This figure is presented in color.) Part (a) shows a line cut of the data

from Figure 4.9 starting from the origin in the direction of the CDW. Part (b) shows

the same data with an expanded scale. The red arrow indicates where we would

expect to find a 2nd satellite peak, given our interpretation of peak 2 (as a satellite

peak).
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would be positioned to its left, toward the origin in Figure 4.11. This is not observed

due to enhanced noise near the origin. The satellite peaks of the first harmonic,

peak 3, are in this view not observed as these would be sufficiently small and buried

in the background. An estimate of commensurate domain size can then be made

based on the difference between the positions in peaks 2 and 1, which is about kD =

2.5(2) nm-l. This yields a characteristic domain size of A=27r/kD z 25(2) A. This

is then much closer to the value obtained from PDF analysis than the estimate using

peak 2 as a satellite to peak 3. However, this interpretation has no explanation for

peak 4, which is one of the most prominent features.

4.5.2 Results of STM at 77 K

Here I present results of scanning tunneling microscopy measurements of the CeTe3

surface obtained at 77 K temperature. Compared to the room temperature mea-

surements [96] where, due to drift effects, data were noisier, measurements at 77 K

provide data of better quality. The peaks in the Fourier transform of the real-space

data obtained at 77 K are sharper allowing for the new analyses. A representative

atomic resolution real-space STM image is shown in Figure 4.12. In some sections

of the image the complete net of Te atoms is clearly visible, while in other sections

only every other atom appears brighter. CDW modulation is oriented at 45° to the

Te net, as in room temperature data.

Analysis of the Fourier transform of the real space data was performed in the same

way as for the room temperature data. Figure 4.13 shows a Fourier transform of the

77 K temperature real-space data obtained at a scan range of 24 nm x 24 nm. The FT

image contains information from a total of 16 STM images, by averaging four FTs of

the STM images that are averages of four scans each. The Te square lattice peaks are

labeled L. Peaks related to the CDW are oriented at 450 to the square lattice peaks.

In order to resolve peak positions we again take a line cut along the CDW direction
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Figure 4.12: (This figure is presented in color.) A real—space STM image of the Te net

obtained at 77 K, showing both Te atoms and CDW modulations oriented at 45° to

the net. The image is the average of four images that were obtained consecutively at

a scan range of 10.2 mm x 10.2 nm, with just a line-by-line correction. Here we show

the biggest area without substantial contamination, although some contamination is

present as seen in the upper left corner. The approximate size of the displayed area is

6.5 nm x 6.5 nm. Lines indicate locations of high charge density due to CDW, while

the arrow marks the CDW direction.

in Figure 4.14. The CDW peak qCDW z 2/7 x 27r/c, where c=\/2a and a is the

Te-Te separation of 3.1 A, at around 3.9 nm-1 is the first prominent peak, as labeled.

Peak q, at 14.3 nm-l, corresponds to the underlying structure closest to the surface,

in this case the Ce atoms, which form a square lattice below the surface oriented at

45° to the Te-net. Again, as in the room temperature case, four additional peaks can

be clearly observed. The data are of better quality and less noisy than that obtained

at room temperature.

The first observation we make is that the peak corresponding to peak 4 in the

linecut along the CDW direction of the room temperature data (Figure 4.11) this

time does not contain a shoulder at low-k side. This removes the ambiguity that was

present in the room temperature data.
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Figure 4.13: (This figure is presented in color.) The Fourier transform of the low

temperature STM data. Enhanced noise along the vertical axis is an artifact due to

the scan direction. Horizontal and vertical axes are wave vector components km and

kg. The square Te net gives rise to four distinct peaks (L). Peaks at 45° to Te net are

consistent with the CDW peaks. The CDW peak qCDWi as well as peak q related

to underlying Ce atoms, are labeled.

4.5.3 Wave vector mixing

Observation of satellite peaks in the vicinity of the principal CDW peak in the FT

of the STM data, as discussed earlier, would be evidence of a discommensurated

CDW. However, it is hard to unambiguously establish if the extra peaks observed

in the FT of the STM data are indeed satellite peaks. We shall, therefore, explore

another origin of the peaks observed in the FT. In real-space images it is not un-

common to observe contributions to the STM signal due to the subsurface layer,

and measurement conditions, such as the exact configuration of the STM tip can
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Figure 4.14: (This figure is presented in color.) Subset of the data from the Fourier

transform along a path from the origin in the direction of the CDW. Noise in the

Fourier transform becomes significantly larger near the origin. This is due to the

impurities present in the real-space data. As the guide to the eye, the red dashed line

indicates the background noise.

lead to non-sinusoidal atomic signals. In the case of a uniformly incommensurate

CDW, ideally it is expected to give only two peaks in the FT of the STM data in

the CDW direction, one corresponding to the incommensurate CDW, and the other

due to the underlying lattice. In real space this corresponds to a superposition of two

sinusoidal signals. However, if appreciable non-sinusoidal components are present,

then the two waves may resemble a product, as illustrated in Figure 4.15. Alge-

braically, the product of two sine waves can be expressed as a sum and a difference:

sin(A) sin(B) = %cos(A — B) — %cos(A + B). This effect can lead to extra peaks in

the Fourier transform. In order to demonstrate this, we carried out a series of simu-

lations to mimic the effect of non-sinusoidal artifacts and explore the effect that this

has on the FT of the real space image. We start from an undistorted superposition
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Figure 4.15: (a) Simulated one-dimensional STM signal representing the superpo-

sition of two sine waves: the short wavelength represents lattice effects, while the

long wavelength represents CDW. The corresponding Fourier transform is shown in

panel (e). Non-sinusoidal distortions to the simulated STM signal of various magni-

tudes were considered in (b)-(d), with the original signal shown as a gray curve for

comparison. The corresponding Fourier transforms are given in panels (f)-(h). Addi-

tional peaks appear at special positions in the Fourier transform as the distortion is
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Figure 4.16: Fourier transform of the distorted signal from Figure 4.15(h). While in

the Fourier transform of undistorted signal only peaks labeled with ql and q2 appear,

as they correspond to the two superposed waves in the direct space, additional peaks

are observed in the case when distortions are present. These additional peaks occur

at qg-ql, q2+q1, 2q2, 2q2-q1, 2q2+q1, and other linear combinations.

of two sinusoidal signals, one with large and another with small wavelength, A1 and

A2, respectively, representing the CDW and the underlying lattice, Figure 4.15(a).

The Fourier transform of this superposition consists of two peaks at positions q1 =

21r/A1 and q2 = 21r/A2, as shown in Figure 4.15(e), that represent the two Fourier

components in this Fourier decomposition. A series of distortions with various mag-

nitudes is then introduced to the superposition, to observe their effect on the Fourier

transform. These distorted signals are shown in Figure 4.15(b)-(d), with the undis-

torted signal superimposed for comparison (gray curve). The corresponding Fourier

transforms, shown in Figure 4.15(f)-(h), contain additional peaks that appear at spe-

cial positions, and which originate from the distortions that are introduced to the

original signal. These additional peaks, reproduced for clarity in Figure 4.16, occur

at positions corresponding to various linear combinations of q1 and q2, such as qg-ql

and q2+q1, where q1 and q2 are the Fourier components of the original undistorted
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Figure 4.17: (This figure is presented in color.) Subset of the data from Fourier

transform along path from the origin in the direction of the CDW. Noise in the

Fourier transform becomes significantly larger near the origin. This is due to the

impurities present in the real-space data. As the guide to the eye, the red dashed line

indicates the background noise.

signal.

Having this in mind, the interpretation of additional peaks in the FT of our STM

data on CeTe3, shown in Figure 4.14, can then be given as follows. In the case

of ideal STM measurements and a uniformly incommensurate CDW we expect to

observe only peaks at q and at qCDW along the CDW direction, coming from the

periodicity of underlying structure below the surface and from the CDW periodicity,

respectively. Due to the distortion effects in the STM measurements, wave vector

mixing is present and the additional peaks occur, as shown in Figure 4.17. They are

a linear combination of the CDW wave vector qCDWi and the wave vector q. In the

figure, the peaks are labeled in the increasing order as follows: q-2qCDW, quDWa

q-qCDW, (1+qCDW- This analysis is similar to analysis given by Fang et al. to
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explain the FT of the STM data of TbTe3 [97]. An important difference between the

analysis of Fang and the one presented in this work is that we identify the first peak

as the CDW wave vector, whereas Fang and co—workers use equivalent wave vector

corresponding to qCDW a: 5/7 x 27r/c. As a result, subsequent structure in our case

can be explained well without invoking unresolved wave vectors, while Fang et al.

invoked wave vector 2q corresponding to a wavelength which is even shorter than the

lattice spacing. In this view, the STM data of CeTe3 can be seen as consistent with

a uniformly incommensurate CDW.

4.6 Scanning tunneling spectroscopy of CeTe3

Formation of the CDW state in a material, as described in section 3.2.1, is associated

with an energy gap opening up at the Fermi level. Using the point spectroscopy mode

we can probe the CDW gap at different locations of the sample surface and estimate

its size. STS measurements on CeTe3 were performed at a temperature of 77 K at

various locations of the tip above the surface of the exposed Te plane. Sweeping

the bias voltage V in ranges of :t: 300 mV and :l: 400 mV, we have measured the

tunneling current I as a function of the voltage. Differentiation of I(V) data with

respect to V gives the local density of states (DOS), as has been explained in the

Scanning Tunneling Spectroscopy Section 2.2.2. The determination of the gap size

from STS measurements is often hard due to the presence of the subgap states. In this

work, under such circumstances, the gap has been determined by linear extrapolation

of the STS signal before it changes slope due to the subgap states. The assigned

size of the gap is then the approximate value obtained between the two intercepts of

extrapolated lines with the zero dI/dV base line.

Curves of different Shapes are obtained for the local density of states in spectro-

scopic measurements at different positions of the Te plane, indicating the local nature

of the measurement. Here I show representative spectra of two kinds, one obtained
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Figure 4.18: Local DOS around the Fermi level for CeTe3. The Fermi level corre—

sponds to zero bias voltage. The estimated CDW gap size in CeTe3 is about 360 meV,

as indicated by vertical arrows. The spectroscopy was carried out when the tip was

located directly above 8 Te atom (a), and when the tip position was above the center

of 8 Te plaquette (b). In the later case the data were collected above two adjacent pla-

quettes, shown as two curves, one above Ce and another above Te subsurface atoms.

See text for details.
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with the tip positioned directly above a Te atom, and another with the tip position

between Te atoms, in the center of the plaquette consisting of four Te atoms. Fig-

ure 4.18(a) shows the characteristic density of states as obtained when the tip is at

the top of a Te atom. The data represent an average of 168 measurements performed

over the same spot consecutively. The Fermi level corresponds to zero bias voltage.

From these data the value of the CDW gap is estimated to be 360 meV, in good

agreement with the ARPES results [95]. The effect of thermal smearing of the data is

approximately 3.5 kBT z 25 meV at 77 K temperature. The local density of states

has a shape that is suggestive of subgap states. This is characterized by an enhanced

density of states when going towards the edges of both conduction and valence bands.

There is noticeable asymmetry in the density of states in the conduction band (right

from the Fermi level) and valence band (left from the Fermi level), with steeper rise

in the valence band. The characteristic spectra obtained for the tip above the cen-

ter of the Te plaquette is shown in Figure 4.18(b), for two adjacent plaquettes, one

centered above Te subsurface atom, and another centered above Ce subsurface atom,

therefore sampling different subsurface atoms. The data are averages of 69 and 15

measurements respectively, performed over the same spots consecutively. In this case,

there is opposite asymmetry in the density of states in the conduction and valence

bands, with a steeper rise in conduction band. We speculate that the solid line data

in Figure 4.18(b) correspond to the STS measurement carried out over a plaquette

centered above a Ce atom, where 4f states of Ce atom contribute to the density of

states in the conduction band, giving rise to an apparent increase of DOS in that

region. If this is the case, then the dashed line data correspond to the case of a

plaquette centered above a Te atom.

It is expected that the tip location will affect the outcome of the measurement sim—

ply because areas with different spatial distribution of electronic density are probed

for these different tip positions. However, the exact reason for the change of the shape
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of the density of states is still not fully understood. Our STS measurements suggest

that there are contributions to the observed DOS that originate from one layer be—

low the probed Te layer, most probably when the subsurface atom is Ce. However,

more work is required to better understand, both qualitatively and quantitatively,

the exact origin of the observed effects. Theoretical calculations exploring the local

electronic band structure of CeTe3 are being conducted in collaboration with Z. Rak

and Dr. Mahanti to better understand this system [116]. By comparing our measure-

ments to these calculations, we hope to get a complete picture of the local electronic

structure.

4.7 STM and STS measurements on other RETe3

We have attempted measurements on two other members of the RETe3 family of

materials, particularly We; and GdTe3. Here I provide a brief summary of these

attempts. Measurements on both materials were done at room temperature. Exper-

iments on GdTe3 were not successful, as we were not able to obtain the STM data

with atomic resolution.

Measurements on YTe3 were done in STM and STS modes, and the results are

as follows. The STM measurements were of sufficiently good quality to allow for the

atoms in the Te plane to be seen, but unfortunately the CDW was barely observed.

We believe these problems originate from a slightly more chemically reactive surface.

Figure 4.19(a) shows one of the STM data sets obtained at the scan range of

5.2 nm x 5.1 nm, with bias voltage of 100 mV and tunneling current of 0.6 nA. Streaky

features that are originating from the noise in the data are clearly visible, particularly

at the top of the scan. For comparison I refer to Figure 4.8 and Figure 4.12, STM

images of CeTe3, that are of much better quality.

Figure 4.19(b) shows the Fourier transform of the STM data obtained at 8.4 nm x

8.1 nm, with bias voltage of 100 mV and tunneling current of 0.6 nA. Due to the bad
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Figure 4.19: (This figure is presented in color.) (a) STM real-space image and (b)

Fourier transform of YTe3. STM data are obtained at the scan range of 5.2 nm x

5.1 nm, with bias voltage of 100 mV and tunneling current of 0.6 nA. The Fourier

transform shown is that of the STM data with scan range 8.4 mm x 8.1 nm, obtained

at bias voltage of 100 mV and tunneling current of 0.6 nA. These data are of poor

quality, hence no conclusions related to the CDWS could be made.

quality of the STM data, the peaks in the CDW direction in the Fourier transform,

which are of our interest, are insufficiently resolved and cannot be analyzed. For

comparison, better quality Fourier transforms were obtained for CeTe3, as shown

earlier in Figure 4.9 and Figure 4.13. The results of the STM measurements of YTe3

at room temperature are consistent with the presence of CDW in the system, as

CDW-like features are observed in the scans. However, due to poor data quality no

further conclusions could be drawn.

Spectroscopic test measurements of the CDW gap in YTe3 were also carried out

at room temperature. These measurements were partially successful, but the mea

surements were again prone to noise. In Figure 4.20 a representative local density

of states curve obtained from these measurements is shown. Local DOS around the

Fermi level clearly shows a CDW gap. A very rough estimate of the size of the gap

yields value of about 320 meV, as indicated by the dashed lines in Figure 4.20. As

described in Section 2.2.2, the measurements of local density of states at room tem-
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Figure 4.20: Local DOS around Fermi level for YTe3. dI/dV curve was obtained

from I vs. V data measured by sweeping the bias voltage in range :1: 300mV. The

data is very noisy, but it gives hints on the size of CDW gap. Dashed vertical lines are

guides for the eyes. Our estimate for the CDW gap size in YTe3 is about 320 meV.

perature are smeared out, an effect estimated to be approximately 90 meV, which

represents an additional uncertainty of the gap size. To the best of our knowledge,

one other measurement of the CDW gap size of YTe3 has recently been performed

by Brouet and collaborators using ARPES, that gave the gap size of 335 meV [120].

4.8 Summary

STM and STS measurements of the CeTe3 at room temperature and 77 K and YTe3

at room temperature were performed. The one-dimensional CDWs are observed on

the surfaces of CeTe3 and YTe3. In the Fourier transform analysis of the STM

images of CeTe3, we observed a peak at qCDW % 2/7 X 27r/c, as well as several

additional peaks. We explored several possible interpretations concerning these peaks,
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in an attempt to characterize the nature of the CDW in CeTe3. Our FT analysis

cannot unambiguously differentiate between the discommensurated and uniformly

incommensurate CDW. The principal reason for this is lack of a reliable criterion

that would allow us to distinguish whether these extra peaks are satellite peaks to

the CDW peak, which would suggest the discommensurated nature of the CDW, or

the peaks originate from the artifacts of STM measurement. In the interpretation

that supports discommensurated picture we obtained the commensurate domain size

that agrees reasonably well with the estimate made by the atomic PDF study [96].

However, we believe the extra peaks in our FT data can be better explained within

a wave vector mixing picture, that does not invoke discommensurations.

There are two possibilities for reconciliation of PDF and STM observations. As I

have shown, subsurface effects affect STM signal which gives extra peaks in FT. First,

the intensity of the satellite peaks is possibly weak compared to these extra peaks. A

hint that this could be a case is found in the case of FT of 77 K data (Figure 4.14,

small peak at position ~ 5.5 nm’l). Second, the domain size obtained from the PDF

study is possibly underestimated. Larger domain size would result in satellite peaks

closer to the fundamental peaks in FT, and would not be resolved in our STM data.

We also measured the local density of states using the STS mode at 77 K, and

obtained the CDW gap at various places on the surface of the sample. The gap

size obtained in measurements directly above the Te atoms is ~ 360 meV, in good

agreement with the ARPES result [95]. The data obtained from measurements on

YTe3 were not of sufficient quality to perform the FT analysis. The CDW gap in

YTe3 obtained from room temperature STS was estimated to be roughly 320 meV.
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Chapter 5

Characterizing electronic structure

of fl-KgBigSelg thermoelectric using

STS

5. 1 Introduction

One of the technologically important and scientifically challenging subjects of contem-

porary condensed matter physics is the field of thermoelectricity. Thermoelectricity is

a phenomenon that involves induction of electric potential across a system whose ends

are exposed to a temperature gradient, and conversely, generation of a temperature

gradient in a sample across to which an electric voltage is applied [121, 18, 122, 123].

Good thermoelectric materials should have their thermal conductivity minimized,

and at the same time should have their electric carrier transport maximized [19], as

discussed below. It has been a challenge in the past few decades to search for and en-

gineer new thermoelectric materials suitable for commercial applications. In the mid

1950’s it was recognized that semiconductors can be superior thermoelectric materials

over metals [124, 122]. This comes about due to the fact that in metals the ratio of

thermal to electrical conductivity is proportional to temperature (Wiedemann—Franz
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law). In contrast, semiconductors can have a higher ratio of electrical to thermal

conductivity, and can also be doped to allow for this ratio to be tuned to optimize

thermoelectricity. More recently, it has also been recognized that structural disorder

plays an important role in promising bulk thermoelectric materials. An important

part of the process of optimization is proper characterization of the properties of

these materials, including the assessment of precise information regarding their elec-

tronic structure. Here I present results of STS characterization of one such promising

material, K2BigSe13.

5.2 Fundamentals of thermoelectrics

5.2.1 Historic highlights

Thermoelectricity has its foundations in three mutually related phenomena, namely

the Seebeck, Peltier, and Thomson effects. Thomas Johann Seebeck in 1821 first dis-

covered the thermoelectric phenomenon, when he noticed that a temperature gradient

placed across a metal sample caused a potential difference (thermoelectric electomo—

tive force) across the sample. If two opposite ends of such a sample are placed in

contact with high and low temperature surfaces respectively, then the charge carriers

in the conductor move in the direction from the hot end towards the cold end. This

current will flow until a voltage builds up at the metal ends to cancel the thermo-

electric voltage. The same effect is observed in a closed loop, called a thermocouple,

formed of two metals or semiconductors, if their junctions are exposed to different

temperatures. This effect is described mathematically as

(W dT
E _ E _ SB; _ svr, (5.1)
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where T is temperature, V is the thermoelectric voltage, E is the resultant electric

field, which is proportional to the temperature gradient along direction r, and S is

the Seebeck coefficient or the thermopower. The thermopower is characteristic of a

material, and depends on the material’s average temperature, and crystal structure.

The Peltier effect, which is the reverse of the Seebeck effect, was observed by

Jean Peltier in 1834. It represents generation of heat difference as a result of applied

voltage difference across the sample (typically a junction of two different materials,

metals or semiconductors), and is often used for thermoelectric cooling. Essentially,

as the electric current runs through a sample, heat flows from one part of the sample

to another. In one such setup, when current passes through a circuit of two differ-

ent conductors, a thermal effect is found at the junctions. The temperature at the

junction would increase or decrease depending on the direction of the current flow.

The rate of heat flow dQ/dt is then proportional to the magnitude of the current I

through the sample,

dQ _
Et' _ HI, (5.2)

where H represents the Peltier coefficient that determines how much heat is carried per

unit charge through a material. More insight into these phenomena was brought by

work of William Thomson in 1854, who determined the thermodynamic relationships

behind the effects. This work described the coupling between thermal and electrical

currents:

J = o [E —- SVT], (5.3)

and

Q = (oTS)E — nVT, (5.4)

where J is the electrical current density, 0 is the electrical conductivity, Q is the

heat current density, and It is the thermal conductivity. It has been shown that the

Peltier coefficient and the thermopower are related through II = ST, which is known
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as the Kelvin relation. Thermoelectric materials are often discussed in terms of their

thermopower rather than their Peltier coefficient simply because S is easier to obtain

from experiments [125].

Both electron and hole transport determine the net thermopower in a material,

such that:

Snet = i (5-5)
 

where Se and (re, and Sh and oh are the thermopower and electrical conductivity

of the electrons and holes respectively. Because metals have partially-filled bands,

they typically have small thermopowers. At finite temperature some electrons are

thermally excited above the Fermi energy, leaving the holes below the Fermi energy.

Since electrons and holes contribute in opposite ways (Se is negative, whereas Sh is

positive), they cancel each other’s contribution and make Snet small. In contrast,

semiconductors can be doped with an excess amount of electrons (n-type) or holes

(p—type). Therefore, semiconductors can have large positive or negative values of Snet

depending on the charge of the excess carriers. In order to determine which charged

carriers dominate the electric transport in both metals and semiconductors, one can

determine the sign of Snet in an experiment. Semiconductors with energy gaps of the

order of 10kBTmar, where kB is the Boltzman constant, and Tmar is the maximum

operating temperature represent good candidates as thermoelectric materials [125]

suitable for thermoelectric devices to be used for cooling or generation of electricity

directly from a heat source.

5.2.2 Thermoelectric figure of merit and good thermoelectric

materials

Good thermoelectric materials require a combination of electrical and thermal prop-

erties. The dimensionless figure of merit ZT provides a measure of efficiency of a

75



thermoelectric material as a function of temperature:

2
ZT- 05 T

_.__, 5.6

nL+ne ( )

where K,L and 56 represent lattice and electron contributions to the net thermal

conductivity. A material is characterized as a better thermoelectric if ZT has a

higher value. In order to achieve high ZT, the material must simultaneously possesses

high a, high S, and low rt. Manipulating the thermal conductivity of a material

is one of the essential parameters in optimizing properties of new promising bulk

materials for thermoelectric applications [19]. In particular, the lattice component,

which is the phonon thermal conductivity, can be reduced appreciably by increased

phonon scattering in systems with considerable structural disorder. Present efforts

A in developing high-performance thermoelectric materials are focused on engineering

various superlattices and nanowire systems, some of which utilize nonequilibrium

effects to decouple electron and phonon transport, to increase S and reduce K. [122].

As the key to the commercial applicability is high efficiency of a thermoelectric

material reflected in a high ZT [19], a large body of work is focused on searching for

materials with enhanced thermoelectric properties.

Material classes that are intensively studied at present as prospective thermo-

electrics, where thermal conductivity can be appreciably reduced, include chalco-

genides [126, 127, 128] with complex structures, metal oxides [129, 130, 131], or

skutterudites [132, 133, 134] that incorporate large ”rattler” atoms in their cage-like

structures, acting as phonon-scattering centers. ,B-K2Bi8Se13 studied in this work

belongs to the class of complex chalcogenides, containing ”rattlers” , and is promising

for thermoelectric applications due to highly anisotropic structure with low symmetry,

having low thermal conductivity.

Three parameters relevant for optimizing ZT, o, S and K3, are determined by the

details of the electronic properties including the size and structure of the semiconduc—
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Figure 5.1: Electrical conductivity of single crystal fi-KgBigSelg sample [20].

tor band gap and scattering of charge carriers by defects and impurities. Therefore,

understanding the electronic structure of thermoelectric materials is key to optimizing

their thermoelectric properties. Scanning tunneling spectroscopy is a powerful tool

capable of providing important information on the electronic structure of materials.

5.3 K2BigS€13

5.3.1 Properties

One of the promising candidates for room temperature thermoelectrics is the complex

chalcogenide K2Bi88e13 [20], which crystalizes in two distinct phases, a—KgBigSelg

and fi-KgBigSeB. The oz-phase contains no structural disorder, it is a wide band-

gap (~ 0.76 eV) semiconductor, and is not a good thermoelectric, as it has rather

low electrical conductivity of 2 S/cm at room temperature. On the other hand, the

fl-phase is structurally disordered [135, 136], it is a narrow band-gap semiconductor

and shows great promise for room temperature thermoelectric. Its room temperature
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Figure 5.2: Seebeck coefficient of fi-KgBigSe13 for single crystal (open circles) and

powder (open squares) samples [20].

electrical conductivity is about 250 S/cm (Figure 5.1), it has a Seebeck coefficient of

-200 uV/K (same as in the a—phase) (Figure 5.2), and thermal conductivity of 1.28

W/m-K [20]. The negative sign of the Seebeck coefficient indicates that the charge

carriers are electrons. The corresponding unitless thermoelectric figure of merit, ZT,

is shown in Figure 5.3. The fl-phase has a crystal and electronic structure that can

lead to a high Seebeck coefficient. It also has a low thermal conductivity that arises

from a large, low-symmetry unit cell and weakly bonded K+ ions, occupying space

in tunnels present in the structure that act as ”rattlers” [137] and hence phonon-

scattering centers. The thermopower is given by the Mott formula

2k2le
__7:_B n0(E) _

S— 3 8 (IE ,E—EF (5.7) 

where o(E) is the electrical conductivity, whose logarithmic derivative with respect

to energy is taken at Fermi energy EF [138, 139]. If the scattering of charge carriers

is independent of their energy E, then o(E) is proportional to the density of states
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Figure 5.3: ZT of single crystal fl-KgBigSe13 sample [20].

at E [20], and the carrier velocity. As the thermopower S depends on the change

of 0(E) across the Fermi surface via the logarithmic derivative, manipulation of the

density of states near the Fermi level will affect the energy dependence of o(E); hence

both electrical conductivity and thermopower can be changed.

5.3.2 Crystal and electronic structure of fi-KzBiSSelg,

fi-KgBigSe13 has a complex low-symmetry structure described within a monoclinic

space group with 46 atoms in the unit cell. The lattice parameters are a=17.492A,

b=18.461A, c=4.205A, and 7:90.490. Its highly anisotropic structure results in

needle-like morphology along the c crystallographic axis. While the structure shown

in Figure 5.4 is rather complex, of interest for this work are some specific features,

and I am going to focus our attention on these. The structure includes two different

interconnected types of Bi/Se building-blocks and K+ ions in chains between these

blocks. The two different Bi/Se blocks are connected to each other at special mixed

occupancy K/Bi sites, circled in Figure 5.4 and labeled K1/Bi9 and Bi8/K3. The

original crystallographic study [20] found that these sites, forming chains along the c
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Figure 5.4: (This figure is presented in color.) Crystal structure of B-K2B188e13 [20].

The structure shown represents the unit cell doubled in the c direction. Large blue

spheres represent K atoms, large gray spheres denote Bi atoms, while small green

spheres show Se atoms. K/Bi sites of interest for this study that form chains in the

structure along c direction are circled. See text for details. Figure courtesy of D. Bilc.
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direction, have mixed occupancy, K1/Bi9 containing 62% K and 38% Bi, and B18/K3

containing 62% Bi and 38% K. Mixing of K and Bi on these crystallographic sites

appears to be crucial in defining the electronic structure near the Fermi level, and

consequently governing the electronic properties [20]. This is further supported by

the results of ab-initio electronic band structure calculations on this compound [135].

These calculations are based on density functional theory, using the same methods

introduced in Section 4.5.1. These calculations indicated that the mixed occupancy

is crucial for the system to be semiconducting, because Bi atoms at the mixed sites

stabilize the 4p orbitals of nearest-neighbor Se atoms by lowering their energy, hence

allowing the band gap to form.

In order to understand the role that chemical disorder plays in the electronic

structure, three different models were considered by D. Bilc and coworkers [135]: two

corresponding to chemically homogeneous chains, and one that involves heteroge—

neous chains, as further discussed. Two different ordered structures with extreme

occupancies of K and Bi atoms at the mixed sites were considered. In configuration I,

the Bi8/K3 site was occupied solely by Bi, while the K1/Bi9 site contained K only.

The other homogeneous configuration, configuration II, was the opposite of configu-

ration I, with a K atom on the Bi8/K3 site, and a Bi atom on the K1/Bi9 site. The

system was found to be a semi-metal for both homogeneous structures, in contrast to

the experimental fact that the system has semiconducting behavior, with a semicon-

ducting band—gap of 0.56 eV as observed in infrared diffuse reflectance spectra [20].

Therefore, further theoretical considerations had to involve 1 x 1 x2 super-cell con-

taining 92 atoms per cell, in order to accommodate alternative occupancy of K and

Bi atoms at the mixed sites (configuration III). As opposed to the case of homoge-

neous chains, where Se9 and Se4 atoms (see Figure 5.4) had either K or Bi as nearest

neighbors, in the model involving chains of alternating K and Bi atoms, Se9 and Se4

atoms had both K and Bi as nearest neighbors. Results of the band structure calcu-
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Figure 5.5: Band structure of B-K2Bi8Se13 as obtained from theoretical consider-

ations for three different configurations of atoms along K/Bi chains. See text for

details. Figure adapted from D. Bilc et al [135].

lations showed that the system is an indirect band gap semiconductor, with the band

gap value of about 0.41 eV. Figure 5.5 summarizes these theoretical findings. From

left to right, this figure shows a sequence of calculated electronic band structures of

fi-KzBi88e13 for configurations I, II, and III, with the band-gap clearly observed in

the last case.

Hence, we see that the Bi/K disorder in fi-K2BiSSe13 has a profound eflect on

the band structure near the Fermi level, and has been suspected to reduce thermal

conductivity [20]. Depending on the position of the atoms in the mixed sites, ei-

ther narrow band gap semiconducting or semi-metallic behavior is found [135]. The

calculated band gap, however, is smaller than the measured value of 0.56 eV.

In order to clarify the reasons behind the mismatch between the theoretical and

experimental band gap value, as well as to understand the electronic band structure

of this material in greater detail, I used scanning tunneling spectroscopy to assess the

electronic structure of fi-K2B188e13 at low temperature. This provides an important

experimental reference allowing for more substantial theoretical considerations to take

place, aimed to differentiate various types of disorder and their role in electronic

structure.
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Figure 5.6: SEM image of needle-like structure of fi-KgBigSelg. Figure courtesy of

T. Kyratsi.

5.4 Scanning tunneling spectroscopy of fi-KgBigSelg,

5.4.1 Sample synthesis

B—KgBigSelg sample used in this study was prepared by T. Kyratsi and was obtained

by reacting stoichiometric combination of elemental K, Bi, Se as follows. All manipu-

lations were carried out under a dry nitrogen atmosphere in a Vacuum Atmospheres

Dri—Lab glove-box. A mixture of 0.282 g of K, 6.021 g of elemental Bi, and 3.697 g

of elemental Se was loaded into silica tube, which was subsequently flame—sealed at

a residual pressure of <10‘4 Torr. The mixture was heated to 850 °C over 12 hours

and kept there for 1 hour, followed by slowly cooling to 450 °C and kept there for

48 hours, and cooling to 50 °C at a rate of -15 oC/h. The product was annealed at

450 °C for 48 hours to ensure phase purity of fi—KgBigSelg. Metallic black needles

of fi-KgBigSe13 were obtained by isolation in dimethylformamide and washing with

diethyl ether. A quantitative microprobe analysis with electron microprobe energy

dispersive spectroscopy (EDS) was performed on several crystals of the compound

to verify the stoichiometry. Scanning electron microscope (SEM) images of the sam-

ple confirms a highly oriented needle-like morphology of fi—KgBigSelg, as shown in

Figure 5.6.
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Figure 5.7: Local density of states of B—KgBigSeB as obtained by the STS measure-

ments at 1.6 K. From the data, a band-gap of ~ 0.4 eV is estimated, in agreement

with theoretical prediction [135] based on configuration III that assumes alternating

K/Bi chains. In addition, subgap states are observed. See text for details.

5.4.2 Results and discussion

Using the STM point spectroscopy mode, the energy band gap at the sample surface

was probed and its size was estimated. The STS measurements on a cleaved surface

of fi-KgBigSe13 were performed at 1.6 K temperature for various positions of the

probing tip above the surface of the sample. Sweeping the bias voltage V over a

range of i 300 mV, I have measured tunneling current I as a function of the ramped

voltage. Differentiation of I(V) data with respect to V gives the local density of states,

as has been explained in the STM spectroscopy Section 2.2.2. The measurements for

a given tip position were repeated 100 times, and averaged, in order to improve signal

to noise ratio.

Measured local density of states of ,B-K2B183613 at 1.6 K temperature is shown in

Figure 5.7. The data clearly indicate the presence of the band gap. The magnitude of

the observed gap of ~ 0.4 eV agrees reasonably well with the calculated value based
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on configuration III described earlier, that assumes chains with alternating K/Bi

atoms [135]. The discrepancy between our STS result for the band gap size, and that

of ~ 0.56 eV obtained from optical measurements [20] can be understood if the band

gap in fi-KQBigSelg is indeed indirect [135], as the bottom of the conduction band

and the top of the valence band would be offset along the momentum axis. The key

difference between the optical and tunneling measurements of the band gap is that

optical measurements are sensitive to wave vector k, while tunneling measurements

are not. Hence optical measurements can get larger gap values. According to theo-

retical calculations by Bilc et al. [135] the band gap in fi-KgBigSe13 is almost direct,

in which case results of tunneling and optical measurements should approximately

agree.

We should note that the surface of the sample exhibited relatively rough texture

and was not easily cleavable. Due to the surface roughness and as a result of the

coarse approach of the sample with slight sideways motion, the tip became blunt

on the atomic scale, and the atomic STM resolution necessary to obtain real space

surface topography was not achieved. Consequently, the density of states obtained

in our measurements is not truly local, but rather represents a spatial average over

several atomic sites on the sample surface.

As can be seen in Figure 5.7, the STS data indicate the presence of subgap states,

seen as an enhancement of the density of states in the gap region near the top of

the valence band and bottom of the conduction band. One possible explanation of

the origin of these states could be the presence of disorder. More specifically, “less

mixed” segments along the chains composed of Bi8/K3 sites and of K1/Bi9 sites may

shift the energy states into the gap, making it narrower.

It is indeed plausible that in the real material there exist regions close to con-

figurations I and II, which may create such subgap states, which are not predicted

by configuration III. It is of particular importance to verify if this is really the case,
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Figure 5.8: Schematic representation of various configurations of the K/Bi chains

considered in theoretical calculations. K atoms are represented with solid circles,

while Bi atoms are represented with cross-marks. There are four K/Bi chains of

interest in the original unit cell, however there are only two inequivalent chain types,

K1/Bi9 and Bi8/K3. Configuration III requires unit cell doubling along the chain

direction and assumes chains of alternating K and Bi, such that two inequivalent

chains have opposite ordering phase. Configuration IV requires unit cell tripling

along the chain direction, with K1/Bi9 chain type having K-Bi—K sequence, while

Bi8/K3 type features Bi—K—Bi sequence. Configuration V also requires tripling of the

unit cell, and is closely related to configuration IV, except that all four chains are

now made inequivalent, by offsetting the phase along the equivalent chains.
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as these states would change the density of states near the Fermi level, and would

contribute to the charge transport, raising the values of electrical conductivity and

thermopower [135]. If the nature of the observed subgap states could be characterized

through electronic band structure calculations, this would also provide an information

of possible structural motifs involved along the disordered K/Bi chains.

In collaboration with group of Dr. Mahanti, and motivated by the observation of

the subgap states, further theoretical calculations have been carried out by K. Hoang

using various configurations along K/Bi chains. These configurations are shown in

Figure 5.8, representing several different variants of K/Bi interchain disorder. We note

here that within the unit cell of fi-KgBigSe13 there are four K/Bi chains of interest

in the original unit cell; however there are only two inequivalent chain types, K1/Bi9

and Bi8/K3. Configuration III requires unit cell doubling along the chain direction

and assumes chains of alternating K and Bi, such that two inequivalent chains have

opposite ordering phase. Configuration IV assumes interchain disorder and requires

unit cell tripling along the chain direction, with K1/B19 chain type having K-Bi-K

sequence, while Bi8/K3 type features Bi-K-Bi sequence. Configuration V also requires

tripling of the unit cell, and is closely related to configuration IV, except that all four

chains are now made inequivalent, introducing intrachain disorder between previously

equivalent chains by offsetting the phase along the equivalent chains.

The resulting DOS obtained in preliminary electronic band structure calculations

are shown in Figure 5.9 for all three configurations considered. Since the theoretical

calculations did not include spin-orbit interaction, the size of the theoretical band

gaps are overestimated [21]. The results of the calculations allowed for the following

observations to be made. On going from configuration III to configuration IV, the

band gap size decreases. In addition, Se9 states that occur near the top of the valence

band get redistributed towards lower energies, as these states are strongly affected

by the structure of neighboring K1/Bi9 chains. Se9 has the K1/Bi9 chain atoms as
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Figure 5.9: DOS obtained from the electronic band structure calculations considering

three different configurations along the K/Bi chains: configuration III (dotted line),

configuration IV (dashed line), and configuration V (solid line). Arrows indicate

specific features discussed in the text.

nearest neighbors. The energy range of our STS measurements was not sufficiently

wide to involve region where Se9 states occur.

On the other hand, Se10 states that are also near the top of the valence band do

not get affected by the changes in the chains, since SelO atoms are sufficiently far

from the chains. On going from configuration IV to configuration V, the following

observations are made. Se10 states near the valence band top do not change, as ex-

pected. However, changes occur near the bottom of the conduction band, that may

be significant in understanding the subgap states observed by STS. According to the

results of electronic band structure calculations for configuration V [140], the bottom

of the conduction band is filled with states related to K/Bi chains. In particular, it

has been found that these states are predominantly of Bi9 character, and relate to

chains where Bi9 atoms are sandwiched between K1 dimers. In other words it is Bi

atoms within the disordered chains that give rise to the DOS at the bottom of the
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Figure 5.10: (a) STS data for DOS near the Fermi level of B—K2Bi88e13, at 1.6 K.

(b) DOS obtained from the electronic band structure calculations considering three

different configurations along the K/Bi chains: configuration III (dotted line), config-

uration IV (dashed line), and configuration V (solid line). The arrows in both panels

indicate features of interest discussed in text.
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conduction band. On the other hand, the contribution to the subgap states from

Bi8/K3 chains, where Bi8 dimers are sandwiched between K3 atoms, is not appre-

ciable. A comparison of density of states obtained experimentally and theoretically

is shown in Figure 5.10, with notable similarity of the experimental curve and the

calculated one for configuration V in the energy range of the measurement.

5.5 Summary

The local electronic structure near the Fermi level of fi-KZBiSSe13, a promising ther-

moelectric material, was studied using scanning tunneling spectroscopy. This material

is a narrow band gap semiconductor, and the STS experiment at 1.6 K temperature

revealed a gap of approximately 0.4 eV, in good agreement with results of theoretical

calculations. Further, the STS study revealed the presence of subgap states that, ac-

cording to recent electronic band structure calculations exploring several K/Bi chain

configurations, represent a signature of disorder along K1/Bi9 and Bi8/K3 chains.

This disorder significantly influences the electronic structure and narrows the band

gap. This further suggests that the subgap states near the bottom of the conduction

band are predominantly of Bi9 character. On the other hand, the subgap states near

the top of the valence band can be attributed to Se10. The disorder in fi-KgBigSe13

could play an important role for its thermoelectric properties, by changing the density

of states near the band gap and perhaps increasing the thermopower.
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Chapter 6

Concluding remarks

6. 1 Summary

Scanning tunneling microscopy and spectroscopy represent important tools providing

valuable information about electronic structure of complex materials, allowing for

better understanding of their physical properties. In this work we studied the elec-

tronic structure of samples belonging to two different classes of complex materials, one

exhibiting incommensurate CDW, and another that is a promising high-performance

thermoelectric. Both of these studies highlight the importance of knowing the details

of the electronic structure near the Fermi level for the respective phenomena.

6.1.1 CeTe3 and YTe3

The charge density wave (CDW) state is one of the competing ground states in

anisotropic, low-dimensional materials. CeTe3 as a cleavable, layered system featur-

ing tellurium layers where a stable one-dimensional incommensurate CDW forms, is

a model system for incommensurate CDW studies. Scanning tunneling microscopy

is a powerful technique to study surface topography and local electronic structure of

complex materials. We applied STM and STS to study the electronic properties of

the CDW within Te-layers of CeTe3 and related YTe3. STM and STS measurements
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of the CeTe3 at room temperature and 77 K and YTe3 at room temperature were

performed. The one-dimensional CDWs were observed on the surfaces of CeTe3 and

YTe3. In Fourier transform analysis of the STM images of CeTe3, we observed the

qCDW z 2/7 x 27r/c peak, as well as several additional peaks. We explored sev-

eral possible interpretations concerning these peaks and their relation to the CDW.

Our FT analysis cannot unambiguously differentiate between the discommensurated

and uniformly incommensurate CDW. The principal reason for this is lack of reliable

criterion that would allow us to distinguish whether these extra peaks are satellite

peaks to the CDW peak, which would suggest discommensurated nature of the CDW,

or the peaks originate from the artifacts of the STM measurement. In the interpre-

tation that supports the discommensurated picture we obtained the commensurate

domain size that agrees reasonably well with the estimate made by the atomic PDF

study [96]. However, the extra peaks in our FT data can also be explained within

the wave vector mixing picture, that does not invoke discommensurations. The local

density of states near the Fermi level has also been obtained using the STS mode at

77 K. We obtained the CDW gap at various places on the surface of the sample. The

CDW gap size obtained in measurements directly above the Te atoms was ~ 360 meV,

in good agreement with ARPES result [95]. The data obtained from measurements

on YTe3 were not of sufficient quality to perform the FT analysis. The CDW gap in

YTe3 obtained from room temperature STS was estimated to be roughly ~ 320 meV.

6.1.2 fl-KgBigsem

The local electronic structure near the Fermi level of fl-KgBigSe13, a promising ther-

moelectric material, was studied using STS. This material is a narrow band gap

semiconductor, and the STS experiment at 1.6 K temperature revealed a gap of ap-

proximately 0.4 eV, in good agreement with results of theoretical calculations. Our

STS study also revealed the presence of subgap states. According to recent electronic
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band structure calculations exploring several K/Bi chain configurations, the subgap

states represent a signature of disorder along the chains. This disorder significantly

influences the electronic structure and narrows the band gap. The experimental

results of this work, together with the results of the electronic band structure calcu-

lations support the idea of K/Bi disorder being present in the system. The disorder

in fl-KgBigSelg could play an important role for its thermoelectric properties.

6.2 Future work

On the CDW side, a natural extension of this work would be to study the details

of the electronic structure in a systematic way of a broad class of Rare-Earth tritel-

lurides (RETe3 with RE = La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm). While all

of them exhibit the CDW state with different critical temperatures, very few of these

materials have their electronic properties fully characterized. It would be therefore

beneficial to assess the sizes of the band gaps across the series, for example, and see

how this important parameter varies with different RE. Another possible STM study

in this class of materials would involve HoTe3, which exhibits two CDW transitions,

one present at room temperature, and another below 110 K [110]. At low temperature

two CDWs with mutually perpendicular CDW wave vectors are expected. The exper-

iments aimed in assessing the CDW surface structure as well as spectroscopy would

be carried out in both CDW states at room temperature and at 77 K, to investigate

the electronic structure in this material.

Another direction for this research follows from the magnetic properties, as it has

been demonstrated that CeTe3 is a Kondo lattice material [94]. The Kondo effect

arises from the interactions between a magnetic atom and the conduction electrons

in an otherwise non-magnetic metal. In this case, the magnetic state is the 4f level

of the cerium ions. The Kondo temperature is roughly 10 K and the system stays in

that state down to 2.8 K. Repeating the topographic measurements at liquid helium
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temperature (4.2 K) and then acquiring spectra with the tip positioned above Ce

atoms, the electronic structure of the Kondo lattice system would be resolved with

scanning tunneling spectroscopy. Our cryogenic STM system achieves the resolution

expected to be necessary to resolve the Kondo features in the local density of states.

Theoretical density of states exhibit the basic predicted spectroscopic features using

a model system. By comparing the measurements to theory, the study will explore

questions of the Kondo lattice system and the interplay with the charge density wave.

Additional experiments could also be carried out on the thermoelectric material 6-

K2BigSe13, to further investigate the details of the electronic structure using STS. In

the present study, the band gap and the subgap states have been observed. However,

the energy range probed was insufliciently broad to assess the part near the top of

the valence band where, according to the electronic band structure calculations, Se9

states are observed to rearrange dramatically, which could be used as an important

indicator in more reliable distinction between various different types of disorder along

K/Bi chains.
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