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ABSTRACT

EXPLORING THE INFLUENCE OF LAND-USE AND CLIMATE ON REGIONAL
HYDROLOGY AND GROUNDWATER RECHARGE

By

Dushmantha Helapriya Jayawickreme

Global energy, water, and bio-geochemical cycles are strongly linked to
land-use and land-cover characteristics. Land-use and land-cover is also a
component of the environment extensively impacted and continuously altered by
human activity. Population growth, food, energy and other needs coupled with
human ingenuity has greatly altered and will continue to change the terrestrial
biosphere across the globe. With additional concerns for significant and
widespread land-use/land-cover transformations due to global climate change, a
need to better understand the effects of these transformations on environmental

systems from local, regional, to global scale has emerged in the recent decades.

In this dissertation | have investigated the impacts of land-use and land-
cover (i.e. vegetation) on groundwater recharge, which is a critical component of
the hydrologic cycle. The dependence of people and many sensitive ecosystems
around the world on groundwater alone warranted a closer look at how changing
land-use/cover and climate are affecting the quantity and quality of groundwater.
By evaluating streamflow, climate, land-cover, and other attributes in Michigan’s

watersheds we showed that intense agriculture reduced summer time



streamflow, hence groundwater recharge in such watersheds. By quantifying
baseflow discharges relative to precipitation in July-September peak growing
season over multiple years we found that recharge in primarily agricultural (>70
agricultural uses by land area) watersheds was only one third of the recharge in

watersheds that are mix use (<50% agricultural uses).

To better grasp how land-cover; specifically vegetation, vegetation
differences, and vegetation dynamics affect recharge we adopted geophysical
techniques, a step beyond the traditional uses of geophysical methods as well as
an unorthodox approach to terrestrial ecosystem investigations. It was
hypothesized that there would be observable differences in the way vegetation
interacts with the shallow subsurface and such interactions could be quantified
with geophysical methods. Based on multi-year geophysical monitoring of soil
moisture at a forest-grassland ecotone we found large seasonal and long-term
differences in the way vegetation affects groundwater recharge as well as
shallow groundwater environments. Apart from water use differences, we show
that soil temperature as well as salt dynamics even at very local scales are
affected by vegetation differences. For example we observed that forests in
shallow groundwater regions are likely to increase groundwater salinity
compared to grasslands in similar settings. These findings contribute to
developing greater insights into the functioning of the natural environment and
how anthropogenic forcings through land-use change may imperil or help protect

the health of hydrologic systems in a range of regions.



ACKNOWLEDGEMENTS

First and foremost | express my sincere gratitude to Dr. David Hyndman,
my dissertation advisor, from whom | received knowledge, guidance, and
unwavering support throughout my time as a graduate student at Michigan State
University. Members of my committee, Dr. Phanikumar Mantha, Dr. Jiaguo Qi
offered valuable advice and their time at many occasions. Their insights have
vastly improved the quality of my work and shaped my scientific thinking. Dr.
Remke van Dam, my fourth committee member generously poured his time and
knowledge in to this work. It is with his effort and many time consuming trips to
field sites especially when | couldn’t keep up with it that | was able to complete

my dissertation research.

During the five years of my graduate work many others contributed to the
successful outcome | have experienced with this research. Dr. Jeff Andreasen,
Dr. Dennis Gilliland, Dr. Alvin Smucker, and Dr. Jan Stephenson are thanked for
their support with data and field equipment. Dr. Bryan Pijanowski, Dr. Jim Butler,
and Dr. Jan Hendirx are acknowledged for their support with manuscripts and
presentations. Michael Mores, Matt Malkowski, Samer Hariri, Cheryl Kendall,
Matt Parsons, Dave Szymanski, Abby Norton, Randy Klevikas, and Paul Bloes
provided many hours of arduous field and lab support. Without their help very

little would have been accomplished.



Karen Tefend and Anthony Kendal became the most generous of hosts
and best of friends at times that were the most difficult. Along with them Colleen
McLean, Nick Welty, Amy Lansdale, and many others are greatly acknowledged

for their years of friendship.

Udeni, my wife and our daughter Hiru made the most sacrifices and
provided utmost support so that | could see the end and reach a goal | had set

for myself some years ago. For them | dedicate this dissertation.



TABLE OF CONTENTS

LiSt Of TADIES ......eneeieeeeeeeeeeeee e e e e e e e e e e viii
LiSt Of FIQUIES ....ccoiiieieiieieeeee ettt e e e anreee e e e e s X
Chapter One: General INtroduction...............coevriiiiieciiieee e 1
ODjJECHIVE......coooiieiciee e 6
REfEIENCES ...ttt e e e e e e e e e e e e s e s s enensranenes 9

Chapter Two: Evaluating the influence of land cover on seasonal water budgets

usingNext Generation Radar (NEXRAD) rainfall and streamflow data................ 15
ADSITACL. ..o e s s 16
INPOAUCHION ... e eeees 17
APPIOACK ... e e e e e ns 19
StUAY SHES......ooeeeiecee et e e 23
Evaluation of NEXRAD Rainfall Data............ccccoooiiiiiiiiniiieineeeeeeeeee, 25
Results and DiSCUSSION..........ccoiiiiiiiiiiiiiiiiiiicee e e e e eeens 33
Summary and CONCIUSIONS .............eueeiiiiiriieiiiieer e e 48
Acknowledgments...........ccooiiiiiiiiiiiiii e 51
REFEIENCES ..ot e e e e et e e e 53

Chapter Three: Subsurface imaging of vegetation, climate, and root-zone

MOIStUre INtEractions ............ccooiiiiiiiiiiii et e e 57
ADSEFACE. ..ot raeeas 58
INEFOAUCHION ...t 59
MENOGS ...t e e e e e e e e e e e e e e e e e s e e e e e e nnanas 61
RESUIS....coeeeeeeeee ettt e e ee e e e e e e e e e e e e s ennne 65
CONCIUSIONS .....oocneeiiieiciiiee ettt e e e e e e e e e s e e e e eeaase e e enreeesnnne 70
ACKNOWIEAGEMENTS.......ccuuiiiiiiiiieiicirece e 71
REFEIENCES .......ooeiieeeeee e e 72

Vi



Chapter Four: Integrating geophysics and hydrologic models to evalueate land-

use impacts on groundwater F@SOUICES.............cc.eeiiiiiiiiiniteeieiiaernneeenenenns 75
INErOAUCTION ... e e 75
StUAY SItES ...t e e e e e 79
Field obsServations...........cccccuueiiiiiiieiiiininercree e 83
Electrical Resistivity data acquisition and processing.................cccceeeeeene. 86
Electrical resistivity and soil moisture..............ccccccveerriiiiiiiniiiiee s 94
Soil Moisture Dynamics and Relevance to Recharge................cccccccee.. 95
Hydrologic SIMUIAtIONS ...t 99
Discussion and CONCIUSION...............eiiiiiiiiiiiiiiiecireee e eeeeeee 112
REfEreNCES ... 114

Chapter Five: Evaluating a range of approaches to derive hydrogeological

information from electrical resistivity data...............ccccomiiiiiiciiiniccee 118
INBrOAUCEION ... e e e e e e e e eeeaanees 118

. Electrical Resistivity Imaging (ERI) ...........coooorrmmiiiiirmireeen, 120
ERI and environmental variability ..............cccooeeoiiiiiiiniii e 122
Electrical conductivity and volumetric soil moisture .................cccceeeenne 122
Soil temperature and electrical conductivity...............cccociiiiiiiiiinniine 128
The effect of pore-water conductivity ............cccceeeeeeieeiiinicieeeeeee, 132
ERI and time-lapse differencing...........cccoceeeiiiiiiiiiinniiiiiieeee e 137
Soil moisture estimates with resistivity ratios.................cccccceeriieennnnn. 144
CONCIUSIONS ..ottt e e e e e rree e e e e s s eaanee e e e s snareaessanaes 146
REfEIENCES ... 148

vii



List of Tables

Table 2-1. Spearman’s Ranked Correlation Statistics for Mean July to September
(2002-2004) Volume Ratios and Other Watershed Variables for the 40 Selected
Watersheds. Statistical significance (p<0.05) is indicated by bold typeface. ...... 35

Table 2-2. Spearman’s Nonparametric Correlation Statistics for Land Cover and
Other Watershed Variables for the 40 Selected Watersheds. Statistical
significance is indicated by bold typeface...........cccccooreiiiiiiiiiiii e 39

Table 2-3. Multiple Regression Statistics for July September Mean (2002-2004)
Streamflow:Rainfall and Base Flow:Rainfall Ratios and Watershed Attributes.
The residuals from both fits were tested for normality with the Anderson-Darling
test. Normality was not rejected; p values are 0.27 and 0.35, respectively. ....... 40

Table 2-4. Estimated Annual Growing Season Recharge Amounts (July-
September); in terms of annual rainfall and actual amounts in centimeters. ...... 42

Table 4-1. Estimated soil hydraulic parameters for the three soil layers in the
forest with standard errors of regression coefficients (S.E. Coeff) and confidence
141 T AV = PR PUPPPPPPRRRRIINt 106

Table 4-2. Estimated soil hydraulic parameters for the three soil layers in the
Lo [ T3 1= 1 T 1R PP 106

Table 4-3. Sensitivity of simulated cumulative transpiration 3 T and bottom
pressure head (h) in the forest to different root distributions. ERI Root is root
distribution estimated with resistivity data, deRosany model used with a
distribution coefficient of -0.9 (de Rosnay and Polcher 1998). ......................... 110

viii



Table 4-4. Sensitivity of simulated evaporation (3 E), transpiration (3 T), and
model bottom pressure head (h) in the forest to a £+10% adjustment in root water
abstraction parameters (Feddes et al. 1974). YE, and 3 T are given as percent
changes relative the base model. h1-minimum pressure head for active
transpiration, h2-pressure- head for maximum transpiration efficiency, h3-limiting
pressure head where transpiration ceases to occur at maximum efficiency, and
hA-WIltiING POINL..........eeieii e e e 110

Table 4-5. Sensitivity of cumulative infiltration (3 1), transpiration (3. T),
evaporation (3 E), and bottom pressure head (h) in the forest to a +10%
adjustment in soil parameters. 31, 3 T, and Y E shown are percent changes
compared to the base model with optimized soil hydraulic parameters............ 111

Table 5-1. Parameters for Archie’s equation from laboratory measurements of
soils at the study site. ps is obtained from field resistivity data (for sand estimated
with resistivity data from below the water table, and for clay estimated from
datasets collected when the site was extremely wet). ...........ccccocccviveivinneennns 124



List of Figures

Figure 2-1. Locations of our study watersheds (shaded) with NEXRAD radar and
rain gauge locations. Dashed lines show the effective range of the radar
(o (= (=11 (o - S PSP UPPPPRRRRRRRRINE 23

Figure 2-2. RMS differences between NEXRAD and ground-based precipitation
measurements at various sites with data spanning the 2002, 2003, and 2004
GIOWING SEASONS. .......uuuurrrieeereuunnreereraesinrreeesesssisneeeeeaesessnretessssesssneesessesssssnaesssss 27

Figure 2-3. Map of the percent absolute differences (calculated relative to
observed gauged precipitation) between the 2004 (April-November) gauge and
NEXRAD rainfall data. The Grand Rapids, Lansing, Flint, and Alpena gauges are
known to be used by the WSR-88D system for real-time calibration of radar
rainfall estimates (Ann Arbor and Grayling are missing 1 month of data, Harbor
Beach is missing 2 moths, and Montague is missing 3 months, and thus these
months were not used in this analysis. ..........ccccocveeiiiiiiriiiiiiinie 30

Figure 2-4. RMS differences for eight gauge locations using 2002, 2003, and
2004 monthly radar and ground-based gauge precipitation data. May RMSD
calculation is based only on data from 2002 and 2004 due to missing NEXRAD
grid data in MAY 2003. ...ttt e s s e e 31

Figure 2-5. Comparison of monthly (July-September) observed gauge and
NEXRAD rainfall for 2002, 2003, and 2004. RMSE and bial (average NEXRAD
rainfall-average observdd gauge rainfall) are given in mm. ...............ccoccveeennee. 33

Figure 2-6. Percentage of agricultural land cover in watersheds compared to
streamflow:rainfall ratios for July to September periods of 2002-2004. Each data
point represents a watershed, and three watersheds with greater than 30% clay
sediments are marked with a gray oval. ............cccooviiiiiiiiiinncie e, 34

Figure 2-7. Average 2002-2004 quarter year base flow:drainage area rations in
high-intensity (>70%) and moderate-intensity (<50%) agricultural watersheds.
The difference of the flow between the two types of watersheds are statistically
significant (p value <0.05) in all quarters except January-March. ....................... 42



Figure 2-8. Average of 2002-2004 January to May streamflow:drainage area
ratios (cm). Higher values likely indicate greater snowmelt influence on the
watershed hydrology. The contour map was generated by kriging the ratio
calculated from data at the 113 USGS streamflow gauges shown on the map.
Images in this dissertation are presented in color..............c.ccccoeriiiiiiiiiniiiennnee 43

Figure 2-9. The 2002-2004 monthly base flow:drainage area ratios and average
monthly rainfall for 40 selected watersheds in Michigan. The peak growing
season is clearly marked by higher leaf area indexes (LAIl), which corresponds
well with the decline in stream base flow during the same period. ..................... 45

Figure 2-10. Measured water table depths in two shallow wells in the northern
portion of Michigan’s Lower Peninsula (see Figure 2-1for locations). A steady
decline in water level is evident during the growing season (land use percentages
in the watershed containing B12 are forests ~65%, shrubs/open land ~35%; G13,
forests ~66%, agriculture ~28%). Note that the minimum water level is delayed
significantly from the peak LAl and minimum base flow levels shown in Figure
2-9. e e st —e e e st e e e et e e ee et e e e e st e e e bre e e reeesenneeeeneeasan 46

Figure 2-11. Recharge estimates for the July to September period, as a percent
of NEXRAD bias adjusted rainfall in high-intensity agricultural (>70%) and
moderate-intensity agricultural (<50%) watersheds. The difference in
baseflow:rainfall ratios between the two types of watersheds are statistically
significant (p value <0.05) in all years............ccccceeviiiiiiieiciieeeee e 48

Figure 2-12. Total monthly streamflow, and overland flow volumes normalized by
watershed area along with rainfall averaged across the 40 study watersheds. .. 49

Figure 3-1. Soil moisture from probes at the site and the average of the 20 and
86.5 cm depth ERI moisture estimates for all datasets corrected with site
temperatures. Precipitation data is shown for a nearby gage. The color bar
shows the state of the forest canopy, vertical lines mark data collection dates,
and shaded areas above the bar are differential inversion periods for Figure 3-2.
Images in this dissertation are presented in COIOr.............ccoceiiiiiiiiiiiiiiiiieenee 63

Figure 3-2. Differential resistivity panels for approximately one-month periods. a)
Early fall (10/18 — 11/15), b) late fall (11/22 — 12/20), c) winter (1/5 — 2/9), d)
spring (3/16 — 4/20), and e) summer (6/10 — 7/2). Trees are not to scale; 80 cm of
relief along the array is included in the inversion. Red triangles locate moisture
probes and temperature arrays. A decrease in resolution with depth and
associated smoothing artifacts can cause resistivity differences below the water
table. Images in this dissertation are presented in color.............cccccevevrrvneennnee. 66

Xi



Figure 3-3. Spatial and temporal distribution of soil moisture estimated across the
ecotone. Images in this dissertation are presented in color...............ccueuuuenneeen. 69

Figure 3-4. Laterally averaged changes in soil moisture below the forest (36-51
m) and the grassland (92-107 m) between early-growing (April to early May) and
peak-growing periods (July to August). Images in this dissertation are presented
(1 1 oo [ PP SR P PP PPPPPRTP 71

Figure 4-1. Locations of East Lansing and Traverse City, Michigan field sites
where soil moisture dynamics were imaged with ERI..................cccccciniiiiiiein. 79

Figure 4-2. East Lansing field site. A-B: electrode array with 84 electrodes at
1.5m separation. E3, E26, E70 are groundwater observation wells.
Temperature/soil moisture sensor locations have moisture probes at 20 & 80 cm
depth. Temperature probes are at 5, 10, 20, 40, 80,117, and 147cm depth at
€ACN I0CALION. ... e 81

Figure 4-3. Traverse City study site. A-B: electrode array with 84 electrodes at
1.5m separation. B3 is the groundwater observation well. Moisture sensor
locations shown have probes at 20 and 80 cm depths, and temperature sensors
are at 5, 10, 20, 40, 80, 117, and 147 cmdepths. .........ccovvverievrivreeeeeeeeeeenenenenne. 82

Figure 4-4. Groundwater observations since October 2007 at the East Lansing
study site. Depth to water from the surface is shown for each well. Since the
surface elevation at the forest well (E3, Figure 4-2) is 99 cm lower than the
surface elevation at the grassland well the two vertical axis are offset by a similar
amount. The wells are approximately 90 meters apart. ............cccccccvreeeeeieennnnnnee 84

Figure 4-5. Groundwater observations at the Traverse City study site. Annual
recharge-discharge cycles related to the growing season and spring snowmelt
are evident in this Well reCord. ..o e 85

Figure 4-6. Soil moisture measurements below forest and the grassiand at the
East LaNSING Site. ..........oeiiiiirieieeeee e 86

Figure 4-7. Cross-sectional view of the East Lansing study site with a
representative late-summer subsurface resistivity distribution. Images in this
dissertation are presented in COIOT............ccoocoiiieeiiiccieeee e 88

Xii



Figure 4-8. Cross-sectional view of the Traverse City study site with a
representative late-summer subsurface resistivity distribution. Images in this
dissertation are presented in COIOT...............oooermieiiriiccccreeeeeeeee e 89

Figure 4-9. The temporal variability of subsurface (0-6m, surface to below
seasonal water table) resistivity distribution below the forest and the grassland at
the East Lansing site on selected dates. Mean, 25th & 75th percentiles, and the
range for each date are ShOWN. ...............ooiiiiiiiiiiiiiiiiice e 91

Figure 4-10. Mean resistivity values in the 0-2m and 2-4m depths through time.
Similar resistivities in the 2-4m range during the latter part of the study period
shown coincide with higher observed groundwater elevations at the research

]| (T PRSP 93

Figure 4-11. ERI estimated soil moisture and the observed moisture in the East
Lansing study site (Forest). The arithmetic average of the 20 and 80cm cm
moisture observations are SROWN. .............ceeiiiiiiiiiiiiiiccreeee e 95

Figure 4-12. ERI calculated transient soil moisture (20-80cm cm arithmetic
average) in the grassland and the forest. Higher moisture levels in the grassiand
are observed on each of the ERI data collection dates. ...............cccccevvunrieennnn. 96

Figure 4-13. Temporal soil moisture changes in ~15 wide zones below the
grassland and the forest. Cooler colors indicate moisture increases and warmer
colors are moisture decreases. C is the main fall recharge period, followed by
spring snowmelt (D). A, B, and E are growing season moisture deficits due to
plant water use. Images in this dissertation are presented in color. ................... 98

Figure 4-14. A simplified illustration of the soil texture and stratigraphy (from soil
cores) in the forest and the grassland. Different soil texture units identified in field
soil cores were combined to three representative layers in the vadose zone flow
model (right). Images in this dissertation are presented in color....................... 100

Figure 4-15. Conceptual framework for integrating geophysical soil moisture
estimates with hydrologic modeling to estimate groundwater recharge. Soil
parameters 6s, a, n, Ks are optimized in stage 2, and plant water stress function
parameters h1, h2, h3, h4 , are calibrated in stage 3. ..............cceeveeiieircieenne 101

Figure 4-16. Laterally averaged changes in soil moisture below the forest and the
grassland between early-growing (April to early May) and peak-growing periods
(July to August) (from Jayawickreme et al., 2008).............ccccceeeereeecnereeeeennnenn. 103

Xiii



Figure 4-17. Cumulative precipitation throughfall (a), representative leaf area
indexes (b) from MODIS, calculated cumulative potential transpiration (c) and soil
evaporation (d) inputs for hydrologic simulations from ILHM. .......................... 104

Figure 4-18. Simulated vs. ERI estimated soil moisture in the forest. Data is from
10 depths within the first 3m of the subsurface................cccccccrviiriiiiinnnneennnnnn. 105

Figure 4-19. Simulated vs. ERI estimated soil moisture in the grassland with data
from nine depths in the first 3m of the subsurface. .............cccccevviviiiiiiniiiiiinennnn. 105

Figure 4-20. Measured and simulated groundwater table in the forest with
optimized soil hydraulic parameter sets in the 1D-Hydrus model. These
observation data were not used in the optimization for hydraulic parameters in
Ehe FOrESE. ... e e e e e 107

Figure 4-21. Measured and simulated groundwater table in the grassland with
optimized soil hydraulic parameter. ............ccccevviiiiiiii e, 107

Figure 4-22. Observed (ERI calculated) vs. simulated moisture in the forest
during summer (June-October, 2007).........cccccceririiiiimiiiiienininneereee s 109

Figure 4-23. Observed vs. simulated soil moisture in the grassland from June to
OCtObEr, 2007 .......cciiiiiiiiccieiiteeee i ceecrrrrreee e ae s s eeessnnreetee e s seesesnssaeaeasesssesssnnnns 109

Figure 5-1 Electrode positions for Wenner (top) and Dipole-dipole (bottom)
electrode configurations. A, B are current electrodes and M, N are potential
electrodes. ‘a’ is the distance between electrodes used for measurements, and n
IS AN INEEGET. ... ettt e e b e s s e e s s are e 121

Figure 5-2. Data coverage for Wenner and dipole-dipole electrode configurations
for an 84 electrode array with 1.5m electrode separations. Higher data density
near the electrode positions is obtained with the dipole-dipole configuration
compared to Wenner, where data coverage is evenly distributed. 1453 and 1134
measurements are obtained with these dipole-dipole and Wenner arrays
TE@SPECLIVEIY......coeveieiiieiiiieiiiieiirerrrrrerr e e s s s nsnnnnns 121

Figure 5-3. Soil moisture estimates from ERI (dipole-dipole) data compared to
other independent measurements of soil moisture at the study site. ................ 125

Xiv



Figure 5-4. The sensitivity of ERI derived saturation to m, and ps estimates. The
high (grassland-98 Ohm-m) and low (forest-65 Ohm-m) values for saturated
resistivity were derived from field resistivity data. Some of the differences in
saturated resistivity between the grassland and forest are due to observed
groundwater conductivity differences. ............cccoocciiiiiriiiiiicie 126

Figure 5-5. Water table elevation observations and resistivity measurements in
the forest (a), grassland (b) from November 2007 to June 2008. The correlation
between water table elevation and contours of the resistivity estimates is much
clearer in the forest relative to the grassland. Images in this dissertation are
presented iN COIOT. ...........eeeeree e e e e e e e e e e e e e e e e nnnnsnannns 127

Figure 5-6. Seasonal grassland soil temperature fluctuations at the study site.
Inset shows diurnal soil temperature differences between the grassland and the
forest stand over a span of three days in June.............cccecereriniiceinniceennnnneenn, 129

Figure 5-7. The influence of temperature on resistivity and the resulting
difference in calculated soil moisture with Archie’s equation. ..............c............ 130

Figure 5-8. The influence of m on soil resistivity-temperature dependence at two
different soil temperatures (28°C and 12°C). The sensitivity to m is important at
higher temperature ranges. ...........ccccceeeiiiieiciiier e e aree e 131

Figure 5-9. Percent change in resistivity from August 10, 2007 to January 11,
2008 without (a) and with (b) temperature correction. Prominent changes in the
grassland (a) do not appear once the temperature correction is added (b).
Images in this dissertation are presented in COIOT............cccocoverriciieiinciirennnnns 131

Figure 5-10. Groundwater conductivity measured at the research site in the
grassland and forest observation wells (a). Pore-water and bulk electrical
resistivity relationship calculations based on Archie’s equation for various
degrees of saturation (b). A soil with 30% porosity, fitting constant, m=1.16 and
an n value of 2, characteristic of sandy soils, was used in the calculation........ 133

Figure 5-11. Potential influence of groundwater conductivity differences below
the grassland and forest. Higher resistivity values below water table (~4 m from
surface) in the grassland is likely due to the lower measured groundwater
conductivities in the grassla grassland. Data shown is temperature corrected and
the soils are similar on either side of the ecotone (the forest-grassland boundary).
Images in this dissertation are presented in COlOr...............ccceevvireceieecreeeecnienns 135



Figure 5-12. Measured bulk electrical resistivity difference between the grassland
and the forest (pgrassland-pforest). Higher resistivities below the water table in

the grassland are consistent with the lower measured groundwater conductivities
there. The shaded area indicates the approximate range of water table change in
the grassland between March and June 2008................cccoiiieiiiiciiiiireeninies 136

Figure 5-13. Data characteristics of three resistivity data sets from the study site,
which were used for difference inversion method analysis. Images in this
dissertation are presented in COIOT...............ouuiiiiiiiiiiiiiiiir s 139

Figure 5-14. Comparisons of base dataset effects. B1, B2, and B3 are three
separate inverted field datasets. The notation B1>>B3 refers B3 calculation with
B1 as the base dataset in the difference inversion. Only the data from the top 5m
were selected for the analysis. ... 141

Figure 5-15. Comparison of computed B1, B2, B3 with different with respect to
others in the difference iNVersion.............ccoocccviiiiiiiiieiieencce e, 142

Figure 5-16. Spatial distribution of differences from difference inversions with B1,
B2, and B3 datasets. Correlations between each dataset are shown in Figure
5-15. The choice of base dataset has a larger impact on the resistivity based
interpretations in the forest. Images in this dissertation are presented in color. 143

Figure 5-17. Laboratory measure resistivity and soil water contents for soil
samples collected from multiple locations at the study site. Images in this
dissertation are presented in COIOT..............ooueiiiiieiiiiiiieeeeree e 144

Figure 5-18. Soil moisture ratios observed with point gauges and soil moisture
ratios calculated with ERI near the location where point gauges are located. .. 145

XVvi



Chapter One

General Introduction

Land-use and land cover (LULC) changes have important consequences
on the functioning of regional to global environmental systems. Significant land
use changes may seriously impact a region’s water resources by altering surface
water, groundwater, and soil moisture patterns, and perturb groundwater
recharge processes (Zhang et al. 2001; Walker et al. 2002; Jayawickreme and
Hyndman 2007; Pijanowski et al. 2007) and water quality (Lenat and Crawford
1994; Paul and Meyer 2001; Tong and Chen 2002; Wayland et al. 2003). LULC
also has a strong influence on land-atmosphere interactions and energy
exchange characteristics at the surface-atmosphere boundary layer with global
climate consequences. Land-use characteristics affect the partitioning of surface
incident energy into latent and sensible heat components. Alterations to these
surface fluxes of water vapor and heat can affect regional atmospheric
temperatures, precipitation, and other climate variables (Pitman et al. 2004;
Pielke 2005). Local- to regional-scale land-use changes and global climate
teleconnections are also well documented (Marland et al. 2003; Koster et al.

2004; Werth and Avissar 2005).

Continued global population growth and demand for food and energy
security are likely to locally accelerate the rate of LULC change in many parts of
the world. Additionally, regional scale changes will be brought about by an

increasingly warming global climate with elevated atmospheric CO,



concentrations and other environmental changes (Houghton 1994). Beyond the
impacts on ecosystems and bio-diversity, LULC change may have significant
world-wide socioeconomic and geopolitical consequences. Understanding,
managing and mitigating the implications of LULC change is therefore imperative

for environmental and societal sustainability.

Throughout human history, people have been affecting the
terrestrial biosphere through land-use changes for agriculture, energy, natural
resources and other purposes. However, an interest in understanding the
consequences of these land-use changes on the hydrologic cycle, particularly the.
subsurface components has emerged only recently. As a result substantial
knowledge gaps exist in our understanding of both short and long-term impacts
of LULC and LULC change on water resources. The potential impacts of these
changes on subsurface hydrology and hydrologic processes are significant
(Scanlon et al. 2005). Alterations to groundwater recharge processes due to
LULC change can damage the viability of groundwater resources that are a
critical source of fresh water around the world. At current consumption and
population growth rates (United Nations, 1999), significant conversions of natural
ecosystems to agriculture will occur in the next half century (Tilman et al. 2001).
Population growth will also result in conversion of substantial natural lands to
urban land-uses. In the US alone the proportion of developed land base is
projected to approximately double by 2025 (Alig et al. 2004). While similar global
projections are not readily available, current trends in economic and social

development in Asia, South America, and other regions is likely to increase the



current urban/suburban land base substantially (Lambin et al. 2001).
Compounding the impacts of these issues are population migrations that will
result from climate change driven sea level rises and increased aridity in some

regions of the world (Byravan and Rajan 2006).

Changes in LULC can alter soil characteristics, thereby affecting runoff
and infiltration properties of soils. Soil tillage with agricultural land-uses for
example affect groundwater recharge by changing the soil structure (Oleary
1996; Leduc et al. 2001). Increased percentages of impervious surfaces with
urbanization are known to generally increase runoff, evaporation, and decrease
groundwater recharge (Grove et al. 2001; Rose and Peters 2001; Burns et al.
2005; Jayawickreme and Hyndman 2007). Significant and dynamic changes in
recharge are also accompanied by changes in vegetation where one or more
species is supplanted by another in a landscape (Engel et al. 2005; Nosetto et al.
2007; Scanlon et al. 2007). Such changes can lead to modifications of fractional
vegetation cover and hence precipitation interception, solar insolation, and wind
turbulence characteristics. Perennial, deciduous, or transient traits of vegetation
species can introduce important seasonal forcings on the environment.
Replacing perennial vegetation with annual crops and crop rotations for example
have lead to increased recharge during fallow periods (Oconnell et al. 1995;
Zhang et al. 1999). Changes in rooting depths with crop rotations can affect both
the quantity and quality of groundwater. Increased recharge and solute
mobilization have caused soil salinization and water quality degradation in large

areas of southwestern Australia after land clearing (Schofield and Ruprecht



1989; Schofield 1992; Pierce et al. 1993; Petheram et al. 2002). In regions where
deep rooted tress and other woody plants are gradually replacing shallow rooted
grasslands, decreased recharge and increased discharge of groundwater by
trees reaching deeper into the subsurface have been observed (Jobbagy and
Jackson 2004). Woody plant encroachment of native grasslands has also
increased in North America during the last century with fire suppression and
other land management practices (Van Auken 2000; Coppedge et al. 2001;
Heisler et al. 2003; Pielke et al. 2007). In northern latitudes, vegetation changes
can alter frozen soil dynamics by affecting snow accumulation and snowpack
stability during the winter months (van der Kamp et al. 1999; van der Kamp et al.
2003). With deeper frozen soil columns, recharge potential is likely to be reduced
during the spring snowmelt, which is an important period of groundwater

recharge in these regions (Hayashi et al. 2003).

The vadose zone is the critical link between groundwater and the land
surface. The partitioning of precipitation into runoff and infiltration is largely
governed by the physical characteristics of the near surface soils or other
geologic materials. The fraction of infiltrated precipitation volume that eventually
reach the water table depends on the properties and processes of the vadose
zone. Principal among properties are the soil water retention and hydraulic
conductivities of the constituent materials. Where these physical conditions are
favorable, a significant portion of the infiltrated water can reach the water table.
In natural settings however, vegetation has evolved to effectively utilize the

reservoir of water in the vadose zone, and hence these dynamics play an



important role in groundwater recharge. It is often recognized that vegetation
density and diversity across landscapes is a reflection of soil moisture and
nutrient dynamics (Baillie et al. 1987; Swaine 1996). Central to understanding the
influence of vegetation on subsurface water fluxes is plant root distribution and
dynamics. This is also a topic of substantial importance for understanding
ecosystem carbon and water fluxes (Rodriguez-lturbe 2000; Koster and Suarez

2001; Katul et al. 2007).

Root distributions and water abstraction characteristics (i.e. wilting point)
of vegetation vary significantly between species and regions (Canadell et al.
1996; Jackson et al. 1996). Despite being studied for over two centuries
(Jackson et al. 1996), there are significant knowledge gaps about the
spatiotemporal functions of plant roots. Existing insights are primarily from
studies that have employed techniques from excavations to radio-isotopes
(Dambrine et al. 1997; Boutton et al. 1999). While these have been immensely
helpful for conceptualizing root zone geometries and some aspects of root zone
dynamics, the static and localized nature of these observations limit their use in
large scale models. Newer approaches that can link subsurface processes with
above-ground remotely-sensed large scale observations from space and air
borne platforms can contribute significantly to improving and incorporating

vegetation dynamics in regional hydrologic, climate, and other models.



Objective

The broad objective of this research is to identify and quantify the potential
impacts of land-use (the manner in which the land is used), land-cover (the
physical and biological cover over land surface), and vegetation on groundwater
recharge. The research presented focuses on the temperate American mid-west
where land use is dominated by agriculture and vegetation being the primary
land cover. Groundwater recharge in the region primarily occurs through diffuse
recharge processes and is strongly influenced by vegetation and seasonal
climate dynamics. The vadose zone, through which recharge primarily occurs, is
an important focus of this research. This zone is also the region where plants
obtain most or all of their nutrients and water required for growth and
maintenance. Gaining insights into the vadose zone and its processes is
therefore necessary to understand land-use impacts on groundwater recharge. In
this research, a novel approach is used to explore and quantify dynamic vadose

zone interactions between vegetation, climate, and soil moisture.

The research in this dissertation is presented in five chapters. Chapter two
examines the implications of LULC on groundwater recharge at watershed scales
by analyzing streamflow across a range of watersheds. Baseflow (groundwater
contribution to streamflow), overland flow, (surface flow due to infiltration excess
precipitation), and total flow (sum of baseflow and overland flow) components of
streamflow in watersheds ranging from 20 to >1000 km? are linked with land-
uses (forests, agriculture, urban etc.), soil, and morphological attributes using

statistical measures. Various spatial and non-spatial data sources, both



customary and non-traditional, were evaluated and utilized to quantify the
watershed hydrologic budgets and identify how LULC affect various flux

components of the water budget.

In chapter three, the vadose zone interactions between climate, soil
moisture, and vegetation is explored. A novel approach combining geophysics
and petrophysical models is utilized to image subsurface soil moisture dynamics
across a forest-grassland ecotone. Electrical resistivity data collected at the
ecotone over multiple seasons is first converted to soil moisture using
petrophysical relationships based on laboratory analysis of soils from the study
site. The two dimensional soil moisture distributions obtained are then correlated
with the vegetation across the ecotone. Seasonal soil moisture differences
identified and correlated with vegetation at the study site highlight potentially
significant implications of large scale biological land cover changes on hydrology

and groundwater recharge.

Chapter four integrates geophysical measurements with hydrologic
modeling to quantify groundwater recharge differences that result from above
ground vegetation differences. The geophysical estimates of soil moisture are
used to derive soil hydraulic parameters for a one dimensional flow model to
represent the field site. Evidence of root zone geometries and distributions from
geophysical data is used to define the influence of vegetation on subsurface soil
moisture dynamics. However, coupling subsurface geophysical observations with
process-based hydrologic models remains a difficult task and as such the

integration made in this research is only presented as a first approximation.



The potential of electrical resistivity method for investigating and acquiring
subsurface hydrologic characteristics and quantities is explored in Chapter five of
this dissertation. The strong dependence of electrical conductivity on soil
moisture provides the basis for its use in hydrologic investigations. However,
deriving soil moisture from resistivity data involves several other considerations.
Data acquisition and processing, as well as the effects of other environmental
variables all influence the ability to derive accurate estimates of soil moisture
from resistivity data. The potential implications of these are discussed and
possible improvements are suggested in chapter five with field examples from

our research site.
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Abstract

Accurate estimates of fluxes between different components of the
hydrosphere are needed for water resources management at the watershed
scale. Runoff and evapotranspiration are critical fluxes that are heavily influenced
by land cover characteristics; however, our understanding of the interactions
between land over attributes and these fluid fluxes is generally limited by
inadequate regional data to capture variations in both climatic conditions and
landscape characteristics. This limitation is largely avoided by integrating data
from Next Generation Radar (NEXRAD) precipitation systems with widely
available streamflow, land cover, and other Geographic Information System data
sets. Such data integration facilitates development of rapid and reliable methods
for estimating hydrologic fluxes at desirable temporal and spatial scales. In this
study, we calculate ratios of streamflow to NEXRAD rainfall over the peak
growing season for 40 watersheds across Michigan and use these to evaluate
the landscape factors that influence groundwater recharge rates. Results indicate
that ratios of streamflow and baseflow to rainfall are strongly influenced by land
cover attributes. Stream baseflow analyses indicate that approximately 5% of the
July to September rainfall becomes recharge in high-intensity agriculture (>70%)
watersheds compared to 15% in moderate intensity agriculture (<50%)
watersheds across our study region during the same period. A strong negative
correlation was also found between intensive agriculture and the

streamflow:rainfall ratio during summer and early fall periods.
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Introduction

Understanding and evaluating water budgets in small to regional
watersheds is critical for a range of resource management decisions. Water
fluxes between different components of the hydrosphere change over a range of
temporal and spatial scales due to variations in climatic conditions and landscape
characteristics. Surface hydrological properties and processes such as soil
moisture, runoff, and evapotranspiration are heavily influenced by land use and
land cover characteristics, which we will refer to as land cover for simplicity. In
addition, human activities and the accompanied land cover changes have the
potential to significantly alter the local hydrology and cause long-term
environmental changes (Dow and DeWalle, 2000; Walker et al., 2002; Costa and
Foley, 2000; Pielke et al., 1998). Despite this potential, our understanding of the
interactions between land cover and hydrology has been limited by inadequate

data collection and integration at regional scales.

Runoff, evapotranspiration (ET), groundwater recharge, and changes in
aquifer storage due to groundwater outflows and pumping are the main
processes that redistribute precipitation in hydrologic systems in addition to
snowmelt in colder regions. While runoff and aquifer storage can often be
evaluated with a reasonable degree of accuracy, the most important components
for watershed management, ET and groundwater recharge, are difficult to
quantify. Commonly used methods including hydrograph separation,
groundwater budget analysis, and tracer analysis coupled with groundwater

models can be used to estimate recharge rates at various spatial scales (Scanlon
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et al., 2002). However, large data requirements and other limitations have made
it difficult for watershed managers and other decision makers to develop accurate
estimates using such methods. Partly in response to these limitations, relatively
simpler techniques using water balance models and Geographic Information
Systems (GIS) have recently been introduced (e.g., Cherkauer and Ansari, 2005;
Szilagyi et al., 2004). Nevertheless, most such approaches do not describe the
impact of land cover on watershed hydrology and groundwater recharge at short
timescales. In regions such as Michigan, with distinct seasonal changes in land
cover (vegetation) and spatially diverse land use practices, vegetation dynamics
are a key component of any hydrologic analysis. This paper examines the
influence of land cover attributes on hydrologic fluxes at watershed scales on a
seasonal basis. We use commonly available data sources to obtain watershed
attributes and flux budgets for 40 watersheds, and we statistically link the flux
budget characteristics with the watershed attributes. Since evapotranspiration
(ET) is a key component of the water budget during the growing season and it is
directly related to land cover characteristics (Mo et al., 2004; Finch, 1998), we
also compare the streamflow and groundwater recharge differences of high-
intensity and moderate-intensity agricultural systems. This analysis provides

insight into the potential impacts of land use decisions on watershed hydrology.
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Approach

Seasonal analysis of the ratio between total water input (precipitation) and
outflows (streamflow and its components; overland flow and base flow) to a
watershed during specified time intervals can provide insight into the
mechanisms that redistribute moisture (e.g., runoff, recharge, ET). We evaluated
correlations between streamflow: rainfall ratios and watershed characteristics
(e.g., land cover, geologic materials, and soils) to help understand how these
attributes influence hydrologic processes at watershed scales. We calculated the
streamflow:rainfall ratios over the approximate peak growing season for 40
different watersheds using hourly Next Generation Radar (NEXRAD)
precipitation data from the National Weather Service (NWS) and streamflow from
U.S. Geological Survey (USGS) daily records. Prior to this analysis, the accuracy
of NEXRAD data was evaluated by comparing it to observations from ground-

based gauges, as described in more detail below in section 4.

The July-September period was chosen for the water budget calculations
both to minimize the effects of snowmelt recharge on the analysis and to capture
the influence of vegetation on watershed hydrology. This period corresponds to
both the low streamflow period based on USGS records and the peak growing
season of the region based on mean leaf area index (LAl, one-sided green leaf
area or projected needle leaf area per unit ground area). The LAl values for the
region were obtained from the 1-km Moderate Resolution Imaging
Spectroradiometer (MODIS) 8 day composite data product (version 4) from the

National Aeronautic and Space Administration (NASA). We used the MODIS
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Reprojection Tool (USGS, 2004) to convert MODIS data in hierarchical data
format (HDF) into Georeferenced Tag Image File Format (GEOTIFF) and ESRI
grids. The spatial analyst extension and zonal statistics tools in ESRI ArcGIS
software were used to extract mean LAl values for watersheds by overlaying a

watershed boundary coverage on the LAI grids in ESRI ArcMap (version 9.1).

The spatially averaged NEXRAD precipitation values for each study
watershed were calculated using the ArcMap zonal statistics tool on 100 m
resampled NEXRAD grid cells within each watershed boundary. Daily, monthly,
and longer-period precipitation estimates were subsequently derived from the
hourly precipitation estimates. We automated the hourly precipitation extraction
process using custom scripts (included in the auxiliary materiali) written in Visual
Basic for Applications (VBA) integrated with ESRI ArcGIS, which load and unload
data from ArcMap, and calculate mean watershed precipitation amounts with
zonal statistics tools. This significantly improved the efficiency of processing
_2000 individual NEXRAD grids for each of the 40 watersheds. Correction
coefficients obtained from the regressions between July-September monthly
NEXRAD and monthly gauged precipitation were used to adjust for the bias from

NEXRAD data before utilizing it in mass balance analyses.

Total monthly base flow and overland flow volumes were estimated from
the daily mean streamflow records using the PART computer program (Rutledge,
1998), which estimates base flow from daily streamflow records based on
antecedent streamflow recession. This approach assumes spatially diffused

recharge to the water table, uniform aquifer thicknesses, uniform hydraulic
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conductivities and storage characteristics as well as minimal regulation and
diversion of streamflow within the gauged watershed. Although these
assumptions are essentially never met in real aquifer systems, this provides an
objective tool to evaluate base flow. In addition, heterogeneities in soil properties
tend to be at a much smaller scale than that of the watersheds we analyzed in
this study, thus the localized impacts likely average out. Base flow estimates
obtained with PART have been shown to be comparable to that obtained with
various other manual methods (Rutledge, 1998). Linear interpolation of base
flows during times that do not fit the antecedent criteria used in PART would lead
to base flow estimation errors. However, errors resulting from the linear
interpolation have been shown to be minimal for monthly or longer timescales

(Rutledge, 1998).

Land cover percentages (croplands, forests, urban areas, wetlands, etc.)
for watersheds were calculated based on the National Land Cover Dataset
(NLCD) (USGS, 1999) and Anderson level | classes (Anderson et al., 1976). The
forest cover percentage for each watershed was obtained by aggregating the
deciduous, evergreen and mixed forest classes in NLCD. Pasture/hay, row
crops, and small grain classes were combined to obtain the total percentage of
agricultural uses. Total urban land cover percentages were obtained by
combining low-intensity residential, high-intensity residential, and

commercial/industrial/transportation classes.

The distribution of Quaternary geologic materials was obtained from a

digital coverage of Farrand and Bell (1982) (data available at
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http:/wWww.mcgi.state.mi.us/mgdl/), and were aggregated in to five broad classes

(glacial tills, end moraine tills, outwash sand and gravel, lacustrine clay and silt,
and lacustrine sand and gravel) for each watershed. On the basis of State Soil
Geographic (STATSGO) database for Michigan (available at

http://Iwww.ncgc.nrcs.usda.qov/ products/data sets/statsgo/data/index.html), we

also categorized the watershed soils into three different drainage classes that
were expected to influence streamflow characteristics in the study region
(extremely to somewhat extremely well drained, well to moderately well drained,
and poorly to very poorly drained). Statistical correlations between watershed
attributes (land cover, Quaternary geology, soil drainability, and watershed
morphology) and the average 2002-2004 volume ratios (streamflow:rainfall,
overland flow:rainfall, and base flow:rainfall) were evaluated using nonparametric
Spearman’s correlations. The Kruskal-Wallis (nonparametric) test along with the
chi- square approximation for its two sided p value was used to compare base
flow and recharge differences in high intensity (>70%) and moderate-intensity
(<50%) agricultural watersheds. Two sided p values at level 0.05 were used to
test statistical significance. Nonparametric statistical methods were used in this
study to minimize the effects of assumptions associated with parametric
correlation methods. We also used stepwise multiple regressions and standard
least squares fits as exploratory methods to evaluate variability of
streamflow:rainfall and base flow:rainfall ratios between watersheds, and to
explain the variability of the ratios in terms of land cover and other watershed

attributes.
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Figure 2-1. Locations of our study watersheds (shaded) with NEXRAD radar and
rain gauge locations. Dashed lines show the effective range of the radar
detectors.

Study Sites

Forty Michigan watersheds with drainage areas ranging from 20 km?to
1000 km? with an average of 312 km? (USGS station IDs and names are provided
in the auxiliary material) were chosen that span a range of land cover

characteristics and have sufficient data for our analysis (Figure 2-1). The primary
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land cover types in the selected watersheds are agriculture, forests, and urban,
followed by the minor proportions of wetlands, grasslands, and open water. The
percentage of agricultural land in the study watersheds ranges from about 6 to
85%, with a mean of 51%. Corn, beans, and alfalfa are the main crops cultivated
in the state, which have growing seasons ranging from late April/early May to
about mid-November. The percentage of forest cover in the study watersheds
ranges from about 8 to 55, with a mean of 26%; and nearly all of the forests in
our study watersheds are deciduous. The amount of urban area in the study
watersheds ranges from nearly 0 to 70%, with a mean of 11%. Urban and
suburban land covers are more common in the southeastern part of the state
with most of the forest land in the northwestern regions of Michigan’s Lower (or

southern) Peninsula.

Quaternary glacial advances and retreats shaped the regional geology of
Michigan. The surficial deposits of the state are mostly glacial outwash and till
deposited during the Pleistocene continental glaciation. Glacial outwash deposits
are more abundant in the north/northwestern and southwestern portions of
Michigan’s Lower Peninsula, while till deposits are prominent in the central and
eastern half of the Lower Peninsula, extending from the Saginaw Bay area to the
Ohio border. Lacustrine clays are common in the Saginaw Bay area and along
the eastern fringe of the southern half of the state where artificial irrigation
management practices, such as tile drains, are common. 78% of our study

watersheds had less than 10% clay and only 17% had more than 20% clay.
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Evaluation of NEXRAD Rainfall Data

Starting in 1980, the National Weather Service (NWS) established the
nationwide NEXRAD network of Doppler radar stations (Weather Surveillance
Radar (WSR) —1988 Doppler (88D)). There are approximately 158 operational
WSR-88D stations throughout the US, with some overseas locations. Information
from these radar stations is commonly used to issue warnings of severe weather
and flash floods to the public, and provide information for air traffic safety, water

management, and outdoor activities.

The detailed spatial and temporal coverage of NEXRAD data makes it a
useful input to hydrologic models and provides an invaluable resource where
ground-based rain gauges are scarce. The Army Corps of Engineers, U.S.
Department of Agriculture, and National Weather Service all use radar data in
hydrologic models. Within the research community, radar rainfall data have
mainly been used to simulate streamflow response to storm events. Some
examples include Neary et al. (2004), who used radar rainfall data to derive basin
averaged hourly precipitation to simulate streamflow using a HEC-HMS model.
Di Luzio and Arnold (2004) used the NEXRAD hourly grids in Soil and Water
Assessment Tool (SWAT) model to predict hourly streamflow in response to
storm events. In a similar manner, Carpenter et al. (2001) used NEXRAD
precipitation data in a spatially distributed hydrologic model to simulate runoff
and streamflow to evaluate the use of distributed hydrologic models in an
operational environment. In this study, we are mainly interested in quantifying the

influence of watershed characteristics on water balances, which could not be
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accurately evaluated based on ground-based gauges alone due to the general
sparse nature of the rain gauge networks. We overcame this obstacle by
calculating basin-averaged hourly precipitation rates from NEXRAD grids, which
were then summed into monthly and growing season volumes for each study
watershed. The primary radar rainfall product from the WSR-88D, called the
Digital Precipitation Array (DPA), is generated by processing the radar
information ﬁsing a Precipitation Processing System (PPS). The PPS is a set of
algorithms that use information from two external functions for precipitation
detection (effective within a 230 km radius from the radar station) and rain gauge
data acquisition, and five internal functions for data preprocessing, radar to
rainfall rate conversions, rainfall accumulation calculations, gauge-radar
adjustments, and product generation (Fulton et al., 1998). The hourly
precipitation products used in this study have a 4 km x 4 km spatial resolution
and are generated from base Doppler radar data (reflectivity, mean radial doppler

velocity and spectrum width) using the PPS.
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Figure 2-2. RMS differences between NEXRAD and ground-based precipitation
measurements at various sites with data spanning the 2002, 2003, and 2004
growing seasons.

There are several sources of systematic and random error associated with
radar rainfall estimates (Seo et al., 1999). The uncertainties in reflectivity (the
quantity measured by the radar) to rainfall conversion, which is highly nonlinear,
is recognized as one of the main sources of error (Neary et al., 2004).
Differences in radar instrument calibration from station to station, distance from
radar stations or the range effect (Sharif et al. 2002), radar scan angles, local
topography (Young et al., 1999), and climate conditions (Smith et al., 1996) can
all cause significant error in radar rainfall estimates. We evaluated the accuracy
of NEXRAD data calculated on the basis of the three WSR- 88D weather radar
stations in Michigan (Figure 2-1) relative to point observations of precipitation at

NWS and other independent stations at daily and monthly timescales. This
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involved comparing 4 km x 4 km spatial rainfall grids provided by the Michigan
State University Geography Department to point rainfall data for 28 locations in
Michigan’s Lower Peninsula with sufficient data from April to November of 2002-
2004 (Figure 2-1). Root-mean-square differences (RMSD) between radar and
direct measurements were computed for the radar and gauge pairs. We also
assessed temporal variations in NEXRAD errors over monthly and growing

season timescales.

Comparison of NEXRAD and ground-based precipitation data from May-—
November indicate that August has the largest monthly RMSD in the 2002 and
2003 data sets (Figure 2-2). This is mainly due to relatively large differences
between NEXRAD and ground-based precipitation at a few gauge locations:
Detroit, Bellaire, Grayling, and Ypsilanti in 2003; and Detroit, Bellaire, Grand
Haven, Muskegon, and Howell in 2002. Nearly all of the monthly RMS

differences remained below 25 mm throughout each of these growing seasons.

The largest percent absolute difference (calculated relative to gauged
precipitation) between the radar estimated and gauged rainfall within the study
region for the 2004 growing season (May—November) was 13% at the Grand
Haven gauge location (Figure 2-3). This amounts to a 50 mm difference between
the radar and gauge systems for the entire growing season. The largest absolute
differences were concentrated in the northwestern corner of Michigan’s Lower
Peninsula, where the highest errors ranged from about 25% to 38% in 2002 at
five locations (North Port, Traverse City, Cadillac, Kalkaska, and Houghton). All

watersheds from the northwestern region were thus excluded from this study.
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The lower absolute differences in the southern half of the state are partially due
to the use of at least some of Grand Rapids, Lansing and Flint station data by the
WSR-88D system for real-time corrections of the precipitation predictions. At
most locations, NEXRAD estimates tend to be smaller than the precipitation

recorded by the ground-based gauges.

Although most of the discrepancy between observed and NEXRAD
precipitation is likely due to errors in radar estimates, some of the differences can
also be attributed to inaccuracies in the ground-based precipitation observations.
Mechanical failures associated with tipping bucket gauges often give rise to
random errors, and the aerodynamic design of the gauges frequently result in
systematic error in rainfall measurements (Sevruk, 1996; Heinemann et al.,
2002). Habib et al. (2001) have shown that sampling frequency, bucket size and
precipitation characteristics also contribute to errors in tipping bucket rainfall
data. Errors in ground-based observations discussed here would generally result
in an under estimation of actual rainfall, particularly during heavy precipitation
events. These errors contribute to a larger RMSD and would count the same as

radar overestimates.
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Figure 2-3. Map of the percent absolute differences (calculated relative to
observed gauged precipitation) between the 2004 (April-November) gauge and
NEXRAD rainfall data. The Grand Rapids, Lansing, Flint, and Alpena gauges are
known to be used by the WSR-88D system for real-time calibration of radar
rainfall estimates (Ann Arbor and Grayling are missing 1 month of data, Harbor
Beach is missing 2 moths, and Montague is missing 3 months, and thus these
months were not used in this analysis.
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Figure 2-4. RMS differences for eight gauge locations using 2002, 2003, and
2004 monthly radar and ground-based gauge precipitation data. May RMSD
calculation is based only on data from 2002 and 2004 due to missing NEXRAD
grid data in MAY 2003.

The accuracy of the NEXRAD estimates relative to ground-based
observations for the eight gauges across the region with continuous precipitation
records from 2002 to 2004 is shown in Figure 2-4 (see Figure 2-1 for locations).
On the basis of this analysis, there does not appear to be any significant spatial
trend in NEXRAD precipitation estimates except for the already mentioned larger
error to the northwest corner of the Lower Peninsula. The Muskegon gauge was
the only location that showed consistently higher RMSD values throughout the
analysis period. In general there seems to be relatively higher variability at all
gauge locations beginning in May and continuing through August. This may be
due to intense precipitation events associated with convective weather systems

that are relatively common during this period. Under such conditions, both
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ground based gauges (Heinemann et al., 2002) and radar systems (Krajewski
and Smith, 2002) are known to be less accurate, which contributes to the

relatively large RMSD during such periods.

As is commonly the case, the total radar rainfall estimates for the
evaluation period are generally lower than the ground-based precipitation
recorded during the same period at the gauge stations. A limited evaluation of
event scale data (hourly NEXRAD versus observed precipitation) showed that
radar system performed poorly during very small precipitation events. However,
only a small percentage of the differences in monthly precipitation totals between
radar and gauge data in Michigan can be attributed to such small events.
Another source of error is the comparison of precipitation derived from relatively
large NEXRAD grid cells (4 km x 4 km) with point gauges. Event-scale NEXRAD
data were not directly compared with ground based gauge data in this study
because of difficulty in obtaining hourly precipitation data for a sufficient number
of ground-based gauges. The 2004 data show the highest degree of correlation
between monthly gauge and NEXRAD rainfall from July to September, our main
study period for water budget evaluations (Figure 2-5), while 2002 and 2003 also
had reasonable correlations to gauged data. Data from the 2002 to 2004 period
were used for water budget calculations in this study after adjusting for the bias

in NEXRAD precipitation using correction coefficients shown in Figure 2-5.
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Figure 2-5. Comparison of monthly (July-September) observed gauge and
NEXRAD rainfall for 2002, 2003, and 2004. RMSE and bial (average NEXRAD
rainfall-average observdd gauge rainfall) are given in mm.

Results and Discussion

A significant decrease in the July September streamflow:rainfall ratio was
observed with increasing agricultural land cover above about 60% in all years
(Figure 2-6). This relationship has a smaller correlation in watersheds with lower-
intensity agricultural land uses, likely due to the heterogeneity in land cover and
morphological attributes that are characteristic of the lower-intensity agricultural
systems, but it is still statistically significant across our 40 watershed sample
according to the nonparametric correlation coefficients with a p value of 2.0x1 0*
(Table 2-1). Comparatively, high-intensity agricultural systems tend to be
relatively homogeneous with respect to vegetation and morphology. An additional

factor that could contribute to the low streamflow:rainfall ratio in intensely
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agricultural systems in some environments is the presence of tiled drains.
However, such engineered drainage systems mainly exist in areas with
significant proportion of clay rich soils. Only three watersheds with >30% clay rich
soils were included in this analysis (circled on Figure 2-6), and two of these three
have lower streamflow:rainfall ratios than other watersheds with similar

agriculture percentages (Figure 2-6).

40
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Figure 2-6. Percentage of agricultural land cover in watersheds compared to
streamflow:rainfall ratios for July to September periods of 2002-2004. Each data
point represents a watershed, and three watersheds with greater than 30% clay
sediments are marked with a gray oval.
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An expected significant increase of overland flow in watersheds with urban
land cover percentage is also evident from the correlation statistics (Table 2-1),
even in this case where only 20% of the watersheds in this study had more than
10% urban land cover. A positive correlation was also observed between base
flow:rainfall ratios in forested watersheds. The small p values (<0.05) in Table 2-2
indicate that the correlations between these land cover attributes and volume
ratios in the analyzed watersheds are unlikely to be random. Other factors that
show significant relationships with the volume ratios are the distribution of certain
surficial glacial geologic materials and soil drainability classes. Thé amount of
base flow is positively correlated with both the percent glacial outwash sand and
gravel deposits and the extremely to somewhat extremely well drained soils, yet
there was no statistically significant correlation between soil drainability and
outwash deposits. Glacial outwash deposits were present in 90% of the
investigated watersheds with varying degrees of abundances. Positive
correlations also exist between glacial outwash deposits and forest cover
percentages in the study watersheds, and between agricultural land uses and
both poorly drained and low slope areas (Table 2-2). Seventy-three percent of
the variability in the streamflow: rainfall ratio was explained by three watershed
attributes (percentages of agriculture, open water, and glacial outwash sand and
gravel) using a multiple linear regression analysis (Table 2-3). The proportion of
agricultural land cover is the most significant attribute among the pool of
watershed variables used for the exploratory multiple regression analysis. Poorly

drained soils failed to explain a significant portion of the variability observed with
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streamflow: rainfall ratio, indicating that low streamflow conditions in watersheds
with high-intensity agriculture is more likely related to the land use and cover
attributes, rather than simply the soils. A negative coefficient for open water
(lakes, ponds, wetlands etc.) indicates that these areas are associated with
reductions in streamflow, which is likely associated with direct evaporation from
open water surfaces. In a similar manner as the streamflow:rainfall ratio, 75% of
the variability associated with base flow:rainfall ratio in the study watersheds was
explained by four watershed attributes (Table 2-3). Agriculture, open water, and
glacial outwash sand and gravel explained most of the variability in base
flow:rainfall ratio, followed by extremely to somewhat extremely well drained
soils. One of the 40 watersheds was removed from the multiple regression
analysis as an outlier due to unusually high streamflow conditions, likely related
to urbanization effects since it was in the Detroit suburban area. Watersheds with
high-intensity agriculture (>70%) tend to have lower base flows during the
growing season than those with moderate-intensity (<50%) agriculture. Kruskal-
Wallis tests had p values that indicate that April- June, July-September, and
October-December base flow differences between high-intensity and moderate-
intensity agricultural watersheds are statistically significant (Figure 2-7). A
considerable drop in base flow is evident during the peak growing season (July to
September) in both classes of watersheds. However, the decline is relatively
larger in watersheds with intense agriculture. Watersheds with over 10% high-
intensity urban land uses (NLCD classifications “high-intensity residential” and

“commercial/industrial/ transportation”) were removed from the data set prior to
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the base flow:rainfall comparison in Figure 2-7, to minimize the urban effects that
tend to be hydrologically different from forest and agricultural systems. High ET
demands by active crops and anthropogenic abstraction of water for irrigation are
two factors that could contribute to low base flow in high-intensity agricultural
watersheds. However, the persistence of low base flow across the range of
studied watersheds suggests that ET demand is a major component of the water
budget during the growing season. According to U.S. Department of Agriculture
(USDA) statistics, only a small percentage (~5%) of Michigan’s croplands are
irrigated (Economic Research Service, 2004). Countywide surface and shallow
water withdrawals in 2000 were nearly uniform across the study watersheds, thus
it is unlikely that anthropogenic abstraction of water for irrigation is the main
cause of the observed lower streamflows associated with high-intensity

agricultural watersheds.
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The differences in annual base flow between high intensity and moderate-
intensity agricultural watersheds can also be attributed to early spring frozen soil
conditions. High-intensity agricultural areas are more susceptible to frozen soils
during the winter and early spring months, which would tend to lower the
recharge rates during the important snowmelt period. In the absence of a
persistent snowpack, soils in the region have been shown to freeze to about §
cm depth even in warm winters (Isard and Schaetzl, 1998). Intermittent
snowpack conditions in winter months are more likely in bare and exposed
farmlands resulting in a thicker frozen soil layer. An increasing trend in
groundwater recharge toward the northwestern and western parts of the state
reported by Holtschlag (1997) is consistent with the larger snowpack and denser
forest cover along the northwestern and western fringes of the state as observed
with mean January through May streamflow:drainage area ratio (Figure 2-8).
Spatial patterns in volume ratios for watersheds in this study, however, did not

show any specific east—west trend during the July to September period.

Culmination of the growing season, as depicted by a sharp decrease in
mean monthly LAl in Figure 2-9, initiates a period of steady increase in base
flow. Correspondence between the LAl and the base flow:watershed area ratio is
consistent with the expectation that transpiration significantly reduces the

recharge rates in this region during the summer period.
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Figure 2-7. Average 2002-2004 quarter year base flow:drainage area rations in
high-intensity (>70%) and moderate-intensity (<50%) agricultural watersheds.
The difference of the flow between the two types of watersheds are statistically
significant (p value <0.05) in all quarters except January-March.

Parameter 2002 2003 2004 Average
Agriculture <50%
Percent of rainfall 14.1 99 217 15.2
Actual amount, cm 26 24 39 3
Agriculture >70%
Percent of rainfall 46 33 78 53
Actual amount, cm 0.7 0.8 1.5 1

Table 2-4. Estimated Annual Growing Season Recharge Amounts (July-
September); in terms of annual rainfall and actual amounts in centimeters.

42



wm&mmm«m

Figure 2-8. Average of 2002-2004 January to May streamflow:drainage area
ratios (cm). Higher values likely indicate greater snowmelt influence on the
watershed hydrology. The contour map was generated by kriging the ratio
calculated from data at the 113 USGS streamflow gauges shown on the map.
Images in this dissertation are presented in color.

The vegetation density iated with agricultural uses, calculated based
on LA, is significantly lower than that of forests, which is the most frequent land
cover type in moderate-intensity agricultural watersheds. However, Figure 2-7
suggests that the high-intensity agriculture has a much more significant effect on
hydrology than moderate-intensity agriculture during the peak growing season.

The observed temporal changes in streamflow and volume ratios are also
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evident in the region’s groundwater system. Data from continuous water level
transducers installed in a shallow aquifer in the Grand Traverse Bay Watershed
located to the northwestern part of the state reveal a steady decline in water
levels through late October followed by an increase thereafter (Figure 2-10).
There is only minimal irrigation according to county statistics for the area where
the wells are located, and the brimary land cover within their watersheds is forest
(Economic Research Service, 2004). This is further evidence of low recharge
rates during the growing months, which are too small to compensate for the
deficit created by elevated water abstraction and transpiration by plants and base
flow discharges to streams. Because of the damping effects of the subsurface
materials, the lowest groundwater levels in the region are generally observed a
few months after the peak growing period. This highlights the difficulty in using
alternative approaches that analyze only groundwater levels<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>