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ABSTRACT

A MULTIPLE CORRELATION ANALYSIS OF THE SUPPLIES
AND SERVICES GENERAL FUND BUDGETS FOR SELECTED
ACADEMIC DEPARTMENTS AT MICHIGAN STATE
UNIVERSITY: 1964-1965 AND 1965-1966

by Thomas Mason Freeman

The study was intended as an investigation of Supplies
and Services expenditures for the academic departments at
Michigan State University for the years 1964-1965 and 1965-
1966. There were four primary study objectives. First,
are there significant simple and multiple correlations
between Supplies and Services expenditures and the depart-
ment use factors which utilize those expenditures? Second,
what are the most prominent independent variables which are
significantly correlated with the expenditures? Third, how
well does a "general" independent variable combination
which best explains the user—expenditure relationship for
all departments and for all sub-categories of Supplies and
Services compare with more specific independent variable
combinations which explain user-expenditure relationships
for department sub-groups and specific Supplies and Services
sub-categories? Such a comparison 1s concerned with the
degree of correlation, the independent variables involved,
and the general predictive abllity of the various regression

equations. Fourth, what are the implications which can be
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drawn from the analysis in terms of: (1) the expenditure-
user relationship; (2) the relative validity of the
independent variables which are found to be significantly
correlated with expenditures; and finally (3) the predictive

ability of the regression equations?

Methodology of the Study

The sample consisted of 32 academic departments at
Michigan State University for the fiscal years 1964-1965 and
1965-1966. The department sample was utilized in all
analysis with a further breakdown of the sample into four
department groups which might have an influence on Supplies
and Services expenditures.

Dependent variables consisted of expenditures for
total Supplies and Services and selected sub-categories of
that total. Independent variables were those items of data
which are accepted measures of departmental workload, size,
and special characteristics. Data were limited to general
fund operations.

Simple énd multiple correlation analysis was employed
to determine the extent of relationship between the indepen-
dent and dependent variables for the total department sample

and each of 1its sub-groups.

Findlngs of the Study
It was found that the expenditures for Supplies and
Services were significantly correlated with the various

measures of department workload and size. The extent of
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correlation varied for each department sub-group and each
sub-category of Supplies and Services.

The total department sample indicated in simple and
multiple correlations a very high correlation with laboratory
measures and a somewhat lower correlation with faculty
measures. The utilization of multiple correlation analysis
improved the level of correlations but the pattern of key
variables set 1n simple correlations did not vary greatly
in multiple relationships.

The multiple correlations did, in most cases, give
attention to various department workload factors but
laboratory and faculty measures were predominent. Head
count faculty measures usually exceeded the correlation
level of full time equivalent (FTE) faculty counts suggest-
ing that general fund Supplles and Services expenditures
are not limited to general fund faculty.

The four department groups had very high correlation
results with laboratory oriented departments showing the
highest and most acceptable results. The non-laboratory,
soclial science departments had high correlations but the
independent variables involved were considered as un-
acceptable measures of Supplies and Services needs.

The "general" regression equation for all departments
and total expenditures discriminates against non-laboratory
departments and non-laboratory needs due to the extensive

influence of laboratory measures in the equations.
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The best regression equations for predicting expendi-
tures relative to actual expenditures were the special
department group equations rather than the "general" equation.
However, those special group equations are doubtful as
formulas because they would appear to perpetuate current
expenditure levels rather than provide a guide to a more
equitable funding for different needs and different depart-
ments.

Volume variations seem insufficient to fully and
adequately explain expenditures. The cost factors involved
in certain Supplies and Services categories and for certain
departments may help clarify the level of expenditures not
explained by departmental volume.

The overall results polnt to a consideration of two
major features of adequately funding Supplies and Services
needs. First, some equation and/or means of adequately
discriminating for various department needs and various
types of departments is needed if all departments are to
be adequately and equitably funded. Second, a reorganization
of the sub-categories of Supplies and Services might provide
a clearer and more direct cost analysis of this budget
category. The more clearly the expenditures are matched
with the user of the funds the more effective the cost

analysis and evaluation.
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CHAPTER I
RATIONALE FOR THE STUDY

Developing, allocating, and projecting Supplies and
Services budget needs for those academic departments which
have common and diverse needs for Supplies and Services
creates a difficult problem for any university. Deter-
mining allocations which will sustain departments with
needs as different as chemistry, art, and history in a
generally fair and equitable manner requires objective

data on which decisions can be based.

Problems of Supplies and Services

Department chairmen perform a critical task of bud-
geting funds for salaries, labor, equipment, and supplies
and services. During the last decade the task of securing
and holding qualified faculty has been the most crucial
aspect of theilr Job. Maintaining a quality faculty in a
major university places a speclal burden on resources with
the result that adequate attention has not always been given
to such support functions as equipment, clerical personnel,
and supplies and services. Because these support budgets
have often been the last to be considered, they have often

been substantially reduced when overall funds were reduced.



Although this is defensible as a temporary measure, the
Supplies and Services budget 1s an important element in
long-term faculty satisfaction, and serious attention must
be given to this category.

How effectively or in what manner Supplies and
Services 1s allocated or used by departments at Michigan
State University and presumably at other institutions is
not really known since data collection and analysis of this
budget category have not been organized so as to relate the
expenditures of Supplies and Services to various depart-
mental factors (students, faculty, etc.) which utilize the
budget category.

How well budgeting is performed 1s substantially
dependent upon adequate information about the current
budget situation. Budgeting, while future oriented, 1is
never divorced from the present situation. Most budgeting
for future needs starts with "what is," or the current
practice, and then moves into the future in varying ways.
Therefore a basic need and problem in any budget operation
1s an examination of the present situation so as to improve
the possibility of objective appraisal of Supplies and

Services budgeting.



Nature of Suppllies and Services

This problem arises, in part, because of the following
circumstances: First, Supplies and Services is a hetero-
geneous budget category that contains a range of categories
such as travel, laboratory supplies, and clerical supplies.
Second, the departments which use the Supplies and Services'
funds are diverse and yet common in character. Zoology and
history have a common need for funds in travel, telephone,
books and magazines, but a different need for supplies and
materials because of the nature of thelr instructional
program. Third, there would appear to be no single criter-
ion (number of faculty, students) in departments which
could be used as a sole measure of need for all departments.
In other words, to compare and project budget needs based
only on number of faculty or students could create 1ssues
of equity and comparability. Furthermore, the use of a
single criterion of need, however valid, creates the problem
often raised concernling statewide budget systems. Fourth,
not knowlng the current situation hampers any future projec-
tion of need. It may be that the current user-expenditure
relationship 1s such that it could be developed as a guilde
or formula for determining future needs, but thils 1s not
known.

In most cases enough data now exlist so that an analysis
of the user-expenditure relationship is feasible. First,

there are considerable data available on the wvarious use



factors in departments, such as: number of faculty,
students, and class size. Second, expenditure data for
Supplies and Services are availlable for a two-year period.
Third, the use of regression and correlation analysis 1in
industry and in comparable circumstances where analysis of
relationships seems possible has provided valuable insights
into user-expenditure relationships. In other words, with
the data avallable, it 1s possible to analyze the relation-
ship of the use factors to expenditures in the academic
departments. This analysis would provide valuable infor-
mation about the current budget situation and its possible

use as a guide for future needs.

Issues of University Budgeting

Concern for the effective budgeting of Supplies and
Services in a major university is a general outgrowth of
certalin identifiable trends and influences in higher edu-
cation as well as specific problems of Michigan State
University.

Since the early 1950's, higher education has been
subjected to a major increase in the demand for its ser-
vices. Enrollments have grown faster than resources with
the result that institutions of higher education have been
forced to give more consideration to the management of the
resources available. Seymour Harris, Selma J. Mushkin,

Dexter M. Keezer, and othersl have documented the pressures



placed upon universities from the interactlion of increasing
enrollments and limited resources.

State legislative and university officials, when faced
with the problem of increasing demands and limited resources,
were forced to turn toward objective data and objective
analysis which could aid in Justifying need as well as
Justifying a particular allocation. M. M. Chambers, Moos
and Rourke, Rourke and Brooks, and James L. Miller, Jr.2
have traced, within the universities and within state
systems of higher education, reactions to and experiences
with the use of "objective data" which have been increas-
ingly required for justification of budget requests. The
growth of statewlide budgeting systems, cost analysis
techniques, institutional research, curriculum models for
increased faculty productivity, and cooperative cost
studles were methods and procedures for handling the bud-
geting problem. This concern for more objectively-based
budgeting has often been centered on staffing and space
utilization to the exclusion of other budget needs. The
time has come to consider an analysis of budgets, such as
Supplies and Services, which perform significant roles 1in
academic support.

Budgeting Supplies and Services funds 1s a necessary
task 1f the needs of the academic programs of Michigan
State University are to be reasonably and fairly met.

Lacking unlimited resources, this University faces a demand,



both internal and external, that the decisions about its
budget be arrived at within a general context of objective
analysis. Legislators, faculty, students, and university
administrative personnel are working within a soclal and
business milieu which requires that policy decisions
(which include budgets) about an institution be arrived

at through some systematic analysis of the problem. To do
an adequate and reasoqable Job of developing budget re-
quests and determining budget allocations for Supplies

and Services this University must develop and analyze data
on current expenditure-user relationships. This infor-
mation can aid in determining future budget needs as well
as assist administrative personnel 1in appraising past

allocations.

Dimensions of Supplies and Services

The budget category Supplies and Services 1s defined
and detailed in various ways at different institutions, but
at Michlgan State University, Supplies and Services includes
the following nine major objJect class sub-categories:

Travel (all categories), Communication Services (telephone,
postage and related items), Rentals and Utility Services,
Printing and Binding, Physical Plant Services, O0ff-Campus
Contractual Services, Other Contractual Services, Supplies
and Materials, and Books and Magazine Subscriptions. 1In a
more general sense, Suppllies and Services 1s a major support

budget for departmental teaching and research. This budget



category, while small relative to the salary budget, is
vital to a department because of its direct influence upon
teaching, research, and the general operation of a depart-
ment.

Adequate, equitable, and properly allocated Supplies
and Services not only strengthen instruction and research
but sustain it. Without sustained support, the effi-
cliency and effectiveness of the academic and professional
staff are severely curtailed and this in turn weakens the
instructional program.

Each of the various sub-categories of Supplies and
Services performs a significant task for the academic
departments. Travel funds are necessary in order to provide
faculty personnel with a means of attending conferences and
meetings for the purpose of maintaining active contact with
thelr academic disciplines. Travel funds are also vital to
a department for recruitment of new faculty. Books and
Magazline Subscriptions represent an active communications
process for academic disciplines and must be maintained if
department personnel, including students, are to remain
aware of current work in their field.

Telephone facilities and postage are necessary
features of a modern university and as such require an out-
lay of funds. These funds promote communications among
faculty, students, and administrators and may serve in lieu

of travel funds.



Physical Plant Contract Services, Off-Campus
Contractual Services, and other Contractual Services sustain
equipment repair, and provide for services which are
essential to the maintainance of laboratories.

Supplies and Materlals, a major heterogeneous sub-
category, covers a wide range of 1tems such as clerical
materials (paper, mimeograph materials, and other clierical
supplies) as well as materials (art supplies, drafting
materials, glassware, and chemicals) directly related to
teaching and research in a major unilversity. Students, as
well as faculty, are directly affected by this category
which has a definite influence on the quality of an
academic program. Insufficient clerical materials, art
supplies, test tubes, chemicals, slides, and other such
items pose a direct handicap to teachers and often put
additional burdens on their time. For example, if adequate
and proper supplies are not available, then faculty must

revert to antiquated methods of teaching.

Need for Supplies and Services

The President's Commission on Higher Education states

. . . the most effective policles regarding
salaries and personal and professional security
will falil theilr purpose unless the institution
provides for support of the faculty in labora-
tory apparatus, supplies, and books . . . the
additional cost would be far outweighted by

the enhanced effectiveness of the faculty
member.



In another report by the President's Commission on Higher
Education there 1is a plea for support of instruction with
an adequate quantity of services and supplies and other
such alds which sustain high quality instruction.u

At Michigan State Unilversity, President John A.
Hannah in his 1966 "State of the University" message
called attentlion to the problem of Supplies and Services
and emphasized the need for the University to give atten-
tion to this matter since 1t had not done so for several
years.5

Provost Howard Neville and assistant provost Herman
King in numerous conversations6 have urged the investigation
of Supplies and Services because of the persistent problem
of adequate and equitable funding of the budget needs of
diverse academic departments. Thelr concern has centered
on proJecting needs of academic departments as well as
desiring to know the current-expenditure relationship in
Supplies and Services.

Rollin Simonds, although he was referring specifi-
cally to faculty compensation, nevertheless stated rather
well the issue for Supplies and Services when he said,

within a university it will be necessary

to dispel any impression among the faculty
that funds are not allocated among colleges
and departments on a system?tic and
reasonably equitable baslis.

A definition of adequate support and equity may be subject

to debate, but a formal and generally acceptable definition
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can be bypassed by determining the relationship between
department use factors and expenditures for Supplies and

Services by regression and correlation analysis.

Summarx

Effective resource projection and allocation requires
an analysis of the current expenditure-user relationship in
Supplies and Service. It 1s important to know the identi-
fication of those department varlables which actively use
or are related to Supplies and Services expenditures
because this information is basic to developling a means
of funding departmental needs. This will provide admin-
istrative personnel with information that can aid in
deciding future needs 1n some objective procedure as well
as providing information which can help appralse the current

situation.
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CHAPTER 1II
REVIEW OF RELATED LITERATURE AND IDEAS

Literature which 1s directly concerned with supplies
and services budgeting 1s very limited. A perusal of
leading Journals and publications in higher education
reveals that only a few brief passages are devoted to this
topic. Discussion of supplies and services budgets 1is
mentioned mainly in the literature on statewide budget
systems, the emphasis being on the procedures used to
determine future needs for that budget.

While there 1s a lack of literature bearing directly
on the subject there 1is a basic framework of budgeting and
more speclally of cost analysis and formulas which serves
as a focal point for thls dissertation. This dissertation
fits 1nto the budgeting framework of cost analysis, budget
formulas, and objJective data analysis because of its
orientation and concern.

Budgeting practices in higher education exhibit
trends which have direct relevance for a study of supplies
and services. First, budgeting practice in higher education
is making greater use of objective data as an aid in budget
analysis. Numerous writers have drawn attention to this

trend of using objective data, cost analysis, and budget

12
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formulas for evaluating and allocatlng budget needs.l

Second, the concept of relating expenditure and user
variable to one another in some systematic manner is a
major example of how objective data are utilized in cost
analysis and budget formulas. Nelther cost analysis nor
budget formulas are accepted without controversy but the
concept of attempting to quantify the user-expenditure
relationship offers possibilities for improving budgeting
in higher education. Up to now no better system than cost
analysis and formula procedures has been devised as a
reasonable guide to relative need and to an evaluation

of that need.2

Reactions to Enrollment Pressures

The concern for budgeting in higher education and
the use of cost analysis, formulas, and objective data is
a direct response to enrollment pressures. During the
last decade enrollment increases and limited funds have
forced institutions to become more concerned with the

3

management of thelr resources. The greater the pressures,
the greater the burden of budget allocations, and the
greater demand for documentation of budget needs. Four
possible solutions to the enrollment pressures can be
broadly categorized as those which advocate: (1) curric-
ulum reorganization, (2) analysis of possible sources for

additional funds, (3) improved general university manage-

ment, and (4) improved data collection and procedures for
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analysls of budget needs. They have in common a concern
for maintaining quality in higher education by promoting
an increase 1n resources for universities and by effec-

tively utillzing those resources once they are obtained.

The curriculum reorganization concepts can be
effectively characterized by the works of Dressel, and of
Ruml and Morrison.u Their concern 1s centered on filling
out unused classroom space, more effective utilization of
faculty, and re-evaluation of curriculum patterns which
would better utilize faculty and student time.

A more careful analysis of funds 1s recommended by
Harris, Keezer, and Mushkin. They have effectively docu-
mented the extent of enrollment pressures facing higher
education and evaluated the prospect for additional funds
through higher tuitions and greater government appro-
priations.5

The general management improvement concept 1s advo-
cated by Dobbs, Millett, Henderson and many others.6 They
share a common concern for more effective university
management through a better understanding of university
organization, direction, and objectives. In most cases
these authors share their personal experiences and obser-
vations as actual administrators in higher education and
thelr writings are devoted largely to issues which they
have faced; the writings are descriptive rather than

analytical.
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Improved data-gathering procedures are demonstrated
by the growth of 1nstitutional research, data collection
systems, cost analysis techniques, budget formulas, and
program budgeting for the purpose of more effective analysis
of budgets. A primary use of objective data and objective
procedures has been as an aid in budget evaluation and
projection. Budgeting as outlined in the following descrip-

tions has a particular need for objective data and objective

analysis.
Budgeting
It is through budgets that institutions attempt to

express the educational program of an institution.7

Budgeting 1s an active process of planning, controlling

and evaluatling the use of resources for the purpose of
achieving certain institutional objectives. As such, a
budget should reflect what a university 1s doing or intends
to do. The budgeting process may vary with the type of
institution but certain aspects of budget decision making
are common to all circumstances. It 1s always necessary

to projJect expenditures, to determine available resources,
to establish priorities, and to match resources to programs.
Burkhead sees budgeting as consisting of three interacting
functions: '"expertise, communications, and responsibility."9
Expertise conslists of obtalning as much 1Information as

possible about costs, of determlining the relationship of

expenditures to programs, and of deciding on the probable
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effects of several alternatives. Communication consists
of hearing and evaluating the views of various groups
which are affected by the budget process. Responsibility
conslsts of making budget decisions and bearing the
responslibility for the decision.lo
John Dale Russell sees budgeting as being concerned
with a study of the relations of input and output.
"Input" may be considered as the dollars or resources used
for any or all parts of an institutions's program.
"Output" 1s what 1s accomplished with these resources.ll
Russell points out that unit budget analysis requires the
following three items: "(1l) selection of an expenditure
category to be analyzed; (2) selectlion of appropriate and
measurable units of service; and (3) relating the expen-
ditures to the measure of service."12
In each of these budget descriptions there is a key
element which has direct meaning for all budgeting and
certainly for supplies and services. In each case, the
attempt to match expenditures to need (program objectives)
in some systematic manner 1is a key element of budgeting.
In fact, 1t 1s the concept of systematically relating
expenditures to programs or needs and evaluating that
relationship which 1s the essence of any objective budget
procedure. As Herbert Simons points out, "a budget that
is no more than a lot of salaries and other expenses is

13

useless for managing a college."
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Budget analysis which utilizes data, cost analysis,
formulas, and program concepts differs from traditional
"line item" budgeting. Budget analysis using cost analysis
and formulas promotes a more coordinated analysis of need
with a greater emphasis on differentlating and evaluating
budget uses. "Line item" budgeting tends to promote
across-the-board increases rather than increases based on

need, function, or program objectives.lu

Objective Data and Procedures

The utllization of cost analysls and budget formulas
for budgeting places a heavy emphasis on "objective data"
and "objective procedures." "Objective data'" refers to
any quantified information used in financial analysis. It
includes (a) programs and activities, (b) costs, (c¢c) and

the relationship of programs and costs.15

In higher edu-
cation, examples of such units of financial information
are: (a) in program measurement, the use of student credit
hours to measure the volume of teaching done, or square
feet of floor space to measure the amount of building
custodial service that is necessary; (b) in cost measure-
ment, the identification of the number of dollars spent on
salaries for teaching faculty; (c¢) in the measurement of
relationships between cost and program, the computation

of the dollar cost per student credit hour of graduate

instruction.
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"Objective procedure" involves the use of objective
data and employs a series of steps. An objective procedure
can be repeated, and so long as the same objective data are
used, the results will be the same. Cost analysis formulas
and program budget techniques are examples of objective
procedures used in budget analysis.l6

ObJective analysis 1n each of 1ts forms 1s based on
the concept that more effective decisions can be reached
whenever an institution can generate and evaluate objective
data about 1its operations. It is obvious that objective
data are a significant aid to answering complex issues of
higher education and without such data the decisions which
are reached are based on a more subjective, rule-of-the-

thumb procedure.17

Misused or misunderstood objective
data are dangerous but such data are not inherently bad.
As John Dale Russell points out,
A vital issue 1s at stake if unwise formulas,
standards, or other measures are devised and
employed, because great damage can be done
to higher education. At the same time,
unnecessary and ill-founded opposition to the
use of any measure, no matter what its forms,
is a barrier to good adginistration and the
pursulit of excellence.

There are two major forms of objectlve budget analysis
which are utilized as guides to budget development and eval-
uation. These two forms, cost analysis and formulas, are
rather well documented in the budget literature as to thelr
techniques and uses along with theilr advantages and disad-

vantages. Actual examples of their use are somewhat limited
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but the literature of statewlide budget systems serves as a
primary source of the uses and applications of cost analysis
and formulas. Secondary sources such as articles, pamphlets,
and chapters in various books have drawn attentlon to these

methods as they have gained recognition and use.19

Cost Analysis

Cost analysis has the longest documented history with
the works of Reeves and Russell in the 1930's being among

the first.zo The actual procedures and methods of cost

analysis are widely cited by other writers.21 Cost analysis
may refer to various systematic procedures of objective data
and objective procedures to establish relationships between
expenditures (costs) and users or programs. These rela-
tionships are expressed in quantitative terms such as

dollar costs, ratios and percentage relationships.22 This
unit cost technique involves selecting an expenditure cate-
gory to be analyzed, selecting an appropriate and measurable
unit of service and relating the expenditure to the measure
of service.

Indiana's statewide budget system uses the cost
Qnalysis approach for developing cost data. These data are
then used for evaluation of programs and for the purpose of
budget presentation to the state legislature. The actual
computations are very detalled and elaborate, but the end

result 1s a cost per student for each of five student levels

for each institution in the state. The actual procedures
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are outlined in work of Evans and Hicks published by
Purdue University and to a great extent follow, with modi-

ficatlons, the California and Western Conference Cost and
23

Statistical Study in which Indiana was a participant.

Cost analysis provides two majJor results. First,
it provides data which can be used for evaluation.
Second, it provides data which can be used as a guide to
future budget needs. In other words, cost studies are of
value 1in the internal administration of an institution.
The determination of costs may be considered as an impor-
tant first step 1n the evaluation process. Variations in
cost over time and among administrative units should signal
further analysis of class size, faculty teaching load,
curriculum offerings and the general efficiency of the use
of the facilities of the educational plant.2u To the
extent that the cost data seem adequate or acceptable they
can be used in a "formula" for estimating future budget
needs, as in Indiana. Properly used in conjunction with
budget preparation and review, there appears to be
agreement that unit costs can be "useful in raising questions
about departmental practices, user-expenditure relationships,
in calling attention to undernourished departments, and in

combating extravagance in others."25
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Budget Formulas

Budget formulas refer to an objective procedure for
estimating future budgeting requirements of a university
through the use of objective data about future programs,
and the relationships between costs and programs, in such
a way as to derive an estimate of future expenditures and
needs.26 The use of budget formulas is primarily found
in the statewide budget systems of Florida, Tennessee,
Kentucky, California, and Oklahoma. Chambers, Rourke,
Glenny, and more recently Miller have written extensively
on these systems. Also officials within the statewide
systems have published reports about the techniques and
procedures utilized by the various states.

The actual procedures employed by the state systems
vary 1n degree of detail and emphasis, but they all share
certain common elements. These common elements are the
following: (1) Each state system has as its primary
objective an attempt at objectivity in budget analysis
with an emphasis on equity and maintenance of adequate
support. (2) Each state developed its system with the
belief that the results should serve as a guide to future
budget needs as well as a gulide to budget evaluation.

(3) Each system utilizes objective data concerning facul%y
and expenditures 1in some relationship pattern which they
believe best expresses faculty workload and institutional

need for funds.
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Staffing Procedures

While the focus of attention in this study is on
supplies and services, the methods employed and the factors
considered in determining faculty for each state give a
brief but important insight into the results of the use of
formulas. The determination of how many faculty and what
support funds a university will need for next year or at
some future date 1s crucial to a university's continued
success. The allocation of people and support funds to
specific departments determines the direction a university
will take. It would be simple to increase the resources
for every department by a fixed percentage as 1s often the
case in "line item" budgeting, but the fixed percentage
increase 1lgnores need. In order to Judge how well the
allocation responds to need there must be some basic data
on, for example, current and future workload. Establishing
need and differentlating for the degree of need is a basic
objective of any quantitative procedure. Differentiation
of need involves a multitude of considerations but the
following are a few which should be considered: (1) present
student load; (2) type of student load; (3) type and number
of courses taught; (4) the amount of advising done, and
(5) the amount of research performed. The following is a
brief outline of methods of estimating the number of faculty

required for future budgets.
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Kentucky and Tennessee use institution-wide student-
faculty ratios with no differentiation of need for instruc-
tional levels or subject matter fields. Both states allow
a lower student-faculty ratio for smaller institutions.27
Oklahoma uses a base faculty complement method with addi-
tional faculty provided on an institution-wide student-
faculty ratio basis. They differentiate for faculty needs
by instructional levels, by type of institutions (Junior
college, four-year college, and major university), but
they do not generally differentiate by subject matter area.
Small institutlions are guaranteed a base number of faculty
regardless of enrollment but as enrollment increases,
faculty are added at a slower rate (higher ratio) until
the 1nstitutlon approaches the student-faculty ratios of
the larger institutions.28

Texas calculates need for faculty by using separate
student-faculty ratio for sixteen fields and three instruc-
tional levels with a ratio ranging from 19:1 for under-
graduate institutions in teacher education to 4:1 at the

doctoral level for all fields.29

Texas differentiates for
undergraduate, masters, and doctoral instruction and dif-
ferentlations are employed 1n sixteen subject fields. No
speclal consideration is given to smaller institutions.
Florida utllizes past faculty productivity of

student-credit-hours as its basic workload guide. There

is no differentiation of the workload pattern for subject
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matter flelds but there 1is differentiation for instruc-
tional levels. Florida then utilizes thils basic student-
credit-hour workload factor to develop the number of
instructional staff needed. All other faculty functions
such as research, administration, and public service are
then calculated in relationship to the original number
of faculty needed for instruction by using certain
standard ratios. For example, in 1961-1962 the University
of Florida had the following faculty productivity in
student-credit-hours: 375 student credit hours for lower
division, 235 student credit hours for upper division, and
120 student credit hours for graduates. One research
position was added for each 3.7 teacher portions with
comparable ratios being used for extension, counseling,
and administration.3o
The state college system in California uses the most
extensive and detailed system for estimating their need
for faculty by using a course-by-course consideration of
subject-matter, teaching method involved, and the level of
instructlion. There 1s a differentiation of instructional
level and subject matter fields with over thirty subject
matter flelds being considered. It would appear that the
detailed California system 1s based on current or esti-
mated workload factors rather than on past indices.31

The above descriptions are extremely brief and

hardly do justice to the considerable effort made by the
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states to develop their data, but the overall concept of
trying to develop methods which can aid in estimating need
for faculty 1is, hopefully, conveyed. Estimating need for
faculty 1is vital to an institutlion and as such received
the greatest effort, but it is not the sole item con-
sidered in the developling of budgets by these formula
methods. Library, administration, physical plant oper-
ations, and other instructional costs and activities

are considered within the framework of formulas and cost

analysls used by each state.

Determination of Supplies and Services Needs

Supplies and services budgets are determined by the
various state systems in the following manner: California
provides no systematic method with the result that each
institution requests these funds on a non-formula basis.32
Oklahoma, Tennessee, and Texas calculate their needs for
supplies and services as a percentage of instructional
salarlies. The general basis for determining the percentage
to be used 1is actual expenditures durlng prior years. In
Oklahoma the percentages are different at different insti-
tutions, ranging from 20 per cent to 33 per cent depending

33 Texas uses a base formula to

on institution's needs.
compute departmental operating expendses. The base figure
used 1s the total estimated semester credit hours, and the

amount allowed per credit hour for supplies and services is
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different for each academic program and for three instruc-
tional levels. Dollar amounts per credit hour range from
$0.75 for undergraduate liberal arts to $50.00 for doc-
toral level engineering.3u

In Florida, supplies and services expenditures are
calculated separately for each institution on the basis of
a cost per student-credit-hour but with no differential
programs or instructional level. 1In the year 1959-1960
the 1Instructional allocation per credit hour for supplies
and services was $1.21 for the University of Florida and
each of 1ts academic departments.35

It would appear that supplies and services are
allocated with fewer computations and less concern for
differentiation of need than faculty. The extent of
internal allocations by the individual college or univer-
sity 1s not known, but 1t 1is presumed that differentials
are applied. Nevertheless the attempt to differentiate
need for resources by various means in the state systems
indicates an awareness by the states that program and
instructional differentials among and within institutions
require consideration.

Miller raises an interesting and disturbing point
about the methods utilized to determine supplies and

services needs. He points out



27

. . that there 1s no evidence that any of
these units of measurement used to determine
supplies and services needs 1is a reliable
basis for determining the amount needed for
this purpose. The units of measurement
employed in the formulas for supplies and
services do not relate directly to those
items of expenditure or to the workload
factor which directly affect them.36

This issue 1s one that creates problems of evaluation,
equity, allocation, and projection. It does little good
to base budget evaluation and projection on variables
which do not adequately or realistically measure need for
expenditures. Nor 1s 1t worthwhile to establish a
formula for projection unless the relationship of current

allocations to need i1s known and evaluated.

Advantages of Cost Analysis and Formulas

Advantages of cost analysis, formulas, and objective
data as alds to budgeting focus on their contribution to
facilitating comparisons among requests, equity, adequacy
of support, efficiency, and as an aid in focusing atten-
tion on policy 1issues. It would appear that formulas and
cost analysils are used for three distinct budgeting pur-
poses: (1) to facllitate the analysis of budgeting needs,
(2) to help in the presentation of budgeting information,
and (3) to focus attention on the major issues and problems
of budgeting.

Accurate comparisons among activities and adminis-

trative units are greatly facilitated by objective budget
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analysis. Through these procedures a large amount of
apparently non-comparable information about a number of
administrative units can be organized 1n a comparable
manner and presented in terms of uniform units of measure-
ment which make comparisons and evaluation possible.
Since colleges and universities do not have the advan-
tage of a market system as does industry, a university
must substitute analytical studies of its activities and
therefore quantitative data resulting from cost analysis
and budget formulas aid in accomplishing this analysis.37
Through cost analysis and formulas institutions can know
with some degree of precision how much time and effort
they give to various institutional objectives. Further-
more such data provlide some assurance that future needs
will be consldered. Such data must also serve as an
important first step in further analyslis of the reasons
for these relatlionships.

Equity 1s cited as one of the most notable successes
scored by cost analysis and formulas.38 It has provided
a method for comparing administrative units, identifying
and correcting inequlties and thereby treating all admin-
istrative units in a comparable manner 1n projecting
future financial requirements.

Highlighting basic policy questions would appear to
be a significant asset of objective analysis because the
very exlistence of such data makes 1t easier for interested

personnel to concentrate on the key policy questions. The



exlistence of the data offers some minimum assurance that
needs are analyzed in a systematic manner rather than
being handled in a totally subjective or non-discrimi-
nating way. With the assurance that overall needs of the
various administrative units have been consldered, atten-
tion can turn to specific aspects of the analysis which
have been dealt with 1lnadequately by the objective anal-
ysis or which need to be questioned.

Statewide budget systems with their much larger
administrative units find the use of formulas and cost
analysis an aid to analysis of budget requests. The size
and complexity of higher education seems to require a
systematic organization of procedures in order to facil-
itate management of the budget process. There are numerous
other advantages and objectives of cost analysis and
formulas, but the major asset of such approaches may not
be in their actual use or employment but in their fos-
tering an atmosphere of concern about equity, objectivity,

and efficiency in higher educatilon.

Disadvantages of Cost Analysis and Formulas

While support for objective analysis 1s generally
enthuslastic there are certain definite criticisms of their
usefulness in helping administer a university. A major
shortcoming of formulas and cost analysis techniques 1is the
tendency toward standardization which can lead to mediocrity.

Logan Wilson warns that indiscriminate standardization of



30

workloads, class size, and appropriations per student can
be very dangerous to higher education because such prac-
tices may not allow for institutional differences 1in role,
scope and programs; that 1s, the results tend to have a
leveling influence.39

While formulas and cost analysis procedures can be
extremely useful in analyzing university needs, they cannot
make the final decisions which are so necessary in
budgeting. A decision to emphasize a certain aspect of a
university's instructional program must often be made on
the basls of information which cannot be reducible to a
formula. Formulas, cost data, and all forms of objective
data can facilitate analysis, guide and highlight issues
but final decisions are still required. Often choices
must be made about allocations to comparable departments
having the same quantitatlive needs but due to resource
limitatlions they cannot be supported equally.

The greatest single limitation of formulas and cost
analysis procedures 1is that they cannot make policy or
determine the effects of non-quantitative 1ssues on the
decislion process. These procedures can facilitate the
analysis which should precede policy-making and then they
can be used to facilitate the translation of a policy
decision in specific quantitative terms but there is still
a significant and important element of subjective evalua-

tion which remains. It is worth noting that of the many
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writers who generally advocate the use of quantitative
measures in budget analysis there are none who dismiss
or fall to recognize the serious shortcomings of quanti-

tative methods.

Areas of Agreement

It 1s generally conceded that the use of quantita-
tive measures such as cost analysis and budget formulas
grew out of the enrollment pressures of the last decade
with thelr primary use being in statewilde budget systems.
There 1s evidence that such procedures are being employed
within universities but not to the extent reported by
state syst:ems.u0

Whether these methods are formally employed for
budget evaluation and preparation is not as important as
the atmosphere of concern for greater objectivity and
equity in managing colleges and universities which these
methods have helped create. There would appear to be
general agreement that the utilization of quantitative
measures in higher education is an aid to analysis of
need and helps support evaluation of past performance.

It 1s generally agreed that cost analysils is primarily

a measure of past effort, whereas formulas attempt to
measure future needs with both measures being utilized in
varying degrees by statewide budget systems and various
universities. Regardless of the specific method or 1its

proposed use a major objective in using these measures
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is directed toward establishing the basis for budget need
and relating that basis to expenditure as a means of budget

evaluation and projection.

Comparison of Dissertation to Cost
and Formula Methods

Thié dissertation has the major objJective of estab-

lishing the existing expenditure-user relationship of

supplies and services for thirty-two academic departments

within Michigan State University utillizing objective

data on those departments with correlation and regression

as the primary tool of analysis. This study has certain

features in common with cost analysis and formulas but
also departs from those procedures in a few ways.

First, this dissertation has in common with cost
ana;ysis and formulas the use of quantitative data as a
basic ingredient of analysis. Second, there 1s an attempt
to relate expenditures to factors which utilize those
expenditures. Third, there is a common concern that the
expenditure-user relationship will serve as a guide to
evaluation as well as a potential guide to budget projec-
tion. Finally, there 1s a common goal of providing infor-
mation which will aid in administering the budget more
effectively.

This study differs from cost analysis and formulas
in certaln specific ways rather than in general objectives.

First, the study 1s devoted to one aspect of university
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budgeting which is only briefly mentioned in the liter-
ature. Therefore, this study does not build in any major
way on any previous documented study about supplies and
services. Second, primarily this study is designed to
inform and aid in evaluation rather than to project

future needs. Third, the study approaches the problem

of user-expenditure relationships by utilizing regression
and correlation as a means of determining the many actual
current relationships that may exist between expendi-
tures and department variables. In other words, because
there are so many department variables which might be
related to expenditures, the use of correlation and
regression permits a more complete analysis of the rela-
tionship to the place. By using this analysls one does not
have to assume any relationship exists between user and
expenditure. However, 1f expenditures and use factors

are 1in fact related, the extent and appropriateness of the
relationship can be evaluated. Whether budget projection
1s derived from the analysis 1s subject to the extent of

relationship and relative validity of that relationship.
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CHAPTER III

OBJECTIVES OF THE RESEARCH

Summary of the Rationale for the Study

Effective resource projection and allocation requires
an analysis of the current expenditure-user relationship
in Supplies and Services. It 1s important to know the
identification of those department variables which
actively use or are related to Supplies and Services expen-
ditures because this information 1s basic to developing a
means of funding departmental needs. These data will
provide administrative personnel with information that
can aild in deciding future needs in some objective pro-
cedure as well as providing information which can help

appraise the current budget situation.

Basic Objectives

The basic objectives of this dissertation are to
answer four questions concerning Supplies and Services
expenditures 1n academic departments at Michigan State
University. First, are there significant correlations
(simple and multiple) between expenditures (dependent
variables) for Supplies and Services and use factors
(independent variables) in departments? Second, what are

the major independent variables (use factors) which are
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significantly correlated with the expenditures? Third,

how well does a '"general" independent variable combination
which explains the user-expenditure relationship for all
department types and sub-categories of Supplies and Services
compare with more specific independent variable combin-
ations which explain user-expenditure relationships for
specific department sub-groups and specific Supplies and
Services sub-categorlies? Such a comparison is concerned
with degree of correlation, independent varlables 1nvolved,
and general predictive ability. Fourth, what impressions
or 1lmplications can be drawn from the analysis in terms

of: (1) the expenditure-user relationship; (2) the effect
of department sub-groups and Supplies and Services sub-
categories on total expenditure-user relationships;

(3) the relative validity of the independent varilables
which are found to be significantly correlated with expen-
ditures; and finally, (4) the predictive ability of the

regression equatilons.

Parameters of the Data

Although 1n the analysis and procedures section a
description of the data will be given, 1t 1s necessary to
briefly i1dentify the parameters of the data so that the
obJectives are more clearly understood. First, there is
the sample of thirty-two academlic departments with two
years' data. The two years' data are belng treated as a

single set of data and therefore the thirty-two departments
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are actually equivalent to sixty-four. This department
sample can be treated 1in total or 1t can be subdivided into
four equal groups which have similar needs. Second, there
is total Supplies and Services expendltures for each
department which 1s the dependent variable in the analysis.
This dependent variable for each department can be treated
in total or 1t can be subcategorized 1into several cate-
gories. Third, there are the seventy-two use factor
department variables, such as students and faculty, which
are the 1ndependent variables in this analysis. These are
employed in various combinations for analysis of all
dependent variables.

The independent, predictive variables ( use factors)
will be used 1n all the analysis and as such are not a
major concern in terms of belng subgrouped or subcate-
gorized. However, as pointed out, the dependent varilable,
expenditures, can be subcategorized into several cate-
gories and the total department sample can be subgrouped
into four groups. Therefore, the data consist of the
following: (1) independent variables known as use factors;
(2) the dependent variable Supplies and Services with
certain major subcategories; and (3) a total department
sample, with both the dependent and independent variables,

which can be subgrouped into four similar groups.
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Specific Objectives

The first objective of the analysis 1s to determine
the extent of simple correlations between the dependent
variable, expendltures, and the independent varilables,
use factors, for the total department sample and for
total Supplies and Services. This objective should
provide a general picture of the user-expenditure rela-
tionships. Further and more detailed analysis will come
through multiple correlation.

The second objective of the study 1s to investigate,
through multiple correlation and regression analysls, the
use factor-expenditure relationship for the following:

(1) the most "general" independent variable combination
which explains expenditures for total Supplies and
Services for the complete department sample; (2) specific
independent variable combilnations derived from the results
of the major subcategories of Supplies and Services
utilizing the complete department sample; and (3) specific
varlable combinations derived from total Supplies and
Services with the department sample being subdivided into
four groups.

The results of this analysis will afford broad com-
parisons of the "general" independent variable combination
which explains the user-expenditure relationship for
total Supplies and Services and the total department

sample with the more specific independent variable
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combinations which explains the user-expenditures rela-
tionship for the subcategories of Supplies and Services
and the subgroups of the department sample. It will help
determine whether a single, "general" independent

variable equation is sufficient to explain the use factor-
expenditure relationship for different department types
and different subcategories or whether more specific
equations are required.

The third obJective of this study, which 1s an
outgrowth and somewhat of a duplication of the multiple
correlation, 1s to determine the "general regression
equation for total Supplies and Services utilizing the
total department sample. Then, as in the multiple corre-
lation analysis, the objective 1s to determine the more
specific equations for the four subgroups of the department
sample and the subcategories of Supplies and Services. The
analysis will be concerned with comparing the results of
the "general" equation which explalins the user-expenditure
relatlionship for all departments and all subcategories with
the more specific equations which explain the user-expen-
diture relatlionship for subgroups and subcategories.

This latter objective 1is concerned with the predic-
tive qualities of the "general" equation and the specific
equations in two ways. Filrst, there 1s a statistical
analysis of predictive qualities which 1s concerned with

the overall predictive ability of each equation. Second,



there 1s an analysis which 1s concerned wilth results as
reflected in actual versus predicted values for each
department.

The first analysis 1is concerned with general predic-
tive qualities of a multiple correlation and regression
equation which include the following: (1) the difference
in independent (use factors) variables which show up in
the analysis; (2) the degree of correlation; (3) the
total amount of varlance (coefficient of determination)
explained by the combined independent variables; (4) thé
variance explained by each separate independent variable
in the total combined equation; (5) the standard error
of estimate.

The second analysls 1s concerned with the specific
departments in the sample rather than overall statistical
measures which are concerned with the general state of
predictive analysis but which do not say anything about
individual results. Therefore, results of the regression
equation will show predicted and actual values with
residuals for each department. In addition, the predictive
ability of the equation will be analyzed for each depart-
ment and department group as a percentage difference
between actual and predicted values.

A fourth and final objective 1s concerned with
evaluating the results from the above four objectives. The

evaluation will be concerned with the following items:
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1. A general discussion of the simple correlation
results with particular attention focused on the variables
which show high correlation.

2. Discussion of the multiple correlation analysis
with emphasis on the independent variables involved; the
varliance 1n expenditures explained by the combined inde-
pendent variables; the variance of individual, independent
variables which make up the multiple correlation; the
differences 1n results for the "general" versus specific
variable combinations, and finally, possible reasons
for the results.

3. Discussion of the regression results as to the
independent variables involved, thelr variance, the
results of the predictive qualities of the "general" versus
"specific" equations, and possible explanation for the
results of the "general" and "specific" equations.

4, Discussion of problem areas which showed up in
the analysis. Possible problem areas might be low corre-
lations; high correlations but the validity of 1independent
variables seems questionable; indications of inequities,
and possible reasons for the differences between the
"general" variable combinations and the more "specific"
variable combinations.

5. Discusslon of the possible uses of the results 1n
terms of evaluating the present situation in Supplies and
Services and the possibility of utllizing the regression

results for future budgeting.
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Summarx

The objectives of this research are concerned with
the following: (1) the extent of correlation between
independent (use factors) variables and dependent
(expenditures) variables; (2) the identification of the
independent variables which are significantly correlated
with expenditures; and finally, (3) a multiple correlation
and regression comparison of the "general" results for the
total sample, total expenditures with specific results

for sample subgroups and expenditure subcategories.



CHAPTER IV

DESCRIPTION OF SAMPLE, VARIABLES, AND

PROCEDURES OF ANALYSIS

In cost analysis and formulas there is usually a
single measure which 1is commonly used to estimate budget
needs, with a heavy emphasis on projection. As noted
in the review of literature, any number of factors is
employed to estimate the need for supplies and services
funds in state systems but few show any relationship
to supplies and services. Therefore one of the major
reasons for using regression and correlatlon for analysis
purposes 1s 1its abillty to ald in revealing the many
relationships which may exlist between budget uses and
expenditures. Regression and correlation, unlike cost
analysis or formulas, 1s not 1limited to or dependent upon
a single variable as an estimate of need or as a guide to
evaluation. By using regression and correlation it is
possible to determine numerous simple and multiple rela-
tionships, the strength of those relationships, the
differences in relationships, and the effect of maintaining
those relationships in the future.

In analyzing the relationship between varying quan-
titles as in regression and correlation analysis, dependent

and independent variables are usually established. When a

L6
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change in the value of one variable corresponds to a change
in the value of the other variable, a functional relation-
ship 1s said to exist. 1In this study, the expenditures for
supplies and services of thirty-two academic departments
for a two-year period will serve as the dependent variables,
and those departmental use factors which characterize
departmental workload will serve as the independent
variables.l Explanations of the statistical techniques
employed 1n analyzing the functional relationships between
the dependent and independent variables will follow a
discussion of the sources from which the basic data were

derived.

Dependent Varlables

The dependent variables are the Supplies and Serivces
expenditures for thirty-two academic departments for the
fiscal years 1965-1965 and 1965-1966. The dependent
variables2 include total Supplies and Services expenditures
with five major subcategories of that total being employed
for analysis. For each department in the sample the
dependent variables are the following: (1) total Supplies
and Services expenditures (Variable No.4); (2) total
Supplies and Materials (Variable No. 17); (3) total Suppliles
and Services expendltures less Supplies and Materials expen-
ditures (Variable No. 20), this derived category includes
all Supplies and Services expenditures except Supplles and

Materials; (4) total travel expenditures (Variable No. 10);
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(5) total faculty-related expenditures (Variable No. 6),
including travel expenditures, printing expenditures, off-
campus contractual expenditures (072), book and magazine
subscriptions, and telephone, telegraph, and postage
expenditure.

These expenditure data for each department are
obtained from the annual "Object Class Report" of the
University Business Office. This report serves as a
primary source of data for the Michigan State University

Annual Financilal Report.

Independent Variables

The independent variables consist of 73 kinds of
data which are collected on a quarterly basis by the Office
of Institutional Research from various University sources.
Thirty-six are collected in the fall quarter of each year,
22 items collected for the full year which match comparable
fall data, and another 15 items of faculty data which can
be counted 1n either category. These independent variables
can be broadly classified as general department data,
faculty and staff data, and student data and can be said
to provide a reasonable guide to a department's workload
and expendlture needs.

The general department data consist of such items as
the number of courses taught, class hours of instruction,
the number of sections taught, and the equipment inventory

of a department by type of equipment. Faculty and staff
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data consist of faculty head count, full time equivalent
faculty, faculty time distributlon, A and B faculty counts,
and faculty head counts by rank. Student data consist of
student credit hours, majors, and student credit hours by
type of section. The above listings are not complete or
detailed but provide examples of the type of data
utilized.3

Department Sample

Thirty-two academic departments assumed to be repre-
sentative of all University departments were chosen as a
sample which 1ncluded departments with a variety of pro-
grams and functions, along with varlations in size. These
departments were chosen on the basis of department type and
on the basls of size variations in the independent variables.
The departments vary in overall department size from the
small (entomology) to the large (chemistry and history) with
all intermedlate sizes.

A major concern in choosing a sample of departments
was to include enough to provide a wilde range of size
coupled with variation in functions that might have an
influence on supplies and services expenditures. While in
certain analyses the thirty-two departments chosen are
treated as a single group, they are also broken down into
four groups of eight departments each for other analyslis.

These four groups are based on a National Sclence
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Foundation scheme for departmental groupings. The four
groupingsu are:

1. Group 1 are laboratory science departments with
evidence of direct student consumption of supplies and are
classiflied as basic sclence disciplines by NSF.

2. Group 2 are laboratory science departments with
evidence of direct consumption of supplies and are clas-
sified as applied sclence disciplines by NSF.

3. Group 3 are non-laboratory departments having no
laboratory sections, no evidence of direct student consump-
tion of supplies and are classified as belonging to the
social sciences and the humanities by NSF.

4, Group 4 are laboratory-oriented departments
having laboratory sections with evidence of direct student
consumption of suppllies and are classified as soclal

sclences and humanities by NSF.

Assumptions of the Study

The assumptlons of this study are the following:

1. While departments may have individual and special
preferences for Supplies and Services resources the broad
and more general subcategories chosen in this analysis, as
well as the total expenditures for Supplies and Services,
should respond to various common workload factors in every
department. Volume variations should be a primary and

first approximation of need for each department.
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2. Supplies and Services, and especlally Supplies
and Materials, should reflect the laboratory needs of
department groups 1, 2, and 4.

3. The large number and variety of independent
variables should account for and explaln variations in
department needs for Supplles and Services.

4, That there is a linear relationship between
independent and dependent variables.

5. Normal distribution of variables--assumption not
necessary because skewness and kurtoses values (Bastat 5)
of all variables 1ndicate a generally normal distribution
of values with few observable exceptions.

6. That the thirty-two department sample is
reasonably representative of all academic departments. A
check on this was provided by comparing the mean values and
standard deviations of selected sample variables to the
mean value and standard deviation of the University total.
The results confirm the assumption that the thirty-two

departments are representative of the total Unlversity.

Limitation of the Study

The limitations of the study are the following:

1. The department sample 1s limited to academic
departments and to university general fund money and does
not include non-general funds resources from research

grants or the Agricultural Experiment Station.
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2. Dependent variable expenditure data are limited
to the two-year period 1964-1965 and 1965-1966 when expen-
diture data were first available in its present form.

3. The departmental groupings (4 major groups)
may have some overlap; however, these department groups
represent a fair approximation of departments having similar
characteristics and needs.

4, Quantitative relationships (volume) between
dependent and independent variables may not be sufficient
to totally or adequately explain department needs but the
independent variables in the study should be a first
approximation of need.

5. The use of regression and correlation analysis
may not uncover all the factors useful in estimating the
need for Supplles and Services but the analysis is a

beginning of such an evaluation.

Statistics Employed

In analyzing the functlonal relationship between the
dependent and independent variables, a multiple correlation
and regression analysis was employed. Correlation permits
us to establish the extent two things are related, to what
extent variations 1In the one go with varlations 1n the
other. Regression's main use 1s to predict the most likely
measurement 1n one variable from the known measurement in
another, for example, predicting the amount of expenditures

in Supplies and Services for a department where the size of
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its faculty 1s known. The higher the correlation between
independent and dependent varliables the greater 1s the
accuracy of prediction from regression and the smaller the
errors of prediction.

Multiple correlation and regression extends the
analyslis beyond the establishment of relationships between
two items at a time and the prediciton of some variable y
from another variable x. The coefficlent of multiple
correlation indicates the strength of relationship between
one variable and two or more varilables taken together.

To facilitate analysis three Michigan State Univer-
sity STAT series computer programs were utilized. STAT
Series No. 5 (Bastat) was utilized to develop basic
statistics on the data, including simple correlation,
means, standard deviation, skewness, kurtoses and test
statistics on the correlations. STAT Series No. 9 (LSADD)
program, which is explained later in more detail, was
utilized to reduce the large number of independent variables
to a number usable in the STAT Series No. 7 program (LS).
STAT Series 7 (LS) was utilized as the primary analysis
program for multiple regression and as a further check on
the multiple correlation results of STAT Series 9.5

The basic statistical measures of the study will be
outlined here in order to facilitate reporting the results
in these statistical terms. Analysis results will be

reported primarily 1n overall statistical measures but
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measures that pertain specifically to individual variables
and department will also be reported. Overall statistical
results 1nclude the following:6

l. r is the simple correlation coefficient. This

measures the extent to which variations in one item are

associated with variations 1n the other.7

2. R 1s the multiple correlation coefficient. This
indicates the extent of relationship between a dependent
variable and two or more independent variables. +1.00
1s a perfect positive relationship, -1.00 is a perfect
negative relationship. The following verbal description

of coefficients by Guilford gives a general guide for

interpreting R.8

Less than .20 Slight, almost negligible rela-
tionship
.20 - .40 Low correlation; definite but
small relationship
.40 - .70 Moderate correlation; substan-
tial relationship
.70 = .90 High correlation; marked
relationship
1.00 Very high correlation; very
dependable relationship

.90

3. R2 i1s the coefficient of multiple determination

or variance (the square of the multiple correlation
coefficient). Thils measure indicates the proportion of
variance 1in the dependent variable that 1s accounted for
by the independent varlables combined with the regression
weights used. R? of .8878 indicates that 88.78 per cent
of the varlance in variable y 1is explained by the varia-

tion in z and x. K2 (l-R2) is sometimes used to indicate
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the percentage of variance still to be accounted for.
This 1s known as the coefficient of multiple non-deter-
mination.9
4, R° (R Bar 2) is the coefficient of determination
adjusted by degrees of freedom. It takes into acocunt the
number of 1lndependent varliables relative to the number of
observations. Though not commonly reported, it is
mentioned 1in case the size of R Bar 2 differs considerably

10
from R2.

5. S 1s the standard error of estimate--a standard
deviation measure for correlation and regression which
provides an overall measure of how far the predicted
values of a regression equation would deviate from the
actual values.ll

6. F value for significance testing. This tests
the hypothesis, at a prescribed significance level (.05)
that the relatlonship between dependent and independent
variables 1s different from zero and not the result of a

chance happening.12

Statistical results pertaining to individual variables:

13 is an obtained wvalue

1. Regression coefficilent
for each 1ndependent variable 1n a linear least squares
equation which tells how many units y increases for every
increase of one unit in x. Regression coefficients indi-

cate the rate of change 1in one variable per unit of

change 1n the other.
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2. Beta weightslu provide a standard comparison of
individual varliables by expressing each variable in terms
of its own standard deviation. Beta welghts provide a
means of establishing the relative contribution each
independent variable makes to the total variation explained
by all 1ndependent variables. R2 (coefficient of deter-
mination) 1s the sum of the product of beta times 1its
corresponding simple r.

3. Residuals are the difference between the pre-

dicted and actual expenditure values for each department.15

Design
To study the relationship between the dependent

variables and the independent varlables multiple correlation
and regression analysis was utilized. The pattern of
analysis included correlation and regression results between
the independent variables and total expenditures for the
complete sample of thirty-two departments. A further
independent-dependent variable analysis of four a priori
selected subgroups of the entire sample was made.

Additional analysis included utilizing the entire
sample with a breakdown of the total dependent variable 1into
5 subcategories. Pearson-product-moment correlations for
simple correlations were calculated with the least squares
method being utilized to calculate multiple correlation and
regression. Significance tests at .05 level of confidence

were employed in all the analysis.
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Analysis Procedures

The large number of independent, predictive variables
in the study necessitated utilizing the Bastat 9 (LSADD)
and Bastat 7 (LS) computer routines. The LSADD and LS
routines are basically the same in developing overall
multiple correlation and regression statistical results
with significance testing, but they differ in two ways:
First, the LSADD routine develops only overall correlation
and regression results and does not develop results for
individual varlables such as regression coefficlents, beta
welghts, partial correlation and importantly, residuals
for each department. The LS routine goes beyond the LSADD
routine in performing the above-mentioned calculations.
Second, the LSADD routine performs a vital task of
selecting (denoting) from a larger set of independent
variables those variables in combination which have the
highest multiple correlation with the dependent variable.

Sixteen independent variable combinations were
chosen for the LSADD routine. Some were chosen on an a
priorl basis of probable relationship to the dependent
variables and two sets of variables, one for all fall
data, the other for the full year, included all independent
variables in the study. These sixteen sets of variables
provided complete coverage of all independent variables in
the study that mlight be significantly correlated with the

dependent variables. These sixteen comblnations were
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processed with the LSADD computer routine for each dependent
variable and sample combination. The LSADD routine approxi-
mates the Wherry-Doolittle Methodl6 which begins with the
selection of the most valid predictor, other predictors are
added, one at a time, until the multiple correlation,
corrected for shrinkage, exhibits no further appreciable
increment.

The LSADD routine has several features that merit its
use in multiple correlation and regression: (1) whenever
the number of independent variables is too large for use
on the LS routine; (2) the program handles the normally
difficult problem of variable selection for multiple
correlation and regression 1n a manner approximating the
Wherry-Doolittle method; (3) the program overcomes any
personal bias 1in selecting from a large number of inde-
pendent variables which could not be utilized on the LS
routine.

The significant variable combinations derived from
the LSADD routine were then utilized in the Bastat 7 (LS)
routine for computation of the following statistics:

(1) multiple correlation coefficients of R2, R Bar 2,

R Bar and the standard error of estimate along the F test
statistic variables; (2) regression coefficients for each
independent variables with beta weights, standard errors
of coefficlents and betas, t and f statistics, and partial
correlation coefficients; (3) predicted and actual expen-

diture values for each department along with residuals.
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CHAPTER V

ANALYSIS OF RESULTS

Objectives of the Research

The basic objective of this dissertation 1s to answer
four questions concerning Supplies and Services expenditures
in academic departments at Michlgan State Unlversity. First,
are there significant correlations (simple and multiple)
between expenditures (dependent variables) for Supplies and
Services and use factors (independent variables) in
departments? Second, what are the most prominent independent
variables (use factors) which are significantly correlated
with the expenditures? Third, how well does a "general"
independent variable combination which best explains the
user-expenditure relationship for all department types and
subcategories of Supplies and Services compare with more
specific independent variable combinations which explain
user-expenditure relationships for specific department
subgroups and specific Supplies and Services subcategories?
Such a comparison 1s concerned with degree of correlation,
independent variables involved, and general predictive
ability. Fourth, what impressions or 1mplications can be
drawn from the analysis in terms of: (1) the expenditure-

user relationship; (2) the effect of department subgroups
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and Supplies and Services subcategories on total expenditure-
user relationships; (3) the relative validity of the
independent variables which are found to be significantly
correlated with expenditures; and finally, (4) the predic-

tive ability of the regression equations?

Simple Correlations

Findings
As shown in Tables 1 through 6 an analysis of the

data indicates a wide range of positive and negative corre-
lations for the total department sample and total expen-
ditures. Each of the four subgroups of the total sample
reveals significantly high correlations between the dependent
variable and the various independent variables with Group 3
departments having the lowest and fewest significant corre-
lations. The results for fall and full year data do not
indicate any significant differences 1n results so that

fall data results will be reported.

Total Sample

The total sample results in Tables 1 and 2 indicate
high posltive correlations for a large number of the inde-
pendent variables. Using J. P. Guilford's scheme (as
outlined in Chapter IV) for a verbal description of coeffi-
cilents, there were 5 variables showing significant
correlations greater than .70 which 1s considered high

correlation with a marked relationship. Nine independent
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variables had correlations from .40 to .70 which is
moderate correlation with a substantial relationship.
Thirteen variables showed low correlation with a small but
definite relationship. Correlations for these latter 13
variables ranged from .20 to .40. There were 22 variables
having correlations below .20 and therefore were considered
having negligible relationship. Negative correlations were
not large enough to be considered significant. Varilables
above .26 correlation were significant at the .05 level of
confidence.

The five 1independent variables above .70 correlation
included Variable 32, total number of laboratory sections,
with the highest correlation of .83. Variable 68, total
part-time FTE faculty, was second with a correlation of
.81. Following at correlations of .75, .71, and .70 are
Variable 51, total laboratory student credit hours, Variable
65, total part-time faculty, and Variable 66, total head-
count faculty. These variables are common to all depart-
ments with the exception of Varlables 32 and 51 which are
peculiar to Groups 1, 2, and 4, but not Group 3. Group 3
is non-laboratory departments. Variables 68, 65, 66 are
faculty variables which cut across all departments. It 1s
reasonable to assume that Variables 32 and 51 would show a
high correlation due to the laboratory-related function of
all departments with the exception of Group 3. Variable 68,

wlth its strong graduate assistant bias, 1s not a really
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good measure of faculty need independent of laboratory
influence. It more likely reflects laboratory operations
than it reflects ranked faculty.

The strength of several faculty variables 1s a welcome
indication that expenditures for Supplies and Services are
related to a major user of such variables. Of particular
significance 1is the strength of the head-count faculty
(Variables 65 and 66) relationship to expenditures. Their
high correlation suggests that the use of Supplies and
Services funds 1is not clearly segregated into general fund
versus non-general faculty. Expenditures for certain
department functions do not appear to be based solely on
the number of general fund (FTE) faculty. A good example
is telephone expenses. These expenditures apparently
serve all faculty regardless of the individual faculty
member's source of salary funds. It might be worthwile
to question why departments expend general fund resources
on non-general fund faculty if this latter group is
supposedly self-sustaining from funds which supply their
salaries. The most reasonable answer would seem to be the
inability or desire of a department to segregate funds for
the various derived faculty categories.

Independent variables which might have been expected
to show hlgher correlations were Varlable 49, total student
credit hours, and Variable 72, total A faculty count.

Variable 49 had a correlation of .36 which was significant,
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and Varlable 72 had a correlation of .32 which was not
statistically significant. The low correlation of Variable
72 seems to be in the nature of the variable and what it
represents. Variable 72 1s the position count of A and B
faculty as of July 1 each fiscal year. Since it 1is a
position count and not a count of people filling positions,
as is the fall FTE faculty count (Variable 69), the corre-
lations with expenditures might be low. Comparing the
faculty counts for Variable 72 and Variable 69, its fall
counterpart, there is sufficient difference in the faculty
size of these two varlables to support this interpretation.
Furthermore the much higher and significant correlation of
.61 for Varilable 69 supports the belief that actual faculty
are more directly related to the level of expenditures for
Supplies and Services than a position count. An evaluation
of Variable 72 as a guide to department needs may be
required if the pattern for Supplies and Services is true
for other department requirements and 1s true for all
departments.

The low correlation of Variable 49, total student
credit hours, suggests that the uses of Supplies and
Services are more specific than general 1n nature. While
all students might influence the size of expenditures for
Supplies and Services, the influence 1s less than the

direct 1nfluence of faculty needs, laboratory needs, or
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other comparable measures which reflect the expenditures

for Supplies and Services 1in a more specific manner.

Subgroups

The four subgroups of the department sample show
Group 1 (Table 3) to be the closest to the results for the
total sample 1n terms of high correlations and comparable
variables. Group 1, which includes laboratory, basic
science departments, shows 27 independent variables having
a positive and significant correlation greater than .70.
Of those variables, 12 are above .90 which is considered
very high correlation with a very dependable relationship.
Group ldepartments show more independent varlables with an
overall higher correlation than the other three groups.
Faculty, students, and general department data are ade-
quately represented. The highest correlation of the
independent variables is Variable 51, number of student
credit hours in laboratory sections. The next eleven
Independent variables suggest that the expenditures in
Group 1 are highly correlated with those variables, faculty
and students, which have a legitimate need for Supplies and
Services. Once again, the highest varlables reflect the
basic character of these departments. Both variables, 51
and 32, measure laboratory needs and both are among the
higher correlations. There are other independent variables
which have correlations almost as high as Variable 51 and

Variable 32, indicating that the expenditures in Group 1
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are also covered by more general variables. Variable 49,
total student credit hours, and Variables 60 and 62,
concerned with department service load, support the corre-
lation results of Variables 51 and 32.

The high and numerous correlations of Group 1 suggest,
in general, a group of departments that have recelved and
expended funds sufficlent to cover all their basic needs.
There are faculty-related needs, student-related needs, and
the more specific needs of laboratory--all are represented
with significant and high positive correlations. It would
seem that volume consliderations for Group 1 may more ade-
quately reflect need than the total sample. The relative
homogeneity of a special group may help explain these
results but it must also be considered that laboratory
demands may have created a special leverage for total
Supplies and Services funds that other departments have not
had. Therefore, most of their other needs are also ade-

quately funded under an umbrella of laboratory leverage.

Group 2 Departments

Group 2 (Table 4) which is applied laboratory science
departments shows a marked drop in overall correlation
results. The six highest significant independent variables
range from .50 to .72 correlation which 1s considered
as moderate correlation with substantial relationships. The

two highest correlation variables, 36 and 68, represent



68

total graduate weighted average section size and part-time
FTE faculty. Variable 36 is a variable which exhibits a
fairly high correlation, but it 1s doubtful that it can be
considered significant in a face valldity sense. A measure
such as graduate weighted average section size might not be
considered a reliable measure of need due to the complexity
of what it purports to measure. Variable 68 1is a more
representative measure of need, as 1s Variable 66, both of
which are faculty measures; however, more general measures
of need as in Group 1 are not evident, nor are specific
laboratory measures such as Variables 32 and 51 present.
There 1s justification in expecting that Group 2, having
laboratory needs, would show the above two variables in
high positive correlation comparable to Group 1. However,
the very low correlation of Variables 32 and 51 is signif-
icant, not statistically, but practically. Variables 32
and 51 show correlations of .12 and .00 which would indicate
that the expenditures for Group 2 Supplles and Services

are not correlated with two major independent variables
concerned with laboratory operations.

Several explanations seem feaslible in light of these
results. First, both the specific and general needs of
these departments are not adequately reflected in laboratory
and general department variables because volume variations
may not be sufficient to explain the basic needs of these

departments. Second, the laboratory and general needs of
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these departments may be supplemented by non-general fund
sources to a greater extent than the other groups and
therefore are sufficlently funded. Finally, the reaction
to low correlations for laboratory variables tends to place
the burden on insufficient funds; however, the cause of low
correlations could be excessive funds relative to need.
This latter conclusion seems more justified when residuals

are examined in Table 30.

Group 3 Departments

Group 3, non-laboratory departments, (Table 5)
shows simple correlations comparable to Group 2 but
generally they are lower and less valld than any of the four
groups. Of the top four independent variables, which range
from .45 to .71, which is considered moderate correlation
with substantial relationship, there 1s no general variable
that indicates that the overall expenditures of Supplies
and Services for this group are represented. Variable 48,
doctoral SCH, has the highest significant correlation of .71.
There 1s no particular characteristic of these departments
which would indicate that doctoral students would place a
speclal burden on Supplies and Services. Variable 29 at
.U5 correlation 1s also a doctoral measure. Varilable 35,
undergraduate weighted average section size, and Variable
54, non-general fund faculty, appear to represent a more

general basis of need but nelther is sufficient alone to
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serve as adequate measures of department need. Group 3
has no special need for supplles and services as was true
for Groups 1 and 2, but the requirements for supporting
faculty for travel, books and magazine subscriptions,
telephone facilities, and general department operations
would Jjustify much higher correlations with faculty
measures. None of these faculty variables show a statis-
tically significant correlation except Variable 75 at .49
correlation. Basic expendlitures for students, while not
directly identifiable as 1is true with laboratory depart-
ments, should also show correlations at a higher level
than is shown. Variable 26, number of courses, and Variable
49, total student credit hours, show correlations of -.14
and .26 respectively. Generally Group 3 appears deficient
in significant correlations comparable to the results of

Groups 1 and 2.

Group 4 Departments

Group 4, (Table 6) social science and humanities
departments with laboratory section, has high correlations
comparable to Group 1 with 18 independent variables having
significant correlations between .72 and .91. Results in
this range are considered high correlations with marked rela-
tionships. Varlables 69 and 72 are comparable faculty counts
with Variable 69 being the full-time equivalent count -(FTE)

and 72 being the total A and B faculty count. The conclusions
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and implications about Variable 72 (A and B faculty) which
were reached in discussion of the total sample are not
fully supported in Group 4 where the correlations for
Variable 72 and Variable 69 (FTE faculty) are the same.

It must be noted that Group 4 is Jjoined by Group 1 in this
pattern whereas Groups 2 and 3 deviate most prominently
when Variable 72 1s considered. The effect of Groups 2 and
3 1s sufficient to cause the overall decline 1n correlation
for the total sample and therefore to single out Groups

2 and 3 for investigation seems Justified. Of the next
nine variables ranging from .84 to .90 correlation, five
varlables are faculty measures, two varlables are student-
related measures, and two varlables are general department
measures. These results indicate rather strongly that
these departments are well represented by faculty, student,
and general department variables. Variables 51 and 32
which were very high for the total sample are less for
Group 4 but are nevertheless significant at .60‘and .64
correlation.

Group 4 displays the ideal pattern of having numerous
faculty, student, and general department measures signif-
icantly correlated with total Supplies and Services expen-
ditures; however, the more prominent variables of this
group are relatively suppressed when the total sample
variables are perused. Perhaps 1t 1is unrealistic to

expect the same independent variables to have identical
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high correlations across the four groups but there is a
hope that the total results will reflect the group patterns
more uniformly rather than reflecting one or two of the

groups predominantly.

Summary of Total Sample and Four Groups

A summary of the total sample and the four department
subgroups 1ndicates significantly high correlations. Groups
1 and 4 have the highest correlations and the best cross
section of independent variables. Groups 2 and 3 have
moderately high correlations but the independent variables
have less validity. Primarily, the independent variables
that have the highest correlations for these latter two
groups are specific in character and more restrictive than
expected. That 1s, the results show specific sub-units of
a more general variable. For example, Variables 48 and 47
for Group 3 are sub-units of Variable 49. Both Variables
48 and 47 show relatively high correlations but Variable 49
does not show a comparable level. Furthermore, the needs
of Group 3 are not Justifiably reflected by these specific
values when faculty and other independent variables show
up so poorly. If a variable 1s specific in nature, as
Variables 51 or 32 for Group 1l, then a predominant need of
that group must be laboratory needs. Group 3 has needs
commensurate with 1ts character, and its basic orientation

1s more general than masters and doctoral level work.
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Three results seem to stand out from the simple corre-
lation results. First, faculty-related measures are most
prominent across departments as significant independent
variables. This result 1is encouraging because faculty
measures cut across all department types and faculty members
are expected to be prominent users of Supplies and Services.
While various faculty measures show up as significant, the
presence of head-count faculty measures suggests the line
of demarcation between sources of funds 1s not always
followed, nor perhaps can 1t be followed.

Second, the lower correlations and less prominent
variables of Groups 2 and 3 suggest that these departments
have not reacted in the same manner as Groups 1 and 4
according to volume consideration. There is no guarantee
that the funds available for expenditures 1n departments
will be sufficient because volume variations may not do
Justice to actual need when cost factors are also con-
sidered; however, if volume 1is a first approximation to
need, then the departments 1n Groups 2 and 3 have not
responded 1n the same general manner as 1 and 4. It should
not be concluded that the lack of correlation 1s due alone
to insufficient funds.

Third, laboratory measures stand out as prominent
independent variables but it was expected since laboratory
operations utllize a sizable proportion of Supplies and

Services in the form of Supplies and Materials (Variable 17).
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What was not expected was the overall influence of these
factors in the total sample. Group 3 does not possess
these variables, and Group 2 shows lower correlations than
1 or 4; however, laboratory measures dominate the total
sample with Group 1 appearing to have a major and sub-

stantial influence on the total results.

Multiple Correlations

Multiple correlation analysis was desired in order
to ascertain the level of correlation and variance accounted
for by several significant independent variables in com-
bination when these variables were correlated with various
dependent variables. A second reason was to determine the
relative contributions several independent variables might
make to a single multiple equation which would best explain
expenditure levels. Further it was hoped that multiple
correlation analysis might bring into a single equation
enough different variables to adequately explain and
represent different department types. While 16 variable
combinations were run for each cell of analysis, there was
considerable repetition. Therefore the results reported
focus on the multiple correlation and regression results
with the lowest standard error of estimate, the highest
correlation, and the highest variance accounted for by a
combination of significant, independent varlables. 1In all
cases the best results were fall and full year variable com-

binations with fall term results being the better.
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Total Supplies and Services
(Department Variable No. 4)

Total Sample

An independent variable combination which included
seven significant variables (Table 7) produced a
multiple correlation of .96, a high variance at .93, and a
relatively low standard error of estimate of $8,919.
Variable 32, total number of laboratory sections, had the
highest correlation at .83 with a variance of .70.
Variable 68, part-time FTE faculty, but with a very heavy
laboratory bilas, added 11 per cent to the variance while
Variable 26, total number of courses taught, added another
six per cent to the overall variance. These first three
variables accounted for 87 per cent of the total variance
in Supplies and Services expenditures. The remaining four
variables, although statistically significant, added only
six per cent to the total explained variance. The results
of the multiple correlation analysis show the laboratory
influence being most obvious. The remaining independent
variables, with the exception of Variable 51, have a less
speclalized corientation. These latter variables may be
able to account for the other needs of departments even
though that influence 1s less than 20 per cent of the total

explained variance.
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Group 1 Departments

Group 1 (Table 8) generally duplicates the total
results 1in level of correlation at .99 and a total variance
at .99. In Group 1, Variable 51, the number of laboratory
student credit hours, replaces Variable 32 as the predom-
inant laboratory influence accounting for 95 per cent of
the explained variance in expenditures for this group.

The other two variables in this multiple combination add
only four per cent to the total explained variance. The
results of this analysis are expected but not to this
extent. It 1s understandable that laboratory measures would
be important in this particular department group but it is
disturbing that expenditures in these departments are so
dominated by laboratory needs. The simple correlations
suggest that more general measures of need are also highly
correlated so that this particular laboratory emphasis does
not distract from other department requirements. 1In fact,
the leverage for these departments provided by laboratory
requirements may be a key element in producing funds for

other department needs.

Group 2 Departments

Group 2 departments (Table 9) show an equation which
has Variable 68, part-time FTE faculty, and Variable 32,
number of laboratory sections, producing a standard error
of estimate of $3,289, a total variance of .66 with a

multiple correlation of .81. Part-time FTE faculty accounts
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for 51 per cent of the total variance which leaves 10 per
cent of the variance explained by the number of laboratory
sections. The results are dlsappointing relative to Group
1 but as pointed out in simple correlations this group méy
not be expected to duplicate Group 1 even though 1t has

laboratory needs.

Group 3 Departments

Group 3 (Table 10) shows the combined results of its
most prominent but relatively invalld simple correlations.
The analysis shows Variable 48, doctoral student credit
hours; Variable 47, masters and graduate-professional
student credit hours; Variable 61, majors in department
courses; Variable 37, masters and graduate-professional
class hours; and finally, Variable 46, upper division
student credit hours, accounting for a .96 variance with a
standard error of estimate of $1,065 and multiple corre-
lation of .98. This group, as pointed out in a discussion
of simple correlation, reflects statistically significant
high correlations but the independent variables are subject
to question as valid indicators or measures of Group 3's
needs. While trying to avoid forcing every department
group or dependent variable subcategory into a fixed set
of desirable independent variables, the needs and character
of these departments do not suggest why doctoral and
masters student credit hours should account for 65 per cent

of the variance in level of expenditures. There 1s a
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temptation to accept these multiple correlation results
because their combined effect is so much greater than any
of the simple correlations. The high correlation results
are very limpressive; however, knowing that Group 3 does

not have special and unique features reinforces a belief
that a rejJection of the above results 1s justified. If

the major purpose of this study was to obtain high corre-
lations in order to project current practice into the future,
then the Group 3 results are satisfactory. But the results
suggest, and they are not discredited by other evidence,
that these departments do not appear to have their expen-
ditures correlated with notable independent variables
comparable to the other departments. Therefore the

results serve as a signal for further investigation.

Group U4 Departments

Group 4 departments have high correlation with a low
standard error of estimate produced by three significant
independent variables. As was true in the simple corre-
lations, faculty-related variables play a prominent role
in Group 4. Table 11 shows that Variable 69, total FTE
faculty, accounts for 83 per cent of the variance with
Variable 27, lower division class hours, and Variable 25,
total number of graduate courses, explaining another 15
per cent of the total variance. In combination the three
variables produced a correlation of .98 with a variance of

.96 and a standard error of estimate of $1,566.
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Each of the above three varlables reflects the program
efforts of these departments. Tbtal FTE faculty should and
apparently does account for a very high proportion of the
Supplies and Services expenditures in thils department
group. The two other variables also reflect two distinct
qualities of these departments. The amount of lower
division class hour work produced 1s significant because
class hours reflect to some extent the laboratory orien-
tation of these departments. The third variable, total
number of graduate courses, also gives some recognition to
a sizable function of these departments. Although direct
laboratory variables such as Varilables 32 or 51 do not
appear in this multiple correlation, they do show up 1n
simple correlations. Furthermore Variable 27, lower
division class hours, may be an adequate substitute for

these variables.

Summary of Four Groups

An overall impression of the total results and of each
separate group 1ndicates high correlation and high variance
with faculty and laboratory variables being most prominent.
The results for the total sample reflect specific needs of
certain departments by giving weight to laboratory needs.
Faculty and staff needs and the general overall department
needs have far less emphasis given to them by the "general"

equation. The very high welght given to laboratory needs
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would appear to be a primary reflection of Group 1 and a
much lesser result of Groups 2 and 4. Variables 68, part-
time FTE faculty, and 26, total number of courses, come
fairly close to reflecting the other non-laboratory needs
of all departments. Also 1t was hoped that these total
equation varlables would also reflect the overall needs

of Group 3 but this appears doubtful.

Group 2 is disappointing because 1t does not reflect,
in level of correlation or the type of varlables that it
has, the total results in the same manner as Group 1.
Group 3 1s very disappointing because the results reflect
réther specific variables that do not reflect the needs of
an academic department relative to 1ts faculty size or to
its general student population. It 1is evident that Group
3 needs greater attention than any other group 1f these
results are accepted as being meanlngful.

Subcategories of Supplies and Services
Utilizing the Total Department Sample

The subcategories of Supplies and Services selected
for analysis reflect a combination and duplication of
categories in certain cases (Variables 6, 20, 21, and 4) and
in two cases (Variables 17 and 10) are very specific in
orientation. The results of the multiple correlation
analysis (Tables 12 through 17) should reflect the character
of these categories as well as the variations 1n department

needs for expenditures from these categories. The matching
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simple correlations for these subcategories are reported

in Tables 33 through 38.

Dependent Varlable No. 17

Variable 17, Supplies and Materials, (Table 12)
duplicates the results for total Supplies and Services,
(Table 7) with high variance, high correlation, low
standard error of estimate, and almost identical varilables.
For example, Variable 17 results (Table 12) show a total
variance of .93, a correlation of .96, and a standard
error of estimate of $6,755 with the first three variables.
These 1independent varlables are Varlable 32, number of
laboratory sections; Variable 68, part-time FTE faculty,
and Variable 26, number of courses, with individual
variances of .60, .09 and .08 respectively. This compares
with the "general"” or total results of .70, .1l and .06 for
the same variables.

Variable 17 1is the subcategory of Supplies and Services
which contains expenditures for laboratory work, general
department operation, and is a major source of student
consumption. The results of multiple correlation uphold
this bellef since the three higher correlations are the
number of laboratory sections, the number of part-time
faculty, and the number of courses taught. These three
independent variables give emphasis to laboratory needs,
including student consumption, and also partially reflect

in the faculty variables and the number of courses offered
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the speclal requirements of faculty and the general
department needs. The results for Varlable 17 are grati-
fying in having high correlation with expected variables;
however, the almost complete duplication of total Supplies
and Services with subcategory Supplies and Materials points
out the tremendous impact of a single subcategory on the
total equation and the obvious influence of laboratory

operations.

Dependent Variable No. 20

Variable 20, which 1s total Supplies and Services
less Supplies and Materials (Variable 17) represents a
derived category. The results of the multiple correlation
analysis (Table 13) show a high correlation with moder-
ately high variance and a standard error of estimate of
$3,408. The multiple correlation combination shows four
variables producing a total varlance of .75 and a corre-
lation of .86. Variable 65, part-time head-count faculty,
accounts for 61 per cent of the variance. Variable 32,
number of laboratory sections, adds elght per cent to the
variance while Variable 36, graduate welghted average
section size, and Varlable 9, inventory value of department
equipment, add the remalning six per cent to the explalned
variance.

The above results indicate faculty variables are of

prime importance with general student measures and laboratory
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student credit hour load playing an important but secondary
role. The nature of this category suggests that faculty
needs would be of primary importance with laboratory needs,
general student load, and equipment having a direct but
secondary bearing on the expenditures in this category.
Travel, telephone, books and magazine subscriptions con-
tained 1n this category are most generally faculty

related. Contractual services, the remailning portion of
the category, are concerned with equipment maintenance and
therefore bear a relationship to the number of laboratories
and the amount of equipment in a department. The tendency
for the faculty variables not to be FTE counts suggests,

as was true in simple correlations, that the academic
departments expend general fund money on all faculty and

not alone on those deriving funds from general fund sources.

Dependent Varlable No. 10.

Variable 10, Travel, (Table 14) has correlations that
are moderately low at .61, variance is low at .40, and the
standard error of estimate ($729) is high relative to the
average expendlture for travel. There are no faculty var-
lables having a major influence in the results. Dependent
Variable 64, faculty head-count, accounts for less than
five per cent of the total variance. This 1is an extremely
low influence consldering the primary use of travel funds
is by faculty. Varilable 10, travel, should have had faculty

variables at a high correlation for the total sample with



84

supporting results from all department groups. The lack

of these multiple results is upheld by the simple corre-
lations for Variable 10. Table 36 shows there are no
faculty varilables, except Variable 69, with a significant
simple correlation above .32. One possible explanation for
the low correlation might be the expenditure of travel
funds for faculty 1interviews. The lack of data on the
number of faculty recruiltment interviews could be an impor-
tant variable which would help explain travel expenditure.
Another point to consider is whether the low correlation
reflects all departments or whether one or two departments
groups might have high correlations while the remianing

departments do not.

Dependent Variables No. 6 and No. 21

Variables 6 and 21 are closely related because the
expenditures for one match closely the expenditures of the
other. Variable 6 (Table 15) is a derived subcategory
which brings together all subcategories of Supplies and
Services which have a faculty orlentation. Variable 21
(Table 16) achieves the same basic results by subtracting
from total Supplies and Services those expenditures for
Supplies and Materials, and expenditures for Contractual
Services.

Both dependent variables have a high independent

variable correlation with a high variance and a moderately
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low standard error of estimate. The results for Variable
21 show a total variance of .63 with the following three
variables. Variable 66, total faculty head-count,

accounts for 59 per cent of the explained variance while
Variable 36, graduate weilghted average section size, and
Variable 51, number of laboratory student credit hours,

add four per cent variance to the total. Variable 6
generally duplicates the results for Variable 21 with the
exception of the last variable. Both dependent variables
have expected results because faculty measures should be
the primary factor in expenditures in these categories.

The fact that a head-count faculty measure 1s the major
varlable signals, once again, the 1importance of all faculty
as participants 1in using certain supplies and services
regardless of the source of thelr salaries. The secondary
variable in both cases 1s graduate welghted average section
size. This 1s not an unlikely secondary measure because
the use of telephones, magazine subscriptions, and travel
allowances have been enjoyed by graduate students in most

academlc departments.

Dependent Variable No. 8

Variable 8 (Table 17) is a derived equipment-related
subcategory which includes expenditures for on and off
campus contractual services and equipment rentals. The
results show a moderately high correlation of .81 and a

variance of .66 with a standard error of estimate of $1,906.
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Forty-eight per cent of the total explained variance is
provided by Variable 32, number of laboratory sections.
Variable 9, equipment inventory, and Variable 36, graduate
welghted average sectlion size, add another 12 per cent
variance to the total. Variables 32 and 9, which account
for 56 per cent of the total variance, are expected
variables since the expenditures for Variable 8 should be
related to the amount of department equipment and the
number of laboratories which require repair and main-

tenance.

Summary of Subcategories

The multiple correlation results for the subcate-
gories have fairly high correlations with expected inde-
pendent variables. Dependent Variable 17 has the highest
total correlation with no unexpected results. Dependent
Variables 20, 6 and 21 show the importance of faculty
measures. The fact that head-counts show up as a primary
variables suggests that expenditures for these categories
are related to total faculty and not alone FTE faculty.
Variable 10, Travel, has a falrly high correlation which
is invalid because there 1s lacking any significant faculty
measure in the results.

The extremely high correlation of dependent Variable
17, with its emphasis on laboratory-related measures,

reinforces the impression that the total or "general"
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equation is a better reflection of laboratory needs than
it 1s any other aspect of Supplies and Services.
Total Analysis Results Compared with Department

Subgroups and Supplies and Services
Subcategories

An appraisal of the total results as compared with
the results of individual analysis of subgroups and sub-
categories requires three considerations. First, does it
appear that results for each subgroup and each subcate-
gory are unique to that unit or can the total results be
applied to that 1ndividual cell? Second, how well does
the independent variable comblnation for the total sample
compare with the varlable results for the individual units
in overall statistical results and overall consideration
of department needs? Third, how well does the total
equation treat the subgroups 1in predictions as compared

with the predictions made by the individual cells?

General Statistical Comparisons

The statistical results for dependent Variable 4,
total sample and total expenditures, (Table 7) show four
major independent variables accounting for 90 per cent of
the explained variance éut of a total varilance of .93.
These four primary independent variables are Variable 32,
number of laboratory sections; Variable 68, number of
part-time FTE faculty; Variable 26, total number of

courses; and Variable 51, total number of laboratory
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student credit hours. These four variables plus the
remaining three, Variables 33, 57, and 64, would appear to
cover the range of departmental needs as represented by the
four groups. The overall correlation and variance level
exceeds the results for all subgroups and subcategories
with the exception of Groups 1 and 4 and subcategory
Variable 17. The first reaction 1s to accept the total
results as an adequate reflection of all department needs
and therefore as an acceptable means of forecasting or
predicting future needs; however, certain aspects of the
total results can be seriously questioned.

The total results (Table 7) reflect the laboratory
needs of Groups 1 and 2 (Tables 8 and 9) and Variable 17
(Table 12) much better than any other group or subcategory.
It is not unreasonable to expect that the subunits of the
total would reflect in some measure the total results.
Furthermore it is not necessary that each group and/or
subcategory duplicate the total regression equation in
level of correlation or type of variable, but it is desirable
and necessary that the independent variables in the total or
"general" combinations adequately reflect the various needs
of all department types. The laboratory needs of the
various departments appear adequately reflected in the total
combinations as represented by Variables 32 and 51. Faculty
needs are far less directly represented by Variable 68 even

though it 1s strongly represented in Group 2. General
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department needs are directly represented by several
variables such as Variables 26 and 33 but these seem of
little consequence in the total equation.

Only one of the special subgroup formulas seems to
more adequately reflect its special needs in a more realistic
manner than the total equation because two major factors of
need, faculty and laboratories, are better represented by
the speclal equation of Group 4. Group 3's special formula
appears to give no representation to its own general depart-
ment needs or faculty needs. Most certainly the total
equation does not give any meaningful representation to
Group 3 since this group has absolutely no laboratory
variables. Also the weight given to the other variables
in the "general" equations seems insufficient to adequately
represent Group 3.

Both Groups 1 and 2 are represented in the total
equation by Variables 32 and 68 although the relative
importance of each variable 1s different for each group.
How effectively Variable 68 represents faculty needs is
difficult to assess but it 1s belleved to be less reliable
than Variables 69, 67, 72, or T73.

An important point to be made concerning these
equations is the simple fact that when a variable repre-
senting laboratory needs has a high correlation with
Supplies and Services expenditures, it does not mean that

all the expenditures for those departments are spent on
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that particular function. 1In fact, other department func-
tions may derive funds commensurate with thelr other more
direct measures of need, even though these more direct
measures are not at an equally high correlation to the
laboratory measures. Group 1 is an excellent example

of departments having high correlations between expendi-
tures and almost every measure of need that it has (Table 3).
The implication seems to be that laboratory variables help
derive these funds even though their use 1is not limited to
that specific function. Those departments that draw
attention to their Supplies and Services requests through
laboratories may be in an overall better position for
every other Supplles and Services function that they

perform than they would be without the laboratory leverage.

Summary Comparison

At the overall level the total or '"general" results
appear to reflect what has happened to laboratory departments,
especially Group 1, and certain laboratory subcategories,
Variable 17, much better than it reflects non-laboratory
departments and/or non-laboratory functions. It does a fair
Job of representing the subcategories of total Supplies
and Services with Variables 17 and 8 being most closely
represented. It does not reflect the results for subcate-
gories No. 6, 21, or 20; those categories most closely

related to faculty. The department subgroups of the total
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sample and the subcategories of supplies and services
indicate that the other needs (non-laboratory) of the
various departments are not reflected in the total equation
in either comparable variables or in the strength of the
correlations. Also the total results do not appear to
reflect Group 3 needs 1n any meaningful way. Group 2, while
represented in the total equation by variables responsive
to 1ts needs, is not the same level of representation that
Group 1 seems to convey. An 1ldeal equation, not necessarily
one derived from regression and correlation analysis, would
give weight to laboratory needs, to faculty needs, and to
general department needs with some differentiation of each
factor according to actual differences among departments.
Thls is an 1ideal and not easily achieved under any method
of analysls or procedure.

Predictions Versus Actual Expenditures for

Departments Derived by Each Major
Regression Equation

The overall statistical results point to a very
high correlation for total results and high to very high
correlations for all subgroups and subcategories with the
exception of Variable 10, Travel. However, how well does
the "general" regression equation for the total sample
perform when compared with residual f%sults of the specific
equation of four department groups and the Supplies and
Services subcategories? The residuals for each department

were computed by determining the difference between the
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actual expenditure for a department and its predicted
expenditure as given by the different regression formulas
(Tables 18 through 28). Each residual (Tables 29 through
32) was expressed as a percentage above or below the
actual to show to what extent the predicted value falls
above or below the actual for that department. A predicted
value below the actual expenditure is reported as a minus
percentage while a predicted value above the actual expen-
diture 1s reported as a plus percentage. For example, in
the total regression equatlion Chemistry has an estimated
expenditure of $363,734 as compared with an actual value
of $375,903. The estimated value is 3.3 per cent below
the actual and is reported as a minus 3.3 per cent (Table
29). A minus percentage indicates that a department

would receive less from an equation than 1t 1is currently
expending. A plus percentage indicates that a department
would receive more from an equation than it 1s currently
expending.

The individual department results of the regression
equations support the general statistical results but also
point to the effect of these best correlation combinations
in a very dynamic manner because the results show the direct
effect on individual departments. The "general" equation
for the total department sample and total expenditures
(Variable 4) exhibits results which are rather typical in

correlation and regression analysis with certain departments
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clustered around the zero-polnt, where actual expenditures
match prediction, with the remaining departments going away
from this zero point to rather wide differences. The
nature of the formula for the total is reflected in the
individual departments. Group 1 departments (Table 29)
show a typical pattern: the departments of Chemistry,
Entomology and Physiology have the closest fit, Pathology
and Microbiology show estimates below the actual, and
Botany, Physics, and Zoology show estimates exceeding the
actual. These results for Group 1 suggest that Chemistry,
Entomology, and Physiology are best represented by the
"general" equation while Microbiology and Pathology do not
generate volume data comparable to thelr expenditures.
Zoology, Physics, and Botany substantially exceed their
actual expenditures becasue their laboratory volume is
greater than their commensurate reward. This "general"
equation pattern for Group 1 1s generally upheld in the
other regression formulas for subcategories of Supplies and
Serivces with the exception of dependent Variable 6 which
has a closer pattern around the zero point.

Group 1l's special formula shows the department's
predictions much closer to the actual with only Pathology
showing an excessive deviation. When one looks at the results
of all the equations applied to Group 1, Zoology and Botany

stand out as departments in need of greater support as
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measured by volume, whereas Pathology is most often shown
recelving excessive support relative to volume.

Group 2 (Table 30) follows the Group 1 pattern
although there are no truly close-fitting departments. The
pattern for Group 2 departments 1s followed in most sub-
category equations with the special Group 2 formula for
total Supplies and Services showing a closer pattern than
any other formula. The departments falling above or below
the line are fairly consistent throughout. Civil Engin-
eering, and Foods and Nutrition are consistently above the
line in the overall equation results and as such warrant
consideration of greater support relative to thelr volume.
Mechanical Engineering most persistently deviates from
actual expenditures by receiving less support from every
formula.

Group 3 (Table 31) departments exhibit two conflicting
results when the total formula residuals are compared with
the specilal subcategories or subgroup formula. Most of the
Group 3 departments are below their actual expenditures for
the "general" results as well as for subcategory 17. The
departments of History and Economics are the exceptilons.
The total equation would give six of elght departments far
less funds than they currently receive. These results are
due to the character of the formula and its emphasis on
laboratory varilables. History and Economics appear above

the line due to one factor (Variable 33, number of graduate
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section) in the formula (Tables 18 and 23) which was
sufficient to reward both above thelr current level.
History's higher-than-usual graduate sections count provides
the wide difference over its comparable departments.
Regardless of the results for History and Economics 1t would
seem reasonable to conclude that the total equation, unlike
the subcategories or special subgroup, is not sufficiently
realistic to serve as a gulde to Group 3 needs. Subcate-
gory Variable 17 results match the total results so that
the pattern for Group 3 is repeated. Variables 20, 6, and
21 formulas tend to treat Group 3 in a more realistic
manner and in a manner consistent with available infor-
mation on the needs of these departments. After discounting
the results of the general equation and the Variable 17
equation, four departments stand out as needing greater
support. English, History, Philosophy, and Accounting and
Finance actual expenditures appear to be consistently short
of estimated values. Group 3's speclal equation shows a
closer fit than any other equation, but as mentioned
before, the value of the variables in the formula are
questionable as adequate or reallstic measures of need.
Group 4 (Table 32) tends to reverse the spread pattern
of the other three groups by being most generously treated
by the general equation. Only two of eight departments have

estimates of expenditure below the actual in any equation.
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The Group 4 departments would be most highly rewarded under
the total equation than any other group of departments or
any other equation.

The two more consistent deviations away from the
pattern for Group 4 are the departments of Music, and
Urban Planning. In most formulas, the department of Music
and the department of Urban Planning fall short of the
actual while the rest of Group 3 1s consistently rewarded
by the various formula in excess of theilr actual expendi-
tures.

The special formula for Group 4 places the departments
in a much tighter pattern around the zero line than any
other equation but still places the departments in a plus or
minus role consistent with the other equations. Urban
Planning stands out as the department which most consis-
tently deviates from the rest of the departments. This is
difficult to understand since other evidence (not in this
study) seems to indicate that Urban Planning is deficient
in funds whereas the formula would consistently give less
funds to this department. Once agaln the cost effects of
the department may be such that volume 1s an insufficient

measure of need.
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Formula Overview

An overview of all formulas suggests the following
results: (1) the total formula and the Variable 17 formula
are most alike followed closely by Group 1. The general
spread of departments in the total formula suggests a
pattern which is followed by all subcategory formulas with
the subcategory formulas exhibiting a trend toward a
somewhat tighter fit. (2) The Dependent Variable 6
formula 1s the best example of the subcategories showing
a close pattern of expenditures and predictions with
certain departments exhiblting the spread characteristic
of other formula. (3) The general placement of departments
i1s consistent throughout the various formulas with certain
exceptions. One minor test of this consistency 1s to count
the placement of the various departments above or below
the line. The "equation results" in Tables 20 through 32
show only two departments, Economics and Philosophy, that
are split evenly with five formulas placing them above the
line and five formulas placing them below the line. Three
more departments, Soil Science, Foods and Nutrition, and
Accounting and Finance, are split at 6 and 4 with the
remaining 27 departments having splits at 7 and 3 or greater.
Twelve departments are consistently treated in the same
manner by the various equations 1n placing the departments
conslistently above or below zero point. For example,

Botany and Plant Pathology 1s placed above the line by seven

out of eight equations.
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The total equation along with the various subcategory
formulas represent a fairly good approximation to what
actually has been the correlation between expenditures and
department variables when all department types are included.
In general, these fcrmulas do not appear usable as a means
of predicting future need but the value of each formula
varies. The "general" formula discriminates extensively
against non-laboratory departments as does the Variable 17
equation. If a choice must be made in seleéting an
equation for estimating future needs from among the sub-
categories, choosing the Variable 17 equation for Supplies
and Materlals and Variables 20, 6, or 21 (preferably 6) for
all other academic needs would be better than the total
equation. Under this arrangement the primary needs of
laboratories would be handled by the Variable 17 equation
while all cther needs, faculty and general department, would
be provided by the Variable 6 equation.

If the purpose of an equation 1s to reasonably per-
petuate current levels of expenditures into the future, the
special group formulas would do the job better than any
subcategory formula. The level of correlation and the close
pattern of the departments suggest that these formulas are
ideal for the purpose of predicting future needs. However,
there 1s sufficient evidence to immediately cast doubt on
the Group 3 formula. Furthermore there 1is reason to raise

serious issue with the concept of maintaining in the future
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the current levels of departments under special formulas
when a more generallized formula suggests that the equal
treatment of departments for equal volume may not exist
and/or that the various needs of different departments
are not adequately represented in the total equation.
Obviously the spread of departments under the total
formula and the subcategory formulas suggests that (1)
either volume is not the only consideration of need,
(2) or i1f volume is a valid consideration of need then
there are departments receiving a great deal more or less
than their volume dictates. Quite obviously volume alone
is not the sole factor in Supplies and Materials and
perhaps this observatlon can also be applied to Contractual
Services. To the extent that cost differences exist in
purchasing materials for certain departments, expenditures
above volume are partially explainable. A complete explan-
ation of these differences would require cost accounting
analysis beyond the scope or intent of this study; however,
what about those areas of Supplies and Serivces not covered
in Supplies and Materials? For example, Variables 20, 6
and 21 are combinations of categories where comparable
needs among departments are more likely explalned by volume
than cost or special needs but these have not responded with
the level of correlations found in Group 1 and Variable 17.
These results suggest that Supplies and Serivces is not a

homogenous grouping that can be funded adequately or fairly
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on the primary basis of laboratory needs. The results point
to finding a means of more adequately differentiating for
two major department functions. A better system of funding
and evaluation would be facilitated by a re-evaluation of
department functions and/or the current Supplles and
Services subcategory structure. The easier method is
through a re-evaluation of the subcategory structure of
Supplies and Services. The more closely these categories
reflect theilr primary use the more easily the process

of direct evaluation of program costs.
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TABLE 1.--Simple Correlations of Independent Variables with
the Dependent Variable No. 4 (Total Supplies and Services)
for Total Samplé and Four Department Groups.

Simple Correlation

No. Independent Variable

Total Group Group Group Group

Sample I II III Iv
9 Office Equipment .
22 No. of Undergraduate Courses .01 L7240 .25 ¢ -.11 LT5%
23 Masters and Grad.-Pro. -.00 .07 .38 .17 L63%
24  Number of Doctoral Courses LL6w T .37 .42 .50%
25 Number of Graduate Courses 264 534 .us L4y YL
26 Total Number of Courses .10 T2 ) .03 <90%
27 Lower Division Class Hours 65% .91 .15 -.14 .86%
28 Upper Division Class Hours L43e .84 -.38 -.08 51k
29 Doctoral Class Hours - .20 .68% .03 45 A6
30 Total Class Hours 60" .93 -.28 .13 -80%
31 Number Non-Laboratory Sections .11 66" .12 .11 520
32 Number Laboratory Sections .83 920 .12 .00 6ue
33 Number Graduate Sections .13 .23 .33 .19 .63%
34 Lab Weighted Average Sec. Size .17 230 .33 .23 .02
35 Undergrad. Weighted Av. Sec. Size .04 .07 -.15 NYA .32
36 Grad. Weighted Av. Sec. Size oue .30 T2 .11 .10
37 GOrad.-Pro. & Masters Class Hours -,02 .29 .23 -,08 . .32
45 Lower Division Student Credit Hours .50% .90 -.04 .10 T2
46 Upper Division Student Credit Hours .07 62 -.12 .38 .35
47 Masters and OGrad.-Pro. SCH .08 .31 ST .19 654
48 Doctoral Student Credit Hours Jhow 61 .36 LT1 42
49 Total Student Credit Hours 36 90" -.04 .26 65%
50 Lecture & Recitation SCH .18 .83 ~-.23 .18 48
51 Laboratory Student Credit Hours T5* Y7 .01 -.00 60
52 Total Classes Undergrad. SCH .35% gl# -.22 .17 63%
53 Total Classes Grad. SCH .13 .33 51 .28 5ok
54 Grad. Independent Variable SCH .21 LT .33 .18 2%
55 Total Number of Majors .00 71% -.21 -.18 .21
56 Number of Masters Majors .13 T .23 .11 .89%
57 Number of Doctoral Majors e .63 50% .30 51
58 Number of Undergraduate Majors -.05 oL -.24 -.21 .09
59 Undergrad. Majors in Dept. Courses .02 Tu# -.24 -.18 83%
60 Total undergrads in Dept. Courses . 33% g1% .09 .13 T6%
61 Total Majors in Dept. Courses .13 .83% -.06 -.19 8g#
62 No. Non-Majors in Dept. Courses J37H L91% .22 .24 YA
63 Total in Department Courses .33% L91% .24 .10 5%
64 Instr.-Prof. Head Count .21 69 -.22 -.01 8L
65 Part-Time Faculty Head Count LJT1% LT5* ugw .uy b2%
66 Total Head Count LT0% LT5% .53* .33 8o#*
67 FTEF Instr.-Prof. .21 69 -.22 -.01 8un
68 Part-Time FTEF .81% 914 LT1% .23 S9%
69 Total FTEF 61% .86% .00 .09 9g1*
70 % Instruction .01 .51 .18 -.35 .22
71 % Research -.01 -.13 .15 .43 -.29
72 A + B Faculty .32 .85% .17 10 91*
73 Total A Faculty .10 .58% .15 10 .88%
74 Total B Faculty .63% 92% .19 .06 52k
75 Non-General Fund Faculty .07 L62% .45 Lug# -.03
76 Professor, Assoc. Professor .23 42 .21 .12 87%
77 Assistant Professor, Instr. .15 LT3 .19 -.14 H3%

®Correlation value significant at .05 level.
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TABLE 2.--Simple Correlation of Independent Varlables with
the Dependent Variable No. 4
Total Department Sample

(Total Supplies and Services)

Simple Simple
vo.  Tpdependent Corre.  No.  Tndependent

lation lation
32 No. Laboratory Sec. .83% 67 FTEF Instr.-Prof. .21
68 Part-Time FTEF .81# 29 Doctoral Class Hours .20
51 Laboratory SCH JT5% 50 -Lect. & Rec. SCH .18
65 Part-Time Fac. H. C. JT1 56 No. Masters Majors .18
66 Total Head Count 70 34 Lab. Wtd. Avg. Sec. Size .17
27 Lower Div, Class Hours .65 77 Asst. Prof., Instr. .15
74 Total B.Faculty .63% 33 No. Graduate Sec. .13
69 Total FTEF .61% 53 Total Class Grad. SCH .13
30 Total Class Hours 60w 61 Total MaJ). Dept. Courses .13
45 Lower Division SCH 50 31 No. Non-Lab Section .11
57 No. Doctoral Majors e 26 Total No. of Courses .10
24 No. Doctoral Courses Jugw 73 Total A Faculty .10
28 Upper Div. Class Hours Ju3e 47 Masters, Grad.-Pro. SCH .08
48 Doctoral SCH Juow 46 Upper Division SCH .07
62 No. Non-Major 75 Non=-Gen. Fund Faculty .07

Department Courses 37
35 Undergrad. Welghted
49 Total SCH .36% Average Section Size .04
52 Total Cl. Undergrad SCH .35% 59 Undergrad. Major
60 Total undergraduate Department Courses .02
Department Courses .33 22 No. Undergrad. Courses .01
63 Total Dept. Courses .33 70 % Instruction .01
72 A + B Faculty 324 55 Total Number Majors .00
25 No. Graduate Courses 26% 23 Masters & Grad.-Pro. -.00
36 Grad. Wtd. Avg. Sec. Size .24 71 % Research -.01
76 Prof., Assoc. Prof. .23 37 Grad.-Pro., Masters
64 Instr.-Prof. Head Count .21 Class Hours -.02
54 @Grad. Indep. Var. SCH .21 58 No. Undergrad. Majors -.05
#*Correlation value significant at .05 level.
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TABLE 3.--Simple Correlation of Independent Variables with the
Dependent Variable No. 4 (Total Supplies and Services) Group I

Departments.

lation

5 Independent L6088 & Independent S
2 Variable abd 9 Variable an
3 —~0m 3 -~ O
= nod = [P R
51 Laboratory SCH 97% 26 Total No. of Courses JT2%
30 Total Class Hours 93*% 55 Total Number Majors LTL1¥
32 No. Laboratory Sec. 92*% 64 Instr.-Prof.Head Count .69%
T4 Total B Faculty 92% 67 FTEF Instr.-Prof. .69%
52 Total Cls.Ungrad.SCH 91* 29 Doctoral Class Hours .68%
60 No.Undergrad. in 31 No. Non-Laboratory Sec. .66%
Department Courses .91*% 58 No. Undergrad.Majors .6Lu¥*
62 No. Non-Majors in 57 No. of Doctoral Majors .63%
Department Courses .91*% U6 Upper Division SCH L62%
63 Total in Dept.Courses .91*% 75 Non-Gen.Fund Faculty .62%
68 Part-Time FTEF .91*% 48 Doctoral SCH L61%
27 Lower Div. Cls. Hrs. .91% 73 Total A Faculty .58¢%
45 Lower Division SCH .90% 25 No. of Grad. Courses .53%
49 Total Stu. Credit Hrs. .90*% 70 % Instruction .51%
56 No. of Masters Majors .87% 76 Prof., Assoc. Prof. Lo
69 Total FTEF .86% 53 Total Classes Grad.SCH .33
72 A + B Faculty .85% 47 Masters & Grad.-Pro.SCH.31
28 Upper Div. Cls. Hrs. .84% 36 Graduate Weighted
50 Lect. and Recit.SCH .83% Average Section Size .30
61 Total Majors in 37 Grad.-Pro., Masters
Department Courses .83% Class Hrs. .29
24 No. of Doctoral Courses .77* 33 N. Graduate Sections .23
54 Grad. Indep. Var. SCH .75*% 34 Laboratory Weighted
65 Part-Time Faculty Average Section Size .23
Head -Count .75% 23 Masters and Grad.-Prof .07
66 Total Head Count .75% 35 Undergrad.Weighted
59 Undergrad. Majors in Average Section Size .07
Department Courses .74% 71 % Research -.13
77 Asst. Prof., Instr. .T3%
22 No. of Undergraduate
Courses LT2%

¥Correlation value significant at .05 level.
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TABLE 4.--Simple Correlation of Independent Variables with the
Dependent Variable No. 4 (Total Supplies and Services) Group
ITI Departments-.

S Independent R RS Independent L1 g
_qo’ Variable ';—1.‘ 8 -rc-)l g Variable '3, g.). 2
IS g ae IS E S
=3 «—~ O @ 3 ~ O ©
= nod = nod
36 Graduate Weighted 72 A + B Faculty .17
Average Sectlon Size .72*% 27 Lower Div. Class Hrs. .15
68 Part-Time FTEF .71*% 71 % Research .15
47 Masters & Grad.Pro.SCH .57*% 73 Total A Faculty .15
66 Total Head Count .53% 31 No. Non-Laboratory Sec. .12
53 Total Cls.Grad.SCH .51% 32 Number of Lab. Sec. .12
57 No. of Doctoral Majors .50% 60 Total Undergraduates
65 Part-Time Faculty in Department Courses .09
Head-Count .48*% 29 Doctoral Class Hours .03
25 No. of Graduate Courses .45% 53] Laboratory SCH .00
75 Non-Gen.Fund Faculty .45% 69 Total FTEF .00
26 Total No. of Courses Luo 45 Lower Division SCH -.04
23 Masters and Grad.-Pro. .38 49 Total Stu. Credit Hrs.-.04
24 No. of Doctoral Courses .37 61 Total Majors in
48 Doctoral SCH .36 Department Courses -.06
54 Grad.Indep.Var. SCH .33 46 Upper Division SCH -.12
33 Number of Grad.Sec. .33 35 Undergrad.Weighted
34 Laboratory Welghted Average Section Size -.15
Average Section Size .33 55 Total Number of Majors-.21
22 No. of Undergraduate 52 Total Classes
Courses .25 Undergraduate SCH -.22
63 Total in Dept.Courses .24 64 Instr.-Prof.Head Count-.22
56 No. of Masters Majors .23 67 FTEF Instr.-Prof. -.22
37 Grad.-Pro. & Masters 50 Lect. & Recit. SCH -.23
Class Hours .23 58 No. of Undergraduate
62 No. Non-Majors in Majors -.24
Department Courses .22 59 Undergraduate Majors
in Dept. Courses -.24
76 Prof.,Assoc.Prof. 21
74 Total B Faculty .19 30 Total Class Hours -.28
77 Asst. Prof., Instr. .19 28 Upper Division Class
70 % Instruction .18 Hours -.38

¥Correlation value significant at .05 level.

. . .
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TABLE 5.--Simple Correlation of Independent Variables with
the Dependent Variable No. 4 (Total Supplies and Services)
Group III Departments.

& ols & 5o
Qo Independent o, A 8 Independent 2‘ SC.
g Variable E&qs E Variable as
= no-A =

48 Doctoral SCH 71% 31 No. Non-Laboratory Sec. .11
35 Undergraduate Weighted 36 Graduate Weighted

Average Section Size .11
No. of Masters Majors .11
Lower Division SCH .10

Average Section Size
75 Non-Gen.Fund Faculty
29 Doctoral Class Hours

= = O
UT\O
* Kk XK
=
Ul O

25 No. of Graduate Courses .4L4* 63 Total in Dept. Courses .10
65 Part-Time Faculty 72 A + B Faculty .10

Head Count .44¥ 73 Total A Faculty .10
71 % Research .43 69 Total FTEF .09
24 No. of Doctoral Courses .42 74 Total B Faculty .06
46 Upper Division SCH .38 26 Total No. of Courses .03
66 Total Head Count .33 32 No. of Laboratory Sec. .00
57 No. of Doctoral Majors .30 51 Laboratory SCH .00
53 Total Classes Grad.SCH .28 64 Instr.-Prof.Head Count -.01
49 Total Student Cr.Hrs. .26 67 FTEF Instr.-Prof. -.01
62 No. Non-Majors in 28 Upper Division

Department Courses .2k Class Hours -.08
34 Laboratory Weighted 37 Grad.-Pro. and

Average Section Size .23 Masters Class Hours -.08
68 Part-time FTEF .23 22 No. of Undergrad.

Courses -.11

33 No. Graduate Sections .19 27 Lower Div. Class Hrs. -.14
47 Masters & Grad.-Pro.SCH .19 77 Asst. Prof., Instr. -.14
50 Lec. & Rec. SCH .18 55 Total No. of Majors -.18
54 Grad. Indep. Var.SCH .18 59 Undergraduate Majors
23 Masters and Grad.-Pro. .17 in Dept. Courses -.18
52 Total Classes 61 Total Majors in

Undergraduate SCH 17 Department Courses -.19
30 Total Class Hours .13 58 Number of
60 Total Undergraduates in Undergraduate Majors -.21

Department Courses .13 70 % Instruction -.35

76 Prof., Assoc. Prof. .12

lation

¥Correlation value significant at .05 level.
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TABLE 6.--Simple Correlation of Independent Variables with
the Dependent Variable No. 4 (Total Supplies and Services)
Group IV Departments.

E Independent £:$ & Independent 3 $ &
2 Variable gan Variable 25
3 — 0 ~ O
=4 no - nno—
69 Total FTEF .91*% 77 Asst. Prof., Instr. 63%
72 A + B Faculty .91* 65 Part-Time Faculty
26 Total No. of Courses 90 % Head-Count 62%
61 Total Majors in 51 Laboratory SCH 60%
Department Courses .89% 68 Part-Time FTEF .50%
56 No. of Masters Majors .89% 62 No. Non-Majors in
73 Total A Faculty .88% Department Courses 57%
76 Prof., Assoc. Prof. .87% 31 No. Non-Laboratory Sec. .52%
27 Lower Division Cl.Hr. .86*% 53 Total Classes Grad.SCH .52%
66 Total Head Count .85% 74 Total B Faculty .52%
64 Instr.-Prof.Head Count .84%* 28 Upper Division Cl.Hr. .51%
67 FTEF Instr.-Prof. .84% 57 No. of Doctoral Majors .51%
59 Undergraduate Majors 24 No. of Doctoral
in Department Courses .83% Courses .50
30 Total Class Hours .80*% 50 Lec. & Rec. SCH .48
60 Total Undergraduates 29 Doctoral Class Hours .u6
in Department Courses .76% 48 Doctoral SCH .42
22 No. of Undergraduate 46 Upper Division SCH .35
Courses .75% 35 Undergraduate Weighted
63 Total in Dept. Courses .75% Average Section Size .32
45 Lower Division SCH .72*¥ 37 Grad.-Pro. and Masters
54 Grad. Indep.Var. SCH LT2% Class Hours .32
47 Masters & Grad.Pro.SCH .65*% 70 % Instruction .22
49 Total SCH .65*%¥ 55 Total No. of Majors .21
25 No. of Graduate Courses .64% 36 Graduate Weighted
32 No. Laboratory Sections .64% Average Section Size .21
23 Masters and Grad.-Pro. .63* 34 Laboratory Weighted
33 No. Graduate Sections .63% Average Section Size .02
52 Total Classes 58 No. of Undergrad.
Undergraduate SCH .63% Majors .09
75 Non-Gen.Fund Faculty -.03
71 % Research -.29

¥Correlation value significant at .05 level.
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CHAPTER VI

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

FOR FUTURE RESEARCH

Providing equitable and adequate funds for Supplies
and Services functions requires that information concerning
those expenditures be analyzed as effectively as possible.
An evaluation of current expenditures compared with factors
that might reasonably be expected to use those expendltures
should provide administrators a means of evaluating and
classifying problem areas. To evaluate the situation in
Supplies and Services requires a willingness to experiment
in the procedures used for evaluation. Typlcally Supplies
and Services has not been extensively scrutinized by this
University although this budget category has posed some
of the most difficult problems of funding and hence eval-
uation.

Evaluation of this budget category has generally
failed to receive much attention as evidenced by lack of
literature on the subject. State systems of higher educa-
tion have done the most with regard to Supplies and Services
but typically their attention has been on funding for the
future under a standardized ratio or formula. Obviously the

issue not faced by the state systems 1s the question of
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evaluating their practice to a greater extent than is
reported in the literature. Also at issue 1s the tendency
to select one factor or measure of need and then utilize
this as a guide to budget planning and evaluation even
where there 1s not adequate justification for this factor
being used.

Correlation and regression analysis, while used
extensively in industry as a tool of budget evaluation, has
not been effectively utilized in higher education budget
analysis or at least it has not been reported in the
literature. Correlation and regression analysis provides
a tool of analysis which is suitable for instances where
volume relationships are important and where no single
measure of volume or need has been established as a
totally appropriate evaluation criterion.

Correlation and regression analysis in this study
has been applled to a sample of academic departments with
a range of similar, and yet different, needs for Supplies
and Services. Dependent variables and independent
variables have been chosen for analyslis with the dependent
variables belng various Supplies and Services expenditure
categorles. Independent variables are data collected by
various University agencies which have commonly been used
to measure workload 1n academlc departments. Four depart-
ment subgroups of the total sample and the total department

sample have been analyzed using total Supplies and Services



135

expenditures as the dependent variable. Further analysis
has 1nvolved utilization of the total department sample
with various subcategories of total Supplles and Services
serving as dependent variables. The results have focused
on the independent variables which were significantly
correlated with the various dependent variables. These
results have included the extent of correlation, the dif-
ferent variables which were correlated, the strength of
such variables in a multiple correlation, and finally the
abllity of various regression equations to predict actual

expenditures for the various departments in the sample.

Summary of Findings

1. There are statistically significant high corre-
lations between the various dependent variables and the
independent varlables suggesting that expenditures do have
some distinct volume relationship to departmental use
factors.

2. The utilization of multiple correlation analysis
generally improved the level of correlations but the pattern
of key variables set 1in simple correlations did not vary
greatly in multiple relationships.

3. The multiple correlations did, in most cases, give
attention to various independent variables but laboratory

measures and faculty measures were predominant.
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4., Head count faculty measures usually exceeded in
level of correlation the FTE faculty counts suggesting that
general fund Supplies and Services expenditures are not
limited to general fund faculty.

5. Department groups had very high correlations
when total expenditures were analyzed, with Groups 1 and 4 being
the highest and most valid. Group 3‘had high correlations
but generally 1nvalid independent varilables. Therefore
thls group deserves attention beyond this study.

6. Subcategories of total Supplies and Services showed
generally high correlations with expected results. Again FTE
faculty did not show up as well as the faculty head count
measures but 1n some cases the differences were not signif-
icant.

7. Travel, Variable 10, had the worst results of the
subcategories with no major faculty variable being corre-
lated with these expenditures.

8. The "general" equation for all departments and all
expenditures discriminates against non-laboratory departments
in allocations due to the extensive influence of laboratory
measures.

9. The best equations for predicting expenditures
relative to actual expenditures were the special department
group equations rather than the total or "general" equation

and/or the equations for the subcategories.
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10. The best subcategory equation was Variable 6
while Groups 1 and 4 did the best jobs for the groups.

11. Volume alone seems insufficient to explain expen-
ditures. Those expenditures directly related to labora-
tories (Supplies and Materials) may be Justified in devia-
tion from volume because of differential cost factors not
measured 1in this study; however, volume variations for
other department needs seem fairly defensible. 1In that
case, results of subcategory equations 6, 20 and 21 need
attention because they show departments with expenditures
extensively above or below volume measures.

12. The results suggest a laboratory pattern with
Groups 1 and 2 being most closely represented by this
pattern but the results for the subcategories suggest that

other functions have also been considered.

Conclusions

The pattern of departmental expenditures generally has
followed a falrly rational basis of volume and need with
certain notable exceptions. It 1s gratifying to know that
the expendltures 1n academic departments do bear some
identiflable relationship to factors which are belleved to
use those expenditures.

The laboratory influence 1s overwhelming to such an
extent that funds may be derived for departments based on

laboratory needs, but they are extensive enough to allow
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more than adequate funding for all other categories. This
statement 1s difficult to absolutely document, but the
analysis seems to point to a laboratory syndrome which
indicates that as you move away from the basic science,
laboratory departments, and the applied scilence laboratory
departments, the results are either: (1) low correlations,
or as 1in the case of Groﬁp 3, high invalid correlations,
with insufficient funding or (2) highlyﬁéorrelated but
greatly under-funded departments such as Group 4. This
conclusion seems substantiated in one major way. The
results for the subcategory Supplies and Materials
(primarily a laboratory subcategory) duplicate the total
equation. Therefore to a very great extent the total
equation 1is really an equation for labqﬁatory needs much
more than 1t 1s an equation for all needs and all depart-
ments.

The laboratory influence of Group 1 or Variable 17
should not diminish the exceptional overall correlations
found in the various subcategories of Supplies and Services.
Whatever the cause, the fact that correlations were signif-
icantly high between dependent and independent variables
should serve as a focal point for improvement in a situation
that 1is not perfect but is not at the same time hopeless or

totally unrealistic.
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Recommendations for Further Study

Several recommendations seem feasible as a result of
this study. Further investigation of cost problems for
certaln departments and certain categories seems required.
Volume alone 1s not sufficient to adequately explain how or
why certain departments expend funds at the level that they
do. Certalnly the cost of certaln materials poses a
special problem not answered but raised by this study. A
second study should be concerned with volume as a measure
of need 1f we are to know to what extent a department's
needs are adequately measured by volume considerations. In
what cases 1s volume a good measure and in what cases 1is
it unable to adequately discriminate the extent or degree
of need? This applies to all budgets and not alone to
Supplies and Services.

A study of the feasibility and desirability of
changing the current Supplies and Services categories so
that the categories will better reflect the direct use of
these funds. The more closely expenditures are identified
with actual users the better the cost data and the better
the evaluation process. For example, at least two major
functions are identifiable in Supplies and Services. First,
those expenditures which are directly related to teaching
or the 1instructional process. Laboratories are the major
factors in this area but there are also expenditures

directly related to the teaching function which are not
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laboratory related. At the present time several subcate-
gories of Suppllies and Services are related to teaching
and/or the operation of laboratories. There 1s no single
comprehensive measure of laboratory costs that is readily
avallable for the purpose of evaluating and managing these
costs. For example, the subcategory Supplies and Materilals
contains both laboratory as well as non-laboratory expen-
ditures. Furthermore the non-laboratory expenditures also
contaln general office or clerical supplies and those
materials are related to teaching functions which are non-
laboratory.

Second, there are expenditures directly related to
faculty. These are also contained in several categories
so that there is no measure of how much it takes to add
one faculty member to a department. Travel 1s directly
related to both ranked and unranked faculty and so is
Telephone, Telegraph and Postage. Part of the clerical
outlay contained in Supplies and Materials and certainly
the expenditures for Books and Magazine Subscriptions are
primarily faculty related but neither these categories
nor the preceding categories are easlily or distinctly
developed 1n a simple measure of faculty cost.

The polnt being made 1s that a better system of
ldentifying direct costs in Supplies and Services 1s a
worthwhile consideration. Quite obviously the way in

which a department chalrman chooses to spend his funds
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would still be his prerogative but his basis for requesting
funds would be greatly faclilitated. Also the evaluation
of that need could be far better performed than is currently
the case. So long as certain departments can exert leverage
for funds based on laboratory needs, which are not easily
identifiable, the 1issue of adequate and equitable funding
for all departments will be unresolved.

Other possible studies would include a personal eval-
uation of the outlay of funds for Supplles and Services
over the past two or three years by department chairmen.
Such a study has been initiated and hopefully the results
will help clarify some of the conclusions of this disser-
tation. Finally a study could focus on trying to determine
the influence that non-general fund and general fund
resources have on one another. The 1issue may not be worth
the expense of investigation but until the exact influence
is known thils University seems justified in imposing an

overhead charge on non-general fund contracts.
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The following variables are those items which are
collected regularly by various Michigan State University
Offices (including the Office of Institutional Research)
for the purpose of providing data about the operations
of the Unilversity academic departments.

The data fall into four broad groups and are
concerned with general fund operations only. The groups
are (1) dependent variables including total Supplies and
Services expenditures and the subcategories of that
total; (2) 1ndependent variables including (a) faculty
data; (b) student population data; and (c) general
department data.

The source of the data is the Office of Institutional
Research quarterly and yearly reports, as well as the

Annual Financial Report and "Object Class Report" of the

University Business Office.
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Fiscal Year Expenditure Data .from Michigan State
University Annual Financial Report and "Object
Class Report."

Variable
No.

(1) Total Budget Expenditure.
(2) Salaries.
(3) Labor.

(5) Equipment.

m 9O Q@ v r

Supplies and Services Expenditures (Dependent
Variables).

1. (10) Travel (020); all travel categories
treated as one.

2. (11) Postage, Telephone and Telegraph (040).
3. (7) Utilities, Rentals and Leases (050);
three combined categories.
4. (12) Printing and Related Expenses, and
Bookbinding (060); two combined categories.
5. (13) Physical Plant Department Services (070).
6. (14) Contractual Services (071).
7. (15) Other Contractual Services (072).
8. (17) General Supplies and Materials (082).
9. (19) Books and Magazine Subscriptions (180).

F. Categories for analysis.

1. (4) Total Supplies and Services

2 (20) Total Supplies and Services less Supplies

and Materials.

Supplies and Materials (082).

Travel.

Faculty-Related Subcategory:--Travel

(020's), Postage, Telephone, and Telegraph

(040), Printing and Related Expenses (060),

Other Contractual Services (072), and

Books and Magazines Subscriptions (180).

6. (8) Equipment-Related Categories including
Physical Plant Department Services (070),
Contractual Services (071); and Utilities,
Rentals, and Leases (050).
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General Department Data from Office of Institutional
Research quarterly reports.

Variable
No.

Number of Courses Taught from Volume of Instruction.

1. (22) Undergraduate courses for fall term and
(78) full year.
2. (23) Master and Graduate-Professional Courses
for fall term
3. (24) Doctoral Courses for fall term.
4, (25) Graduate Courses for fall term and
(79) full year.
5. (26) Total Number Courses taught for fall term
(80) and full year.
Class Hours from Volume of Instruction.
(27) Lower Division Class Hours for fall term
(81) and full year.
(28) Upper Division Class Hours for fall term
(82) and full year.
3. (37) Master and Graduate-Professional Class
Hours for fall term.
L, (29) Doctoral Class Hours for fall term.
5. (30) Grand Total Class Hours for fall term.
6. (83) Undergraduate Total Class Hours for
full year.
7. (84) Graduate Total Class Hours for full year.

Number Sections Taught from Section Size Analysis.

1. (31) Number Undergraduate Non-Laboratory
Sections for fall term and
(85) full year.
2. (32) Number of Undergraduate Sections for
fall term and

(86) full year.

3. (33) Number Graduate Sections for fall term and
(87) full year.

4, (88) Total Number Sections for full year.
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D. Weighted Average Section Size from Section Size
Analysis for fall term only.

1. (34) Laboratory.
2. (35) Total Undergraduate.
3. (36) Total Graduate.

E. Equipment Inventory (Full Year).

1. (9) Clerical Equipment, Scientific Equip-
ment and Kitchen Equipment combined.

III. Faculty and Staff Data from July 1 position counts,
and fall quarter Teaching Load and Time Distribution

Analysis.

A. Faculty Head Count from fall quarter Teaching
Load and Time Distribution Analysis.

1. (64) Full Time Faculty (Instructor-Professor).
2. (65) Part-time Faculty.
3. (66) Total Faculty and Other.

B. Full Time Equivalent Faculty (FTEF) from Teaching
Load and Time Distribution Analysis.

1. (67) Full Time (Instructor-Professor).
2. (68) Part-time FTE Faculty.
3. (69) Total FTE Faculty.

C. PFaculty Time Distribution from Teaching Load and
Time Distribution Analysis.

1. (70) Per cent of faculty time devoted to
Instruction.

2. (71) Per cent of faculty time devoted to
Research.

D. A & B Faculty in Full Time Equivalent Faculty
(FTE) Position Counts.

1. (73) A Faculty (Instructor-Professor).

2. (74) B Faculty (Grad. Asst., Asst. Instructors,
etec.).

3. (72) Total A & B Faculty.

E. (75) Total Non-General Fund Faculty (Derived
by subtracting Total Full Time Equivalent
Faculty from Total Faculty Head Count).
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F. (76) Professor and Associate Professors (FTE).
G. (77) Assistant Professors and Instructors (FTE).

IV. Student Data from Office of Instlitutional Research
quarterly reports and the OIR "Brown Book."

Variable
No.

A. Student Credit Hours (SCH) from Volume of
Instruction Analysis.

1. (45) Lower Division Student Credit Hours for
fall term
(38) and full year.
2. (46) Upper Division Student Credit Hours for
fall term
and full year.
Undergraduate Student Credit Hours for
the full year.
Master and Graduate-Professional for
fall term
and full year.
Doctoral Student Credit Hours for fall term
and full year.
Graduate Student Credit Hours for full year.
Grand Total Student Credit Hours for
fall term
and full year.
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B. Number of Student Credit Hours by Type of Sectilon
from Volume of Instruction Analysis.

1. (50) Lecture and Recitation Student Credit
Hours for fall term
(89) and full year.
2. (51) Laboratory Student Credit for fall term
(90) and full year.
3. (52) Total Number Undergraduate Section Student
Credit Hours for fall term.
4., (53) Total Number Graduate Section Student
Credit Hours for fall term
(91) and full year.
5. (54) Graduate Independent Variable Student
Credit Hours for fall term
(92) and full year.
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Number of Majors from OIR "Brown Book."

WD

(58) Undergraduate Majors.
(56) Master Level Majors.
(57) Doctoral Level Majors.
(55) Grand Total.

Number Majors and Non-Majors Taking Courses
Offered by Academlc Departments from Course
Enrollments by Majors, Curriculum, Class

Level and Sex.

l.

Undergraduate
(59) a. Majors.
(60) b. Total (Majors and Non-Majors).
Combined Undergraduate and Graduate.
(61) a. Majors.

(62) b. Non-Majors (Services).
(63) c. Total.
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Total List of Supplies and Services Subcategories
from Which Dependent Variables Were Selected
Taken from the Michigan State University
Manual of Business Procedures

020-=Travel in State:

Includes transportation of persons, lodging, and
subsistence while in an authorized travel status, and
other expenses incidental to travel which are to be
pald by the University, as follows:

a. The cost of rail, ailr or bus tickets and tokens
when travel 1s performed by a commercial carrier;
mileage allowance granted when traveling by
private conveyance or a rented car.

b. Subsistence including reimbursement for food
and lodging.

c. Incidental travel expenses including telephone,
telegraph, taxl fares, registration fees at
conventions, etc.

021--Travel within the Home Community Area:

Mileage allowance only when authorized by the Dean.

022=-=Travel Out-of-State:

Includes transportation of persons, lodging, sub-
sistence while in an authorized travel status, and
other expenses incidental to travel which are to be
pald by the University.

023--Travel Out-of-State

Includes transportation only.
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024--Travel Interview for Positions:

Includes first-class transportation and normal
expenses.

025-=Travel--Non-University Employee: (Excluded from study)

Includes first-class transportation and normal
expenses.

026-=Travel Overseas:

Includes travel expenses as authorized by the
University.

027-=Team Travel: (Excluded from study)

030--Transportation of Things:

Does not include transportation on equipment
classified 090.

040--Postage, Telephone & Telegraph, as follows:

a. All postage, telephone and telegraph services.
b. Switchboard service charges and telephone
installation cost.
c. Leased-wire for Extension Radio.
d. Purchase of stamped envelopes.
051--Utilities:
Electricity, gas, water and steam.
052--Rentals:
a. Monetary payment for the right of possession
and use of land, structures, and equipment owned
by another, the possession of which 1s to be

relinquished at a future date.
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b. Charges for purchase rental agreements. (Under
such agreements, until the title to the equipment
is acquired, payments should be classified as
rentals.)

c. Post Office Box Rentals; also storage.

053--Leases:

This code is to be used only where a 10% of the entire

cost of equipment 1is charged on a yearly basis.

061--Printing & Related Expenses:

Cost of all contractual services for the printing of

a. Books, pamphlets, documents, and other publications.

b. University catalogs, bulletins, reports, student
publications, technical bulletins.

¢c. Engravings, cuts, half-tones, zinc etcings, zinc
linecuts, and art work for printed matter.

d. Programs, athletic and other.

062-=-Bookbinding & Misc. Small Printing Not for Publication:

Printing of tickets.

070=-=Physical Plant Department Services Only

071--Contractual Services:

a. Repairs and maintenance to equipment, including
maintenance contracts.

b. Photographing, developing, engraving and
blue-printing.

¢c. Multigraphing and mimeographing work if performed

by a vendor.
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Entertainers or entertalnment by contract.
Entrance fees, membership dues, press news
service.

Ambulance and taxl services; hospitalization and
any work performed by a business establishment.
Commissions, fees, etc., for speclal and
miscellaneous services rendered by others.
Guarantees.

State News delivery

Registration of animals.
Wiping cloths rental service.
Advertising and publication notices.

Any contractual service not otherwlse classified.

072=-=0ther Contractual Services:

a.

Alterations, repalrs and maintenance to builldings
which are not capital improvements.

Professional services and physical examinations.

Honorarila.

Insurance and surety bonds.

Laundry and dry cleaning.

Payment of 1nsurance premiums carried on retired

University employees.
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082--General Supplies and Materilals:

All commodities which are ordinarily consumed or

expended within a comparatively short length of

time; or converted into the process, construction,

and manufacture of equipment; or form a minor part

of 1it.

a. Glassware for laboratories.

b. Office supplies.

c. Chemicals, surgical and medical supplies.

d. Fuels, such as coal, wood, petroleum, or oil
used 1n cooking, heating and generating power.

e. Provisions, food and beverages for human con-
sumption.

f. Forage and stable supplies; food used for live-

stock and small animals; also bedding, horse-

shoes, collar pads, etc.

Parts for the repalr of equipment and machinery.

Press clippings.

Carpeting, drapes and venetian blinds.

< = 5 -

Furnaces, hot-water heaters, sinks, etc., which
are permanently attached to the building.

k. Rope and garden hose.

1. Small tools.

180--Books and Magazine Subscriptions:

All books and magazine subscriptions purchased by

the Unilversity except those for resale.
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Each comblnation or variation in grouping of depart-
ments or in the use of different dependent varlables
(budgets) was analyzed with the same set of sixteen
independent variable (use factors) combinations. By using
a "standardized" set of independent variables the analysis
with the LSADD routine selected the highest significant
multiple correlation combination for each dependent
variable. The following sixteen variable combinations
include fourteen a priorl selected sets which appear
related to the various dependent variables. Two combin-
ations, one for fall and the other for the total year,
include all important independent variables 1n the study.
This procedure insures impartial analysis of the dependent-

independent relationship.
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Supplies and Services Independent
Variable Combinations

These sixteen variable combinations represent

variables which showed a definite relationship to dependent

variables in preliminary data analysis as well as two

combinations which cover all important independent variables

in the study. These combinations were processed on LSADD

routines and then the significant results were utilized in

the LS routine.

Fall Quarter Independent Variables--Variables No. 9, 22,
24...28, 30...36, 45...53, 57, 61, 62, 64...69, 71...74.

9 (office and scientific equipment inventory), 22

(No. of undergraduate courses), 24 (No. of doctoral
courses), 25 (No. of graduate courses), 26 (total No.
of courses), 27 (lower division class hours),

28 (upper division class hours), 30 (grand total class
hours), 31 (No. non-lab sections), 32 (No. lab
sections), 33 (No. grad. sections), 34 (lab whtd. ave.
sec. size), 35 (total undergraduate whtd. ave. sec.
size), 36 (total grad. whtd. ave. sec. size), 45

(lower div. SCH), 46 (upper div. SCH), 47 (Master and
graduate-professional SCH), 48 (doctoral SCH), 49
(total SCH), 50 (lecture and recitation SCH), 51
(laboratory SCH), 52 (total classes undergraduate SCH),
53 (total classes grad. SCH), 57 (No. of doctoral SCH),

61 (total undergraduate and grad. majors taking dept.
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courses) 62 (No. undergraduates and grad. non-majors
taking dept. courses), 64 (full-time instructor-
professor head count), 65 (part-time faculty head
count), 66 (total faculty and other head count), 67
(full-time instructor-professor FTE), 68 (part-time
faculty FTE), 69 (total FTE), 71 (per cent time devoted
to research), 72 (total A + B faculty count), 73

(total A faculty, instructor-professor), T4 (total B
faculty; grad. asst., asst. instructors).

Total Year Independent Variables--Variables No. 9,
38...44, 57, 61, 62, 64...69, T1l...T4, 78...92.

9 (office and scientific equipment inventory), 38
(lower div. SCH), 39 (upper div. SCH), 40 (under-
graduate total SCH), 41 (masters and graduate-
professional SCH), 42 (doctoral SCH), 43 (grad.

total SCH), 44 (total SCH), 57 (doctoral majors),

61 (total undergraduate and grad. majors taking dept.
courses), 62 (No. undergraduate and grad. non-majors
taking dept. courses), 64 (full-time instructor-
professor head count), 65 (part-time faculty head
count), 66 (total faculty and other head count), 67
(full-time instructor-professor FTE), 68 (part-time
faculty FTE), 69 (total FTE), 71 (per cent time devoted
to research), 72 (total A + B faculty count), 73 (total
A faculty, instructor-professor), 74 (total B faculty;

grad. asst., asst. instructors), 78 (total No. undergrad
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courses), 79 (No. grad. courses), 80 (total no.
courses), 81 (lower div. class hours), 82 (upper div.
class hours), 83 (total undergraduate courses),

84 (grad. class hours), 85 (No. non-lab sections,
U. G.), 86 (No. lab sections, U. G.), 87 (No. grad.
sections), 88 (total No. sections, classes), 89
(No. non-lab SCH), 90 (laboratory SCH), 91 (grad.
classes SCH), 92 (grad. ind.-var. SCH).

Independent variables--Variables No. 49, 51, 69.

49 (total fall SCH), 51 (lab SCH), 69 (total FTE
faculty).

Independent variables--Variables No. 24, 45, 49,
51, 68, 69.

24 (No. doctoral courses), 45 (fall lower div. SCH),
49 (total fall SCH), 51 (laboratory SCH), 68 (part-
time FTE), 69 (total FTE faculty).

Independent variables--Variables No. 51, 57, 61, 69.
51 (lab SCH), 57 (No. doctoral majors), 61 (No.
majors taking department courses), 69 (total FTE
faculty.

Independent variables--Variables No. 47, 51, 68.

47 (masters and graduate-professional SCH), 51 (lab.
SCH), 68 (part-time FTE).

Independent variables--Variables No. 36, 51, 68.

36 (total grad. whtd. ave. sec. Size), 51 (lab SCH),

68 (part-time FTE).
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14,

15.

16.
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Independent variables--Variables No. 36, 51, 66.

36 (total grad. whtd. ave. sec. size), 51 (lab SCH),

66 (total faculty and other head count).

Independent variables--Variable No. 32, 47, 68.

32 (No. lab sections), 47 (masters and graduate-
professional SCH), 68 (part-time FTE).

Independent variables--Variables No. 32, 35, 51, 57.

32 (No. lab. sections), 35 (total U. G. whtd. ave.

sec. size), 51 (lab SCH), 57 (No. doctoral majors).
Independent variables--Variables No. 28, 32, 65, 68.

28 (upper div. class hours), 32 (No. lab sections),

65 (part-time faculty, head count), 68 (part-time FTE).
Independent variables--Variables No. 30, 35, 69.

30 (total class hours), 35 (total undergraduate whtd.
ave. sec. size), 69 (total FTE faculty).

Independent variables--Variables No. 31...33, 35, 51.

31 (Non-lab sections), 32 (No. lab section), 33 (No.
grad. sections), 35 (total undergraduate whtd. ave.

sec. size), 51 (lab SCH).

Independent variables--Variables No. 32, 35, 69.

32 (No. lab sections), 35 (total undergraduate whtd.
ave. sec. size), 69 (total faculty FTE).

Independent variables--Variables No. 22, 32, 51, 57, 68.
22 (total U. G. courses), 32 (No. lab sections), 51

(lab SCH), 57 (No. doctoral majors), 68 (part-time FTE).
Independent Variables--Variable No. 35, 49, 73.

35 (total undergraduate whtd. ave. sec. size), 49 (total
fall SCH), 73 (total A faculty).
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The followling variables were those variables which
were selected as significantly related to the dependent
variables based upon analysls results of the LSADD routine.
Of the sixteen variable combinations used in the LSADD
routine there were obvious duplications. Results as shown
here are the best results of the analysis with a minimum
of duplication. These results were re-run on the LS
routine for three reasons: (1) as a check on LSADD
results; (2) as a means of checking the effect of the best
variable combination for the entire sample when applied
to individual subgroups and subcategories; (3) as a means
of developing regression results for the study, i.e., the
LSADD routine does not go beyond multiple correlation

results.
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Variables from LSADD Routines

for Use on LS Routine

Dependent Variable No. U4; Total Sample

Independent Variables: 86,

32,

68,

Dependent Variable No. 4; Group 1
Independent Variables: 90,

51,

Dependent Variable No. 4; Group 2

Independent Variables: 68,

Dependent Variable No. U4: Group 3
Independent Variables: 42,
Dependent Variable No. 4; Group 4

Independent Variables: 69,
69,

68, 80, 57,
68, 26, 51,
51, 69, 49

departments
39, 41, 79
36, 26

departments

32

departments
41, 61, 84,
35, 47

departments

81, 79
27, 25

Dependent Variables 17; Total Sample

Independent Variables: 86,
32,
32,

68, 80, 57
68, 26, 57,
68, 22, 57,

Dependent Variable 20; Total Sample

Independent Variables: 65,
66,

86
32, 36, 9

Dependent Variable 10; Total Sample

Independent Variables: 91,
53,

82, 80, 64,
28, 26, 61U,

8u,
33, 57, 64

39

51,33,66,9,36,62
51

39
L6
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Dependent Variable 6; Total Sample
Independent Variables: 65, 84, 9, 43
66, 36
Dependent Variable 8; Total Sample
Independent Variables: 86, 9
32, 9, 36, 34, 74
68, 49, 51
Dependent Variable 21; Total Sample

Independent Variables: 65, 86
5 3%
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I. Organized by Type of Department

A.

Laboratory Science departments; Basic Disciplines
from Life and Physical Sciences; 8 Departments

(Group 1)

1. Physics and Astronomy--Natural Science

2. Botany and Plant Pathology--Natural Science

3. Chemistry--Natural Scilence

4, Entomology--Natural Science

5. Zoology--Natural Science

6. Physiology and Pharmacology--Veterinary Medicine
7. Microbiology--Veterinary Medicine

8. Pathology--Veterinary Medicine

Laboratory Science Departments; Applied Disciplines
from Life and Physical Sciences; 8 Departments
(Group 2)

l.

o o0uUT&E W

Mechanical Engineering--Engineering

Civil Engineering--Engineering

Metallurgy, Mechanics and Material Science
(M,M&M)~-~Engineering

Soil Science--Agriculture

Food Science--Agriculture
Horticulture--Agriculture

Nursing--Natural Scilence

Foods and Nutrition--Home Economics

Non-laboratory Sclence; Basic and Applied Disciplines
from the Soclal Sciences and Humanities;
8 Departments (Group 3)

o~ O\ (O RN UV \O N o

English--Arts and Letters

History--Arts and Letters

Philosophy--Arts and Letters
Economics--Business

Accounting and Financlal Administration (AFA)--
Business

Political Science--Social Science

Social Work--Social Science

Sociology--Social Science
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D. Laboratory Type Departments; Basic and Applied
Disciplines from the Social Sciences and
Humanities; 8 Departments (Group U4)

1. Urban Planning and Landscape Architecture--
Social Science

Art--Arts and Letters

Music--Arts and Letters

Textiles, Clothing and Related Arts--
Home Economics

Geography--Social Science
Psychology--Soclal Science

. Busilness Law, Insurance and Office
Administration--Business
Journalism--Communication Arts

Swnn

(o] ~N oW

Organized by Size of Department (This was not a part of
the analysis scheme but 1t 1is intended to show the
general range in slze reflected in these departments).

A. Small Departments; Average Undergraduate SCH of
3565 for 1964-1965; 10 Departments

1. Entomology--Natural Science (Group 1)

2. Physiology and Pharmacology--(Veterinary
Medicine (Group 1)

Pathology--Veterinary Medicine (Group 1)
Mechanical Engineering (Group 2)

Civil Engineering--Engineering (Group 2)
Metallurgy, Mechanlcs, and Material Science
(M,M&M)=-=Engineering (Group 2)

Soil Science--Agriculture (Group 2)

Food Science--Agriculture (Group 2)
Horticulture--Agriculture (Group 2)
Nursing--Natural Science (Group 2)

O \Ww O (02N V) BN —J U]
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B. Intermediate Departments; Average Undergraduate
SCH of 10,980 for 1964-1965; 12 Departments

1. Physics and Astronomy--Natural Science (Group 1)
2. Botany and Plant Pathology--Natural Science
(Group 1)

Zoology=--Natural Science (Group 1)
Microbiology--Veterinary Medicine (Group 1)
Foods and Nutrition--Home Economics (Group 2)
Philosophy--Arts and Letters (Group 3)

Social Work--Social Science (Group 3)

Urban Planning and Landscape Architecture--
Social Science (Group 4)
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9.
10.

11.
12.
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Music--Arts and Letters (Group 4)
Textliles, Clothing and Related Arts--
Home Economics (Group U4)
Geography--Social Science (Group 4)
Business Law, Insurance, and Office
Administration--Business (Group U4)

Large Departments Average Undergraduate SCH of
34,438 for 1964-1965; 10 Departments

O O3 O Ul &Ew

Chemistry--Natural Science (Group 1)
English--Arts and Letters (Group 3)
History--Arts and Letters (Group 3)
Economics--Business (Group 3)

Accounting and Financial Administration--
Business (Group 3)

Political Science--Social Science (Group 3)
Art--Arts and Letters (Group 4)
Psychology--Social Science (Group 4)
Sociology--Social Science (Group 3)



APPENDIX F

SIMPLE CORRELATION RESULTS FOR SUBCATEGORY

DEPENDENT VARIABLES
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TAELE 33.--Simple Correlation ¢f Independent Variables with the

Dependent Variable No. 17 (Total Supplies and llaterials) Total
Pepartment famrle.
Simple - Simple
No. Iggigzgggnt Corre- Ho. Iggizzgﬁznt Corre-
lation lation
32 No. Laboratory Sec. .83% 76 Prof., Assoc. Prof. .18
68 Part-Time FTEF .78% 54 Grad. Indep. Var. SCH .17
51 Laboratory SCH .T6%* 29 Doctoral Class Hours .16
9 Office Equipment LT70% 34 Laboratory Weighted
65 Part-Time Faculty Averare Jection ESi:ze .16
Head Count LEE# 50 Lec. & Rec. ECH .15
27 Lower Division Class Hours .6E5% 56 No. of Masters Majors .16
66 Total Head Count L65% 77 Asst. Prof., Instr. .14
74 Total B Faculty L62% 61 Total Malors in
30 Total Class Hours .50% Department Courses 11
69 Total FTEF .56#% 31 o. HNon-Laboratory Sec. 10
45 Lower Division SCH LU4a% 23 lec. Graduate Section .09
28 Upper Division Class Hours .u45* 53 Total Classes Grad. SCH .09
24 No. of Doctoral Courses Juo# 73 Total A Faculty 08
57 No. of Doctoral Majors Juox 26  Total !lurber of Courses 07
48 Doctoral SCH .35% 75 MNon-Gen. Fund Faculty .07
62 No. of Non-Majors in Le Upper Division SCH .05
Department Courses .35¢% 47 Masters & Grad.-Pro. SCH .05
k9 Total SCH L3L* 55 Total lo. of Majors .C1
52 Total Classes 59 Urdergraduate Majors
Undergraduate SCH .33% in Department Courses .01
60 Total Undergraduates 70 % Instruction .01
in Department Courses L3L¥ 22 DMNurber of
63 Total in Dept. Courses 31k Undersraduate Ccurses .00
72 A + B Faculty .31% 71 & Research -.0
25 No. of Grad. Courses .22 23 Hasters % Srad.-Pro -.C2
36 Graduate Weighted Average 35 Undersraduate Welghted
Seciton Size .20 Averare Cection Sice -.03
64 Instructor-Professor 5% No. of Undercrad. Majcrs -.03
Head Count 19 37 Grad.-Pro. and Masters
67 FTEF Instructor- Class Hours -. 04
Professor .19
¥Correlation value significant at .05 level.
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TABLE 34.--Simple Correlation of Independent Variables with the Dependent

Variable No.

Total Department Sample

20 (Total Supplies and Services Less Supplies and Materials).

Independent gé?iéf No. Independent gé?géf
Variable lation Variable lation
65 Part-Time Faculty 33 No. Graduate Section .27
Head Count .78% 28 Upper Division Class Hours .27
66 Total Head Count .78% 64 Instructor-Professor
68 Part-Time FTEF LT75% Head Count .2h
32 No. Laboratory Sec. L70% 67 TEF Instr.-Prof. .24
69 Total FTEF L60% 56 HNo. of Masters Majors .22
51 Laboratory SCH YA 50 Lec. & Rec. SCH .21
57 No. of Doctoral Majors .55% ©l Total Majors in
74 Total B Faculty .53% Department Courses .18
24 No. of-Doctoral Courses .52% 47 Masters & Grad. Pro. SCH .18
27 Lower Division Class Hours .51% 26 Total Number of Courses .18
48 Doctoral SCH .50% 34 Laboratory Weighted
30 Total Class Hours LLe#* Average Section Size .16
45 Lower Division SCH .43 73 Total A Faculty .14
36 Graduate Weighted 77 Asst. Prof., Instr. .13
Average Section Size .30% 35 Undergraduate Weighted
76 Professor, Assoc. Prof. .38 Average Section Size .12
25 No. of Graduate Courses .36% 31 MNo. Non-Laboratory Sec. .11
62 No. of Non-Majors in 23 Masters and Grad.-Pro. .09
Department Courses .35% L6 -Upper Division SCH .08
52 Total Classes 22 Humber of
Undergraduate SCH .33% Undergraduate Courses .06
63 Total in Dept. Courses .33% 59 Undergraduate lMajors
49 Total SCH .33% in Department Courses 06
60 Total Undergraduates 75 Non-Gen. Fund Faculty .06
in Department Courses .32% 37 Grad.-Pro. and Masters
72 A + B Faculty .31 Class Hours .01
29 Doctoral Class Hours .29 70 % Instruction -. 390
54 Grad. Indep. Var. SCH .28 71 % Research -.01
53 Total Classes Grad. SCH 27 55 Total No. of Majors -.17
58 lo. of Undergrad. Majors -.14
#Correlation value significant at .05 level.
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TABLE 35.--Simple Correlation of Independent Variables with the Dependent
Variables with the Dependent Variable No. 6 (Faculty-Related Expenditures).
Total Department Sample

No.‘ Independent gé:?if No. Independent gi?géf
Variable lation Variable lation
65 Part-Time Faculty 50 Lec. & Rec. SCH 35%
Head Count LBu* 56 No. of Masters Majors I4%
66 Total Head Count .83% L7 Masters & Grad.-Pro. SCH 30%
68 Part-Time FTEF LTE* 35 Undergraduate Welghted
57 No. of Doctoral Majors LT1% Average Section Size 26 #*
48 Doctoral SCH LOT* 72 A + B Faculty 26%
24 No. of Doctoral Courses .63 €4 Instructor-Professor
69 Total FTEF LO1* Eead Count 25
32 No. of Laboratory Sec. .58#% 67 FTEF Instr.-Prof. 25
45 Lower Division SCH L52% 26 Total Number of Courses 23
25 No. of Graduate Courses .51% 61 Total Xajors in
27 Lower Division Class Hours .49% Cepartment Courses 21
76 Professor, Assoc. Prof. LUgw 31 No. Non-Laboratory Sec. .21
62 No. of Non-Majors in 23 Masters & Grad.-Pro. .20
Department Courses Lg# 28 Upper Division Class Hours .20
30 Total Class Hours LLo# 46 Upper Division SCH .19
74 Total B Faculty LLe# 37 Grad.-Pro. and Masters
51 Laboratory SCH LLow Class Eours .11
36 Graduate Weighted 73 Total A Faculty .11
Average Section Size AL 77 Asst. Prof., Instr. .09
49 Total SCH UL 22 No. of Undergrad. Courses .07
52 Total Classes 59 Undergraduate Majors
Undergraduate SCH LhL# in Department Courses .07
63 Total in Dept. Courses R 75 DNon-Gen. Fund Faculty .02
60 Total Undergraduates 34  Laboratory Weighted
in Department Courses U3 Average Section Size -.00
29 Doctoral Class Hours JH2#* 55 Total No. of lajors -.03
54 Grad. Indep. Var. SCH Lo 71 % Research -.03
53 Total Classes Grad. SCH Luox 70 % Instructicn -.08
33 No. Graduate Sections .38% 58 HNo. of Undergrad. Malors -.13
¥Correlation value significant at .05 level.



TABLE 36.--Simple Correlation of Independent Variables with Dependent

Variable No. 10 (Travel)
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Total Department Sample.

Simple Simp:e
lation laticn

53 Total Classes Grad. SCH LLug# 48 Doctoral SCH .22
47 Masters & Grad.-Pro. SCH Juo# 61 Total Majors in
33 No. Graduate Sections Lo Department Courses .22
46 Upper Division SCH L37% 66 Total Head Count 20
56 No. of Masters Majors .33% 35 Undergraduate Weighted
49 Total SCH .33% Average Section Size .13
69 Total FTEF .30% 72 A + B Faculty .18
50 Lec. & Rec. SCH .32% 24 No. of Doctoral Courses .16
52 Total Classes 59 Undergraduate Majors in

Undergraduate SCH .32% Department Courses 16
57 No. of Doctoral Majors .30% 26 Total Number of Courses .15
55 Total Number of Majors .30% 30 Total Class Hours .15
76 Prof., Assoc. Prof. L29% 77 Asst. Prof., Instr. .15
25 No. of Graduate Courses L29% 31 No. Non-Laboratory Sec. .14
23 Masters & Grad.-Pro. L28% 65 Part-Time Faculty
64 Instructor-Professor Head Count L1

Head Count L2T7* 73 Total A Faculty e
67 FTEF Instr.-Prof. L2TH 29 Doctoral Class Hours 11
68 Part-Time FTEF L2T7% 54 Grad. Indep. Var. SCH 11
58 No. Undergrad. Majors .26 27 Lower Division Class Hourz .C&
63 Total Dept. Courses .26 22 'No. Undergrad. Courses .06
28 Upper Division Class Hours .25 51 Laboratory SCH .04
62 No. of Non-Majors in 71 % Research .04

Department Courses .25 37 Grad.-Pro. and Masters
45 Lower Division SCH 2U Class Hours .03
60 Total Undergraduates 32 No. Graduate Sections .02

in Department Courses .24 70 % Instruction .01
74 Total B Faculty .23 75 Non-Gen. Fund Faculty -02
36 Graduate Weilghted 34 Laboratory Weighted

Average Section Size .22 Average Section Size - 35

¥Correlation value significant at .05 level.
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5 with the Derendent

TAELE 37.--Simple Correlation cf TIriderendent Variable
) Tctal lepartment fample.

Variable No. &€ (Eguipment Felated Fxrenditures

Sirmcle Cimple

No. Independent Corre-  lo. Iidegesgent Corre-
Variable lation Varisble lation
32 No. Laboratory Sec. L9 25  Mo. Graduate (Courses .16
9 Office Equipment L ¥ T2 Yo Classes
€8 Part-Time FTEF LR duzte SCH .16
©5 Part-Time Faculty 73 culty 16
Head Count LSl T ., Instr. Lo
66 Total Head Count Lol¥ o4 lass Hours .13
51 Labcratory SCH el Lk Cections 12
74 Total B Faculty . vl in
69 Total FTEF Lh urses .12
27 Lower Division Class Hours . =4 Var. OC! .11
30 Total Class Hours . 2u cf Courses .10
34  Laboratory Weighted 7 .10
Averase fecticn Sice L3 ¥ 72 sy
24 No. of [loctoral Courses L3k 3 LUL
57 MNo. of Doctoral [ajors L2nk U C L
72 A + B Faculty Lok N nde e
48 Doctoral S5Cii RENL in cepartr courses LU
2 Upper Division Class llours .25¥ S0 Ny Unosersrad. Courses M
45  Lower Division SCi Lok : sl v 3
36 Graduate Welighted .
Average fection Size Lo . S
76 Prof., Assoc. Prof. L33 i o
60 Total Undersraduates L .ot
in Department Courses L 21 -.
t4  Instructor-frofessor s -.
Head Count LD 4
67 FTEF Instr.-Prof. . -.
63 Total Lept. Courses Llu B -3
49  Total SCH .1l - -.11
62 No. of MNon=Majors in T - 15
Department Courses 13

¥Correlation value significant at .05 level,
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TABLE 38.--Simple Correlation of Independeﬁt Variables with the Dependent
Variable No. 21 (Total Supplies and Services Less Supplies and Materials
Total Department Sample.

and Contractual Services)

Independent Simple Independent Simple
No. Variable corre-  No. Variable Corre-
lation lation
65 Part-Time Faculty 56 No. of lasters “ajors 29
Head Count LTT¥ 50 Lec. & Rec. SCH 26
66 Total Head Count LTo¥ b7 Masters & Grad.-Pro. SCH 25
68 Part-Time FTEF LT70% 72 A + B Faculty 24
32 No. of Laboratory Sec. LEO¥ 64 Instructor-Professor
57 No. of Doctoral Majors .60% Head Count .2
69 Total FTEF LHEH* €7 FTEF Instr.-Prof. .23
48 Doctoral SCH LHo¥ 28 Upper Division Class Hours .21
24 No. of Doctoral Courses LO1¥ 26 Total Number of Courses .19
27 Lower Division Class Hours .4E% 61 Total Majors
51 Laboratory SCH U7 in Department Courses .18
73 Total B Faculty Ll 31 lo. kon-Laboratory Sec. .17
45 Lower Division SCH L3 23 Masters & Grad.-Pro. .16
30 Total Class Hours JHo# 4s  Upper Division SCH .10
76 Prof., Assoc. Prof. Lucx 73 Total A Faculty .09
25 No. of Graduate Courses LUl 77 Asst. Prof., Instr. L0
36 Graduate Welghted 35 Underzmraduate Weighted
Average Section 5ilze Lo Averare Section Size 8
62 No. of Non=Majors in 22 MNo. Undergrad. Courses -
Department Courses 37% 59 Undergraduate Majors
52 Total Classes in Department Courses .
Undergraduate SCH L3Nk 75 Kon-Gen. Fund Faculty
4o Total SCH L30% 34 Laboratory Weirhted
63 Total in Dept. Course L34% Average Section Eize -t
53 Total Classes Grad. SCH 33% 37 Grad.-Pro. and ilasters
60 Total Undergraduates Class Hours -2
in Department Courses .33% 71 % Research -0
54 Grad. Indep. Var. SCH L3O 5% Total HNumber of lajors -0
33 No. of Graduate Sec. L31% 70 % Instruction -2
29 Doctoral Class Hours .29 58 llo. of Undergrad. “ajors -l
¥Correlation value significant at .05 level.
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