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# ABSTRACT <br> THE EFFECT OF INTERNAL NUCLEON MOTION AND NUCLEAR BINDING <br> ON ELASTIC PION-NUCLEUS SCATTERDNG 

## By

Kenneth E. Gilbert

This thesis is a theoretical study of elastic pionnucleus scattering at energies near the pion-nucleon $(3,3)$ resonance ( $E_{\pi}=100-300 \mathrm{MeV}$ ). Specifically, the work investigates the effect of internal nucleon motion and nuclear binding on resonant elastic pion-nucleus scattering. The nuclei considered are ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$, and ${ }^{16} 0$.

The basic approach is first to calculate the effects using exact numerical methods and then to develop analytic approximations which take into account the main features of the numerical results. In all cases, an optical potential is obtained which contains no adjustable parameters.

Nucleon motion effects are calculated exactly using an independent particle model for ${ }^{4} \mathrm{He}$ and the free pion-nucleon t-matrix. This exact model, which is numerical, is compared with three existing models for pion-nucleus elastic scattering. The existing models all treat nucleon motion in an ad hoc way and none of them give satisfactory agreement with the exact numerical model. By systematically approximating the multiple
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integrals required in the exact model, an improved analytic model is developed. The improved analytic model gives excellent agreement with the exact numerical model and, in addition, allows a transparent understanding of the main effects of nucleon motion. The nucleon motion model for ${ }^{4} \mathrm{He}$ is generalized for the cases of ${ }^{12} C$ and ${ }^{16} 0$ and a comparison is made with experimental data for all three nuclei. Both the exact numerical model and its analytic equivalent give significantly improved agreement with the ${ }^{4} \mathrm{He}$ data and good agreement with the ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$ data. We conclude that nucleon motion effects are significant and should be accurately accounted for since ad hoc treatments can lead to spurious results.

Nuclear binding effects are calculated using a 3-body model for ${ }^{4} \mathrm{He}$. The target nucleon is bound to the rest of the ${ }^{4}$ He nucleus by an s-wave separable potential which has a single bound state at -20 MeV . In this model, binding effects are relatively small and can be approximated with a simple analytic formula. By extending the formula to include an infinite number of bound states, an upper limit on binding effects is estimated. In this unphysical limiting case, the effects of nuclear binding are about twice as large as in the single-state case.

After generalizing the ${ }^{4} \mathrm{He}$ 3-body model for the cases of ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$, the results are compared with experiment. The relatively small binding effect in the single-state model is found to be compatible with the experimental data. However,
the unphysical model with an infinite number of bound states gives poor agreement with experiment.

We conclude that nuclear binding is a relatively small
effect in resonant elastic pion-nucleus scattering.
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## INTRODUCTION

## 1. The Pi-Meson As a Nuclear Probe

It is certainly reasonable to ask why pi-mesons (pions) should be used to probe the nucleus. After all, it is much easier (and cheaper) to use more conventional projectiles such as protons and electrons. The answer is that pions have some unique properties which make them particularly useful as nuclear probes. First, pions have three charge states $\left(\pi^{+}, \pi^{-}, \pi^{\bullet}\right)$ so that double charge exchange is possible. Second, pions are bosons and therefore can be absorbed by "clusters" of nucleons in the nucleus. (Absorption by a single free nucleon cannot occur.) Hence, pion absorption experiments may yield new information about correlations among nucleons inside the nucleus. Third, and perhaps most important, the pion-nucleon interaction is dominated in the $100-300 \mathrm{MeV}$ region by the well-known $(3,3)$ resonance. ${ }^{1}$ The $(3,3)$ resonance makes it possible to vary the strength of the pion-nucleus interaction by
$I_{\text {The quantum numbers associated with the }}(3,3)$ resonance ance $I$ (isospin) $=3 / 2$, $J$ (total angular momentum) $=3 / 2$, and $L$ (Orbital angular momentum) $=1$. At resonance, the laboratory kinetic energy of the incident pion is about 190 MeV .
~
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more than an order of magnitude simply by varying the energy of the incident pion beam. This convenient "knob" on the interaction strength is not present with conventional probes such as protons and electrons. Fourth, the $(3,3)$ resonance has total isospin $3 / 2$ so that positive pions interact mainly with protons and negative pions interact mainly with neutrons. Pions should therefore be useful in determining proton and neutron distributions. Finally, the zero spin and relatively small mass of the pion considerably simplify theoretical analysis of pion-nucleus scattering.

## 2. Mastic Scattering of Pions from Nuclei

When an energetic particle such as a $100-300 \mathrm{MeV}$ pion collides with a nucleus it usually scatters elastically, so in many cases,inelastic scattering can be treated as a small perturbation on the elastic wave function. ${ }^{1}$ In order to use a perturbative method for inelastic scattering, it is necessary to have an accurate elastic Wave function as input. A careful experimental and theoretical study of elastic scattering is therefore the first step toward a COmplete description of pion-nucleus scattering. Hence, in recent Years, elastic pion-nucleus scattering has received increased attention by both experimentalists and theorists.

[^0]
## 3. The Present Experimental Situation

The present experimental situation in pion-nucleus physics
is a bit strange. Several "meson factories" have recently become operational and should produce high quality pion-nucleus scattering data in the very near future. But, so far, no results from the meson factories have been published and the only data presently available come from older accelerators which were not designed for pion-nucleus scattering. While these data are not of the quality expected from the meson factories, some fairly good elastic scattering measurements have been made for light nuclei. Binon et. al. have measured differential cross sections for elastic $\pi-{ }^{12}$ scattering at 120, $150,180,200,230,260$ and 280 MeV (Bin70). The same group has reported preliminary results for elastic $\pi-{ }_{-}^{4} \mathrm{He}$ scattering at 110, 150, 180, 220 and 260 MeV (Bin71). Bercaw et. al. have measured elastic differential cross sections for $\pi-{ }^{16} 0$ scattering at 160 , Iア0, 220, 230 and 240 MeV (Ber'72). Other data have been reported ${ }^{\text {I }}$ but the ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$ data cited here are the most systematic data available at present in the ( 3,3 ) resonance region ( $100-300 \mathrm{MeV}$ ).

## 4. Previous Calculations

Many theoretical calculations have been done to explain the $\pi-^{12} \mathrm{C}$ and $\pi-^{16} 0$ data $^{2}$ and a few have been done to explain the TT- ${ }^{4}$ He data (Mac73, Ger73, Fra74). Most of the calculations use
$\mathrm{l}_{\text {For a listing of experimental results see Kol70, Cer74. }}$
${ }^{2}$ It is impractical to give a complete list here. Some more recent results can be found in Lan73, Pha73, Kis74, Kuj74.
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either the Glauber theory (Gla67) or an optical potential model derived from Watson's multiple scattering theory (Wat53, Ker59). These calculations describe the $\pi-{ }^{12} \mathrm{C}$ and $\pi-{ }^{16} \mathrm{O}$ data fairly well, regardless of the model, but are in poor agreement with the $\pi-4$ He data. ${ }^{1}$

A survey of the pion-nucleus scattering data indicated to us that while multiple scattering is important in ${ }^{12} C$ and ${ }^{16} 0$, single scattering dominates in 4 He . Our preliminary calculations and multiple scattering calculations by Charlton and Eisenberg (Cha7l) also showed strong single scattering in ${ }^{4} \mathrm{He}$. The dominance of single scattering in this case explains why most "standard" models give fairly good agreement with the ${ }^{12} C$ and ${ }^{16} 0$ data, but poor agreement with the ${ }^{4}$ He data. Apparently, the gross features of multiple scattering do not depend much on the details of the model so that marginally accurate models which give poor results for ${ }^{4} \mathrm{He}$ can still give fairly good agreement with the ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$ data. Hence, it appeared that a more careful calculation of the single scattering teril was needed for a good description of the $\pi-{ }_{-}^{4} \mathrm{He}$ elastic scattering data.

## 5. This Calculation

The objective of the present investigation to explain the
T $-{ }^{4} \mathrm{He}, \pi-{ }^{12} \mathrm{C}$ and $\pi-^{16} \mathrm{O}$ elastic scattering data in the $(3,3)$ Resonance region, using a theoretical optical potential which contains

[^1]no adjustable parameters. Since the existing $\pi-{ }^{12} \mathrm{C}$ and $\pi{ }_{-}^{16} 0$ data can be fit fairly well with almost any model, most of our effort is directed toward a more accurate optical potential for ${ }^{4} \mathrm{He}$. We then generalize our $\pi-{ }^{4} \mathrm{He}$ optical potential to obtain optical potentials for ${ }^{12} C$ and ${ }^{16} 0$.

In the optical potential formalism used in this calculation, the single scattering term is given by the momentum-space optical potential. Hence, a more careful evaluation of single scattering in ${ }^{4} \mathrm{He}$ is equivalent to a better calculation of the $\pi-{ }^{4} \mathrm{He}$ optical potential. In this work we make a careful investigation of two factors which we expected to affect the $\pi-{ }^{4} \mathrm{He}$ optical potential:

## I) internal motion of the target nucleons; 2) nuclear "binding"

 effects. Both of these effects were expected to be important because OI the strong energy dependence of the pion-nucleon interaction in the 100-300 MeV region.The motion of the target nucleons inside the nucleus
Causes the pion-nucleon center-of-mass energy to be "smeared" over a range of about 100 MeV . This C.M. energy distribution gives rise to a distribution of pion-nucleon interaction strengths due to the Presence of the $(3,3)$ resonance. In most previous calculations the effect of nucleon motion in pion-nucleus scattering has been either meglected entirely or else treated in some arbitrary way. In this ealculation we make an exact numerical treatment of nucleon motion Using an independent particle model for ${ }^{4} \mathrm{He}$. We find considerable ATference between the predictions of our model and typical "standard" models. However, we find that it is possible to accurately approximate
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our exact numerical result with a simple analytic model. Both our exact numerical model and its analytic approximation give significantly improved agreement with the ${ }^{4} \mathrm{He}$ data and good agreement with the ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$ data.

We investigate nuclear binding effects using a simple
3-body model. In our model a single target nucleon is bound in a potential well. The nucleon thus interacts with the incident pion and also with a binding potential. We expected binding effects to be large in the $(3,3)$ resonance region because the pion-nucleon Interaction is strong there. However, we find that binding effects are fairly small even quite near the resonance. Our model predicts that binding effects weaken the optical potential by $10-20 \%$ in the resonance region and that the effect is considerably smaller away from the resonance region.

In order to provide a more detailed outline of the approach taken in this work, we now discuss the main points contained in each Chapter.

In Chapter II we outline the Watson optical potential Pormalism and give the major approximations used in our calculation. We also discuss the motivation for the calculation in light of the ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$ data and the qualitative features of the Watson Optical potential formalism. Both the data and the formalism suggest that multiple scattering effects are significantly smaller in ${ }^{4} \mathrm{He}$ than in ${ }^{12}$ and ${ }^{16} 0$. (Numerical calculations confirm this conjecture.) Fence, we argue that an accurate evaluation of the single scattering texm (i.e., the optical potential) is necessary for a good descrip$t_{1} o_{n}$ of $\pi-4$ He scattering.
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In Chapter III we discuss our calculation of the $\pi-{ }_{-}^{4} \mathrm{He}$ optical potential. We use an independent particle model for ${ }^{4} \mathrm{He}$ and a simple separable parameterization of the free pion-nucleon t-matrix. (In most of this work we take the basic pion-nucleon interaction to be the free pion-nucleon t-matrix, i.e., we use the impulse approximation.) Our objective is to properly treat the motion of the target nucleons so that the essential features of the free pion-nucleon t-matrix are accurately represented in the pion- ${ }^{4} \mathrm{He}$ optical potential. In calculating the pion- ${ }^{4}$ He optical potential we use the method of "vector brackets" (see Appendix D) to take advantage of the separability of the pion-nucleon t-matrix. (Vector brackets are the same as Moshinsky or oscillator brackets except the coordinate-space radial Wave functions are spherical Bessel functions instead of harmonic Oscillator wave functions.) The vector bracket method is shown to Considerably reduce the computational effort required in the calculation. However, even with the vector bracket method, it is necessary to Perform non-trivial multiple integrals.

Chapter IV is devoted to a discussion of the so-called "Ifactored form" of the optical potential and to two typical ad hoc Prescriptions for obtaining a factored form. The factored form Envolves writing the optical potential as the product of a pion-nucleon Interaction factor and a nuclear ground state form factor. The motivation for the factored form is twofold. First, one avoids the multiple integrals discussed in Chapter III and, second, one obtains a convenient separation of nuclear structure effects from pion-nucleon Interaction effects. However, most "standard" versions of the
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factored form treat nucleon motion in an arbitrary way so that the essential features of the pion-nucleon interaction are not accurately represented in the optical potential.

In Chapter V we discuss a recently published impulse model which is a significant improvement over the models discussed in Chapter IV. However, the derivation of this more recent model is just as arbitrary as the two models in Chapter IV. This recent ad hoc model is included in this study for the sake of completeness. In Chapter VI we take a more systematic approach to the factored form of the optical potential.

In Chapter VI we make a definition for an "effective" pion-nucleon impulse interaction in terms of the fully integrated
TT - ${ }^{4}$ He optical potential which is calculated in Chapter III. Our definition allows us to have a factored form for the optical Potential and at the same time to make an exact treatment of nucleon motion. We compare our "exact" or fully-integrated effective impulse Interaction with the "standard" prescriptions discussed in Chapters IV and $V$ and find there are significant differences.

In Chapter VII we develop a simple but accurate approximation for the exact or fully-integrated impulse interaction of Chapter VI. By comparing our approximation with the exact result at several different energies, we show that our approximation gives \& very good representation of the exact result. While no more comP1icated to apply than the "standard" approximations, our approximation
allows us to easily understand the differences between the exact
efrective impulse interaction and the standard prescriptions.
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Using our approximation as a guide we give a qualitative discussion of the role of nucleon motion in the effective impulse interaction.

In Chapter VIII we consider corrections to the impulse approximation using a 3-body model. In our model the pion scatters from a nucleon that is bound in a potential well. The pion interacts with just the nucleon and not with the potential well itself. We use an s-wave separable potential to represent the potential well and find that the "binding" effects of the potential well are relatively small. The main effect in our model is a $10-20 \%$ reduction in the strength of the optical potential near the $(3,3)$ resonance. We also construct a simple analytic approximation which gives fairly good agreement with the exact numerical calculation for binding effects. In order to estimate an upper limit on the binding effects we extend Our approximation to a potential well with an infinite number of bound states (a separable potential can produce only one bound state) and flind the effects are about twice as large as with a single bound state.

In Chapter IX we discuss the details of the calculation OI the elastic differential cross sections for ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$ and ${ }^{16} 0$. We give the ground state form factors and indicate how we obtain the Zmput for a Lippmann-Schwinger scattering equation.

The calculated elastic differential cross sections for ${ }^{24}$ He, ${ }^{12}$ C and ${ }^{16} 0$ are compared to the data in Chapter $X$. For each meacleus, the discussion is divided into two parts: 1) impulse interaction results and 2) impulse-plus-binding correction results. We $\mathrm{fin}_{\text {nd }}$ that the fully-integrated impulse model (and good approximations to it) gives satisfactory agreement for all three nuclei, and that
¥nge errec:ion
تx x

Nazer
other models do not. In ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$ the data do not distinguish between the various models.

The relatively small binding correction given by the single state model is found to be compatible with the experimental data. The larger correction given by an (unrealistic) model with an infinite number of bound states overestimates the binding effects.

Chapter XI contains a summary and our conclusions.
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THE OPTICAL POTENTIAL FORMALISM
AND PION-NUCLEUS ELASTIC SCATTERING

## 1. Formal Theory

Watson et.al. have shown that it is possible to formally describe the scattering of a projectile from a nucleus exactly in terms of a two-body operator which is commonly called the "optical" potential" operator (Wat53). In this section, we present the essential elements of the Watson optical potential formalism as given by Kerman, McManus, and Thaler (Ker59).

We assume a Hamiltonian of the form
(2.1) $\quad H_{\pi \nu}=H_{\nu}+K_{\pi}+V_{\pi \nu}$
where $H_{\nu}$ is the nuclear Hamiltonian, $K_{\pi}$ is the pion kinetic energy operator and

$$
\text { (2.2) } \quad V_{\pi D}=\sum_{j=1}^{A} v_{\pi N}(j)
$$

is the sum of two body interactions between the pion and the target nucleons.

Ex: stater.ersi.
$T_{v}(\xi)$ betias
$\because 2$ 禺 < $n^{\prime}$
in) ani $\mid M$
Eax evenert
ex-ient of the a
$T_{\pi \nu}(E)$

A is the


The pion-nucleus scattering operator $T_{T \nu}(E)$ is
given by
(2.3) $T_{\pi \nu}(E)=V_{\pi \nu}+V_{\pi \nu}\left(E-H_{\nu}-K_{\pi}+i \epsilon\right)^{-1} T_{\pi \nu}$ (E)

Where $E$ is the kinetic energy of the pion plus the nuclear ground state energy. ${ }^{1}$ In calculating the matrix elements of $\prod_{\text {Try }}$ (E) between antisymmetrized nuclear states we need to calculate $\left\langle n^{\prime}\right| \sum_{j} v_{\pi N}(j)|M\rangle \quad$ where $|\Omega\rangle$ and $\left|N^{\prime}\right\rangle$ denote the nuclear states. Since the matrix element $\left\langle n^{\prime}\right| V_{\pi_{N}}(j)|n\rangle \quad$ is
Independent of the label $j$, we can write equation (2.3) as

$$
(2.4) T_{\pi \nu}(E)=A V_{\pi N}+A v_{\pi N} G(E) T_{\pi \nu}(E)
$$

Here $A$ is the number of target nucleons, and $G(E)=$ $a\left(E-H_{\nu}-K_{\pi}+i \epsilon\right)^{-1} \quad$, where $a$ is
a projection operator for completely antisymmetric nuclear states.
We now define the t-matrix $T_{T N}(E)$ for scattering OT a pion from a bound nucleon:
$\therefore$ e does

$$
\therefore \text { Earistmar }
$$

为

$$
\begin{aligned}
& \therefore \tau_{T N}(6) \\
& \operatorname{sen}=\operatorname{T} T_{N}
\end{aligned}
$$

$$
\begin{aligned}
& \hat{T}_{\text {TH }} \text { the the : } \\
& \because \mathrm{Bn} \text {, The ore }-\mathrm{A} \\
& t_{\pi N}(e) \\
& \begin{array}{l}
\therefore q_{0}(e)= \\
\uparrow_{1 N} \text { to } t_{T N} \\
\forall t_{T_{4}}=2 x=2=2
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \text { (si) } \hat{\pi}_{n}(E)
\end{aligned}
$$



The operator $T_{\pi N}$ is a many-body operator and therefore extremely difficult to evaluate, so we will later approximate
$\uparrow_{\pi N}$ with the t-matrix for scattering of a pion from a free nucleon. The free pion-nucleon t-matrix is given by

$$
(2.6) \quad t_{\pi N}(e)=v_{\pi N}+v_{\pi N} g_{0}(e) t_{\pi N}(e)
$$

where $g_{0}(e)=\left(e-K_{N}-K_{\pi}+i \epsilon\right)^{-1}$. We can relate $T_{\pi N}$ to $t_{\pi N}$ by using equation (2.6) to get $v_{\pi N}$ in terms of $\quad t_{\pi_{N}}$ and substituting the result into equation (2.5). After some operator algebra we obtain

$$
(2.7) \tau_{\pi_{N}}(E)=t_{\pi_{N}}(e)+t_{\pi_{N}}(e)\left[G(E)-g_{0}(e)\right] \tau_{\pi_{N}}(E)
$$

Note $e$ does not necessarily equal $E$ and that in fact $e$ $\sum_{s}$ an arbitrary parameter. We shall return to this point in Chapter VIII. For now we shall assume $\mathbf{e \cong E}$.

We continue the formal development by using equation (2.5)
to get $\widetilde{\pi}_{\pi N}$ in terms of $\uparrow_{\pi N}$ so that we can write the
$\therefore T_{D D}=$

I:


$\because T_{\pi \nu}^{\prime} \equiv[$
$x=\omega T$
5
$\cdots T_{\pi V}^{1}=$
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pion-nucleus scattering operator as

$$
(2.8) T_{\pi \nu}=A T_{\pi N}+(A-1) T_{\pi N} G_{\pi \nu}
$$

(We hereafter suppress the variable $E$ in the scattering operators.)

The above equation for $T_{T \nu}$ can be put in a more symmetric form by defining an auxiliary scattering operator $T_{\pi \nu}^{1}$ :

$$
(2.9) T_{\pi \nu}^{\prime} \equiv[(A-1) / A] T_{\pi V}
$$

The operator $T_{\pi \nu}^{\prime}$ is given by the more symmetric integral equation


The auxiliary scattering operator $T_{\pi \nu}^{1}$ can be thought of as a. "multiple scattering" operator. For example, if there were just One target nucleon $(A=1)$ then there would be no multiple scattering and we would have $T_{\pi \nu}^{\prime}=0$ and $T_{\pi \nu}=T_{\pi N}$. At this point, equation (2.10) is in the form of an optical Potential equation where the optical potential is taken to be $(A-1) T_{T N}$. However, the propagator in equation (2.10) allows excited intermediate nuclear states so that the equation

$$
\therefore \dot{x} \text { orgeve coz }
$$

$$
\therefore U_{\pi V}=C
$$

$$
\text { 家 }|0\rangle
$$

$$
T_{\pi i}^{1}
$$

$$
U_{T V}, 1 \varepsilon
$$

$$
r_{\pi \nu}^{\prime}=
$$

$$
\begin{aligned}
& \because x \text { x } x=9
\end{aligned}
$$

$$
\begin{aligned}
& \text { An } \\
& \text { NUUV} \\
& \therefore U_{\pi \nu}^{0}=
\end{aligned}
$$

would be extremely difficult (if not impossible) to solve. The formal remedy is to put the excited nuclear states into the definition of the optical potential. We define a "first order" optical potential operator $U_{\pi \nu}^{0}$ as
(2.11) $U_{\pi V}^{0}=(A-1) T_{\pi N}$

With the complete optical potential operator being given by

$$
(2.12) U_{\pi v}=U_{\pi \nu}^{0}+U_{\pi \nu}^{0}(1-|0\rangle<0 \mid) G U_{\pi \nu}
$$

Where $|0\rangle$ represents the nuclear ground state. The scattering operator $T_{\pi \nu}^{\prime}$ written in terms of the complete optical potential, $U_{\pi \nu}$, is

$$
(2.13) T_{\pi \nu}^{\prime}=U_{\pi \nu}+U_{\pi \nu} \frac{10><01}{E-K_{\nu}-K_{\pi}+i \epsilon} T_{\pi \nu}^{1}
$$

Here $E$ is the kinetic energy of the pion plus the kinetic energy Que to motion of the nucleus as a whole (for example, in the pionnucleus C.M. frame) and the operator $K_{\nu}$ is the kinetic energy Operator for translation of the nucleus as a whole. With the internal nuclear degrees of freedom removed, we have a two-body equation which Can be easily solved.

For elastic scattering we want to calculate $\left\langle P_{\pi}^{\prime}\right|\langle 0| T_{\pi \nu}^{\prime}|0\rangle\left|P_{\tau}\right\rangle$, were the pete $\left|P_{\pi}\right\rangle$
 states in the pion-nucleus C.M. frame. Writing

we have

$$
\text { (2.124) } T_{\pi \nu}^{\prime}\left(E, P_{\pi}^{\prime}, P_{\pi}\right)=U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)
$$

$$
+\int \frac{U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}^{\prime \prime}\right) T_{N}^{\prime}\left(E, P_{1}^{\prime \prime}, R_{R}\right)}{E-K_{\nu}\left(P_{\pi}^{\prime \prime}\right)-K_{\pi}\left(P_{\pi}^{\prime \prime}\right)+i \epsilon} \frac{d^{3} P_{\pi}^{\prime \prime}}{(2 \pi)^{3}} .
$$

Equation (2.14) involves only the pion coordinates and gives an exact description of elastic pion-nucleus scattering. However, it $i s$ clearly just as difficult to calculate the complete optical $\pi \nu$ as it is to solve the original equation for $T_{\pi \nu} \quad$. The value of the optical potential formalism is that it allows us to relate the pion-nucleus scattering operator $T_{T V}$ to the pionraccoon scattering operators $T_{\pi N}$ and $t_{\pi N}$ in a systematic way.
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In order to actually calculate $T_{T \nu}$ we make the following approximations:
a) The Coherent Approximation:

We approximate the complete pion-nucleus optical potential $U_{\pi \nu}$ with the first order optical potential $U_{\pi V}^{0}$. The coherent approximation is equivalent to neglecting excited intermediate nuclear states in equation (2.10).
b) The Impulse Approximation:

The scattering operator $T_{T N N}$ for scattering of a pion from a bound nucleon is approximated by the free pion-nucleon scattering operator, $t_{\pi N}$.

Using the above approximations, we obtain for the pion-nucleus Optical potential operator

$$
(2.15) \quad U_{\pi \nu}=(A-1) t_{\pi N} .
$$

In most of our calculations we use equation (2.15) for the pionnucleus optical potential. In Chapter VIII we investigate corrections to the impulse approximation in a simple 3-body model.

We remark finally that the optical potential formalism Pres sented here is by no means unique. There are many other ways of defining operators and grouping terms. The reason for using the

$$
\because U_{\pi V} \text { to }=0
$$

$$
\therefore T_{\pi v}^{1}=
$$

$$
\text { en, the } 50 m \text { an: }
$$

formalism described here is to put the resonant character of the free pion-nucleon interaction directly into the approximation for the pion-nucleus optical potential. If we could solve the problem exactly it would of course be irrelevant how the various terms were grouped.

## 2. Qualitative Remarks

In this section we discuss some qualitative features of
the pion-nucleus optical potential and pion-nucleus scattering.
We Indicate how these features motivated the approach taken in this wore.

If we write the auxiliary pion-nucleus scattering operator,
$\Psi_{\pi \nu}^{\prime}$, as a power series in $U_{\pi V}$, the first few terms are
(2.16) $T_{\pi \nu}^{\prime}=U_{\pi \nu}+\frac{10><01}{E-K_{\pi}-K_{\nu}+i \epsilon} U_{\pi \nu}+\ldots$.

Taring $U_{\pi V}$ to be $(A-1) t_{\pi N}$, we have

$$
(2.17) T_{\pi \nu}^{1}=(A-1) t_{\pi N}+(A-1)^{2} t_{\pi N} \frac{10\rangle\langle 01}{E-K_{\pi}-K_{\nu}+i \epsilon} t_{\pi N}
$$

Hence, the Born approximation for $T_{T \nu}$ is $T_{\pi \nu}=$ $[A k(A-1)] U_{T V}=A t_{\pi N} \quad$,ire., the single scattering approximation. For a small nucleus such as ${ }^{4} \mathrm{He}$ it is plausible that the Born or single scattering term is more dominant than in larger nuclei such as ${ }^{12}$ c or ${ }^{16} 0$ where multiple scattering is stronger.
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Hence we might expect the characteristic features of pion-nucleon scattering to be more prominent in $\pi-{ }^{4} \mathrm{He}$ scattering than in $\pi-{ }^{12} \mathrm{C}$ or $\pi-{ }^{16} 0$ scattering. Indeed, this appears to be the case when one compares the elastic differential cross sections for ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$, and ${ }^{16} \mathrm{O}$ in the $100-300 \mathrm{MeV}$ region. (See, for example, Figure 10.1 and Figures 10.5-10.8 in Chapter X.) The strongly $p$-wave character of the pion-nucleon interaction causes a nearly stationary minimum in the $\pi-4$ He elastic cross section at about $75^{\circ}$ in the $\pi-{ }^{4} \mathrm{He}$ C.M. frame. In ${ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$, on the other hand, the minima appear to be diffractive, moving inward with increasing energy. In ${ }^{12} 0$ and ${ }^{16} 0$ the details of the pion-nucleon $p$-wave interaction are apparently masked by multiple scattering effects, While in ${ }^{4} \mathrm{He}$ the Born term dominates, producing a characteristic P -wave minima.

The fact that optical potential models based on the impulse approximation give reasonable agreement for ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$, but poor agoceement for ${ }^{4} \mathrm{He}$, coupled with the fact that the $\pi-{ }^{4} \mathrm{He}$ cross Sections have a definite $p$-wave minimum led us to conclude that a more accurate treatment of the single scattering term (i.e., the Optical potential) was needed in the case of $\pi-{ }^{4}$ He scattering. It was expected that an improved ${ }^{4} \mathrm{He}$ optical, when appropriately Sneralized for larger nuclei, would also give better agreement with the ${ }^{12}$ and ${ }^{16} 0$ data.


# CALCULATION OF THE $\pi-{ }^{4}$ He OPTICAL POTENTIAL: 

 INTEGRATION OVER THE TARGET NUCLEON MOMENTAIt was shown in Chapter II that the coherent approximation and impulse approximation give a pion-nucleus optical potential of the form

$$
\text { (3.1) } \cup_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)=(A-1)\left\langle{\underset{N}{N}}_{\prime}\right|\left\langle\psi_{G S}\right| t_{\pi N}\left|\psi_{G S}\right\rangle\left|P_{\pi}\right\rangle
$$

Where the Rets $\left|P_{\pi}\right\rangle$ and $\left|P_{\pi}^{\prime}\right\rangle$ describe respectively the P1 On states in the pion-nucleus C.M. frame (TVCM frame) and \| $\left.\mathcal{U}_{\text {GS }}\right\rangle$ describes the nuclear ground state. The operator $t_{\pi N}$ is the free pion-nucleon t-matrix in the TVVCM frame. In this Chapter we discuss the explicit evaluation of equation (3.1) for TS - ${ }^{4} \mathrm{He}$ scattering.

1. An Independent Particle Model for ${ }^{4} \mathrm{He}$

We want to take the main effects of nucleon motion into account in a simple way so we assume an independent particle model Fore ${ }^{4} \mathrm{He}$. In this model equation (3.1) gives a very simple form for the $\pi-{ }^{4} \mathrm{He}$ optical potential

(3.2)

$$
\begin{aligned}
& U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)= \\
& (A-1) \int \psi^{*}\left(P_{\sim N}+\frac{A-1}{A} q\right) \psi\left(P_{\Delta N}\right) E_{\pi N}(-\Omega) \frac{d^{3} P_{4 N}}{(2 \pi)^{3}} .
\end{aligned}
$$

In equation (3.2), $\bar{t}_{\pi N}$ is the spin-1 sospin averaged free Pion-nucleon $t$-matrix and $\psi$ is a single particle ground state wave function for ${ }^{4}$ He. The vector $\Omega$ is defined as the seven
 and $k_{\sim}^{\prime}$ are respectively the collisision energy, initial pion momentum, and final pion momentum, all in the pion-nucleon C.M. frame ( TNCM frame). The vector $P_{\text {An }}$ is the nucleon momentum in the c.M. frame of the ${ }^{4}$ He nucleus alone and the vector of 1 s the 3-momentum transfer, $P_{\pi}-P_{\pi}^{\prime}$. The reference frames and In nematic involved here are discussed in Appendix A.
2. Some Numerical Considerations

Although equation (3.2) is very simple in form, it is
Quite tedious to evaluate numerically. First, a 3-dimensional integral
must be done to obtain $\bigcup_{\pi \nu}\left(P_{\pi}^{\prime}, P_{\pi}\right)$. Then another
Integral is required to obtain a partial wave decomposition of
$\bigcup_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)$ for use in a scattering equation.

Hence for each value of $\left|P_{\pi}\right|$ and $\left|P_{\pi}^{\prime}\right|$, a 4-dimensional Integral must be done, so that one is faced with calculating a large number of multiple integrals. In Appendix $B$ we give a parameterization for the free pion-nucleon t-matrix which is separable in the coordinates $\mathbb{k}_{\sim}$ and $\mathbb{E}_{\sim}^{\prime}$. We can exploit this separability to reduce the computational task considerably. Using the "vector bracket" technique described in Appendix D, we reduce the problem to the calculation of many 2-dimensional integrals rather than many 4-dimensional integrals. Obtaining the final algebraic form of equation (3.2) using vector brackets is tedious although the final form itself is rather simple. A derivation is given in the next section.

## 3. Derivation of the $\pi{ }^{-}{ }^{4}$ He Optical Potential Using Vector Brackets

In this section we give a derivation of the $\pi-{ }^{4} \mathrm{He}$ Optical potential using the vector bracket method described in Appendix D. Our derivation serves as an example of the use of vector brackets and also shows how the separability of the pion-nucleon t-matrix allows a considerable reduction in computational effort. The derivation itself is not essential for an understanding of the Remaining chapters so this section car be skipped over by the casual Reader.

We want to calculate the matrix element
(3.3) $U_{\pi \nu}\left(P_{\sim}^{\prime} P_{\pi}\right)=(A-1)\left\langle{\underset{\sim}{2}}^{P}\right|\langle 0| \bar{t}_{\pi N}|0\rangle\left|P_{\pi}\right\rangle$.

Inserting a complete set of nucleon momentum states on both sides of $\bar{t}_{\pi N}$ we obtain
(3.4)

$$
\begin{aligned}
& U_{\pi \nu}\left(P_{\pi}^{\prime} P_{I}\right)= \\
& (A-1) \iint \frac{d^{3} P_{4 N}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} P_{4 N}}{(2 \pi)^{3}} \psi^{*}\left(P_{\sim}^{\prime}\right) \psi\left(P_{4 N}\right) \\
& x\left\langle P_{\sim}^{\prime}\right|\left\langle P_{\sim N}^{\prime}\right| T_{\pi N}\left|P_{A N}\right\rangle\left|P_{\sim}^{\pi}\right\rangle
\end{aligned}
$$


We make the following definitions (see Appendix $C$ for details concorning the notation):

$$
(3-5) \quad \psi({\underset{\sim}{4 N}}) \equiv R\left(P_{4 N}\right) Y_{00}\left(\hat{P}_{4 N}\right)
$$

$$
(3-6) \quad\left|P_{\pi}\right\rangle=\sum_{L_{\pi} M_{\pi}} Y_{L_{\pi}^{M}}^{*}\left(\hat{P}_{\pi}\right)\left|P_{\pi} L_{\pi} M_{\pi}\right\rangle
$$

With a similar definition for $\left|\begin{array}{l}P_{\pi}^{\prime}\end{array}\right\rangle$.

Also, we define

$$
\text { (3.7) }\left|P_{A N}\right\rangle \equiv \sum_{L_{N} M_{N}} Y_{L_{N} M_{N}}^{*}\left(\hat{P}_{4 N}\right)\left|P_{4 N} L_{N} M_{N}\right\rangle
$$

with a similar definition for $\quad\left|P_{4 N}^{\prime}\right\rangle$.
Now equation (3.4) can be written

$$
\text { (3.8) } U_{\pi \nu}\left(P_{N}^{\prime} P_{\pi}\right)=(A-1) \iint \frac{P_{4 N}^{\prime 2} d P_{4 N}^{\prime}}{(2 \pi)^{3}} \frac{P_{4 N}^{2} d P_{4 N}}{(2 \pi)^{3}}
$$

The unit operator in terms of the TN CM coordinates (or equivagently, the relative and center-of-mass coordinates) is given by
(3.9)

$$
1=\left|k_{\sim}^{\prime \prime}\right\rangle\left|x_{\sim}^{\prime \prime}\right\rangle \int \frac{d^{3} k^{\prime \prime}}{(2 \pi)^{3}} \int \frac{d^{3} k^{\prime \prime}}{(2 \pi)^{3}}\left\langle x_{\sim}^{\prime \prime}\right|\left\langle k^{\prime \prime}\right|
$$

or in terms of "coupled" angular momenta
(3.10)

$$
\begin{aligned}
& \left|k^{\prime \prime} x^{\prime \prime} f^{\prime \prime} m^{\prime \prime} s_{k^{\prime \prime}} \ell_{x^{\prime \prime}}^{\prime \prime}\right\rangle \sum_{\mathcal{L}^{\prime \prime} m^{\prime \prime}} \iint_{k^{\prime \prime \prime} d^{\prime \prime}}^{(2 \pi)^{3}} \frac{x^{\prime \prime} d x^{\prime \prime}}{(2 \pi)^{3}}\left\langle k^{\prime \prime} x^{\prime \prime} f^{\prime \prime} M^{\prime \prime} \ell_{k^{\prime \prime}} l_{x^{\prime \prime}}\right| . \\
& \ell_{k} \text { " } \ell_{x} \text { " }
\end{aligned}
$$

Inserting the unit vector of equation (3.10) on both sides of $\bar{t}_{\pi N}$ we have (The "coupled state" $\left|\mathfrak{k}^{\prime \prime} \Re^{\prime \prime} \mathscr{L}^{\prime \prime} m^{\prime \prime} \ell_{k}{ }_{k} \ell_{X}\right|>$ is defined in Appendix c.)

$$
\begin{aligned}
& x \int \frac{P_{W N}^{\prime 2} d P_{a N}^{\prime}}{(2 \pi)^{3}} \int \frac{P_{A N}^{2} d P_{a N}}{(2 \pi)^{3}} \int \frac{k_{k^{\prime \prime \prime}} d k^{\prime \prime \prime}}{(2 \pi)^{3}} \int \frac{k^{\prime \prime \prime} d h^{\prime \prime}}{(2 \pi)^{3}} \int \frac{x^{\prime \prime 2} d x^{\prime \prime}}{(2 \pi)^{3}} \int \frac{x^{\prime \prime \prime} d k^{\prime \prime}}{(2 \pi)^{3}} \\
& \times R\left(P_{4 N}^{\prime}\right) R\left(P_{4 N}\right)\left\langle P_{\pi}^{\prime} P_{4 N}^{\prime} \mathcal{L}^{\prime} M^{\prime} L_{\pi} L_{N}=0 \mid k^{\prime \prime} x^{\prime \prime} \mathcal{L}^{\prime \prime} M^{\prime \prime} \ell_{k}^{\prime \prime} l_{K^{\prime \prime}}\right\rangle \\
& x\left\langle k^{\prime \prime \prime} x^{\prime \prime} \mathcal{L}^{\prime \prime} M^{\prime \prime} \ell_{k}^{\prime \prime} \ell_{x}^{\prime \prime}\right| \overline{t_{T N}}\left|k^{\prime \prime \prime} x^{\prime \prime \prime} \&^{\prime \prime \prime} m^{\prime \prime \prime} l_{k}^{\prime \prime \prime} \ell_{x}^{\prime \prime \prime}\right\rangle \\
& x\left\langle k^{\prime \prime \prime} x^{\prime \prime \prime} \mathcal{L}^{\prime \prime \prime} m^{\prime \prime \prime} l_{l^{\prime \prime \prime}} l_{x}^{\prime \prime \prime} \mid P_{\pi} P_{A N} \mathcal{L} M L_{\pi} L_{N}=0\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \text { (32) } \\
& \text { 〈k" } \text { K' }^{\prime} \text { " } m \\
& =(2 \pi)^{3} \delta( \\
& \times \frac{1}{6} \sum_{I J} 12 \\
& \text { 6me }
\end{aligned}
$$

(3.13)

$$
\operatorname{tJg}_{h=M}
$$

where the states $\left|P_{\pi} P_{A N} \mathcal{L} M L_{\pi} L_{N}=0\right\rangle$ and $\left|P_{\pi}^{\prime} P_{a N}^{\prime} \mathcal{L}^{\prime} M^{\prime} L_{\pi}^{\prime} L_{N}^{\prime}=0\right\rangle$ are just $\left|P_{\pi} L_{\pi} M_{\pi}\right\rangle\left|P_{4_{N}} L_{N}=0 M_{N}=0\right\rangle$ and $\left|P_{\pi}^{\prime} L_{\pi}^{\prime} M_{\pi}^{\prime}\right\rangle\left|P_{4_{N}}^{\prime} L_{N}^{\prime}=0 M_{N}^{\prime}=0\right\rangle$ respectively. Note that $\underset{\sim}{\mathcal{L}}=\mathcal{L}_{\sim}^{\prime}=L_{\sim}=L_{\sim}^{\prime} \quad$ since $L_{N}=L_{\sim}^{\prime}=0$. He now need the matrix elements of $t_{\pi N}$ between the TNCM kets and also the overlaps between the TNCM gets and the
$\boldsymbol{\pi} \nu \mathrm{CM}$ kits. (These overlaps are the so-called "vector brackets".) The matrix elements of $\bar{t}_{\pi N}$ are given by
(3.12)

$$
\begin{aligned}
& \left\langle k^{\prime \prime} K^{\prime \prime} \mathcal{L}^{\prime \prime} m^{\prime \prime} \ell_{k} " \ell_{K^{\prime \prime}}\right| \bar{t}_{T_{N}}\left|k^{\prime \prime \prime} K^{\prime \prime \prime} \mathcal{L}^{\prime \prime \prime} m^{\prime \prime \prime} \ell_{k}^{\prime \prime \prime} \ell_{K^{\prime \prime \prime}}\right\rangle \\
& =(2 \pi)^{3} \frac{\delta\left(x^{\prime \prime}-x^{\prime \prime \prime}\right)}{\mathfrak{K}^{\prime \prime \prime}} \delta\left(\mathcal{L}^{\prime \prime} \mathcal{L}^{\prime \prime \prime}\right) \delta\left(M^{\prime \prime} M^{\prime \prime \prime}\right) \delta\left(l_{k}{ }^{\prime \prime} l_{k^{\prime \prime \prime}}\right) \delta\left(l_{x^{\prime \prime}} l^{\prime \prime \prime}\right) \\
& x \frac{1}{6} \sum_{I J} \frac{(2 I+1)(2 J+1)}{2 l_{k k^{\prime \prime}+1}} t_{I J}\left(\omega_{l_{k(M}}, k^{\prime}, k\right)
\end{aligned}
$$

where
(3.73)

$$
t_{I J l_{k^{\prime \prime}}}\left(\omega_{c M}, k^{\prime}, k\right)=\gamma t_{I J l_{k \prime \prime}}\left(\omega_{c m}, k_{0}, k_{0}\right) \frac{g_{I J l_{k^{\prime \prime}}\left(g_{I J}(a)\right.}^{\left(l_{k} \prime \prime\right.}}{g^{2}\left(k_{0}\right)}
$$

## $t_{I J l_{k^{\prime \prime}}}\left(\omega_{\text {cm }}\right)$
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$\therefore 3$
$\left\langle k^{\prime \prime \prime} K^{\prime \prime \prime} \mathcal{L}^{\prime}\right.$
$=(2 \pi)^{3}($
$x \frac{1}{2 f^{2}+1}$
$x Y_{\ell_{k^{\prime n}}\left(m_{f}\right.}(\hat{x})$
and

$$
t_{I J l_{k^{\prime \prime}}}\left(\omega_{c m}, k_{0}, k_{0}\right)=\frac{-8 \pi^{2} \hbar^{2} c^{2}}{\mu_{R}}\left[\frac{\eta_{I J l_{k} "} e^{2 i \delta_{I J l_{k^{\prime \prime}}}-1}}{2 i k_{0}}\right]
$$

A more complete discussion of the parametrization of $\bar{t}_{\pi N}$ is given in Appendix B. The vector bracket expressions are of the form (See Appendix $D$ for a detailed discussion of the various factors in equation (3.15).)
(3.15)

$$
\begin{aligned}
& \left\langle k^{\prime \prime \prime} K^{\prime \prime \prime} \mathcal{L}^{\prime \prime \prime} m^{\prime \prime \prime} \ell_{k^{\prime \prime \prime}} \ell_{x^{\prime \prime \prime}} \mid P_{\pi} P_{4 N} \mathcal{L} m L_{\pi} L_{N}\right\rangle \\
& =(2 \pi)^{3}(4 \pi)^{2} \delta\left(\mathcal{L}^{\prime \prime \prime} \mathcal{L}\right) \delta\left(m^{\prime \prime \prime} 9\right) \delta(W) \theta_{1} \theta_{2} \\
& x \frac{1}{2 \mathcal{L}+1} \frac{1}{k^{\prime \prime \prime} x^{\prime \prime \prime} P_{\pi} P_{4 N}} \sum_{M_{M}^{\prime \prime}=-\mathcal{L}}^{\mathcal{L}}\left\{\sum_{\substack{m_{k}}}\left\langle\ell_{x^{\prime \prime}} l_{k^{\prime \prime \prime}} m_{x^{\prime}} m_{k} \mid \mathcal{L} M^{\prime \prime}\right\rangle\right. \\
& \left.x Y_{l_{K^{\prime \prime}} m_{k}}(\hat{x}) Y_{l_{k^{\prime \prime \prime} m k}}\left(\hat{f_{k}}\right)\right]^{K}\left[\sum_{M_{N} M_{\pi}}\left\langle L_{N} L_{\pi} M_{N} M_{\pi} \mid \mathcal{L} m^{\prime \prime}\right\rangle Y_{L_{\pi} M_{\pi}}^{\left(\hat{P}_{\pi}\right)} Y_{L_{N} M_{N}}^{\left(\hat{P}_{4 N}\right)}\right] .
\end{aligned}
$$

The factors to note in the vector bracket expression are the delta functions. These delta functions, together with the delta functions in $\bar{t}_{\pi N}$ (equation (3.12) ), allow us to simplify things considerably. For example, since $L_{\sim}^{\prime}=\mathcal{L}_{\sim}^{\prime}$ and $L_{\sim}=\underset{\sim}{\mathcal{L}}$, we have $L_{\pi}=L_{\sim}^{1}=\mathcal{L}_{\sim}^{\prime \prime}={\underset{\sim}{\sim}}_{\mathcal{L}^{\prime \prime}}^{\sim}$. Hence, in equation (3.11), we can eliminate the sums over ( $\left.\mathcal{L}^{\prime \prime}, m^{\prime \prime}\right)$, ( $\left.\mathcal{L}^{\prime \prime \prime}, g^{\prime \prime \prime}\right)$, and ( $L_{\pi}^{\prime}, M_{\pi}^{\prime}$ ). Also, we have $\ell_{k^{\prime \prime}}=\ell_{k^{\prime \prime \prime}}$ and $\ell_{x^{\prime \prime}}=\ell_{x^{\prime \prime \prime}}$. The sum over $M_{\pi}$ can be done trivially since the final result is independent of $M$, and $M=M_{\pi}$.

$$
\text { The kinetic energy conserving delta functions } \delta(W) \text { and } \delta\left(W^{\prime}\right)
$$

allow us to eliminate two of the momentum integrations. (We eliminate $P_{4 N}$ and $P_{4 N}^{\prime}$.) The integral over $K^{\prime \prime \prime}$ is eliminated using the delta function $\delta\left(X^{\prime \prime}-\mathfrak{K}^{\prime \prime \prime}\right)$ in equation (3.12), leaving us with integrals over just $K^{\prime \prime}, k^{\prime \prime}$, and $k^{\prime \prime \prime}$. From equation (A.10) in Appendix A, we obtain the relationships

$$
\begin{array}{ll}
\left(f_{2}^{\prime \prime}\right)^{2}=\left(p_{\pi}^{\prime}-\frac{\omega_{\pi}^{0}}{\omega^{0}} q_{\sim}^{\prime \prime}\right)^{2} & \text { and } \\
\left(f_{2}^{\prime \prime}\right)^{2}=\left(p_{\pi}-\frac{\omega_{\pi}^{0}}{\omega^{0}} q^{\prime \prime}\right)^{2} & \text {. We then write }
\end{array}
$$

the integrals over $k^{\prime \prime}$ and $k^{\prime \prime \prime}$ as integrals over $X^{\prime \prime}$ and $X^{\prime \prime \prime}$ where $\tilde{X}^{\prime \prime}=\hat{P}_{\pi}^{\prime} \cdot \hat{K}^{\prime \prime}$ and $x^{\prime \prime \prime}=\hat{P}_{\pi} \cdot \hat{X}^{\prime \prime}$ (This eliminates the need for the $\boldsymbol{\theta}$ functions.) A straightforward substitution of the vector bracket expressions and the pion-nucleon t-matrix expression into equation (3.11) now gives

$$
\begin{aligned}
& U_{\pi \nu} \\
& (A-1)
\end{aligned}
$$

$$
\operatorname{sex}
$$

$$
x
$$

## خIJ <br> $\int_{-1}^{1} d x=I$ <br> $x \sum_{k=-1}^{4}\left\{\left[\sum_{M_{k}}\right.\right.$

(3.16)

$$
\begin{aligned}
& U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)= \\
& (A-1) \frac{1}{6} \sum_{L_{\pi} \ell_{x^{\prime \prime}}} \frac{(2 I+1)(2 J+1)}{\left(2 L_{\pi}+1\right)\left(2 \ell_{k^{\prime \prime}}+1\right)} P_{L_{\pi}}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) \\
& I, J, \ell_{\ell^{\prime \prime}} \\
& x \int x^{\prime \prime 2} d X^{\prime \prime}\left[\frac{t_{I}\left(w_{c m} l_{k_{k \prime \prime}^{\prime \prime}} k_{0}, k_{0}\right)}{g^{2}\left(k_{0}\right)} \begin{array}{c}
I J l_{k_{k}^{\prime \prime}}
\end{array}\right] \forall\left(R_{\pi}^{\prime} K^{\prime \prime} L_{\pi} l_{K^{\prime \prime}}\right) \exists\left(P_{\pi} K^{\prime \prime} L_{\pi} l_{K^{\prime \prime}}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \text { (3.17) } \quad \frac{Z}{\overbrace{I} J}\left(P_{\pi} x_{k}^{\prime \prime} \quad L_{\pi} l_{X^{\prime \prime}}\right)= \\
& \int_{-1}^{1} d x^{\prime \prime} g\left(k^{\prime \prime}\right) R\left(P_{4 N}^{\prime}\right)\left[\frac{\omega_{\pi}\left(k^{\prime \prime}\right) \omega_{N}\left(k^{\prime \prime}\right)}{\omega_{\pi}\left(P_{\pi}^{\prime}\right) \omega_{N}\left(P_{N}^{\prime}\right)}\right]^{1 / 2} \\
& x \sum_{m=-L \pi}^{L \pi}\left\{\left[\sum_{M_{k} m_{k}}\left\langle l_{x^{\prime \prime}} l_{k^{\prime \prime}} m_{x^{m} m_{k}} \mid L_{\pi} m\right\rangle \sum_{l_{k} n m_{k}}^{\left(\hat{k}^{\prime \prime}\right)} Y_{\ell^{\prime \prime} m_{k}}^{\left(x^{\prime \prime}\right)}\right]^{*}\right. \\
& \left.x\left[Y_{L_{\pi}}^{\left(\hat{P}_{\pi}\right)} Y_{o o}\left(\hat{P}_{4 N}^{\prime}\right)\right]\right\} .
\end{aligned}
$$

$$
\begin{aligned}
& \text { Sacrex mot sactu } \\
& \text { cone equaticn ( } \\
& \text { :ysscion of the } \\
& z(0,-2) \text {, the vecto } \\
& \lim _{\sim} \text { and } \chi_{\sim}^{\prime \prime} \\
& k_{N}^{\prime}=P_{\pi}^{\prime}-( \\
& \operatorname{iin}_{N}^{P}=\underset{\sim}{P_{N}^{\prime}} \\
& \text { :i) }\left(k_{\alpha}^{\prime \prime}\right)^{2}= \\
& \left(P_{N}^{\prime}\right)^{2}+ \\
& \text { Ex } \\
& \text { (in) } x^{\prime \prime}= \\
& \text { tister ex:m } \\
& \text { Youior of the } \\
& 2 x+2 x a z
\end{aligned}
$$

The square root factor in
\#IJ $\ell_{R^{\prime \prime}} \quad$ comes from the $\gamma$ factor in equation (3.13). (See equation (B.5) in Appendix B for a discussion of the $\gamma$ factor.) In the integrals in equation (3.16) and (3.17), the vectors $k^{\prime \prime}, P_{N}^{\prime}$ and $P_{\sim}^{\prime \prime} \sim_{\sim}^{\prime}$ are related to $P_{\sim}$ and $\chi_{\sim}^{\prime \prime}$ via the equations

and $P_{\sim}^{\prime}=P_{4 N}^{\prime}-\frac{1}{A} P_{\sim}^{\prime} \quad$ (see Appendix A). For example, we use
(3.18) $\left(k_{\sim}^{\prime \prime}\right)^{2}=$

$$
\left(P_{\pi}^{\prime}\right)^{2}+\left(\omega_{\pi}^{0} / \omega^{0}\right)^{2}\left(x^{n}\right)^{2}-\left(2 \omega_{\pi}^{0} / \omega^{0}\right)\left|P_{\pi}^{1}\right|\left|x_{\pi}^{n}\right| x^{\prime \prime}
$$

where

$$
\text { (3.19) } \quad x^{\prime \prime}=\hat{P}_{\pi}^{\prime} \cdot \hat{X}^{\prime \prime}
$$

with similar expressions for $\left(P_{N}^{\prime}\right)^{2}$ and $\left(P_{4 N}^{\prime}\right)^{2}$. The orientation of the vectors ${\underset{\sim}{~}}_{\prime}^{\prime} \pi, P_{N}^{\prime}, \sim_{\sim}^{k}$ and $\mathcal{N}$ can be drawn as shown in Figure 3.1.


Figure 3.1-The relationship between the pion and nucleon momenta in the $\mathrm{mpmam}^{-} \mathrm{k}^{\prime \prime}$ frame and the total momentum ${\underset{\sim}{x}}^{\boldsymbol{\chi}}$ and relative

## NIJ $\ell_{k}{ }^{\prime \prime}$
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In the numerical calculation we assume the pion-nucleon interaction is in the $(3,3)$ channel only ( $\left.I=3 / 2, J=3 / 2, l_{k^{\prime \prime}}=1\right)$, and we take the pion-nucleon t-matrix to be the same off-shell as on-shell, i.e., we take $\mathrm{g}_{\text {I }} \overline{\overline{\mathrm{l}}} 1$. We have found the results in the $(3,3)$ resonance region to be rather insensitive to the choice of $g_{I J \ell_{k} \prime \prime}$.

The advantage of using vector brackets should now be clear. Vector brackets allow us to take advantage of the separability of the pion-nucleon t-matrix, so we just have to calculate the function TIT $\ell_{k^{\prime \prime}}$ and integrate it with $t_{I J \ell_{k}^{\prime \prime}} / g_{I J \ell_{k} \prime \prime}^{2}$ as indicated in equation (3.16). In addition, we automatically obtain a partial wave decomposition of the optical potential. Hence, the computational effort is considerably less than in the original form (equation (3.2) ) where 4 -dimensional integrals are required.

# THE FACTORED FORM OF THE TI $-{ }^{4} \mathrm{He}$ OPTICAL POTENTIAL: TWO AD HOC MODELS 

In this chapter we review some of the conventional ad hoc models for the factored pion-nucleus optical potential that are currently popular and show the shortcomings inherent in these models. First, however, we need to consider the factored form in general and show the assumptions which are necessary to obtain a factored optical potential.

## 1. Definition of the Factored Form

In order to avoid the multiple integrals involved in calculating the fully integrated optical potential (equation (3.2) ) the "factored form" of the optical potential is often used (La n'73, Kuj74, Mil 74). In the factored form, the pion-nucleon t-matrix $t_{\pi N}(\Omega) \quad\left(\right.$ recall $\Omega \equiv\left(\omega_{C M}, \mathbb{R}_{\sim}, k_{\mathcal{k}}^{\prime}\right)$ ) is evaluated at some "effective" value of $\boldsymbol{\Omega}$ and taken outside of the integral over the nucleon momenta. Denoting the effective value of $\Omega$ as $\bar{\Omega}$ and using the factored form for the ${ }^{4} \mathrm{He}$ optical potential we have
(4.1) $\quad U_{\pi \nu}\left(P_{\sim}^{\prime}, p_{\pi}\right)=(A-1) \bar{t}_{\pi N}(\bar{\Omega}) \rho(q)$
where $\rho(q)$ is given by
(4.2) $\quad \rho(q)=\int \Psi^{*}\left(P_{4 N}+\frac{A-1}{A} q\right) \psi\left(P_{4 N}\right) \frac{d^{3} P_{4 N}}{(2 \pi)^{3}}$.

The quantity $\rho(q)$ is the ground state form factor and is just the Fourier transform of the ground state density $\rho(\underset{\sim}{r})$ :
(4.3) $p(q)=\int e^{i q \cdot r} p(\underset{\sim}{r}) d^{3} r$.

An empirical form factor is usually used in equation (4.1) rather than a form factor obtained from some assumed ground state wave function.

## 2. The Ad Hoc Models

The ad hoc versions of the factored form which we consider in this chapter are typical of the models found in the literature in that $\bar{\Omega}$ is obtained by some plausible but rather arbitrary prescription. These models are presented solely for pedigodical purposes and do not give good agreement with the fully-integrated Tr - ${ }^{4} \mathrm{He}$ optical potential of Chapter III. Our objective is to make some connection with the work of other workers and not to give
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In Chapter VII we give our own version of the factored form which results from a systematic approximation to the integrals over the nucleon momenta.

In our discussion we consider just the choice of $\bar{\Omega}$, but there are actually three distinct problems involved in generating a factored optical potential from first principles:
a) The off-shell parameterization of $\bar{t}_{\pi_{N}}\left(\Omega_{\sim}\right)$
b) The choice of $\bar{\Omega}$
c) The $\underset{\sim}{\boldsymbol{r}}$-space form of the optical potential (assuming the calculation is done in $\underset{\sim}{\boldsymbol{\sim}}$-space)
Problem (a) is in practice often closely connected to problem (c) since useful $\underset{\sim}{\boldsymbol{\sim}}$-space optical potentials are obtained only for a special class of unphysical divergent off-shell parameterizations such as the Kissinger and "local" parameterizations (Lan73, Lan74b). We use a simple non-divergent zero-range separable parameterization throughout this study and work entirely in momentum space so that we isolate problem (b), the choice of $\bar{\Omega} \cdot{ }^{l}$ Our criteria for a "good" choice of $\bar{\Omega}$ is one for which the factored form is in good agreement with the exact or fully integrated optical potential of Chapter III. As will be shown, most typical ad hoc models involve "bad" choices for $\bar{\Omega}$. However, the prescription we obtain in Chapter VII by systematically approximating the integrals over the nucleon momenta gives a "good" choice for $\bar{\Omega}$.
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## 3. Angle Transformations

The problem of choosing a value for $\bar{\Omega}$ in equation (4.1) has received considerable attention in recent years (Ded7l, Fal72, Lan73, Kuj74, Mil74). For the most part, however, the emphasis has been on the choice of the so-called "angle transformation" which is closely connected to the choice of effective values for the $\pi \mathrm{NCM}$ momenta $\mathbf{k}_{\mathbf{~}}$ and $\mathbf{k}^{\prime}$ (which we denote as $\overline{\mathbf{k}}$ and $\bar{k}_{\sim}^{\prime}$ respectively). Except for the work of Landau et.al. (Ian73), the question of a good value for $\bar{\omega}_{\mathbf{C M}}$ (the effective collision energy) has not been discussed in much detail in the literature. Hence, we shall mainly be concerned with the various angle transformations currectly in vogue.

The purpose of the angle transformation is to take into
account the "mapping" of the scattering angle from the $\pi N C M$ frame to the TIVCM frame. In the early work of Kisslinger (Kis55), a one-to-one mapping was used so that $\cos \theta_{\pi \nu}=\cos \theta_{\pi N} .{ }^{1}$ Dedonder (Ded7l) and Faldt(Fal72) were the first to point out that a transformation of angles is important in pion-nucleus scattering and they proposed a linear angle transformation of the form
$\cos \theta_{\pi N}=a+b \cos \theta_{\pi \nu} \cdot^{2}$ An angle transformation similar
${ }^{1}$ The relation between the cosines and the associated momentum vectors is

$$
\cos \theta_{\pi N}=\overline{k^{\prime}} \cdot \bar{k} /|\bar{k}|\left|\bar{k}_{\sim}^{\prime}\right|, \cos \theta_{\pi \nu}=P_{\sim} \cdot P_{\sim}^{\prime} /\left|P_{\sim}\right|\left|P_{\pi}^{\prime}\right|
$$

$2_{\text {However, }}$ to our knowledge, the "local"optical potential of Lee and McManus (Lee71) was the first model to actually take the angle transformation into account. The angle transformation implied by Lee and McManus is the same on-shell as the one proposed by Dedonder and Faldt.
to that of Dedonder and Faldt was later used in the momentum space calculation of Landau, Phatak, and Tabakin. Hence, for purposes of discussion we consider two models: (a) a "simple static approximation" - this model uses a one-to-one transformation $\left(\cos \theta_{\pi N}=\right.$ $\cos \theta_{\pi y}$ ) and is representative of the early Kisslinger-type angle mappings; (b) a "modified static approximation" - this model incorporates a linear mapping of the form $\cos \theta_{\pi N}=a+b \cos \theta_{\pi y}$ and is representative of models incorporating the angle transformation of Dedonder and Faldt.
4. The Simple Static Approximation

Our quasi-relativistic kinematics relate the $\pi$ VC momenta and TNCM momenta by (see equation $A .13$ in Appendix $A$ for the details of the kinematics) by

$$
\begin{aligned}
& \text { (4.4) } \quad \underset{\sim}{k}=\underset{\sim}{P}\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right]-\left(\omega_{\pi}^{0} / \omega^{0}\right) \underset{\sim}{P} P_{4 N} \\
& (4.5) \quad{\underset{\sim}{k}}^{\prime}=\underset{\sim}{P_{\pi}^{\prime}}\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right]-\left(\omega_{\pi}^{0} / \omega^{0}\right) \underset{\sim}{P_{4 N}^{\prime}} .
\end{aligned}
$$

If we assume the struck nucleon remains "frozen" in the 4 He nucleus then we have $P_{4 N}=P_{4 N}^{\prime}=0$ and the effective values of

$$
\text { (4.6) } \quad \underset{\sim}{k}={\underset{\sim}{x}}^{P}\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right]
$$
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(4. 7) $\quad \overline{\underset{\sim}{f}}={\underset{\sim}{\pi}}_{\prime}^{\prime}\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right]$.

In equations (4.4)-(4.7), $\omega_{\pi}^{0} / \omega^{0}$ is essentially the ratio of the relativistic pion mass to the nucleon mass. It should be clear that the simple static approximation implies $\cos \theta_{\pi N}=$ $\cos \theta_{\pi y}$.
5. The Modified Static Approximation

The modified static approximation is the same as the simple static approximation except the $T N C M$ angles are related to the TUCM angles via a transformation of the form $\cos \theta_{\pi N}=$ $a+b \cos \theta_{\pi y}$. The relations between the magnitudes of the momenta are taken to be the same as in the simple static approximation. Hence, we have for the modified static approximation

$$
\begin{array}{ll}
(4.8) & \left|\overline{E_{2}}\right|=\left|P_{\sim}^{P}\right|\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right] \\
(4.9) & \left|\overline{R_{\sim}^{\prime}}\right|=\left|P_{N}^{\prime}\right|\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right]
\end{array}
$$

$$
\text { (4.10) } \quad \cos \theta_{\pi N}=a+b \cos \theta_{\pi \nu}
$$
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Numerous prescriptions have been given in the literature for choosing the "a" and " b " in equation (4.10) (Ded71, Fal72, Lan 73). We shall use here a prescription that is typical of those in the literature. We shall not be concerned with the details of previous calculations because, as we shall see later, the proper relationship between $\cos \theta_{\pi N}$ and $\cos \theta_{\pi y}$ is, in fact, nonlinear. A linear relationship is obtained only if the recoil of the struck nucleon is neglected. For example, our quasi-relativistic kinematics give
(4.11)

$$
\left(k_{\sim}^{k}-k_{\sim}^{\prime}\right)^{2}=\left(P_{\pi}-P_{\pi}^{\prime}\right)^{2}
$$

or
(4.12) $\quad \cos \theta_{\pi N}=$

$$
\left[\left(k^{2}+k^{\prime 2}-p_{\pi}^{2}-P_{\pi}^{\prime 2}\right) / 2 k k^{\prime}\right]+\left(P_{\pi} p_{\pi}^{\prime} / 2 k k^{\prime}\right) \cos \theta_{\pi \nu}
$$

where $k_{2}$ denotes $\left|k_{N}\right|$, etc..

Due to the recoil of the struck nucleon, the quantities $|f|$ and $\left|\hat{N}_{\sim}^{0}\right|$ actually depend on $\cos \theta_{\pi \nu}$ so equation (4.12) represents a nonlinear angle transformation. However, as equation (4.12) is often used (Fal72, Lan 73), $\left|k_{\sim}^{k}\right|$ and $\left|k_{\sim}^{\prime}\right|$ are taken to be independent of $\cos \theta_{\pi \nu}$ and a linear angle transformation is obtained. For instance, Landau, Phatak, and Tabakin (Lan73) suggest taking the momenta on-shell and calculating $|\underset{\sim}{k}|$ and $\left|\mathbb{R}_{\sim}^{R}\right|$

$R_{1} \sum_{0}$ 。
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b=\left(P_{\pi}^{0} / k_{0}\right)^{2}
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assuming a nucleon which remains frozen in the nucleus so $|k|=$ $\left|R_{N}^{\prime}\right| \equiv R_{0}$. Using the ansatz of Landau, Phatak, and Tabakin
we take

$$
\left|P_{\sim}\right|=\left|P_{\sim}^{P}\right| \equiv P_{\pi}^{0} \quad \text { Bo that }
$$

$$
|k|=\left|k_{k}^{\prime}\right|=\left[1-\left(\frac{A-1}{A}\right) \omega_{\pi}^{0} / \omega^{0}\right] p_{\pi}^{0} \equiv k_{0}
$$

Substituting these values for the magnitudes of the momenta in equation (4.12) we get the transformation
(4.13) $\cos \theta_{\pi N}=1-\left(P_{\pi}^{0} / k_{0}\right)^{2}+\left(\frac{p_{\pi}^{0}}{\pi} / R_{0}\right)^{2} \cos \theta_{\pi V}$.

Hence, in equation (4.10), we have $a=1-\left(p_{\pi}^{0} / k_{0}\right)^{2}$ and $b=\left(P_{\pi}^{0} / R_{0}\right)^{2}$. Equation (4.13) is valid for forward scattering where no momentum is transferred to the struck nucleon but is incorrect at other angles. For example, equation (4.13) allows
$\left|\cos \theta_{\pi N}\right|$ to exceed 1 at backward angles. These unphysical values of $\cos \theta_{\pi N}$ introduce serious discrepancies into the optical potential. As we shall see later, the agreement between the modified static approximation and the fully integrated optical potential is very poor at backward angles.

## 6. The Effective Collision Energy

So far, nothing has been said about the choice of $\bar{\omega}_{C M}$ In the ad hoc models we have discussed. In general, most workers use a value of $\overline{\boldsymbol{\omega}}_{\text {CM }}$ that is plausible for forward scattering (La n73, Kis 74). Hence, for our study we use the value of $\mathcal{W}_{C_{M}}$ obtained in Chapter VII with our systematic approximation, but evaluated for
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forward on-shell scattering. This choice is intended to be representative of the models found in the literature. ${ }^{l}$ The explicit result is ${ }^{2}$

$$
\text { (4.14) } \bar{\omega}_{c M}=\omega^{0}-\left(\hbar^{2} c^{2} / 2 \omega^{0}\right)\left[\left(\frac{A-1}{A}\right)^{2} P_{\pi}^{02}+\left\langle{\underset{\sim}{4 N}}_{2}^{2}\right\rangle\right] .
$$

In equation ( 4.14 ), the quantity $\left\langle P_{4 N}^{2}\right\rangle$ is the ground state average of $P_{4}^{2}$ (we use $\left\langle P_{\sim}^{2}\right\rangle=1 \mathrm{fm}^{-2}$ ). The variable $P_{\pi}^{0}$ is the relativistic momentum of the incident pion in the $\pi \nu C M$ frame. We take the energy parameter $\omega^{0}$ to be
(4.15) $\quad \omega^{0}=\omega_{\pi}^{0}+m_{N} c^{2}+\left(\hbar^{2} c^{2} / 2 m_{N} c^{2}\right)\left[\left\langle P_{\sim}^{2}\right\rangle+\left(P_{\pi}^{0} / A\right)^{2}\right]$.

This expression for $\omega^{0}$ is just the relativistic energy of the pion plus the ground state average of the relativistic nucleon energy (neglecting the potential energy). That is, $\omega^{0}$ is
(4.16) $\quad \omega^{0}=\left(\hbar^{2} c^{2} P_{\pi}^{02}+m_{\pi}^{2} c^{4}\right)^{1 / 2}+m_{N} c^{2}+\left(\hbar^{2} c^{2} / 2 m_{N} c^{2}\right)\left\langle P_{N}^{2}\right\rangle$ where $\left\langle P_{N}^{2}\right\rangle=\left\langle P_{\sim}^{2}\right\rangle+\left(P_{\pi}^{0} / A\right)^{2}$.
$I_{\text {The difference between equation (4.14) and typical choices }}$ is, at most, a few MeV. (See, for example, (Lan73)).
$2_{\text {The result given here is obtained from the "linear approxi- }}$ motion" (equation (7.6) of Chapter VII) for $\left|P_{\pi}\right|=\left|P_{\pi}^{\prime}\right|=P_{\pi}^{\circ}$ and $\cos \theta_{\pi y}=1$.

# THE FACTORED FORM OF THE $\pi-{ }^{4} \mathrm{He}$ OPTICAL POTENTIAL: A RECENT AD HOC MODEL 

When our work was nearing completion, Kujawski and Miller (Kuj74), Miller (Mil74), and Landau (La n74) proposed angle transformations which take into account the recoil of the nucleon. We shall not discuss these recent developments in great detail since in Chapter VII we present a more systematic choice for all of the variables $\left(\omega_{C M}, \mathcal{R}_{\alpha}, \mathcal{R}_{\mathbf{\prime}}^{\prime}\right)=\Omega \quad$ which is just as easy to use as any of these more recent ad hoc prescriptions. However, for completeness, we shall give the general form of these prescriptions.

Instead of assuming $\left|k_{\sim}\right|=\left|k_{\infty}^{\prime}\right| \equiv k_{0} \quad$ as in the angle transformation used in the modified static approximation, we could have calculated $\left|k_{i}\right|$ and $\left|k_{2}^{1}\right|$ by assuming some value for $\boldsymbol{P}_{\sim}$ in the quasi-relativistic relations ${ }^{1}$
(5.1) $k_{\sim}^{0}=P_{\sim}-\left(\omega_{\pi}^{0} / \omega^{0}\right) \underset{\sim}{k}, \quad f_{\sim}^{\prime}=P_{\pi}^{1}-\left(\omega_{\pi}^{0} / \omega^{0}\right) x$
${ }^{1}$ See Appendix A for a discussion of kinematics.
where $K_{\alpha}^{K}={\underset{\sim}{N}}^{\prime}=P_{\pi}+P_{N}=P_{N}^{\prime}+P_{N}^{\prime} \quad$ for a free
nucleon. The value for ${\underset{\sim}{N}}^{\sim}$ used by Miller is $P_{N}=0$
and the value used by Landau is $P_{N}=-\frac{1}{2}\left(P_{\pi}-{\underset{\sim}{N}}^{\prime}\right)$.
With either of these choices, equation (5.1) leads to a non-linear relation between $\cos \theta_{\pi N}$ and $\cos \theta_{\pi y}$ and the resulting optical potential is in much better agreement with the fully integrated optical potential than the two older ad hoc models of Chapter IV. In fact, the choice made by Landau gives an angle transformation that is almost identical to the one we obtain in our systematic approximation to the fully integrated optical potential.

A convenient way to compare the transformation of Kujawski,
Miller, and Landau (KML) with the transformations of the simple static approximation (SSA) and the modified static approximation
(MSA) is to set $\left|P_{\pi}\right|=\left|P_{\pi}^{\prime}\right|=P_{\pi}^{0} \quad$ (i.e., on-shell) and expand the transformation formulas in powers of $\omega_{\pi}^{0} / \omega^{0} \cong 1 / 5$ keeping terms up to the first power in $\omega_{\pi}^{0} / \omega^{0}$. With this procedure, we get the results shown in Table 5.1. ${ }^{2}$ In Figure (5.1) we compare these transformations graphically for $P_{\pi}^{0}=1.5 \mathrm{fm}^{-1}$

$$
\left(E_{\pi}=188 \mathrm{MeV}\right) \text {. At } \theta_{\pi \nu}=0^{\circ} \quad \text {, all three }
$$

transformations have the same value. The MSA and KLM approximations also have the same slope at $\theta_{\pi \nu}=0^{\circ}$. At $\theta_{\pi \nu}=180^{\circ}$ the
$l_{\text {The form given by Miller }}$ is equivalent on-shell to the form given by Kujawski and Miller.
$2_{\text {To order }} \omega^{0} / \omega^{0}$, the transformations of Kujawski, Miller, and Landau are the same for $\left|P_{\Gamma}\right|=\left|P_{\Gamma}^{1}\right|=P_{\pi}^{0}$.

TABLE 5.1--A comparison of the angle transformations used in the simple static approximation (SSA), the modified static approximation (MSA), and the Kujawski-Miller-Landau approximation (KML).

SSA: $\cos \theta_{\pi N}=\cos \theta_{\pi \nu}$
MSS: $\cos \theta_{\pi N}=-2 \omega_{\pi}^{0} / \omega^{0}+\left(1+2 \omega_{\pi}^{0} / \omega^{\circ}\right) \cos \theta_{\pi \nu}$

$$
K M L: \cos \theta_{\pi N}=-\omega_{\pi}^{0} / \omega^{0}+\cos \theta_{\pi \nu}+\left(\omega_{\pi}^{0} / \omega^{0}\right) \cos ^{2} \theta_{\pi \nu}
$$



FIGURE 5.1--Graphical representation of the angle transformations used in the simple static approximation (SSA), modified static approximation (MSA), and the Kujayski-Miller-Landau approximation $(\mathrm{KML})$ for $\left|P_{J}\right|=\left|P_{J}^{\prime}\right|=P_{\pi}^{0}=1.5 \mathrm{fm}^{-1}$
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SSA and KLM approximation both give $\cos \theta_{\text {TN }}=-1$ while the MSA gives $\cos \theta_{\pi_{N}} \cong-2$. As discussed in previous chapters, the unphysical backward angle values for $\cos \theta_{\pi N}$ obtained with the MSA leads to large discrepancies in the optical potential. The KLM transformation has a $\cos ^{2} \theta_{\pi \nu}$ term which cancels the constant term for $\quad \theta_{\pi \nu} \rightarrow 0^{\circ}$ or $180^{\circ}$ so that $\cos \theta_{\text {TN }}$ varies nonlinearly between +1 and -1 . The inclusion of nucleon recoil via the KML angle transformation apparently remedies most of the problems associated with the simple static approximation and modified static approximation. Although the more recent prescriptions which include nucleon recoil are certainly an improvement over the prescriptions represented by the simple static approximation and the modified static approximation, they are no less arbitrary. Our systematic approach to the factored form in Chapter VII eliminates this arbitrariness by relating the prescription for $\Omega$ to the fully integrated result and perhaps more importantly, our prescripdion allows some insight into the physics of elastic pion-nucleus scattering.

[^3]

## THE FACTORED FORM OF THE TT - 4 He OPTICAL POTENTIAL: THE EFFFECTIVE PION-NUCLEON IMPULSE INTERACTION

## 1. Definition of the Effective Impulse Interaction <br> Writing the $T{ }^{4}$ He optical potential in a factored

form allows a convenient separation of nuclear structure effects
from the pion-nucleon interaction effects; however, we must realize that the pion-nucleon interaction factor which multiplies the ground state form factor is actually an effective pion-nucleon interaction. The interaction factor is a function of just the pion coordinates but should contain the effects of internal nucleon motion. It is not clear a priori that the simple static approximation or modified static approximation properly represent the nucleon motion effects (a posteriori they do not ${ }^{1}$ ) so we define an effective pion-nucleon impulse interaction by writing the fully-integrated $T$-He optical potential in the form
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(6.2) $\left\langle t_{\pi N}\right\rangle=\left[(A-1) \rho\left(q_{0}\right)\right]^{-1} \cup_{\pi V}\left(P_{\pi}^{\prime} P_{\pi}\right)$
where $\left\langle t_{\pi N}\right\rangle$ is the effective pion-nucleon impulse interaction
and $U_{\pi \nu}$ is the fully-integrated $\pi-{ }^{4} \mathrm{He}$ optical potential calculated as described in Chapter III. The above definition for
$\left\langle t_{\pi_{N}}\right\rangle$ allows us to have a factored form for the optical potential without making any arbitrary choice for $\Omega$. We can now focus our attention on $\left\langle t_{\pi N}\right\rangle$ rather than the optical potential itself.

It should be noted that $\left\langle t_{\pi N}\right\rangle$ is well defined only
in cases where $\rho(\underline{g})$ has no zeros or where $U_{\pi \nu}\left(p_{\pi}^{\prime} p_{\pi}\right)$ can be written explicitly in factored form. Since we expect that
$\left\langle t_{\pi N}\right\rangle$ does not depend strongly on the details of the nuclear wave function, we take $\Psi\left(P_{4 N}\right)$ to be of the form $N_{0} \exp \left(-\frac{1}{3} R_{0}^{2} P_{4 N}^{2}\right)$ with $R_{0}=1.5 \mathrm{fm}$. This choice results in a gaussian form factor so that $\left\langle t_{\pi N}\right\rangle$ is well defined. We calculate $U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)$ using the gaussian wave function and then obtain the fully-integrated result for $\left\langle t_{\pi N}\right\rangle \quad$ via the definition in equation (5.2). In the next section we compare the exact or fully-integrated result for $\left\langle t_{\pi N}\right\rangle \quad$ with the result given by the simple static approximation and the modified static approximation.
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## 2. The Fully-Integrated Impulse Interaction Compared to the <br> Simple Static Approximation and the Modified Static Approximation

The two ad hoc approximations used in Chapter IV to obtain
a factored form of the $\pi-{ }^{4}$ He optical potential can now be re-
garded as approximations for the exact or fully-integrated effective impulse interaction, i.e., $\left\langle t_{\pi N}\right\rangle \cong t_{\pi N}(\bar{\Omega})$
where $\bar{\Omega}$ is given by the prescriptions in Chapter IV. We will consider the simple static approximation and the modified static approximation to be approximations for $\left\langle t_{\pi N}\right\rangle$ in the remainder of our discussions.

In Figures $6.1-6.3$ we show on-shell $\left\langle t_{\pi N}\right\rangle$ for the following cases: (a) the fully-integrated result obtained from a numerical evaluation of $\quad U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)$ and the definition in equation 6.2; (b) the result obtained from the simple static approximation; (c) the result obtained from the modified static approximation. In all three cases we have assumed the pionnucleon interaction is in the $(3,3)$ channel only and we have used the following zero-range form for $\bar{t}_{\pi N}(\Omega)$ :

$$
\begin{equation*}
\bar{t}_{\pi N}(\Omega)=\gamma \alpha_{33}\left(\omega_{C M}\right) \hat{k}^{\prime} \cdot \hat{k} \tag{6.3}
\end{equation*}
$$

The above form is just the parameterization described in Appendix B with $I=3 / 2, J=3 / 2$, and $L=1$. The factor $\alpha_{33}$ is hence $(1 / 3 \pi) t_{I J L}$.

It is apparent from Figures 6.1-6.3 that there are significant differences between the fully-integrated result for

FIGURE 6.1-- The real and imaginary parts of the effective pionnucleon impulse interaction as a function of the cosine of the pion-nucleus C.M. scattering angle calculated by three methods: (a) (solid line) the effective interaction resulting from full integration of the impulse approximation (FIA); (b) (short dash line) the simple static approximation (SSA); (c) (dot-dash line) the modified static approximation (MSA). The laboratory kinetic energy of the pion is 110 MeV .


FIGURE 6.1.



FIGURE 6.2--As in Figure 6.1 except at 180 MeV . Note the strong down bending at backward angles in the real part of the fullyintegrated impulse interaction (FIA).
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FIGURE 6.3--As in F1gure 6.1 except at 260 MeV .
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$\left\langle t_{\pi N}\right\rangle$ and the results given by the simple static approximation and the modified static approximation. In trying to understand these differences we have arrived at a simple prescription for $\left\langle t_{\pi N}\right\rangle$ which is in good agreement with the exact result and which allows us to understand in a transparent way the main effects of nucleon motion in elastic pion-nucleus scattering. We present our prescription for $\left\langle t_{\pi N}\right\rangle$ in Chapter VII.

## 3. Comparison of the Fully-Integrated Impulse Interaction

 with the Kujawski-Miller-Landau ModelAs mentioned in Chapter $V$, when our study was nearly finished, the newer models which take nucleon recoil into account began to come into use. For the sake of completeness, we have calculated $\left\langle t_{T_{N}}\right\rangle$ using the KML angle transformation in Chapter V. The results are shown in Figures 6.4-6.6. Clearly, the $K M L$ approximation is a much better representation of the fullyintegrated result for $\left\langle t_{\pi N}\right\rangle$, although there are still some significant discrepancies.

It is important to note that at each energy the KML approximation for $\left\langle t_{\pi N}\right\rangle$ (as well as the other two ad hoc approximations) is just a complex constant times the function for

in Table 5.1. The surprisingly good agreement between the KML approximation and the fully-integrated result thus indicates that nucleon recoil is an important effect in $\left\langle t_{T N}\right\rangle$

FIGURE 6.4--The real and imaginary parts of the effective pionnucleon impulse interaction as a function of the cosine of the pion-nucleus C.M. scattering angle calculated by two methods: (a) (solid line) the effective interaction resulting from full integration of the impulse approximation (FIA); (b) (large dots) the Kujawski-Miller-Landau approximation (KML) to case (a). The laboratory kinetic energy of the pion is 110 MeV .
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FIGURE 6.5--As in Figure 6.4 except at 180 MeV .


FIGURE 6.6--As in Figure 6.4 except at 260 MeV .
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## A SYSTEMATIC APPROXIMATION FOR THE EFFECTIVE PION-NUCLEON IMPULSE INTERACTION

In this chapter we outline a method for obtaining a systematic approximation for the effective pion-nucleon impulse interaction.

## 1. A Linear Approximation

We assume the fluctuations in $t_{\pi N}(\Omega)$ due to nucleon motion are small and make a linear expansion of $t_{\pi_{N}}(\Omega)$ obtaining for $\left\langle\operatorname{t}_{\pi N}\right\rangle 1$
(7.1) $\left\langle t_{\pi N}\right\rangle \cong \rho(q)^{-1} \int \psi^{*}\left(p_{4 N}+\frac{A-1}{A} q\right) \psi({\underset{\sim N}{N}})$

$$
\times\left[\overline{t_{\pi N}}(\bar{\Omega})+\left(\underset{\sim}{\nabla_{\Omega}} \bar{t}_{\pi N}\right) \cdot(\Omega \Omega-\bar{\Omega})\right] \frac{d^{3} P_{\Delta N}}{(2 \pi)^{3}}
$$

${ }^{1}$ It turns out a similar approach has previously been used in nucleon-nucleus scattering (Kow63, Ade72). We thank R. Landau for bringing these calculations to our attention.

$$
\therefore \quad \Omega
$$

ミミジミート ミニー
$\exp \left(-R_{0}^{2} g^{2}\right.$
$\because \pi$
where the expansion point $\bar{\Omega}$ is arbitrary at this time. Clearly if we choose $\Omega$ to be

$$
\left.(7.2) \bar{\Omega}=\rho(q)^{-1} \int_{\Omega} \psi_{\left(p_{A N}^{*}\right.}+\frac{A-1}{A} q\right) \psi\left(p_{4 N}\right) \frac{d^{3} p_{4 N}}{(2 \pi)^{3}}
$$

the linear term vanishes so that we obtain the simple prescription

$$
\text { (7.3) }\left\langle t_{\pi N}\right\rangle \cong \bar{t}_{\pi N}(\bar{\Omega})
$$

where $\bar{\Omega}$ is defined in equation (7.2). We call the above prescription the "linear approximation" for $\left\langle t_{\pi N}\right\rangle$.

In order to obtain an explicit expression for $\left\langle t_{\pi_{N}}\right\rangle$ we use the gaussian form for $\psi\left(P_{A N}\right)$ given in Chapter VI and make a change of variable $P_{\sim N} \rightarrow P^{*}-\frac{A-1}{2 A} q$ so we have

$$
\begin{aligned}
(7.4) \bar{\Omega}= & \rho(q))^{-1} \exp \left(-R_{0}^{2} q^{2} / 6\right) \\
& x \int_{\Omega} N_{0}^{2} \exp \left(-2 R_{0}^{2} p^{*^{2}} / 3\right) \frac{d^{3} p^{*}}{(2 \pi)^{3}}
\end{aligned}
$$

The form factor associated with our gaussian wave function is $\exp \left(-R_{0}^{2} q^{2} / 6\right)$ so we have finally

$$
\text { (7.5) } \bar{\Omega}=\int \Omega N_{0}^{2} \exp \left(-2 R_{0}^{2} p^{*^{2}} / 3\right) \frac{d^{3} p^{*}}{(2 \pi)^{3}} \text {. }
$$

$$
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$$
\begin{aligned}
& \bar{\omega}_{C M}=c \\
& \underset{\sim}{b_{2}}=P_{2}^{1}=
\end{aligned}
$$

We use the quasi-relativistic kinematics given in Appendix $A$ and obtain for $\boldsymbol{\sim}$

$$
\text { (7.6) } \bar{\omega}_{C M}=\omega^{0}-\frac{\hbar^{2} c^{2}}{2 \omega^{0}}\left[\left(\frac{A-1}{2 A}\right)^{2}\left(\frac{P_{\pi}}{\sim}+P_{\pi}^{\prime}\right)^{2}+\left\langle P_{4 N}^{2}\right\rangle\right]
$$

(7.7) $\bar{k}=P_{\sim}-\left(\omega_{\pi}^{0} / \omega^{0}\right)\left(\frac{A-1}{2 A}\right)\left(P_{\sim}^{\pi}+P_{\sim}^{\prime}\right)$
(7.8) $\overline{k^{\prime}}=\underset{\sim}{P_{\pi}^{\prime}}-\left(\omega_{\pi}^{0} / \omega^{0}\right)\left(\frac{A-1}{2 A}\right)\left(\underset{\sim}{P_{\pi}}+P_{\pi}^{\prime}\right)$.

In equations (7.6) - (7.8), $P_{\pi}$ and $P_{\pi}^{\prime}$ are respectively the initial and final momentum of the pion in the TVCM frame. The quantity $\omega_{\pi}^{0}$ is the relativistic energy of the incident pion $\left(\omega_{\pi}^{0}=\left(\kappa^{2} c^{2} P_{\pi}^{0^{2}}+m_{\pi}^{2} c^{4}\right)_{p^{2}}^{1 / 2}\right)$ and $\left\langle P_{4 N}^{2}\right\rangle$ is the usual ground state average of $P_{4 N}^{2}$. The energy parameter $\boldsymbol{\omega}^{0}$ is $\omega_{\pi}^{0}$ plus the ground state average of the relativistic nucleon energy (neglecting the potential energy), i.e.,
(7.9) $\omega^{0}=\omega_{\pi}^{0}+M_{N} c^{2}+\left(\hbar^{2} c^{2} / 2 m_{N^{2}}{ }^{2}\right)\left\langle P_{N}^{2}\right\rangle$
$I_{\text {We could }}$ use fully relativistic kinematics just as easily. For purposes of comparison we consistently use the quasirelativistic kinematics of Appendix A.

where $\left\langle P_{\underset{\sim}{2}}^{2}\right\rangle=\left\langle P_{A N}^{2}\right\rangle+\left(P_{\pi}^{0} / A\right)^{2}$. It should be noted that for on-shell values of $P_{\boldsymbol{\pi}}$ and ${\underset{\boldsymbol{T}}{\boldsymbol{T}}}_{\prime}$ and $\boldsymbol{\theta}_{\pi \nu}=0^{0}$, the above prescription for $\left\langle t_{\pi_{N}}^{\sim}\right\rangle$ reduces to the prescriptions in the simple and modified static approximations.

In Figures 7.1 - 7.3 we compare the linear approximation for $\left\langle t_{\pi N}\right\rangle$ with the fully-integrated result.
2. A Quadratic Approximation

A smoothing effect is missing in our linear approximation for $\left\langle t_{\pi N}\right\rangle$ that can be included by using energy averaged input for $\bar{t}_{\pi N}$ or by including higher order terms in the expansion of $\bar{t}_{\pi N}$. We consider here a quadratic approximation to $\alpha_{33}\left(\omega_{\mathbf{C M}}\right)_{\text {_ }}$ in the zero-range $t$-matrix of equation (6.3). ${ }^{1}$ We thus expand $t_{\pi N}$ to second order in $\omega_{C M}$ but only to first order in $\underset{\sim}{f}$ and ${\underset{\sim}{c}}_{\sim}^{\sim}$. This procedure provides a simple way of accounting for the main part of the nonlinear energy dependence in $\bar{t}_{\pi N}$.

In Figure 7.4 we show $\alpha_{33}\left(\omega_{C M}\right)$ in the energy region $\left(m_{\pi}+m_{N}\right) c^{2}$ to $\left(m_{\pi}+m_{N}\right) c^{2}+400 \mathrm{MeV}$. In regions where $\alpha_{33}\left(\omega_{C M}\right)$ shows strong nonlinear behavior, we want our quadratic approximation to produce an averaging effect. For example, the peak in $\operatorname{IM}\left(\alpha_{33}\right)$ at $\omega_{C M}-\left(m_{\pi}+m_{M}\right) c^{2} \cong 150 \mathrm{MeV}^{2}$ should be lowered somewhat with a quadratic approximation.
$I_{\text {The }}$ parametrization in equation (6.3) is

$$
\bar{t}_{\pi_{N}}(\Omega)=\gamma \alpha_{33}\left(\omega_{c m}\right) \hat{k^{\prime}} \cdot \hat{k} .
$$

FIGURE 7.1--The real and imaginary parts of the effective pionnucleon impulse interaction as a function of the cosine of the pion-nucleus C.M. scattering angle calculated by two methods: (a) (solid line) the effective interaction resulting from full integration of the impulse approximation (FIA); (b) (large dots) the linear approximation (IA) to case (a). The laboratory kinetic energy of the pion is 110 MeV .


FIGURE 7.1.


FIGURE 7.2-As in Figure 7.1 except at 180 MeV . The down bending at backward angles in the real part is due to the higher average two-body scattering energy for large angle scattering, which for this case actually raises the energy from below to above resonance.



FIGURE 7.3-As in Figure 7.1 except at 260 MeV .

FIGURE 7.4--The real and imaginary parts of $\alpha_{33}$ as a function of the pion-nucleon C.M. kinetic energy. The quantity $\omega_{\mathbf{c m}}$ is the total relativistic pion-nucleon C.M. energy so that $\omega_{c M}-\left(m_{\pi}+m_{N}\right) C^{2}$ is the corresponding kinetic energy.
I

We choose $\alpha_{33}\left(\omega_{c M}\right)$ to be of the form

$$
(7.9) \alpha_{S 3}\left(w_{C M}\right)=a_{0}+a_{1}\left(w_{C M}-\bar{w}_{C M}\right)+a_{2}\left(w_{C M}-\bar{w}_{C M}\right)^{2}
$$

where $\overline{\boldsymbol{\omega}}_{\text {CM }}$ is given in equation (7.6). We require that equation (7.9) be exact at the points $\bar{\omega}_{C M}$, $\bar{\omega}_{C M} \pm \sigma_{\omega}$ where $\sigma_{\omega}^{2}$ is the average value of $\left(\omega_{C M}-\bar{\omega}_{C M}\right)^{2}$ calculated from equation (7.5). The explicit result for $\boldsymbol{\sigma}_{\omega}^{2}$ is ${ }^{1}$
(7.10) $\sigma_{\omega}^{2}=\left(\frac{\hbar^{2} c^{2}}{2 \omega^{0}}\right)^{2}\left[\left\langle p_{4 N}^{4}\right\rangle-\left\langle P_{4 N}^{2}\right\rangle^{2}\right.$

$$
\left.+\frac{4}{3}\left(\frac{A-1}{2 A}\right)^{2}\left(P_{\pi}+P_{\pi}^{\prime}\right)^{2}\left\langle{\underset{\text { the scattering angle }}{ }}_{P_{\text {, being }}^{2}}^{P_{\text {lager }}}\right\rangle\right]
$$

(Note $\boldsymbol{\sigma}_{\omega}^{2}$ depends on the scattering angle, being larger at forward angles.) Using the above quadratic form for $\alpha_{33}$ and proceeding as with the linear case, we obtain

$$
(7.11)\left\langle t_{\pi N}\right\rangle=\frac{1}{2}\left[\bar{t}_{\pi N}\left(\bar{\Omega}^{+}\right)+\bar{t}_{\pi N}\left(\bar{\Omega}^{-}\right)\right]
$$

${ }_{\text {We use equation }}(7.5)$ with $\xrightarrow[\sim]{\Omega} \rightarrow\left(\omega_{C M}-\bar{\omega}_{c M}\right)^{2}$ to define $\sigma_{\omega}^{2}$. For $R_{0}=1.5 \sim \mathrm{fm}$ we have

$$
\left\langle P_{4 N}^{2}\right\rangle \cong 1 f_{m}^{-2} \text { and }\left\langle P_{4 N}^{4}\right\rangle \cong 5 / 3 f_{m}^{-4}
$$

where

$$
\text { (7.12) } \bar{\Omega}^{ \pm}=\left(\bar{\omega}_{C M} \pm \sigma_{\omega}, \bar{k}_{\sim},{\overline{k_{\sim}^{\prime}}}^{\prime}\right) \text {. }
$$

The difference between the quadratic approximation and the linear approximation is fairly small, but there is a slight improvement so we use the quadratic approximation in the actual calculation of elastic scattering cross sections.

## 3. Qualitative Effects of Nucleon Motion in the Effective Impulse Interaction

The 11 near approximation for $\left\langle t_{\pi N}\right\rangle$ contains the main features of the fully-integrated result (see Figures 7.1-7.3) so we can use the simple form in equation (7.3) to understand how the effects of internal nucleon motion enter into the effective pion-nucleon impulse interaction. First, however, we need to understand the properties of $\bar{\Omega}$. The dependence of $\bar{\Omega}$ on $\boldsymbol{P}_{\boldsymbol{\pi}}$ and $\boldsymbol{P}_{\boldsymbol{\pi}}^{\prime}$ shown in equations (7.6) - (7.8) is due to the fact that the average value of ${\underset{\sim}{4 N}}^{\sim}$ is $-\left(\frac{A-1}{2 A}\right) q$ and not zero (we define "average" here by using equation (7.5) with $\left.\Omega \rightarrow P_{A N}\right)$. This result for $P_{\sim \sim N}^{N}$ is valid for any single particle wave function of definite parity. Due simply to momentum conservation the average value of the final 4 NCM nucleon momentum is $\bar{P}_{4 N}^{1}=\bar{P}_{4 N}+\frac{A-1}{A} q_{0}=\frac{A-1}{2 A} q$. Thus for elastic scattering (viewed in the $4 N C M$ frame) where the nucleon
"absorbs" momentum $\frac{A-1}{A} g$ but no energy, the nucleon wave function favors collisions where the nucleon momentum vector is
reversed without changing magnitude. The effect of this momentum "selection rule" is to make $\bar{\omega}_{C M}, \bar{k}_{\sim}$ and $\bar{k}_{\sim}^{\prime}$ all larger for large angle scattering than for small angle scattering. (We assume

$$
\left|P_{\pi}\right|=\left|P_{\pi}^{\prime}\right| \quad \text { here for purposes of discussion.) }
$$

Let us now examine how the properties of $\bar{\Omega}$ are reflected in the behavior of $\bar{t}_{\pi N}(\underset{\sim}{\Omega})$. We consider only the parametrization of equation (6.3), but the main effects should be present in any parametrization. First, in the angle factor, our prescription for $\bar{k}$ and $\bar{k}^{\prime}$ generates an effective angle transformation from the TNCM frame to the TVCM frame. This angle transformation is essentially the same as the Kujawski-Miller-Landau (KML) angle transformation given in Table 5.1 and shown in Figure 5.1 in Chapter $V$. In the limit $\frac{A-1}{A} \rightarrow 1$ our transformation is identical with Landau's. (The ( $A-1$ )/A factor arises in our transformation because we take into account the (small) effect of the recoil of the nucleus as well as the recoil of the nucleon.) Hence, in our transformation $\cos \theta_{\pi N} \equiv \bar{k} \cdot \overline{k_{\sim}^{\prime}} /|\bar{k}|\left|\overline{k^{\prime}}\right|$ varies nonlinearly between +1 and -1 as $\cos \theta_{\pi \nu}=\hat{P}_{\pi} \cdot \hat{p}_{\pi}^{\prime}$ varies between +1 and -1 . It is interesting to note that for $\left|P_{\pi}^{\prime}\right|=\left|P_{\pi}\right|, \quad$ Miller's choice $\left(\bar{P}_{N}=0\right)$ gives
 and our result $\left(\bar{P}_{4 N}=\frac{A-1}{2 A}\left(P_{N}-P_{N}^{\prime}\right)\right)$ both give $\left|\bar{P}_{\mathbb{Z}}^{\prime}\right|=\left|\overline{\mathbb{P}}_{\boldsymbol{\sim}}\right| \sim$, Hence, elastic scattering in the $\pi V \mathrm{CM}$
frame corresponds (on the average) to elastic scattering also in the TNNCM frame when nucleon motion is taken into account correctly. ${ }^{1}$

[^5]Next, the factor $\gamma$ in equation (7.3) (see Appendix $B$ for an explicit form) has a nonneglible dependence on $P_{\boldsymbol{\pi}}$ and ${\underset{\sim}{\pi}}_{\prime}^{\sim}$. This factor has previously been treated as a constant for each scattering energy. (La n73, Kuj74). At backward angles $\gamma$ is approximately 1 , whereas at forward angles $\gamma$ is about . 8 or .9 for the energies we consider.

Third, the most interesting feature of the effective impulse interaction is the dependence of $\alpha_{33}\left(\bar{\omega}_{C M}\right)$ on $P_{\pi}$ and $P_{\underset{\sim}{\sim}}^{\prime}$. In energy regions where the free pion-nucleon scattering amplitude (Re or Imp part) is increasing with energy, the factor $\alpha_{33}\left(\bar{\omega}_{C M}\right)$ (Re or Tm part) is larger at backward angles because $\bar{\omega}_{C M}$ is larger there. The reverse is true in energy regions where the free scattering amplitude is decreasing with increasing energy. This effect is quite evident in the real part of $\left\langle t_{\pi N}\right\rangle$ at a pion laboratory energy of 180 Mev (see Figure 7.2). For this case the forward scattered pions have an average TNCM collision energy that is below the resonance energy while backward scattered pions have an average collision energy that is above the resonance energy. The real part of the free scattering amplitude changes sign at the resonance energy, causing the real part of $\left\langle t_{\pi N}\right\rangle$ to be strongly distorted at backward angles. At other laboratory energies the effect is much less dramatic, but is still present.

Finally, it is interesting to note that although our parametrization of $\bar{t}_{\pi N}$ in equation (6.3) is a zero-range form, the effective impulse interaction $\left\langle t_{\pi_{N}}\right\rangle$ has a finite range (which changes with the TIVCM scattering energy $\omega^{0}$ ) due to the dependence of $\bar{\omega}_{C M}$ on $P_{\pi}$ and $P_{\pi}^{\prime}$.

CORRECTIONS TO THE IMPULSE APPROXIMATION


#### Abstract

Up to this point we have assumed the t-matrix for scattering of a pion from a bound nucleon is the same as the free pion-nucleon t-matrix, i.e., we have used the impulse approximation. We now consider corrections to the impulse approximation using a 3-body model.


The calculation described in this chapter was motivated by estimates given by Goldberger and Watson which indicated that binding effects in pion-nucleus scattering are large in the $(3,3)$ resonance region (Gol64). Our calculations indicate that the effects are, in fact, not very large. Moreover, since the calculation of binding effects is very tedious even in a simple 3-body model, we have developed a fairly good approximation to our exact calculation. Most of the work presented in this chapter was done some time before the calculation presented in previous chapters and, consequently, there are some minor differences between the model used here and the one used in previous chapters. In this chapter we assume an infinitely heavy nucleus and use a finite-range off-shell parameterization of the free pion-nucleon t-matrix. Our experience indicates that these two factors do not significantly affect the results. Since the binding correction itself turned out to be fairly small, it was not necessary to modify this early model.

## 1. A 3-Body Model

Instead of treating the complete problem of a pion and A target nucleons, we consider the interaction of a pion with a single nucleon which is bound in a fixed potential well. ${ }^{1}$ We shall assume in this chapter that our 3-body model is a reasonable approximation for the ( $\mathrm{A}+1$ )-body problem. In Appendix E we give a theoretical justification for the model.

In our model the incident pion interacts only with the nucleon and not with the potential well itself, so the model Hamiltonian is


Here $K_{\pi}$ is the relativistic pion kinetic energy, $H_{N}$ is the Hamiltonian for the bound nucleon and $V_{\pi N}$ is the potential between the pion and the target nucleon. The nucleon Hamiltonian $H_{\boldsymbol{N}}$ is taken to be

$I_{\text {We note the }}$ that since the potential well is fixed in space, nuclear recoil effects are neglected and the TIVCM coordinates are identical to the laboratory coordinates.
where $K_{N}$ is the nucleon kinetic energy and $U_{N}$ is a single particle binding potential. Our 3-body Hamiltonian is formally similar to the original ( $A+1$ )-body problem in that the nuclear Hamiltonian $H_{\nu}$ is replaced with $H_{N}$.

$$
\text { By replacing } H_{\nu} \text { with } H_{N} \text { in the formalism of }
$$

Chapter II, we can easily obtain the t-matrix for scattering of a pion from a bound nucleon in terms of the free pion-nucleon t-matrix. ${ }^{1}$
(8.3) $\tau_{\pi N}(E)=t_{\pi N}\left(E^{\prime}\right)+t_{\pi N}\left(E^{\prime}\right)\left[g(E)-g_{0}\left(E^{\prime}\right)\right] \uparrow_{\pi N}(E)$

Here $t_{\pi N}$ is the free pion-nucleon t-matrix and $g$ and $g_{0}$ are given by
(8.4) $g(E)=\left(E-K_{\pi}-K_{N}-U_{N}+i \epsilon\right)^{-1}$
(8.5) $g_{0}\left(E^{\prime}\right)=\left(E^{\prime}-K_{\pi}-K_{N}+i \epsilon\right)^{-1}$.

[^6]The propagator $g(E)$ can be written as
(8.6) $\quad g(E)=g_{0}(E)+g_{0}(E) R_{N} g_{0}(E)$
where $R_{N}$ is defined as
(8.7) $R_{N}=U_{N}+U_{N} g_{0}(E) R_{N}$.

That is, $R_{N}$ is the t-matrix associated with the potential $U_{N}$. We can now write $\prod_{T N}$ as

$$
\text { (8.8) } \begin{aligned}
\tau_{\pi N}(E)=t_{\pi N}\left(E^{\prime}\right)+ & t_{\pi N}\left(E^{\prime}\right)\left[g_{0}(E)-g_{0}\left(E^{\prime}\right)\right. \\
& \left.+g_{0}(E) R_{N} g_{0}(E)\right] \uparrow_{\pi N}(E)
\end{aligned}
$$

In Chapter II it was stated that the energy $E^{\prime}$ in $t_{\pi \omega}\left(E^{\prime}\right)$ is an arbitrary parameter. Several authors have suggested that $E^{\prime}$ can be chosen so as to minimize the second term in equation (8.8) (Sch72, Lan 73). We intend to calculate the second term explicitly so we simply take $E^{\prime}=E$. Setting $E^{\prime}=E$ in equation (8.8) we obtain for $\prod_{\pi N}$

## (8.9) $T_{\pi N}(E)=t_{\pi N}(E)+t_{\pi N}^{(E)} g_{0}(E) R_{N} g_{0}(E) \uparrow_{\pi N}(E)$.

Rather than attempting to solve the full integral equation for $T_{T N}$, we calculate the first two terms in the series. It turns out that the second term is small compared to the first term, so our procedure is reasonable. We also assume that $t_{\pi N}$ acts only in the $(3,3)$ channel (i.e., $t_{\pi N}=t_{33}$ ), so we want to calculate


The separable parametrization of Appendix $B$ is used for $t_{33}$ The off-shell factor $g(k)$ used in the separable parametrization (see Appendix B) was taken to be $k /\left(1+k^{2} r_{0}^{2}\right) \omega(k)$ rather than unity ${ }^{1}$. The t-matrix $R_{N}$ is assumed to have a single s - wave bound state at $\mathrm{E}_{\mathrm{N}}=-20 \mathrm{MeV}$.

Equation (8.10) can be thought of in terms of multiple scattering and represented diagrammatically as in Figure 8.1.

[^7]

Figure 8.1 - Diagrammatic representation of equation (8.10).

The first diagram is the impulse term and the second is a correction to the impulse term. In the second diagram the nucleon is scattered by the potential well (via $R_{N}$ ) between scatterings with the pion. The interaction of the nucleon with the potential well causes the nucleon wave function to be "distorted" in the intermediate states. Thus, our 3-body model takes into account multiple interaction of the pion with the same nucleon and the distortion of the nucleon's wave function by the binding potential.

In preliminary calculations using a square well for $U_{N}$, the main contribution from $R_{N}$ appeared to be coming from the bound state pole. It is well known that near a bound state pole a one-term separable potential gives a good approximation for a local potential (Lov64). Also, a separable potential for $U_{N}$ considerably simplifies the calculation, so the binding potential was taken to be an $s$-wave separable potential of the form

$$
\begin{equation*}
U_{N}\left(P_{N}^{\prime} P_{N}\right)=\lambda u_{N}\left(P_{N}^{\prime}\right) u_{N}\left(P_{N}\right) \tag{8.11}
\end{equation*}
$$

where $u_{N}\left(p_{N}\right)=\left(\alpha^{2}+p_{N}^{2}\right)^{-1}, \alpha=3.17 \mathrm{fm}^{-1}$ and $\quad \lambda=38935 \mathrm{MeV} \cdot \mathrm{fm}^{-1}$. These values for $\alpha$ and $\boldsymbol{\lambda}$ give a bound state at -20 MeV with an RMS radius of 1.61 fm . (A one-term separable potential can produce only one bound state.) The t-matrix associated with the above separable potential is
(8.12) $R_{N}\left(E ; P_{N}^{\prime}, P_{N}\right)=\lambda u_{N}\left(P_{N}^{\prime}\right) r_{N}(E) u_{N}\left(P_{N}\right)$.

The energy factor $r_{N}(E)$ is given by
(8.13) $r_{N}(E)=\left[1+\left(\frac{\lambda m_{N}}{8 \pi^{2} \hbar^{2}}\right) \frac{1}{2 \alpha\left(\alpha+i P_{E}\right)}\right]^{-1}$ maxe $p_{E}=\left(2 m_{N} E / \hbar^{2}\right)^{1 / 2}$.

The matrix elements for the binding correction term were calculated using the vector bracket method as described in Chapter III for the impulse term. The binding correction term considered here is considerably more complicated than the impulse term, so instead of giving a detailed derivation we indicate schematically the procedure. A more complete development is given in Appendix $F$.

We want to calculate

$$
{ }_{(8.14)} \Delta t_{\pi N} \equiv\left\langle p_{\pi}^{\prime}\right|\langle 0| t_{33} g_{0} R_{N} g_{0} t_{33}|0\rangle\left|p_{\pi}\right\rangle
$$

Denoting a complete set of two-body states for the pion-nucleon C.M. frame as $|\Pi N C M\rangle \int\langle T N C M| \quad$ and a complete set for the pion-nucleus C.M. frame as $|\pi \nu C M\rangle \int\langle\pi \nu C M|$ we calculate

$$
\begin{aligned}
& \text { (8.15) } \Delta t_{\pi N}=\left\langle P_{\pi}^{\prime} \mid\langle 0 \mid \pi \nu C M\rangle\right\rangle\langle\pi \nu C M \mid \pi N C M\rangle \int\langle\pi N C M| \\
& \times t_{33}|\pi N C M\rangle \int\langle\pi N C M \mid \pi \nu C M\rangle \int\langle\pi \nu C M| \\
& \times g_{0} R_{N} g_{0}|\pi \nu C M\rangle \int\langle\pi \nu C M \mid \pi N C M\rangle \int\langle\pi N C M| \\
& \times t_{33}|\pi N C M\rangle\left\langle\langle\pi N C M \mid \pi \nu C M\rangle \int\langle\pi \nu C M \mid 0\rangle \mid P_{\pi}\right\rangle .
\end{aligned}
$$

2. Numerical Results for $T_{\pi N}$

We have calculated exactly the $L=0$ and $L=1$ components of $\left\langle P_{\pi}^{\prime}\right|\langle 0| T_{\pi N}|0\rangle\left|P_{T}\right\rangle \quad$ for energies between 31 and $373 \mathrm{MeV}{ }^{\sim}\left(P_{\pi}^{0}=.5 \mathrm{fm}^{-1}\right.$ to $\left.2.5 \mathrm{fm}^{-1}\right)$. In Figure 8.2 the result for $L=1$ is plotted on an argand diagram. The solid line is the impulse result and the dashed line is the impulse result


FIGURE 8.2--An Argand diagram of the $L=1$ component of

$$
\left\langle P_{\pi}^{\prime}\right|\langle 0| t_{\pi N}|0\rangle\left|P_{\pi}\right\rangle \quad \text { (impulse result) }
$$

and

$$
\left\langle P_{\pi}^{\prime}\right|\langle 0| T_{\pi N}|0\rangle\left|P_{\pi}\right\rangle \quad \text { (impulse plus binding effects). }
$$

The solid line is the impulse result and the dashed line is the impulse result plus the binding correction. At a given energy, the arrow connecting the solid line and the dashed line is the binding correction itself.
plus the binding correction. At a particular energy, the arrow connecting the solid line and the dashed line is the binding correction itself. The real and imaginary part of the binding correction (i.e., the arrow) is shown as a function of energy in Figure 8.3.

One immediately apparent feature in Figure 8.2 is that the binding correction term (i.e.,the arrow) is small and "rotates" about twice as fast as the impulse term. A more careful study indicates that the binding correction term varies approximately as ( -1 ) times the square of the impulse term. The simple relationship between the binding correction term and the impulse term prompted us to look for some simple approximation which we could justify theoretically. In the next section we derive an approximation for the binding correction term.

## 3. A Single State Approximation for Binding Effects

As we mentioned in the previous section, the main contribution from the t-matrix $R_{N}$ comes in vicinity of the bound state pole, i.e., $R_{N}(e)$ is the largest for $e \cong E_{B}$ We want to consider now a simple model which takes into account just the bound state pole contribution.

The one-body t-matrix associated with a potential $V$ can be written
(8.16) $T=N+V(E-K+i E)^{-1} T$

where $K$ is the kinetic energy operator. We can also write $T$ as

$$
\text { (8-17) } T=V+V \sum_{m} \frac{|m\rangle\langle m|}{E-E_{m}+i \epsilon} V
$$

Where the Rets $|M\rangle$ are the eigenstates of $K+V$ and include the continuum. Near a bound state with energy $E_{i}$ the $i^{\text {th }}$ $t e x \mathrm{~cm}$ dominates so we can approximate the t-matrix there by (8-18) $T \cong \frac{V|i\rangle\langle i| V}{E-E_{i}+i \epsilon}$.

This form, which is discussed in some detail by Lovelace (Lov64), Is the form we will take for $R_{N}$. However, in our problem $R_{N}$ is given by equation (8.7) which includes the pion kinetic energy operator in the propagator. Writing out the propagator go explicitly, we have for $R_{N}$

$$
\text { (8.19) } R_{N}=U_{N}+U_{N}\left(E-K_{\pi}-K_{N}+i \epsilon\right)^{-1} R_{N} \text {. }
$$

An equivalent equation, analogous to equation (8.17), is

$$
\text { (8.20) } R_{N}=U_{N}+U_{N} \sum_{i} \frac{|i\rangle\langle i|}{E-K_{T}-E_{i}+i t} U_{N}
$$

where $|i\rangle$ are the eigenstates of $K_{N}+U_{N}$, including the continuum states. We assume the potential $U_{N}$ has only one bound state and use the form in equation (8.18) to obtain an approximate FOIM for $R_{N}$ near this single pole.

$$
(8-21) \quad R_{N} \cong U_{N} \frac{|0\rangle\langle 0|}{E-K_{\pi}-E_{B}+i \epsilon} U_{N}
$$

$\mathbf{H E} \mathcal{F e}_{B}$ is the energy of the bound state $|0\rangle$. Now the energy
F. is $E=E_{\boldsymbol{B}}+E_{\boldsymbol{T}}$ where $E_{\boldsymbol{\pi}}$ is the kinetic
energy of the pion. The denominator in equation (8.21) hence is

## $\left(E E_{B}+E_{\pi}\right)-K_{\pi}-E_{B}+i \epsilon=E_{\pi}-K_{\pi}+i \epsilon$

Thus, in our single pole approximation, we have for $R_{N}$
(8.22) $R_{N}=U_{N} \frac{|0\rangle\langle 0|}{E_{\pi}-K_{\pi}+i \epsilon} U_{N}$.

Also, we take for the pion-nucleon t-matrix the spin-isospin averaged $(3,3)$ channel component of $t_{33}$ which we denote as E33 . Then using equation (8.22) for $R_{N}$ we have for the binding correction term

$$
\text { (8.23) } \Delta t_{\pi N}=\left\langle p_{\pi}^{\prime}\right|\langle 0| \bar{t}_{33} g_{0} \frac{U_{N}|0\rangle\langle 0| U_{N}}{E_{\pi}-K_{\pi}+i \epsilon} g_{0} \bar{t}_{33}|0\rangle\left|p_{\pi}\right\rangle
$$

Inserting a complete set of pion states on both sides of g) $R_{N} g_{0}$ and remembering that $g_{0}$ and $R_{N}$ are diagonal with respect to the pion momentum we obtain

$$
\begin{array}{ll}
\text { (8.24) } & \Delta t_{\pi N}=\int \frac{d^{3} P_{\pi}^{\prime \prime}}{(2 \pi)^{3}}\left\langle P_{\pi}^{\prime}\right|\langle 0| \bar{t}_{33}\left|P_{\sim}^{\prime \prime}\right\rangle \\
& \times g_{0} \frac{U_{N}|0\rangle\langle 0| U_{N}}{E_{\pi}-K_{\pi}^{\prime \prime}+i \epsilon} g_{0}\left\langle p_{\sim}^{\prime \prime}\right| \bar{t}_{33}|0\rangle\left|P_{\pi}\right\rangle
\end{array}
$$

The denominator $E_{\pi}-K_{\pi}^{\prime \prime}+i \epsilon$ can be written

$$
\text { (8.25) }\left(E_{\pi}-K_{\pi}^{\prime \prime}+i \epsilon\right)^{-1}=\frac{P P}{E_{\pi}-K_{\pi}^{\prime \prime}}-i \pi \delta\left(E_{\pi}-K_{\pi}^{\prime \prime}\right)
$$

since $K_{\pi}^{\prime \prime}=\left(\hbar^{2} c^{2} P_{\pi}^{\prime \prime 2}+m_{\pi}^{2} c^{4}\right)^{1 / 2}-m_{\pi} c^{2}$ we can write the $\delta$-function in terms of the momentum

$$
\text { (8.26) }\left(E_{\pi}-K_{\pi}^{\prime \prime}+i \epsilon\right)^{-1}=\frac{P P}{E_{\pi}-K_{\pi}^{\prime \prime}}-\frac{i \pi \omega_{\pi}^{0}}{\hbar^{2} c^{2} P_{\pi}^{0}} \delta\left(P_{\pi}^{0}-P_{\pi}^{\prime \prime}\right)
$$

where $E_{\pi}=\left(\hbar^{2} c^{2} P_{\pi}^{02}+m_{\pi}^{2} c^{4}\right)^{1 / 2}-m_{\pi} c^{2} \equiv \omega_{\pi}^{0}-m_{\pi} c^{2}$.

Remembering that $d^{3} P_{\pi}^{\prime \prime}$ means $P_{\pi}^{\prime \prime 1^{2}} d P_{\pi}^{\prime \prime} d \Omega_{P_{\pi}^{\prime \prime}}$
and Keeping just the $\delta$-function contribution from $R_{\mathrm{N}}$ we have af tex the integration over $P_{\pi}^{\prime \prime}$

$$
\begin{array}{cl}
(3-27) & \Delta t_{\pi N}=\int \frac{d \Omega P_{\pi}^{\prime \prime}}{(2 \pi)^{3}}\left\langle p_{\pi}^{\prime}\right|\langle 0| \bar{t}_{33}\left|\underset{\sim}{p_{\pi}^{0 \prime}}\right\rangle \\
& \times\left(\frac{-i \pi \omega_{\pi}^{\circ} p_{\pi}^{0}}{\hbar^{2} c^{2}}\right) g_{0} u_{N}|0\rangle\langle 0| u_{N} g_{0} \\
& \times\left\langle p_{\sim}^{0 \prime \prime}\right| \bar{t}_{33}|0\rangle\left|p_{\pi}\right\rangle .
\end{array}
$$

In equation (8.27) the notation $\left|P_{\boldsymbol{\pi}}^{0^{\prime \prime}}\right\rangle$ means a state where $\left|P_{\mathbb{\pi}}^{\infty}\right|=P_{\pi}^{0} \quad$ but the direction of $\quad P_{\pi}^{0^{\prime \prime}} \quad$ is still an
 noting the form that $g_{0}$ now has. Before we took the $i \delta$ part of $R_{N}, g_{0}$ was given by (8.28) $g_{0}=\left(E_{B}+E_{\pi}-K_{\pi}-K_{N}+i \epsilon\right)^{-1}$.

Taking the i $\delta$ part of $R_{N}$ puts $\left|P_{\pi}^{\prime \prime}\right|=P_{\pi}^{0}$ so $K_{\pi}=E_{\pi}$ and $O_{0}$ becomes
(8.29) $g_{0}=\left(E_{B}-K_{N}+i \epsilon\right)^{-1}$.

Now by definition $\left(E_{B}-K_{N}+i \epsilon\right)^{-1} U_{N}|0\rangle=|0\rangle$
so We can write equation (8.27) as

$$
\begin{gathered}
(8-30) \Delta t_{\pi N}=\frac{-i \omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}} \int d_{\Omega_{\pi}^{\prime \prime}}\left\langle{\underset{\sim}{\pi}}_{\prime}^{\sim}\right|\langle 0| \bar{t}_{33}|0\rangle\left|P_{\pi}^{0^{\prime \prime}}\right\rangle \\
\quad x\left\langle{\underset{\sim}{\sim}}_{0}^{\circ \prime \prime}\right|\langle 0| \bar{t}_{33}|0\rangle\left|P_{\underset{\sim}{\pi}}\right\rangle .
\end{gathered}
$$

The quantity $\left\langle\underset{\sim}{P_{\pi}^{\prime}}\right|\langle 0| \bar{t}_{33}|0\rangle\left|{\underset{\sim}{\pi}}_{P^{\prime \prime}}\right\rangle$ is the same matrix element that was calculated for the optical potential in our independent particle model for ${ }^{4} \mathrm{He}$, i.e., we wrote in earlier chapters (for just the ( 3,3 ) channel):

$$
\text { (8.31) } U_{\pi \nu}\left(P_{\pi}^{P_{\pi}^{\prime}}, \frac{P_{\pi}^{0 \prime \prime}}{\sim}\right)=(A-1)\left\langle P_{\pi}^{\prime}\right|\langle 0| \bar{t}_{33}|0\rangle\left|\underset{\sim}{P_{\pi}^{0 \prime \prime}}\right\rangle
$$

so we can write equation (8.22) as

$$
\text { (8.32) } \begin{aligned}
\Delta t_{\pi N}= & \frac{1}{(A-1)^{2}}\left(\frac{-i \omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \\
& \times \int d \Omega P_{\pi}^{\prime \prime} U_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}^{0^{\prime \prime}}\right) \cup_{\pi \nu}\left(P_{\pi}^{0^{\prime \prime}} P_{\pi}\right) .
\end{aligned}
$$

MaIling a partial-wave expansion of $U_{\pi V}$ we obtain ${ }^{1}$

$$
\text { (8-33) } \Delta t_{\pi N}=\frac{1}{(A-1)^{2}}\left(\frac{-i \omega_{0}^{0} 0}{8 \pi^{2} \hbar^{2} c^{2}}\right)
$$

$$
\left.\times \sum_{L} \frac{2 l+1}{4 \pi} U_{\pi v}^{L}\left(P_{\pi}^{\prime} P_{\pi}^{0}\right) U_{\pi V}^{L}\left(P_{\pi}^{0} P_{\pi}\right) P_{L} \hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) .
$$

In Fissure 8.4 we compare the approximation for $\Delta t_{\pi N}$ given in equation (8.33) with the exact result for $L=1$. Our approxination is fairly accurate and since the binding correction is small, we felt that the approximate form was adequate for our purposes.

Our approximation allows us to understand the main features of $\quad \Delta t_{\pi N}$ in a simple way. The fact that the bound state pole of $R_{N}$ contributes strongly means that the factor $g_{0} R_{N} g_{0}$
is largely imaginary and the pion momentum is on-shell so that
$\left.P_{\underset{N}{\prime}}\left|\langle 0| \bar{t}_{33} g_{0} R_{n} g_{0} \bar{t}_{33}\right| 0\right\rangle\left|P_{T}\right\rangle$
 This relationship between the phase of the impulse term and the phase of the binding correction causes the impulse + binding term to lie "inside" the impulse term on a argand diagram (see Figure 8.2). In the resonance region the binding correction term is approximately $180^{\circ}$ out of phase with the impulse term so that
${ }^{1}$ In equation (8.33) the partial-wave components are defined by the expansion

$$
\left.U_{\pi j} P_{i}^{\prime} P_{i}\right)=\sum_{L} \frac{2 L+1}{4 \pi} U_{\pi i}^{L}\left(P_{i}^{\prime} P_{i}\right) P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{i}\right) .
$$

(Meve. $\mathrm{m}^{3}$ )

single state approximation from equation (8.33). The solid line is the same as in Figure 8.3.
the Imaginary part of the pion-nucleon interaction strength is
reduced by $10-20 \%$. Above and below the resonance, the phase
$1 \equiv$ such that the real part is decreased.
The bound t-matrix $\tau_{\pi N}$ is now obtained using our approximation for $\Delta t_{\pi N}$. (We also write the impulse term in terms of $U_{\pi \nu}$. )

$$
\begin{aligned}
(8-34)\langle & \left\langle P_{\sim}^{\prime}\right|\langle 0| T_{\pi N}|0\rangle\left|P_{\pi}\right\rangle \\
= & \frac{1}{A-1} \sum_{L} \frac{2 L+1}{4 \pi}\left[U_{\pi \nu}^{L}\left(P_{\pi}^{1} P_{\pi}\right)+\right. \\
& \left.\frac{-i}{A-1}\left(\frac{\omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) U_{\pi V}^{L}\left(P_{\pi}^{1} P_{\pi}^{0}\right) U_{\pi \nu}^{L}\left(P_{\pi}^{0} P_{\pi}\right)\right] \\
& \times P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)
\end{aligned}
$$

If we extend our approximation to include all terms in the series implied by equation (8.9), we obtain

$$
\begin{aligned}
& \text { (8.35) }\left\langle P_{\pi}^{\prime}\right|\langle 0| P_{\pi N}|0\rangle\left|P_{\pi}\right\rangle= \\
& \frac{1}{(A-1)} \sum_{L} \frac{2 L+1}{4 \pi}\left[U_{\pi \nu}^{L}\left(P_{\pi}^{1} P_{\pi}\right)\right. \\
& \left.\frac{-i}{(A-1)}\left(\frac{\omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \frac{U_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}^{0}\right) U_{\pi \nu}^{L}\left(P_{\pi}^{0} P_{\pi}\right)}{1+\frac{i}{A-1}\left(\frac{\omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) U_{\pi \nu}^{L}\left(P_{\pi}^{0} P_{\pi}^{0}\right)}\right] \\
& \quad \times P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) .
\end{aligned}
$$

$\mathbf{W} \Longleftarrow$ shall refer to the above approximation as the "single state aplocoximation" for the t-matrix $T_{T N}$ since we have assumed a single bound state for the nucleon. Equation (8.35) is used in the actual calculations of the cross sections. The numerical differences between equations (8.34) and (8.35) are very small.
4. A Closure Limit

In order to estimate an upper limit on binding effects of e the sort we discussed in the previous sections, we now consider a model where there are an infinite number of bound states (as in a harmonic oscillator potential). We want to emphasize that our aim is only to estimate an upper bound for binding effects and not to represent any physical system.

We generalize equation (8.22) to represent an infinite number of bound states by taking $R_{N}$ to be of the form (8.36) $R_{N}(E)=\sum_{n} \frac{U_{N}|n\rangle\langle n| U_{N}}{E-E_{n}+i \epsilon}$
so that equation (8.30) for $\Delta t_{\pi N}$ becomes
 $x\left\langle{\underset{\sim}{\sim}}_{0}^{0 \prime}\left\langle_{n}\right| \bar{t}_{33} \mid 0\right\rangle\left|P_{\tilde{\sim}}\right\rangle$.

Using the factored form as was done in the optical potential calculation (see Chapter VI) we can write equation (8.37) as
(8.38)

$$
\begin{aligned}
& \Delta t_{\pi N}=\sum_{n} \int d \Omega_{P_{\pi}^{n}}\left(\frac{i \pi \omega_{\pi}^{n} P_{\pi}^{n}}{8 \pi^{2} \hbar^{2} c^{2}}\right)\left\langle t_{33}\left(P_{\pi}^{\prime}, P_{\pi}^{n}\right)\right\rangle \\
& x p_{0}\left(P_{N}^{\prime}-P_{\pi}^{n}\right) \rho_{n 0}\left(P_{\pi}^{n}-P_{\pi}^{\pi}\right)\left\langle t_{\sim 3}\left(P_{\pi}^{m}, P_{\pi}\right)\right\rangle
\end{aligned}
$$

there $\omega_{\pi}^{M}=\omega_{\pi}^{0}+E_{0}-E_{\mathcal{M}}$ and $P_{\pi}^{M}$ is defined by the relation $\omega_{\pi}^{M}=\left(m_{\pi}^{2} c^{4}+\hbar^{2} c^{2}\left(p_{\pi}^{M}\right)^{2}\right)^{1 / 2}$. The vector $P_{\pi}^{M}$ has fixed magnitude $P_{\pi}^{M}$ but the direction is variable. Si nice the energy $\omega_{\pi}^{0}$ is much larger than $E_{0}-E_{M}$ we $\operatorname{set} \omega_{\pi}^{\mu}$ to $\omega_{\pi}^{0}$ and $P_{\pi}^{\mu}$ to $P_{\pi}^{0}$ obtaining
(8. 39)

$$
\begin{aligned}
& \Delta t_{\pi N}=\left(\frac{-i \omega_{\pi}^{0} P_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \int d \Omega_{P_{\pi}^{0}}\left\langle t_{33}\left(P_{\pi}^{1}, P_{\pi}^{0}\right)\right\rangle \\
& \quad x\left\langle t_{33}\left(P_{\pi}^{0}, P_{\pi}\right)\right\rangle \sum_{n} \rho_{O_{N}}\left(P_{\sim}^{P_{\sim}^{\prime}}-P_{\pi}^{0}\right) \rho_{M 0}\left(P_{\pi}^{0}-P_{\pi}\right) .
\end{aligned}
$$

Now the form factors $\rho_{\text {Mo }}$ are given by
(8.40)

$$
\rho_{m_{0}}(q)=\int \psi_{M}^{*}(p+q) \psi_{0}(p) \frac{d^{3} p}{(2 \pi)^{3}}
$$

so that using closure we have

$$
{ }^{(8.41)} \sum_{\sim} \rho_{0 m}\left(P_{\pi}^{\prime}-P_{\pi}^{0}\right) \rho_{m 0}\left(P_{\pi}^{0}-P_{\pi}\right)=\rho_{00}\left(P_{\pi}^{\prime}-P_{\pi}\right) .
$$

The quantity $\rho_{00}\left(P_{\pi}^{\prime}-P_{\pi}\right) \quad$ is just what we have peen calling $\rho(q)$ so equation (8.39) can be written
(8.42)

$$
\begin{aligned}
\Delta t_{\pi N} & =\left(\frac{-i p_{\pi}^{0} \omega_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \rho(q) \\
& x \int d \Omega_{p_{\pi}^{0}}\left\langle\bar{t}_{33}\left(p_{\pi}^{1} p_{\pi}^{0}\right)\right\rangle\left\langle\bar{t}_{33}\left(p_{\pi}^{0} p_{\pi}\right)\right\rangle .
\end{aligned}
$$

Maxi ne a partial-wave expansion of $\left\langle\bar{t}_{33}\left(P_{\pi}^{1} P_{\pi}^{0}\right)\right\rangle$ and $\left\langle t_{33}\left(P_{\sim}^{0}{\underset{\sim}{\pi}}^{0}\right)\right\rangle$ we obtain the result
(8.43)

$$
\begin{aligned}
& \Delta t_{\pi N}=\left(\frac{-i P_{\pi}^{0} \omega_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \rho(q) \\
& \times \sum_{L} \frac{2 L+1}{4 \pi}\left\langle\bar{t}_{33}\left(P_{\pi}^{\prime} P_{\pi}^{0}\right)\right\rangle_{L}\left\langle\bar{t}_{33}\left(p_{\pi}^{0} P_{\pi}\right)\right\rangle_{L} P_{L}\left(\hat{p}_{\pi}^{\prime} \cdot \hat{p}_{\pi}\right) .
\end{aligned}
$$

fortendines our result to include all terms implied by equation (8.9)
ge have
(8.44)

$$
\begin{aligned}
& \Delta t_{\pi N}=\left(\frac{-i p_{\pi}^{0} \omega_{\pi}^{0}}{8 \pi^{2} \hbar^{2} c^{2}}\right) \rho(q) \\
& \sim \sum_{L} \frac{2 L+1}{4 \pi} \frac{\left\langle t_{33}\left(p_{\pi}^{1} p_{\pi}^{0}\right)\right\rangle_{L}\left\langle t_{33}\left(p_{\pi}^{0} p_{\pi}\right)\right\rangle_{L}}{1+\frac{i \omega_{\pi}^{0} p_{\pi}^{0}}{8 \pi^{2} R^{2} c^{2}}\left\langle t_{\pi N}\left(\hat{p}_{\pi}^{0} \cdot \hat{P}_{\pi}^{0}\right)\right\rangle} .
\end{aligned}
$$

Using this approximation we obtain for the closure limit form of $T_{\pi N}$

$$
\begin{aligned}
& \text { (8.45) } \\
& \left\langle P_{\tilde{I}}^{\prime}\right|\langle 0| \hat{\pi N}_{\pi N}|0\rangle\left|P_{\tilde{x}}\right\rangle=\rho(q) \sum_{L} \frac{2 L+1}{4 \pi} \times
\end{aligned}
$$

The closure limit varies with energy in roughly the same way as the single state approximation, but the effect is about twice as large. For example, near the $(3,3)$ resonance the single state approximation reduces the imaginary part of the impulse term by about 10-20\% in the forward direction while the closure approximotions reduces it by about $30-40 \%$.

The results we obtain for $\Delta \boldsymbol{t}_{\boldsymbol{\pi} \boldsymbol{N}}$ in the closure limit are in good agreement with results given by Goldberger and Wat son (Gol64) who estimate the binding correction term to be about $2 / 3$ of the impulse term near the $(3,3)$ resonance. Goldberger and Watson do not sum the binding correction series so their result corresponds to the result we obtain in equation (8.43). Our equation ( $8.4-3$ ) gives the binding correction at $\theta_{\pi \nu}=0^{\circ}$ to be about $60 \%$ of the impulse term near the $(3,3)$ resonance, but after the series is scummed in equation (8.44) the correction is only about 30-40\% of the impulse term.

In Figures $8.5-8.7$ we show the effective impulse
interactions given by the single state approximation and the closure
limit.

FIGURE 8.5--Three different versions of the effective pion-nucleon interaction: (a) (solid line) the fully-integrated impulse result (FIA); (b) (dashed line) the single state approximation for binding effects (SSAB); (c) (dot-dash line) the closure limit for binding effects (CAB). The laboratory kinetic energy of the pion is 110 MeV .


FIGURE 8.5.


FIGURE 8.6-As in Figure 8.5 except at 180 MeV .



FIGURE 8.7--As in Flgure 8.5 except at 260 Mev .

## CHAPTER IX

## CALCULATION OF THE ELASTIC SCATTERING CROSS SECTIONS

In previous chapters the calculation of the pion-nucleus optical potential was discussed; in this chapter we discuss the calculation of elastic cross sections from the pion-nucleus optical potential.

## 1. Relation of the Cross Section to the Pion-Nucleus t-Matrix

The elastic differential cross section is related to the elastic scattering amplitude $f\left(\theta_{\pi y}\right)$ by

## (9.1) $d \sigma / d \Omega=\left|f\left(\theta_{\pi}\right)\right|^{2}$

and the elastic scattering amplitude in related to the pion-nucleus $t$-matrix $T_{\pi \nu}$ by
(9.2) $f\left(\theta_{\pi \nu}\right)=-\frac{1}{2 \pi \hbar^{2} c^{2}} \frac{\omega_{\pi}^{0} \omega_{\nu}^{0}}{\omega_{\pi}^{0}+\omega_{\nu}^{0}} T_{\pi \nu}\left(P_{\pi}^{0}, P_{\pi}^{0}\right)$
where $\left|P_{\pi}^{01}\right|=\left|P_{\pi}^{0}\right|=P_{\pi}^{0} \quad, P_{\pi}^{0}$ being the incident

$\omega_{\nu}^{0}$ are given by $\omega_{\pi}^{0}=\left(m_{\pi}^{2} c^{4}+\hbar^{2} c^{2} p_{\pi}^{0}\right)^{1 / 2}$
and $\omega_{\nu}^{0}=\left(m_{\nu}^{2} c^{4}+\hbar^{2} c^{2} p_{\pi}^{0^{2}}\right)^{1 / 2}$
Defining the partial wave components of $T_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right)$
as
(9.3) $T_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right)=2 \pi \int_{-1}^{1} T_{\pi \nu}\left(P_{\pi}^{\prime} P_{\pi}\right) P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) d\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)$
so that
(9.4) $T_{\pi \nu}\left(P_{\sim}^{\prime} P_{\pi}\right)=\sum_{L}\left(\frac{2 L+1}{4 \pi}\right) T_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right) P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)$
we easily obtain for the total elastic cross section,
(9.5)

$$
\begin{aligned}
\sigma_{\text {TOT }}^{E} & =\int\left|f\left(\theta_{\pi \nu}\right)\right|^{2} d \Omega \\
& =\left(\frac{1}{2 \pi} \frac{\omega_{\pi}^{0} \omega_{\nu}^{0}}{\omega_{\pi}^{0}+\omega_{\nu}^{0}}\right)^{2} \sum_{L}\left(\frac{2 L+1}{4 \pi}\right) T_{\pi \nu}^{L}\left(P_{\pi}^{0} P_{\pi}^{0}\right) .
\end{aligned}
$$

Using the optical Theorem, we have for the total cross section,
(9.6) $\quad \sigma_{\text {TOT }}=\frac{4 \pi}{P_{\pi}^{0}} I M\left[f\left(\theta_{\pi \nu}=0\right)\right]$.

The reaction cross section is then given by
(9.7) $\quad \sigma_{\text {TOT }}^{R}=\sigma_{\text {TOT }}-\sigma_{\text {TOT }}^{E}$.
2. Calculation of the Pion-Nucleus t-Matrix

The auxiliary pion-nucleus t-matrix $T_{\pi \nu}^{\prime}$ was defined in Chapter II using a relativistic Lippmann-Schwinger equation of the form
(9.8)

$$
\begin{aligned}
& +\int \frac{U_{\pi v}\left(P_{T}^{\prime} P_{\pi}^{\prime \prime}\right) \tau_{\pi}\left(P_{j}^{\prime \prime} P_{\Gamma}^{\prime}\right)}{\omega_{0}-\omega\left(P_{\pi}^{\prime \prime}\right)+i \epsilon} \frac{d^{3} P_{\pi}^{\prime \prime}}{(2 \pi)^{\prime \prime}}
\end{aligned}
$$

with the actual pion-nucleus t-matrix being given by
(9.9)

$$
T_{\pi \nu}\left(P_{\mathbb{N}}^{\prime} P_{\mathbb{Z}}\right)=(A / A-1) T_{\pi \nu}^{\prime}\left(P_{\tilde{\sim}}^{\prime} P_{\tilde{\sim}}\right) .
$$

In order to actually solve for $T_{\pi \nu}^{\prime}$ we must first reduce equation (9.8) to a one-dimensional integral equation. We define the partial wave components of $T_{\pi \nu}^{1}$ and $U_{\pi \nu}$ using the same definition as for $T_{\pi \nu}$ (see equation (9.3)) and obtain a onedimensional Lippmann-Schwinger equation for $T_{\pi y}^{\prime L}$

$$
\begin{align*}
& T_{\pi \nu}^{\prime L}\left(P_{\pi}^{\prime} P_{\pi}\right)=U_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right)  \tag{9.10}\\
& \quad+\int_{0}^{\infty} \frac{U_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}^{\prime \prime}\right) T_{\pi \nu}^{\prime L}\left(P_{\pi}^{\prime \prime} P_{\pi}\right)}{\omega_{0}-\omega\left(P_{\pi}^{\prime \prime}\right)+i \epsilon} \frac{P_{\pi}^{\prime \prime 2} d P_{\pi}^{\prime \prime}}{(2 \pi)^{3}}
\end{align*}
$$

The above integral equation for $T_{\pi \nu}^{\prime}$ is solved numerically using matrix inversion techniques. The method is discussed in Appendix $G$.

## 3. Partial-Wave Decomposition of the Optical Potential

As discussed in the previous section, a partial wave decomposition of the 3-dimensional optical potential is needed for the solution of the scattering equation. In this section we discuss the procedure for obtaining such a partial wave decomposition.

We always assume a 3-dimensional pion-nucleus optical
potential of the form
(9.11) $U_{\pi \nu}\left({\underset{\sim}{\pi}}_{\prime}^{P_{\pi}} \underset{\sim}{P}\right)=(A-1)\left\langle t_{\pi N}\right\rangle \rho(q)$
where $A$ is the number of target nucleons and $\rho(q)$ is an empirical ground state form factor.

When we have an explicit 3-dimensional form for $\left\langle t_{\pi N}\right\rangle$ (as in the quadratic approximation, for example), it is simple to obtain the partial wave components of $U_{\pi \nu}$. We first write $p(q)$ as
(9.12)

$$
\rho(q)=\sum_{L} \rho_{L}\left(P_{\pi}^{\prime} P_{\pi}\right) P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) .
$$

Then we write $\left\langle t_{T N}\right\rangle$ as
${ }^{(0.133)}\left\langle t_{\pi N}\right\rangle=\sum_{L}\left(\frac{2 L+1}{4 \pi}\right)\left\langle t_{\pi N}\right\rangle_{L} P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)$.

So we have
(9.14)

$$
\begin{aligned}
& U_{\pi \nu}\left(P_{\sim}^{\prime} P_{\Sigma}\right)=\sum_{L^{1}}\left(\frac{2 L^{\prime}+1}{4 \pi}\right) U_{\pi \nu}^{i}\left(\nu_{\pi}^{\prime} P_{\pi}\right) P_{1}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)
\end{aligned}
$$

Multiplying equation (9.14) by $P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)$ and integrating over $\quad \hat{P}_{\boldsymbol{\pi}}^{\prime} \cdot \hat{P}_{\pi}$ we obtain
(9.15)
$U_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right)=$

$$
(A-1) \sum_{L^{\prime \prime} L^{\prime \prime \prime}}\left(\frac{2 L^{\prime \prime}+1}{2 L+1}\right)\left\langle L^{\prime \prime \prime} L^{\prime \prime} \circ 0 \mid L 0^{2}\right\rangle\left\langle t_{\pi N}\right\rangle_{L^{\prime \prime}} P_{L^{\prime \prime \prime}}\left(P_{\pi}^{\prime} P_{\pi}\right) .
$$

When we obtain $\left\langle t_{\pi N}\right\rangle$ numerically by calculating the $4_{\text {He optical potential using a gaussian ground state wave function }}$ and the definition in equation (6.2), we calculate $U_{\pi \nu}^{L}$ in a slightly different way. The definition in equation (6.2) gives us
${ }^{(9.16)}\left\langle t_{\mathbb{N}}\right\rangle=\frac{1}{3} U_{g}\left(\rho_{\tilde{N}}^{\prime} \rho_{\mathbb{N}}\right) / \rho_{g}(q)$
where $U_{o}\left(P_{\sim}^{\prime} P_{\Gamma}\right)$ is the numerically computed gaussian ${ }^{4} \mathrm{He}$ optical potential and $\rho(\underset{\sim}{\sim}(\underline{q})$ is the associated gaussian form factor. The numerical calculation of $U_{\boldsymbol{\gamma}}$ automatically gives us the partial wave components $V_{o}^{L}$ so it is convenient to use these components directly in the calculation of the partial wave components of $U_{\pi \nu}$. The general optical potential $U_{\pi \nu}$ is given by
(9.17)

$$
\begin{aligned}
& U_{\pi \nu}\left(p_{\pi}^{\prime} P_{\pi}\right)=(A-1)\left\langle t_{\pi N}\right\rangle \rho(q) \\
& =(A-1)\left[\frac{1}{3} U_{g}\left(p_{\sim}^{\prime} p_{\pi}^{\pi}\right) / \rho_{g}(q)\right] \rho(q)
\end{aligned}
$$

or
(9.18)

$$
\begin{aligned}
& U_{\pi \nu}\left(P_{\sim}^{\prime} P_{\pi}\right)= \\
& (A-1)\left[\frac{1}{3} \sum_{L}\left(\frac{2 L+1}{4 \pi}\right) U_{g}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right) P_{L}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)\right] \rho(q) / \rho_{g}(q) .
\end{aligned}
$$

We now define a "reduced" form factor $\rho(g) / \rho(q)$ and make
a partial wave decomposition of this reduced form factor.
(9.19)

$$
\hat{\rho}(q) \equiv \rho(q) / \rho_{g}(q)=\sum_{L} \hat{\rho}_{L}\left(P_{\pi}^{\prime} P_{\pi}\right) P_{L}\left(\hat{P}_{\pi} \cdot \hat{P}_{\pi}\right)
$$

Then following the same procedure as in equations (9.14) and (9.15), we obtain for the partial wave components of the pion-nucleus optical potential
(9.20)

$$
\begin{aligned}
& U_{\pi \nu}^{L}\left(P_{\pi}^{\prime} P_{\pi}\right)= \\
& \left(\frac{A-1}{3}\right) \sum_{L \prime L}\left(\frac{2 L^{\prime \prime \prime}+1}{2 L+1}\right)\left\langle L^{\prime \prime \prime \prime \prime} L^{\prime} \circ 0 \mid L 0\right\rangle^{2} U_{g}^{L^{\prime \prime}}\left(P_{\pi}^{\prime} P_{\pi}\right) \hat{\rho}_{L}\left(P_{\pi}^{\prime} P_{\pi}\right) .
\end{aligned}
$$

The above method thus allows us to calculate optical potentials With realistic form factors directly from the fully integrated gaussian ${ }^{4}$ He optical potential. We note that even for ${ }^{4} \mathrm{He}$ this method is necessary since the empirical ${ }^{4}$ He form factor is not purely gaussian (Fro67).
4. The Form Factors

In calculating elastic cross sections for ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$, and ${ }^{16} 0$ the form factor in the relation $\left.U_{\pi y}\left(P_{\pi}^{\prime} P_{\pi}\right)=(A-1)<t_{\pi N}\right\rangle \rho(q)$ is always a ground state form factor compatible with electron scattering experiments.

The ground state form factor is defined as
(9.21)

$$
p(q)=\rho_{Q}(q) / \rho_{p}(q)
$$

where $P_{a}$ is the nuclear charge form factor obtained from electron scattering and $P_{p}$ is the charge form factor for a proton. The division of $P_{Q}$ by $\rho_{P}$ is intended to remove the effect of the finite proton size so $P_{Q} / \rho_{P}$ is the form factor for an ensemble of point particles. ${ }^{I}$ We take $\rho_{P}$ to be

$$
\begin{equation*}
p_{p}(q)=\exp \left(-r_{p}^{2} q^{2} / 6\right) \tag{9.22}
\end{equation*}
$$

where

$$
r_{P}=.76 \mathrm{fm} .(\operatorname{Ehr} 59)
$$

For ${ }^{4} \mathrm{He}$ we take $\rho_{Q}$ from the work of Frosch et. al. (Fro67), so using equation (9.21), we have for the ${ }^{4} \mathrm{He}$ ground state form factor

$$
\text { (9.23) } p(q)=\left[1-\left(a^{2} q^{2}\right)^{6}\right] \exp \left(-b^{2} q^{2}\right)
$$

where $\boldsymbol{a}=.316 \mathrm{fm}$ and $\boldsymbol{b}=.606 \mathrm{fm}$.
For ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$ we use the parametrization of Ehrenberg
et. al. (Ehr59) for $\boldsymbol{\rho}_{\mathbf{Q}}$. The resulting ground state form factor is

[^8](9.24)
$p(q)=$
$$
\left[1-\alpha\left(j a_{\text {ch }}\right)^{2} / 2(2+3 \alpha)\right] \exp \left[-\left(q a_{c h}\right)^{2} / 4\right]
$$
where $\quad \boldsymbol{a}_{\mathbf{C M}}=1.66 \mathrm{fm}, \quad \boldsymbol{a}_{\mathbf{C h}}=1.59 \mathrm{fm}, \quad \alpha=(\mathrm{A}-4) / 6$.

## 5. Treatment of the Non-Resonant Channels

In calculating nucleon motion effects and binding effects We assumed the pion-nucleon interaction is in the $(3,3)$ channel only. In the actual calculation of elastic cross sections we include the non-resonant parts of the optical potential via the simple static approximation. Consequently, whenever nucleon motion or binding effects are taken into account the optical potential is the sum of two parts: A "resonant" part which includes nucleon motion and/or binding effects and a "nonresonant" part obtained from the simple static approximation. This procedure is adequate since the nonresonant part of the optical potential is relatively small at the energies we consider.

## 6. Coulomb Effects

Finally, the coulomb potential is neglected in this calculation. The work of Lee and McManus (Lee7l) indicates that coulomb effects are unimportant in the $(3,3)$ resonance region.

## CHAPITER X

## COMPARISON OF THE CALCULATED <br> CROSS SECTIONS WITH EXPERIMENT

1. Impulse Approximation Results for ${ }^{4} \mathrm{He}$

The results for ${ }^{4}$ He given by the fully-integrated impulse approximation (FIA), the simple static approximation (SSA), and the modified static approximation (MSA) are compared to the experimental data in Figure 10.1. The results for the quadratic approximation are shown in Figure 10.2 and for the Kujawski-MillerLandau (KML) approximation in Figure 10.3.

We shall be mainly concerned with the predictions of the FIA (or its equivalent) since this model is preferred on theoretical grounds. However, in order to show the consequences of using ad hoc models which are poor approximations to the FIA optical potential, we also discuss the predictions of the SSA and MSA.
a. The First Minimum in ${ }^{4} \mathrm{He}$ :

The first minimum in ${ }^{4} \mathrm{He}$ is apparently due to the $p$-wave pion-nucleon resonance and is approximately stationary at $\sim 77^{\circ}$ in the $\pi \nu C M$ system. The correct prediction of this minimum is an important test of any $\pi={ }^{4} \mathrm{He}$ optical potential.

[^9]

FIGURE 10.1.

As can be seen in Figure 10.1, the FIA correctly predicts the location and relative depth of the first minimum at all energies except 260 MeV where the experimental minimum is somewhat weak. At 260 Mev the predicted minimum is too far forward by $5^{\circ}$ and too deep.

The SSA and MSA do not fit the first minimum in ${ }^{4} \mathrm{He}$ nearly as well as the FIA. The MSA gives the first minimum too far forward at all energies and the SSA gives the flirst minimum at too large an angle at all energies except 150 MeV . For most energies, the relative depth is too large with the MSA. The SSA generally gives a more accurate depth for the first minimum, but fails badly at 180 MeV .

The first minimum becomes considerably weaker at 260 MeV . All three models indicate a decreasing depth for energies above 220 MeV , but none of the models have the proper degree of weakening at 260 MeV . The FIA and MSA minima are too deep, and the minimum vanishes completely with the SSA.

The predictions of the various models for the first minima in ${ }^{4} \mathrm{He}$ are directly related to the angle transformations involved (i.e., the

# relationship between $\cos \theta_{\pi N}$ and $\left.\cos \theta_{\pi \nu}\right)$. These angle transformations will be discussed in detail in a later section. 

b. The Second Minimum in ${ }^{4} \mathrm{He}$ :

At 180 MeV , a second minimum appears and is quite prominent at 220 and 260 MeV , moving toward smaller angles with increasing incident pion energy. This second minimum is consistent with the experimentally observed zero in the ${ }^{4}$ He form factor (Fro67). Although we use form factors compatible with electron scattering in all our models, we still fail to predict the second minimum. Our form factors are obtained by dividing the electron scattering nuclear charge form factor by the proton charge form factor. This procedure is intended to remove the effect of the finite proton size so that we are left with the nuclear form factor for an ensemble of point nucleons. For an independent particle model and harmonic oscillator wave functions, our procedure is valid (Ehr59). However, for ${ }^{4} \mathrm{He}$ it is an approximation of questionable validity since the nucleons are highly correlated and hence only approximately described by single particle wave functions.

It may be that a more accurate treatment of nucleon size effects is necessary for a correct prediction of the second minimum.
c. The Discrepancy at Forward Angles:

At all energies, except 260 MeV , the predicted cross section is too large for all the impulse models. The binding correction, which we discuss later on, weakens the pionnucleus optical potential somewhat and thus gives improvement in the forward direction.

At 180 MeV , the FIA is too large at forward angles and also at backward angles, although the overall shape is good. The weakening effect of the binding correction improves the agreement with experiment at both forward and backward angles.
d. Relation of the ${ }^{4} \mathrm{He}$ Cross Sections to the Angle Transformation:

Single scattering dominates in ${ }^{4} \mathrm{He}$ so that the cross sections vary with angle approximately as $\left|U_{\pi y}\right|^{2}$. Hence, the features of the cross sections are closely connected to the features of the effective interaction $\left\langle t_{\pi N}\right\rangle$ used in each model. Since most of the larger effects in $\left\langle t_{\pi N}\right\rangle$ can be related to the angle
transformation, it is simpler to discuss the features of $d \sigma / d \Omega$ in relation to the features of the various angle transformations. The angle transformations shown in Figure 5.1 can be used to understand most of the effects. The KML curve in Figure 5.1 can be taken to represent the angle transformations of the FIA and quadratic approximation since they all are the same (on-shell) to order $\left(\omega_{\pi}^{0} / \omega^{0}\right)^{2} \cong 1 / 25{ }^{1}$

For a given model, the predicted position of the first minimum in 4 He is directly related to the zero in the corresponding $\cos \theta_{\text {TN }}$ Vs $\cos \theta_{\pi V}$ curve in Figure 5.1. For example, the MSA minimum in $d \sigma / d \Omega$ is at the smallest angle and SSA is at the largest angle with the FIA in between the MSA and SSA. Looking at Figure 5.1, we see the same relation exists for the zeros of the various angle transformations. The features of the three angle transformations (SSA, MSA, KML) are also clearly seen in the backward scattering. The FIA and SSA are not too different at backward angles, with the FIA generally being slightly higher. At backward
$I_{\text {There }}$ is no explicit analytic form for the FIA angle transformation since the FIA result is obtained numerically.
angles, the MSA cross sections are larger
than the FIA and SSA cross sections (and also
the data) by a factor of 4 to 6 . This large
discrepancy in the MSA arises from the MSA angle transformation which allows $\left|\cos \theta_{\pi N}\right|$ to exceed one at backward angles.
e. The Quadratic Approximation and the Kujawski-Miller-Landau Approximation:

The ${ }^{4}$ He results for the quadratic approximation are shown in Figure 10.2. The quadratic approximation results from a systematic approximation to the fully-integrated impulse model (see Chapter VII). It is evident that the quadratic approximation gives a very good representation of the fully-integrated impulse approximation (FIA).

In Figure 10.3 we show the results for ${ }^{4} \mathrm{He}$ using the Kujawski-Miller-Landau (KML) model. The agreement with the FIA results is essentially the same as that obtained with the quadratic approximation. Hence, we see that a proper angle transformation is essential for a good representation of the FIA ${ }^{\text {l }}$. However,

[^10]FIGURE 10.2--The elastic $\pi-{ }^{4}$ He differential cross sections calculated by two methods: (a) (solid line) the fully-integrated impulse result (FIA); (b) (dashed line) the quadratic approximation (QA) to case (a). The energies shown are the laboratory kinetic energy of the pion.
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FIGURE 10.3--The elastic $\pi{ }^{4}$ He differential cross sections calculated by two methods: (a) (solid line) the fully-integrated impulse result (FIA); (b) (dashed line) the Kujawski-Miller-Landau (KML) approximation. The energies shown are the laboratory kinetic energy of the pion.


FIGURE 10.3.
we should point out that at lower energies the angle transformation effects and collision energy effects (i.e., $\boldsymbol{\omega}_{\text {CM }}$ effects) are comparable although neither is a dominant effect. For example, at 110 and 150 MeV , the simple static approximation (which contains no angle transformation or collision energy effects) gives cross sections which are not too different from the FIA result. Angle transformation effects, which vary as $\omega_{\pi}^{0} / \omega^{0}$, become increasingly important at higher energies while collision energy effects remain about the same as at lower energies. Hence, the angle transformation gives the dominant effect for the energy region above the $(3,3)$ resonance.
2. Impulse-plus-Binding Correction Results for ${ }^{4} \mathrm{He}$

We now consider the results obtained for ${ }^{4} \mathrm{He}$ with the following models: l) the fully-integrated impulse approximation (FIA); 2) the single state approximation for binding effects (SSAB); 3) the closure approximation for binding effects (CAB). The results for all three cases are shown in Figure 10.4.
a. The Single State Approximation for Binding Effects:

Due to the weakening of the optical potential produced with SSAB, the SSAB cross

FIGURE 10.4--The elastic $\pi-{ }^{4}$ He differential cross sections resulting from three different effective pion-nucleon interactions: (a) (solid line) the fully-integrated impulse result (FIA); (b) (short dash line) the single state approximation for binding effects (SSAB); (c) (dot-dash line) the closure limit for binding effects (CAB). The energies shown are the laboratory kinetic energy of the pion.


FIGURE 10.4.
sections are lower than those given by the FIA. At 110 and 150 MeV the reduction is fairly small, giving a slight improvement at forward angles and a slight worsening at backward angles. At 180 and 220 MeV the forward angle cross section is improved some and the backward angle cross section is improved significantly. At 260 MeV the forward angle cross section is not improved (or perhaps is slightly worsened), but the backward angle cross section is improved noticeably. At 110, 150, and 180 MeV the position of the first minimum is not changed by the binding correction, but at 220 and 260 MeV the minimum is shifted forward by a few degrees. Thus, the overall result of the SSAB is to noticeably improve the agreement with the ${ }^{4}$ He data.
b. The Closure Approximation for Binding Effects:

The CAB affects the ${ }^{4} \mathrm{He}$ cross section a good deal more than does the SSAB, with the effect being greatest at 150 and 180 MeV . Generally, the CAB overestimates the binding correction. At 110 MeV the forward angle
result of the $C A B$ is as much too low as the SSAB result is too high. The fit at the minimum is considerably worsened, but the backward angle result is left unchanged. At 150 MeV the CAB gives very poor results, being too low at forward angles and too high at backward angles. The first minimum at 150 MeV is too far forward and too shallow. The forward angle result at 180 MeV is as good as the SSAB result, but the first minimum is too far forward and the cross section at backward angles is too high. At 220 MeV the CAB result goes through the one data point at forward angles and is comparable to the SSAB at backward angles. The 260 MeV result is somewhat too low at forward angles but comparable to the SSAB result at backward angles. Also, the CAB minimum at 260 MeV is far too deep. The overall effect of the CAB is to worsen the agreement with experiment. This result is not surprising since the $C A B$ is only intended to give an estimate of an upper limit on the binding correction and is not intended to be a realistic model.

## 3. Impulse Approximation Results for ${ }^{12} \mathrm{C}$

We now consider the impulse approximation cross sections for ${ }^{12}$ C using the same models as used for ${ }^{4} \mathrm{He}$. The results are shown in Figures 10.5-10.8. Again, we are mainly interested in the FIA result (and good approximations to the FIA), but we discuss the other models in order to show the sensitivity of the elastic cross sections to the features of the optical potential.
a. Nature of the Minima in ${ }^{12} \mathrm{C}$ :

In ${ }^{4} \mathrm{He}$, single scattering dominated so we could identify the first minima as coming from the pion-nucleon p-wave resonance and the second minima as being diffractive in character. In ${ }^{12} C$, such an identification is not possible because multiple scattering strongly affects the shape of the elastic cross section and masks the features of the single scattering term. For example, one of the models studied by Lee and McManus (Lee7l) is a simple local optical potential which completely neglects the p-wave nature of the pion-nucleon interaction. Although this crude model does not give a satisfactory fit to the data, it nevertheless is capable of reproducing the gross features of pion- ${ }^{12}$ C data (i.e., two minima). Hence, it is pointless to try to relate the features of $d \sigma / d \Omega$ directly to the details of the optical potential.

However, the main differences between the various optical potentials are usually reflected in some way in the elastic cross sections, even though for ${ }^{12} C$ the general shape of $d \sigma / d \Omega$ is independent of the details of $U_{\pi V}$.
b. The Fully-Integrated Impulse Approximation (FIA) Results for ${ }^{12} \mathrm{C}$ :

The FIA results for ${ }^{12} \mathrm{C}$ are shown in Figures 10.5-10.8. At forward angles the agreement of the FIA with the data is good. In particular, the first minimum and first maximum are described fairly accurately up to 260 MeV . The agreement at the second minimum and second maximum is only fair, with the cross section at backward angles being underestimated at all energies. The tendency to underestimate the large angle cross sections in ${ }^{12} C$ seems common to many models (Lan73, Lee71, Kuj74) including models with the optical potential parameters adjusted for a best fit (Ste70). Lee and McManus (Lee7l) have suggested that ground state deformation effects are possibly important in ${ }^{12}$ C so it may be that a more sophisticated treatment is required for ${ }^{12}$ C. Nevertheless, the fit obtained with the FIA is as good or better than any so far published.

FIGURE 10.5-The elastic $\pi \quad-{ }^{12}$ C differential cross sections resulting from three different effective pion-nucleon impulse interactions: (a) (solid line) the fully-integrated impulse result (FIA); (b) (short dash line) the simple static approximation (SSA); (c) (dot-dash line) the modified static approximation (MSA). The energies shown are the laboratory kinetic energy of the pion.
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FIGURE 10.6--As in Figure 10.5.


FIGURE 10.7--As in Figure 10.5.
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c. Comparison of the Modified Static Approximation (MSA) and Simple Static Approximation (SSA) to the Fully-Integrated Impulse Approximation (FIA):

For ${ }^{12}$ C the differences in the models are not as clear-cut as in 4 He . As already mentioned, the gross shape of the ${ }^{12}$ C cross section does not depend much on the details of the model. A rather model-independent shape, together with sparse backward angle data, makes it difficult to reach any definite conclusions as to which model is to be preferred.

Except for the 260 and 280 MeV results, the MSA does not fit the ${ }^{12}$ C data near the first minima and maxima as well as the FIA. On the whole, the MSA fit at backward angles is comparable to the FIA even though the MSA and FIA differ by as much as an order of magnitude at some energies. The MSA is generally as much too high at backward angles as the FIA is too low.

At 120 MeV the SSA is actually better than the FIA and at 150 MeV the fit is comparable. At 180 and 200 MeV the SSA is too large at the first minima and maxima, but is as good as the FIA at backward angles. Beyond 200 MeV the SSA continues to be too large at the first minimum having only a "shoulder" where the first minimum should be. However, at 280 MeV the FIA fit has degenerated to the point that it is no better than the SSA.

Although we cannot clearly distinguish between the FIA, SSA, and MSA on the basis of the ${ }^{12} C$, it is evident that the calculated ${ }^{12} C_{C}$ cross sections are still somewhat dependent on the model, even though the general shape of
$d \sigma / d \Omega$ is the same for all the models. For example, the depth and position of the second minima is quite sensitive to the model and at backward angles the differences in the different models are quite large. In ${ }^{12}$ C, as in ${ }^{4} \mathrm{He}$, the unphysical values of $\cos \theta_{\pi N}$ in the MSA show up rather dramatically in the large angle cross section. Moreover, the difference between the FIA and SSA at higher energies and backward angles is even greater in ${ }^{12} C$ than in ${ }^{4} \mathrm{He}$.
d. The Quadratic Approximation and the Kujawski-Miller-Landau ( KML ) Approximation in ${ }^{12} \mathrm{C}$ :

The quadratic approximation (discussed in Chapter VII) is compared to the fully-integrated impulse approximation (FIA) in Figures 10.9-10.12. The quadratic approximation obviously provides an excellent approximation to the FIA, although there are a few small differences at backward angles at some energies.

FIGURE 10.9--The elastic $T \mathbb{- 1 2}$ C differential cross sections calculated by two methods: (a) (solid line) the fully-integrated impulse result (FIA); (b) (dashed line) the quadratic approximation (QA) to case (a). The energies shown are the laboratory kinetic energy of the pion.
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FIGURE 10.10--As in Figure 10.9.


FIGURE 10.11--As in Figure 10.9.


FIGURE 10.12--As in Figure 10.9.

FIGURE 10.13--The elastic $\pi-^{12}$ C differential cross sections calculated by two methods: (a) (solid line) the fully-integrated impulse result (FIA); (b) (dashed line) the Kujawski-Miller-Landau (KML) approximation. The energies shown are the laboratory kinetic energy of the pion.
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FIGURE 10.14--As in Figure 10.13.


FIGURE 10.15-As in Figure 10.13.


FIGURE 10.16--As in Figure 10.13.

The KML approximation for ${ }^{12} C$ is shown in Figures 10.13-10.16. At lower energies, the KML approximation is not as close to the FIA as is the quadratic approximation because of the neglect of collision energy effects in the KML model. At higher energies, where angle transformation effects dominate, the KML model is just as good as the quadratic model.
4. Impulse-plus-Binding Correction Results for ${ }^{12} \mathrm{C}$

In Figures 10.17-10.20, we show the ${ }^{12}$ C results obtained using the single state approximation for binding (SSAB) along with the closure approximation for binding ( $C A B$ ).

In 4 He , the SSAB gave noticeably improved agreement with experiment, but in ${ }^{12} \mathrm{C}$ the SSAB leaves the (fairly good) FIA result essentially unchanged.

In ${ }^{12} C$, the $C A B$ causes some rather drastic changes in the cross section. The largest effect occurs at 150 MeV where the CAB result at $\theta=0^{\circ}$ is too low by a factor of 3. Even at 280 MeV , where the $C A B$ binding correction is smallest, the $C A B$ result underestimates the first maximum by a factor of 3 or 4 . In ${ }^{12} C$, as in ${ }^{4} \mathrm{He}$, the CAB model evidently gives much too large an effect. 5. Impulse Approximation Results for ${ }^{16_{0}}$

The results for ${ }^{16} 0$ using the fully-integrated impulse approximation (FIA), simple static approximation (SSA), and modifled static approximation (MSA) are shown in Figures 10.21-10.23.
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FIGURE 10.17


FIGURE 10.18--As in Figure 10.17.


FIGURE 10.19--As in Figure 10.17.


FIGURE 10.20--As in Figure 10.17.

The quadratic approximation is shown in Figures 10.24-10.26, and the Kujawski-Miller-Landau (KML) approximation is shown in Figures 10.27-10.29.
a. The Fully-Integrated Impulse Approximation (FIA) Results for ${ }^{16} 0$ :

In ${ }^{16} 0$, as in ${ }^{12} C$, the FIA gives a good description of the data. Although the FIA cross sections are quite similar in ${ }^{16} 0$ and ${ }^{12} C$, there is one interesting difference. In ${ }^{12} C$ the FIA generally was too low starting at about $60^{\circ}$ or $70^{\circ}$ and got worse toward larger angles. The ${ }^{16} 0$ results do not show the same tendency to underestimate the data. Since ${ }^{16} 0$ is a spherical nucleus, these results lend some support to the suggestion of Lee and McManus (Lee71) that the backward angle discrepancy in ${ }^{12} \mathrm{C}$ is a result of ground state deformation effects. However, since the ${ }^{16} 0$ data only extends to about $75^{\circ}$, definite conclusions on this point must await further large angle data.
b. Comparison of the MSA and SSA to the FIA for ${ }^{16} 0$ :

The FIA gives a somewhat better account of the region around the first minimum in ${ }^{16} 0$ than the SSA or MSA. This feature is the same as in ${ }^{12} C$, although in ${ }^{16} O$ there seems to be less dependence on the model. At 230 MeV , for example,

FIGURE 10.21-The elastic $T-^{16} 0$ differential cross s $\rightarrow 1$ ons resulting from three different effective pion-nucleon inninine interactions: (a) (solid line) the fully-integrated im maximation result (FIA); (b) (short dash line) the simple static a (MSA). (SSA); (c) (dot-dash line) the modified static approximine pion. The energies shown are the laboratory kinetic energy of


FIGURE 10.22--As in Figure 10.21.


FIGURE 10.23--As in Figure 10.21.


FIGURE 10.24

FIGURE 10.25--As in Figure 10.24.


FIGURE 10.26-As in Figure 10.24.

FIGURE 10.27--The elastic $\pi{ }^{16} 0$ differential cro $\Longrightarrow$ sections calrintegrated impulse result (FIA); (b) (dashed line) the Kujawsl—Miller-Landau (KML) approximation. The energies shown are the la, $\longrightarrow$ catory kinetic energy of the pion.



FIGURE 10.28--As in Figure 10.27.


FIGURE 10.29--As in Figure 10.27.
a comparison of the results near the first minimum shows the models in noticeably closer agreement in ${ }^{16} 0$ than in ${ }^{12} C$. The backward angle results, however, are just as sensitive to the details of the models.
c. The Quadratic Approximation and the Kujawski-Miller-Landau ( KML ) Approximation in 160 :

The quadratic approximation gives an accurate representation of the FIA in ${ }^{16} 0$ just as in ${ }^{4} \mathrm{He}$ and ${ }^{12}$. There are again some small differences at backward angles.

The ${ }^{16} 0$ results for the $K M L$ approximation are also similar to the KML results in ${ }^{12}$ C. At lower energies the neglect of collision energy effects causes some significant differences between the KML approximation and the FIA. However, at higher energies the differences are quite small.
6. Impulse-plus-Binding Correction Results for ${ }^{16_{0}}$

The ${ }^{16} 0$ results for the single state approximation for
binding (SSAB) and closure approximation for binding ( $C A B$ ) are shown
in Figures 10.30 - 10.32.
In ${ }^{16} 0$ the small change in $d \sigma / d \Omega$ given by the SSAB is entirely compatible with the data. (In ${ }^{12}$ C the SSAB worsened the fit by a small amount.) The SSAB is hence compatible with the experimental results for all the nuclei we have studied.
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FIGURE 10.30


FIGURE 10.31--As in Figure 10.30.


FIGURE 10.32--As in Figure 10.30.

The $C A B$ results for ${ }^{16} 0$ are the same as in ${ }^{12} C$; the
$C A B$ overestimates the binding correction by a considerable amount.

## CHAPTER XI

## SUMMARY AND CONCLUSIONS

> We have studied elastic scattering of pions from ${ }^{4} \mathrm{He}$, $12_{\mathrm{C}}$ and ${ }^{16_{0}}$ in the $100-300 \mathrm{MeV}$ region. We began our study by calculating an optical potential for ${ }^{4} \mathrm{He}$ which was based on the impulse approximation and a harmonic oscillator shell model. The integration over the nucleon momenta was carried out exactly. We defined an effective pion-nucleon impulse interaction as the fully-integrated $\pi-{ }^{4}$ He optical potential divided by the associated harmonic oscillator form factor. Because we calculated the scattering in momentum space, it was not necessary to put the effective interaction or the associated optical potential into a coordinate space form.

We next studied three ad hoc models for the effective impulse interaction, two of which gave poor agreement with the fully-integrated version. The third ad hoc model, which took into account nucleon recoil, gave much better agreement with the fullyintegrated results, although there were still serious discrepancies. By systematically approximating the integrals over the nucleon momenta, we developed our own simple but accurate approximation to the fully-integrated impulse interaction. Our systematic approximation provided some insight into the effects of nucleon motion in the effective impulse interaction.

We found that the optical potentials based on the fullyintegrated impulse approximation (FIA), or its equivalent, gave a satisfactory account of the data for ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$ and ${ }^{16} 0$. The ad hoc models which were not good approximations to the FIA (such as the modified static approximation) gave poor agreement with the ${ }^{4} \mathrm{He}$ data. No definite conclusions could be reached for ${ }^{12} C$ and ${ }^{16_{0}}$ due to the lack of sufficient backward angle data.

On the basis of the ${ }^{4} \mathrm{He}$ results, and on theoretical grounds, we conclude that it is important to accurately approximate the integrals over the nucleon momenta. We further conclude that an accurate approximation can be made by evaluating the free pionnucleon t-matrix at certain "effective" values of the pion-nucleon C.M. momenta and energy. The prescription we give in the "quadratic" approximation (Chapter VII) provides an accurate representation of the fully-integrated impulse interaction and is as easy to use in momentum-space calculations as any of the conventional ad hoc models.

Corrections to the impulse approximation (which we call "binding" corrections) were studied using a 3-body model where the pion scatters from a single target nucleon which is bound in a potential well. Using a separable s-wave binding potential, we exactly calculated the first correction to the impulse approximation and found it to be relatively small. A simple approximation (called the single state approximation) was developed which gave fairly good agreement with the exact result. In order to estimate an upper limit on binding corrections, the single state approximation was
extended to include an infinite number of bound states. This extended approximation, (called the closure approximation) was found to give a binding correction which is approximately twice as large as in the single state approximation. We found for ${ }^{4} \mathrm{He}$ that the single state approximation gave noticeable improvement but that the closure approximation (which was not intended to be physically realistic) made the agreement with experiment somewhat worse. For ${ }^{12} \mathrm{C}$ and ${ }^{16} 0$, the single state approximation was essentially the same as the impulse approximation, but the closure approximation overestimated the binding correction by a large amount. We thus found the ${ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$ and ${ }^{16} 0$ data to be compatible with the relatively small binding correction of the single state approximation but not compatible with the larger correction of the closure approximation.

We conclude, therefore, that binding effects are relatively small in the $(3,3)$ resonance region. We expect other effects (neglected here) such as physical absorption of the pion and excitation of virtual nuclear states (dispersive effects) to be as important as the binding effect considered here.

Representing the pion-nucleus optical potential in momentum space and solving a momentum-space Lippmann-Schwinger equation for the elastic scattering proved to be a useful and convenient approach. This method enabled us to easily study the sensitivity of the cross sections to various kinematical and dynamical factors. For example, we easily verified by direct calculation that in the $(3,3)$ resonance regtion the elastic cross sections are not very sensitive to the details of the off-shell parameterization. As a result, we were able to use a simple zero-range t-matrix with confidence.

We feel that this work provides a useful approach for obtaining an accurate impulse-type pion-nucleus optical potential, thus making it possible to obtain meaningful estimates of higher order corrections from a comparison of impulse approximation results with experiment. We also feel that our single state estimate of binding effects is reasonable and shows that such effects do not greatly change the predictions of the impulse approximation in the $(3,3)$ resonance region.
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APPENDICES

## APPENDIX A

REFERENCE FRAMES AND KINEMATICS

At a laboratory kinetic energy of $100-300 \mathrm{MeV}$, a pion is quite relativistic, so at first glance it seems necessary to use fully relativistic kinematics. However, due to the fact that $m_{\pi} / m_{N} \cong 1 / 7$, it is possible to use essentially nonrelativistic kinematics except for the pion energy.

The primary reason for developing "quasi-relativistic" kinematics is to allow a straightforward application of the vector bracket method which is discussed in Appendix D. The vector bracket method was originally constructed for nonrelativistic problems where the various momenta are related via linear equations. Fully relativistic kinematics involve nonlinear relations; but as shown in this appendix, we can linearize the relations at the energies we consider. A secondary reason for quasi-relativistic kinematics is to make contact with the nonrelativistic forms so we can use our physical intuition more effectively.

Experimental pion-nucleon phase shifts give us information about pion-nucleon scattering in the pion-nucleon C.M. frame ( TNCM frame); however, the pion-nucleus scattering calculation is usually done in the pion-nucleus C.M. frame ( TVCM frame), so we must make a transformation between the two frames. Even though the pion is relativistic in both the TNCM frame and the

TVCM frame, the transformation between the two frames is not very relativistic because the $\pi$ NCM frame is moving at a
nonrelativistic velocity with respect to the TVCM frame. ${ }^{1}$
First order relativistic effects can be taken into account without losing the simplicity of nonrelativistic kinematics. We present both the relativistic and nonrelativistic equations and then show how to construct a simple formalism that is nonrelativistic in form but that agrees to within a few percent with the relativistic formalism. ${ }^{2}$

We first define the momentum and energy variables that we will deal with.

${ }_{\sim}^{k}$ : pion momentum in the $\pi$ (the nucleon momentum is - $\underset{\sim}{*}$ ).
$\omega_{\mathbf{C O}_{M}}$ : scattering energy in the TNCM frame.
(Our "momenta" here are actually wavenumbers in $\mathrm{fm}^{-1}$.)
$I_{\text {Due to }}$ the fairly small ratio $m_{\pi} / m_{N}$, the velocity of the THCM frame relative to the $\pi \boldsymbol{H} C M$ frame is less than $\sim .8 c$ at the energies we consider.

2 The transformation between laboratory and $\pi$ reck coordinates presents no problems, so it is not discussed here. The lab-TVCM transformations used in this calculation are fully relativistic.

The nonrelativistic kinematics are given by (Rod67):
(A.1) $\quad \omega_{\pi}=m_{\pi} c^{2}+\hbar^{2}{\underset{\sim}{\pi}}_{2}^{\sim} / 2 m_{\pi}$
(A.2) $\quad \omega_{N}=m_{N} c^{2}+\hbar^{2} p_{N}^{2} / 2 m_{N}$
(A.3) $\underset{\sim}{k}=\left(m_{N} P_{\pi}-m_{\pi} P_{N}\right) /\left(m_{N}+m_{N}\right)=P_{\sim}-\frac{m_{\pi}}{m_{\pi}+m_{N}} \underset{\sim}{K}$
(A.4) $\quad \omega_{C M}=\omega_{\pi}+\omega_{N}-\hbar^{2}{\underset{\sim}{x}}^{2} / 2\left(m_{N}+m_{\pi}\right)$
and the relativistic kinematics are given by (Hag64):

$$
\begin{aligned}
& \text { (A.5) } \omega_{\pi}=\left(m_{\pi}^{2} c^{4}+\hbar^{2} c^{2}{\underset{\sim}{\pi}}_{2}^{2}\right)^{1 / 2} \\
& \text { (A.6) } \quad \omega_{N}=\left(m_{N}^{2} c^{4}+\hbar^{2} c^{2} P_{N}^{2}\right)^{1 / 2} \\
& \text { (A.7) } \quad \underset{\sim}{k}={\underset{\sim}{\sim}}^{P_{\sim}}+\hbar^{2} c^{2}\left[\omega_{c M}\left(\omega_{c M}+\omega^{0}\right)\right]^{-1}\left[P_{\sim}^{\pi} \cdot \underset{\sim}{K}\right] \underset{\sim}{K}-\left(\omega_{\pi} / \omega_{c M}\right) K \\
& \text { (A.8) } \quad \omega_{c M}=\left[\omega_{\sim}^{\left.0^{2}-\hbar^{2} c^{2} K^{2}\right] .}\right.
\end{aligned}
$$

Since the target nucleons move at nonrelativistic velocities we can write equation (A.6) as

$$
\text { (A.9) } \omega_{N} \cong m_{N} c^{2}+\hbar^{2} P_{N}^{2} / 2 m_{N}
$$

Also, in the $100-300 \mathrm{MeV}$ region we have $\left|P_{N}\right| \cong 1-2 \mathrm{fm}^{-1}$, $\Re_{\sim} \cong 0-3 \mathrm{fm}^{-1}, \omega_{\pi} \cong 300 \mathrm{MeV}$, and $\omega^{\circ} \cong \omega_{c m} \cong 1200 \mathrm{MeV}$. Using these values in equation (A.7), we find the leading term is about $1.5 \mathrm{fm}^{-1}$, the second term is about $.05 \mathrm{fm}^{-1}$, and the third term is about . $5 \mathrm{fm}^{-1}$. Hence, the second term, which is complicated, can be dropped without any significant loss in accuracy. Further, since $\hbar^{2} c^{2} K^{2} \ll \omega^{0}$ and $\omega_{C M} \cong \omega^{0}$ we can write equation (A.7) and (A.8) as
(A.10) $k_{\sim}^{N} \cong P_{\pi}-\left(\omega_{\pi} / \omega^{\circ}\right) K_{\sim}$
(A.11) $\omega_{C M} \cong \omega^{0}-\frac{\hbar^{2} c^{2}}{2 \omega^{0}} x^{2}$.

The above equations for $\underset{\sim}{k}$ and $\boldsymbol{\omega}_{\text {CM }}$ can be obtained from the nonrelativistic equations (A.3) and (A.4) simply by making the replacements $m_{\pi} \rightarrow \omega_{N} / c^{2}$, and $m_{N} \rightarrow \omega_{N} / c^{2}$ where
$\boldsymbol{\omega}_{\boldsymbol{T}}$ is calculated from equation (A.5). We will use this perescription unless stated otherwise.

Sometimes it will be useful to call $k$ the relative pion-nucleon momentum and $\underset{\sim}{\chi}$ the center-of-mass momentum. Then our transformation can be regarded as a transformation from TעCM coordinates to relative and center-of-mass coordinates.

The momentum and energy transformations we have given thus far are all that is needed if the initial and final states of the nucleon are free particle states. If the nucleon is bound in a nucleus we need to consider a third frame, the C.M. frame of the nucleus alone, since we use single particle ground state wave functions which depend on the nucleon momentum in the nuclear center-of-mass frame. We shall refer to the nuclear C.M. frame as the 4NCM frame since we mainly consider $\pi-4$ He scattering in our derivations. However, we shall leave the number of target nucleons, A, arbitrary in our equations in order to obtain a more general result.

The initial and final momentum of the ${ }^{4} \mathrm{He}$ nucleus in the frame are respectively $-P_{\bar{\sim}}$ and $-P_{\pi}^{\prime}$. We show the situation schematically in Figure A.1. In Figure A.I, the symbol $\boldsymbol{\otimes}$ denotes the ${ }^{4} \mathrm{He}$ center-of-mass. Using ${\underset{\sim}{4 N}}$ to indicate the nucleon momentum in the 4NCM frame, we have for the nucleon momentum in the TVCM frame

$$
\text { (A.12) } \begin{aligned}
P_{N} & =P_{A N}-\left(M_{N} / M_{H e}\right) P_{\pi} \\
& \cong \underset{\sim}{P_{4 N}}-(1 / A) \underset{\sim}{P} .
\end{aligned}
$$

(Before collision)


Figure A.1 - Schematic representation of an elastic $\pi-{ }^{4} \mathrm{He}$ scattering. The symbol $(8$ denotes the He center of mass.

We can now write the TTVCM frame variables in terms of the variables and 4 NCM variables.
(A.13) ${\underset{\sim}{R}}_{R}^{R} P_{\pi}\left[1-\left(\frac{A-1}{A}\right) \frac{\omega_{\pi}}{\omega^{0}}\right]-\frac{\omega_{\pi}}{\omega^{0}} P_{4 N}$
$(1.14) K=\left(\frac{A-1}{A}\right) P_{\pi}+P_{\sim}$

It should be noted that there are actually two 4NCM frames involved (the initial and final) since the nuclear center-of-mass itself is deflected by the collision with the pion. We ignore this point in our discussions and speak of "the" 4NCM frame as if there were only one.

Finally, in pion-nucleus scattering, it is necessary to distinguish between on-shell and off-shell kinematical variables. On-shell variables are fixed whenever the $\Pi$ リСM scattering energy is fixed so we write them with an "o". For example, we write the on-shell value of $\omega_{\Pi}$ as $\omega_{\pi}^{0}$.

## APPENDIX

## PARAMETERIZATION OF THE OFF-SHELL PION-NUCLEON t-MATRIX

In pion-nucleus scattering we need the entire (on-shell and off-shell) pion-nucleon t-matrix in the pion-nucleus C.M. frame (TVCM frame). The experimental pion-nucleon phase shifts give us the pion-nucleon t-matrix only on the energy shell and in the pion-nucleon C.M. frame (TNNCM frame) so that we must first make some parametrization for the off-shell part of the t-matrix and then transform to the TVCM frame.

The on-shell pion-nucleon t-matrix in the TNNCM frame is related to the pion-nucleon phase shifts by (B.1) $t_{I J L}\left(\omega_{C M}, k_{0}, k_{0}\right)=\frac{-8 \pi^{2} \hbar^{2} c^{2}}{\mu_{R}}\left[\frac{\eta_{I J L} e^{2 i \delta_{I J L}}-1}{2 i k_{0}}\right]$
where $I_{j} J, L$ denote respectively the pion-nucleon eigenchannel isospin, total angular momentum, and orbital angular momentum. The quantity $\delta_{\boldsymbol{I} L}$ is the eigenchannel phase shift and ПIJL is the eigenchannel absorption parameter. The on-shell momentum in the TNCM frame is $k_{0}$, and $\mu_{R}$ is the relativistic reduced mass, which is defined as

$$
{ }_{(0.2)}^{(0.2)} \quad \mu_{R}=\left[\frac{\omega_{N}\left(t_{0}\right) \omega_{N}\left(k_{k}\right)}{w_{\pi}\left(k_{0}\right)+\omega_{N}\left(t_{0}\right)}\right]^{1 / 2}
$$

where

$$
\omega_{\pi}\left(k_{0}\right)=\left(m_{\pi}^{2} c^{4}+\hbar^{2} c^{2} k_{0}^{2}\right)^{1 / 1}
$$

and


The phase shifts and absorption parameters were taken from the CERN theoretical fit as tabulated in Her 70.

There are several popular off-shell parameterizations for the pion-nucleon t-matrix (Lan73), but the one best suited to our purpose is the separable parameterization used by Landau and Tabakin (Lan72).

$$
\text { (B.3) } t_{I J L}\left(\omega_{C M}, k^{\prime}, k\right)=t_{I J L}\left(\omega_{C M}, k_{0}, k_{0}\right) \frac{g_{I J L}\left(k^{\prime}\right) g_{I J L}(k)}{g_{I J L}^{2}\left(k_{0}\right)}
$$

Landau and Tabakin obtain the g's in equation (B.3) by solving an inverse scattering problem so that $g_{I J L}^{\left(k^{\prime}\right) \times g_{I J L}(k)}$ defines a separable potential which reproduces the on-shell pionnucleon t-matrix. We have found our pion-nucleus scattering results to be relatively insensitive to the choice of the g's (for smooth nondivergent forms) so we take the g's to be unity.

In part of our pion-nucleus scattering calculation
we need the spin-isospin averaged form of the pion-nucleon t-matrix. Using the parametrization of equation (B.3) and averaging over spin and isospin we obtain for the 3-dimensional t-matrix in the TNCM frame
(8,4) $\bar{t}_{\pi N}\left(\omega_{c m}, k_{\sim}, k_{\sim}^{\prime}\right)=$

$$
\frac{1}{12 \pi} \sum_{I J L}(I+1 / 2)(J+1 / 2) t_{I J L}\left(\omega_{c m}, k_{1}, k^{\prime}\right) P_{L}\left(\hat{k}^{\prime} \cdot \hat{k}\right) .
$$

In order to insure Lorentz invariance of probability
we must make a transformation of the pion-nucleon scattering operator itself. The scattering operator in the TVCM frame is related to the scattering operator in the TNCM frame by
(0.5) $\left(t_{\pi N}\right)_{\pi \nu C M}=\gamma\left(t_{\pi N}\right)_{\pi N C M}$
where $Y$ is given by

$$
\text { (B.6) } \gamma=\left[\frac{\omega_{\pi}\left(k^{\prime}\right) \omega_{N}\left(f_{R}^{\prime}\right) \omega_{\pi}\left(f_{k}\right) \omega_{N}\left(R_{R}\right)}{\omega_{\pi}\left(P_{\pi}^{\prime}\right) \omega_{N}\left(P_{N}^{\prime}\right) \omega_{\pi}\left(P_{\pi}\right) \omega_{N}\left(P_{N}\right)}\right]
$$

In equation (B.6) the unprimed momenta and primed momenta refer respectively to momenta before and after the collision. The energies are defined as $\omega_{\pi}(x)=\left(m^{2} c^{4}+\hbar^{2} c^{2} x^{2}\right)^{1 / 2}$
and $\omega_{N}(x)=\left(m_{N}^{2} c^{4}+\hbar^{2} c^{2} x^{2}\right)^{1 / 2}$.
The transformation in equation (B.5) is a purely relativistic effect and should not be confused with the momentum and energy transformations discussed in Appendix A. In a completely nonrelativistic formalism we would pave $\left(t_{\pi N}\right)_{\pi \nu C M}=\left(t_{\pi N}\right)_{\pi N C M}$ even though momentum and energy transformations would still be necessary.

There is a minor point we have so far glossed over. When equation (B.5) is used for the pion-nucleon t-matrix in the frame, the $X$ factor gives rise to a form that is a function of the TVCM nucleon momentum $P_{N}$ and $P_{\sim}^{\prime}$ and the TVCM pion momentum $P_{\boldsymbol{N}}$ and $P_{\boldsymbol{\pi}}^{\prime}$ as well as $\omega_{C M}{ }^{2}, k$ and $\underset{\sim}{\boldsymbol{k}^{\prime}}$. However, since the kinetic energy of the nucleon is always much less than its rest mass energy, the dependence of $\gamma$ on $P_{\underset{\sim}{N}}$ and $P_{\sim}^{\prime}$ is very weak. Further, $P_{\boldsymbol{\sim}}$ and ${\underset{\sim}{\pi}}_{P^{\prime}}$ are fixed in the integral over nucleon momentum (see equation (3.2)) so that for convenience we write the TVVCM t-matrix as a function of just $\omega_{C M}$, $\mathbb{R}_{\sim}$ and ${\underset{\sim}{e}}^{\prime}$ just as we would in a completely nonrelativistic theory. In the actual calculations the dependence of the TVCM pionnucleon t-matrix on $P_{\pi}, P_{\sim}^{\prime}, P_{N}$ and $P_{\sim}^{\prime}{ }_{\sim}^{\prime}$ is taken into account properly.

## APPENDIX C

NOTATION

We denote the state vector of a particle with definite momentum as $|\underset{\sim}{P}\rangle$. The normalization is taken to be

(c.1) $\langle\underset{\sim}{r} \mid \underset{\sim}{p}\rangle=e^{i p \cdot r}=4 \pi \sum_{L M} Y_{L M}(\hat{r}) Y_{L M}^{*}(\hat{P}) i^{L} j_{L}(p r)$
where we define
(0.2) $\langle r \mid R\rangle \equiv \sum_{L M} Y_{L M}^{*}(\hat{p})\langle r \mid p L M\rangle$
so that
(0.3) $|P\rangle \equiv \sum_{L M} Y_{L M}^{*}(\hat{P})|P L M\rangle$.

The state |PLM〉 is a state of definite angular momentum and kinetic energy. The normalization is $\left\langle P^{\prime} L^{\prime} M^{\prime} \mid P L M\right\rangle=$ $(2 \pi)^{3} \delta\left(L^{\prime}, L\right) \delta\left(M^{\prime}, M\right) \delta\left(P^{\prime}-P\right) / P^{2}$.

A two particle state for particles of definite momentum is
written $\quad\left|P_{i}\right\rangle\left|P_{2}\right\rangle=\left|P_{i} P_{2}\right\rangle \quad$ or
(c.4) $\left|P_{1} P_{2}\right\rangle=\sum_{L_{1} M_{1}} Y_{L_{2} M_{2} M_{1}}^{*}\left(\hat{P}_{1}\right) Y_{L_{1} M_{1}\left(\hat{P}_{2}\right)}\left|P_{1} L_{1} M_{1}\right\rangle\left|P_{2} L_{2} M_{2}\right\rangle$.

We often need to couple the angular momentum of particles 1 and 2 . We write such a "coupled" state as

$$
\text { (c.5) } \left\lvert\, P_{1} P_{2} \mathcal{L M L _ { 1 } L _ { 2 } \rangle}=\begin{aligned}
& \sum_{M_{1} M_{2}}\left\langle L_{1} L_{2} M_{1} M_{2} \mid \mathcal{L} M\right\rangle \\
& \\
& x\left|P_{1} L_{1} M_{1}\right\rangle\left|P_{2} L_{2} M_{2}\right\rangle
\end{aligned}\right.
$$

If one of the particles has spin, say particle l, we can couple the spin to $\mathbf{L}_{1}$ and write (we assume a spin of $1 / 2$ so

$$
\begin{aligned}
&\left.j_{\sim}=L_{1}+\frac{1 / 2}{\sim}\right) \\
& \text { (c.6) }\left|P_{1} j_{1} j_{1 z} L_{1}\right\rangle=\sum_{M_{1} S_{1 z}}\left\langle L_{1} S_{1} M_{1} S_{1 z} \mid j_{1} j_{1 z}\right\rangle \\
& \times\left|P_{1} L_{1} M_{1}\right\rangle\left|S_{1 z}\right\rangle
\end{aligned}
$$

Then this state can be coupled to the angular momentum of particle 2 to obtain
(c.7) $\left|p_{1} p_{2} g g_{z} j_{1} L_{1} L_{2}\right\rangle=\sum_{j_{1 z}, M_{2}}\left\langle j_{1} L_{2} j_{1 z} M_{2} \mid g g_{z}\right\rangle$

$$
x\left|P_{1} j_{1} j_{1 z}\right\rangle\left|P_{2} L_{2} M_{2}\right\rangle
$$

If more convenient, we could of course use a different order for the coupling. Since the states $\left|P_{\sim} P_{\sim}\right\rangle\left|P_{2}\right\rangle$ are complete we have that


Similarly we can write

$L_{1} L_{2}$
and
(c.10) $\left|p_{1} p_{2} g g_{z} j_{1} L_{1} L_{2}\right\rangle \sum_{j_{1} L_{1} L_{2}} \frac{p_{1}^{2} d p_{1}}{(2 \pi)^{3}} \int \frac{p_{2}^{2} d p_{2}}{(2 \pi)^{3}}\left\langle p_{1} p_{2} g g_{z} j_{1} L_{1} L_{2}\right|=1$. Suppose now $P_{1}$ and $P_{2}$ are related to two other vectors $k_{\sim}^{k}$ and $\mathfrak{K}_{\sim}^{\sim}$ by the relations
(c.11) $\quad \underset{\sim}{P_{1}}=a_{1} k_{\sim}+b_{1} k_{\sim}$
(c.12) ${\underset{\sim}{2}}^{P_{2}} a_{2} k_{\sim}+b_{2} \underset{\sim}{K}$
where we assume the Jacobian $\left|a_{1} b_{2}-a_{2} b_{1}\right|$ is equal unity. For example, $k \underset{\sim}{ }$ might be the relative momentum and $K$ center-of-mass momentum (see Appendix A). The state $\left|k_{\sim}\right\rangle\left|K_{\sim}\right\rangle$ is then equivalent to the state $\left|P_{\sim}\right\rangle\left|P_{2}\right\rangle$. We can now define as before

$$
\text { (0.13) }|k\rangle=\sum_{l_{k} m_{k}} Y_{l_{k}}^{*}(\hat{k})\left|k l_{k} m_{k}\right\rangle
$$

(c.14) $\quad\left|x_{\sim}\right\rangle=\sum_{l_{x} m_{x}} Y_{l_{x} m_{k}}^{*}(\hat{k})\left|K l_{k} m_{q}\right\rangle$
(0.15) $\left|k K \& m \ell_{k} \ell_{k}\right\rangle=$

$$
\sum_{m_{k} m_{k}}\left\langle l_{k} l_{k} m_{k} m_{k} \mid \mathcal{L} m\right\rangle\left|k_{k} l_{k}\right\rangle\left|k l_{k} m_{k}\right\rangle .
$$

The spin can be included as before
(c.16) $\left|k j_{k} j_{k z} \ell_{k}\right\rangle=$

$$
\sum_{m_{k} s_{z}}\left\langle l_{k} s m_{k} s_{z} \mid j_{k} j_{k z}\right\rangle\left|k l_{k} m_{k}\right\rangle\left|s_{s_{z}}\right\rangle
$$

And as before, we can further couple the two single particle states
(c.17)

$$
\begin{aligned}
& \left|k k g f_{z} j k_{k} l_{k} l_{k}\right\rangle= \\
& \sum_{j k z}\left\langle m_{k} l_{k} j_{k z} m_{k} \mid 8 g_{z}\right\rangle\left|k j_{k} j_{k z} l_{k l}\right\rangle\left|k l_{x} m_{k}\right\rangle .
\end{aligned}
$$

The states $\left|k_{\sim}\right\rangle\left|q_{\sim}\right\rangle$ also form a complete set of states so we can write
(c.18) $\quad|k\rangle|{\underset{\sim}{x}}\rangle \int \frac{d^{3} k}{(2 \pi)^{3}} \int \frac{d^{3} k}{(2 \pi)^{3}}\langle{\underset{\sim}{x}}|\left\langle k_{\sim}\right|=1$
or

$$
\begin{aligned}
& \text { (c.19) }\left|k<\operatorname{sim} l_{k} l_{x}>\sum_{z^{2} m} \iint_{l_{k} l_{x}} \frac{k^{2} d k}{(2 \pi)^{3}} \frac{x^{2} d x}{(2 \pi)^{3}}<k<\ln l_{k} l_{x}\right| \\
& \quad=1
\end{aligned}
$$

or

$$
\begin{aligned}
& \text { (c.20) } \left.\left|k k j f_{z} j_{k} l_{k} l_{x}\right\rangle \sum_{y f_{z}} \iint_{k^{2} d k}^{(2 \pi)^{3}} \frac{x^{2} d x}{(2 \pi)^{3}}<k x y g_{z} j_{k} l_{k} l_{k} \right\rvert\, \\
& \quad=1 .
\end{aligned}
$$

The completeness relations given in this appendix are useful when we want the matrix elements of a two-body operator in terms of some "unnatural" coordinates and the operator has a simple known form in terms of "natural" coordinates. In such a case the unit operators in terms of the natural states can be inserted in the proper places so that the operator is "sandwiched" between natural states. Then we need only the overlaps between the natural and unnatural states. This procedure is discussed in detail in Appendix D.

## APPENDIX D

## VECTOR BRACKETS

"Vector brackets" can be used in scattering problems in the same way Moshinsky or oscillator brackets (Mos59) are used in bound state problems. The purpose of both types of brackets is to provide a more convenient and systematic method for evaluation of certain matrix elements. Oscillator brackets are generally used to calculate state "overlaps" for two independent particles moving in a harmonic oscillator well so that the coordinate-space radial wave functions involved are proportional to $\exp \left(-a^{2} r^{2}\right) \times$ (Laguerre polynomial). Vector brackets, on the other hand, are related to overlaps between free particle states so that the associated radial wave functions are proportional to spherical Bessel functions. Except for the different associated radial wave functions, oscillator brackets and vector brackets are identical. However, it is possible to obtain an explicit expression for vector brackets while oscillator brackets usually must be tabulated in numerical form or evaluated on a computer. We give a general expression for the vector bracket in this appendix.

Vector brackets have been used in various forms in 3-body theory for quite some time. We thank Dr . Nancy Larson for introducing us to these overlaps and for providing notes which made it possible to derive results appropriate for 2-body states. Balian and Brezin (Bal69) give a derivation which leads to a more useful form than we derived originally. Recently, Wong and Clement (Won72) generalized the overlap and introduced the name "vector bracket" into
the Iiterature. The general expression obtained by Wong and Clement is given here. Suppose we want to calculate
(0.1) $\left\langle P_{1}^{1} P_{2}^{\prime} g^{\prime} m^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right| Q\left|P_{1} P_{2} \notin m l_{1} l_{2}\right\rangle$ maxd $l_{1}+l_{2}=\mathcal{L}_{\sim}$ end $l_{\sim}^{\prime}+l_{2}^{\prime}=\mathcal{L}^{\prime}$
(See Appendix C for notation).
Also, suppose we know $Q$ in terms of the $k, \notin$ coordinates (for example, ${\underset{\sim}{e}}_{\underset{\sim}{~}}$ and $\Re_{\sim}^{\sim}$ might be the relative and center-of-mass momenta). That is, we know
(0.2) $\left\langle k^{\prime} x^{\prime} \delta^{\prime} m^{\prime} l_{k^{\prime}} l_{k^{\prime}}\right| Q\left|k K \& m l_{k} l_{k}\right\rangle$.

We can evaluate the expression in equation (D.1) by inserting the unit operator
(D.3)

$$
\begin{aligned}
& =1
\end{aligned}
$$

on both sides of $Q$ in equation (D.1) and performing the sums and integrals, provided we have an expression for overlaps of the form

$$
\text { (0.4) }\langle I \mid \mathbb{I}\rangle=\left\langle P_{1}^{\prime} P_{2}^{\prime} \mathcal{L}^{\prime} m^{\prime} l_{1}^{\prime} l_{2}^{\prime} \mid k^{\prime \prime} x^{\prime \prime} \mathcal{L}^{\prime \prime} M^{\prime \prime} \ell_{k^{\prime \prime}} l_{k^{\prime \prime}}\right\rangle .
$$

The expression in equation (D.4) is the so-called "vector bracket." When $\mathcal{R}^{\prime \prime}$ and $\mathcal{K}^{N}$ are related to ${\underset{1}{\sim}}_{\sim}^{\sim}$ and $P_{2}^{\prime}$ by

$$
\begin{aligned}
(D .5) \ell_{\sim}^{\prime \prime} & =a_{1} P_{1}^{\prime}+a_{2} p_{2}^{\prime} \\
\sim \sim & \sim \\
\sim \sim & b_{1} P_{1}^{\prime}+b_{2} P_{2}^{\prime} .
\end{aligned}
$$

Wong and Clement show that the expression in equation (D.4) is given by
(D.7)

$$
\langle I \mid I I\rangle=N^{2}(4 \pi)^{2} \delta\left(\alpha^{\prime} \alpha^{\prime}\right) \delta\left(\left(m^{\prime} m^{\prime \prime}\right) \delta(W)\right.
$$

$$
x \theta\left(1-x_{1}^{2}\right) \theta\left(1-x_{2}^{2}\right) \frac{1}{2 \alpha^{\prime}+1} \frac{1}{P_{1}^{\prime} P_{2}^{\prime} k^{\prime \prime} x^{\prime \prime}} A_{I, I I}
$$

where
(D.8) $N^{2}=$ a normalization factor (we use $N=(2 \pi)^{3}$ )
(D.9) $\quad W=b_{1} b_{2} k^{11^{2}}+a_{1} a_{2} k^{11^{2}}$

$$
+\left(a_{2} b_{1}-b_{2} a_{1}\right)\left(a_{1} b_{1} p_{1}^{2}-a_{2} b_{2} p_{2}^{2}\right)
$$

(D.10) $x_{1}=\left(p^{1^{2}}-a_{1}^{2} p_{1}^{2}-a_{2}^{2} p_{2}^{2}\right) /\left(2 a_{1} a_{2} p_{1}^{1} p_{2}^{1}\right)$
(D.11) $x_{2}=\left(K^{1^{2}}-b_{1}^{2} p_{1}^{2}-b_{2}^{2} p_{2}^{2}\right) /\left(2 b_{1} b_{2} p_{1}^{1} p_{2}^{\prime}\right)$.

The variables $X_{1}$ and $X_{2}$ are expressions for the cosine of the angle between $P_{1}$ and $P_{2}$. The functions which are defined as
(0.12) $\theta\left(x_{i}\right)=\left\{\begin{array}{lr}1 & 0 \leq x_{i} \leq 1 \\ 0 & x_{i}>1\end{array} \quad(i=1,2)\right.$
just insure that $\left|X_{1}\right|$ and $\left|X_{2}\right|$ are less than or equal 1 . The symbol $A_{I_{\boldsymbol{J I I}}}$ is
(D.13) $A_{I_{,} T}=$

$$
\sum_{m=-e^{\prime}}^{\rho^{\prime}}\left\{\left[\sum_{m_{1} m_{2}}\left\langle l_{1}^{\prime} l_{2}^{\prime} m_{1} m_{2} \mid \rho^{\prime} m\right\rangle Y_{l_{1}^{\prime} m_{1}}\left(\hat{p}_{1}^{\prime}\right) Y_{l_{2}^{\prime} m_{1}}\left(\hat{p}_{2}^{\prime}\right)\right]^{i^{\prime \prime}}\right.
$$

$$
\left.x\left[\sum_{m_{k} m_{k}}^{\left\langle l_{k^{\prime \prime}} l_{x^{\prime \prime}} m_{k} m_{x} \mid \rho^{\prime} m\right\rangle Y_{l_{k}^{\prime \prime} m_{k}}^{\left(\hat{k}^{\prime \prime}\right)} Y_{x^{\prime \prime} m x}} Y_{\left(\hat{k}^{\prime \prime}\right)}^{\left(\hat{k}^{n}\right)}\right\}\right\}
$$

The vectors $P_{1}^{\prime}, P_{2}^{\prime}, \mathcal{R}_{\sim}^{\prime \prime}$ and $\boldsymbol{K}_{\alpha}^{\prime \prime}$ all lie in a plane and the relative angles between the vectors are fixed by the magnitudes of the vectors. The orientation of the plane itself is arbitrary. For computational purposes it is useful to take the vectors to lie in the X-Y plane so that $Y_{L M}(\theta=\pi / 2, \varphi) \rightarrow \Gamma_{L M} e^{i m \varphi}$ where

$$
\text { (D.14) } \Gamma_{L M}=\left\{\begin{array}{l}
\frac{(-1)}{\frac{(l+m) / 2}{2^{l}\left(\frac{l+m}{2}!\right)\left(\frac{l-m}{2}!\right)^{2}}\left[\frac{2 l+1}{4 \pi}(l+m)!(l-m)!\right]^{2}} \begin{array}{l}
0 \quad \text { for }(l-m) \text { even } \\
0 \quad l-m) \text { odd } \\
\text { for factor } \delta(W) \text { expresses conservation of kinetic }
\end{array}
\end{array}\right.
$$

energy. For example, for the familiar transformation

$$
k_{\sim}^{\prime \prime}=\left(m_{2} p_{1}^{\prime}-m_{1} p_{2}^{\prime}\right) /\left(m_{1}+m_{2}\right), K^{\prime \prime}=p_{2}^{\prime \prime}+p_{2}^{\prime \prime}
$$

we obtain the result

$$
\text { (0.15) } \begin{aligned}
\delta(w)=(1 / 2 \mu) \delta\left(k^{\prime^{2}} / 2 \mu\right. & +x^{\mu^{2}} / 2 m \\
& \left.-p_{1}^{\prime 2} / 2 m_{1}-p_{2}^{\prime 2} / 2 m_{2}\right)
\end{aligned}
$$

where $\mu=m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ and $m=m_{1}+m_{2}$.
Finally, we note that parity conservation requires

$$
\left(l_{1}^{\prime}+l_{2}^{\prime}+l_{k \prime \prime}^{\prime \prime}+l_{x^{\prime \prime}}\right) \longrightarrow \text { even }
$$

The inclusion of spin is straight forward. We shall list some results for the case where one of the particles has $\operatorname{spin} 1 / 2$.

First, some useful expansions:

$$
\begin{equation*}
\text { for } j_{i}^{\prime}=l_{i}^{\prime}+1 / 2, g^{\prime}=j_{i}^{\prime}+l_{2}^{\prime} \tag{D.16}
\end{equation*}
$$

and

$$
\mathcal{L}_{\sim}^{\prime}=e_{i}^{\prime}+l_{2}^{\prime} \quad, \mathscr{f}^{\prime}=\mathcal{L}^{\prime}+\underset{\sim}{1 / 2}
$$

$$
\begin{aligned}
& \left|P_{1}^{\prime} P_{2}^{\prime} g^{\prime} g_{z}^{\prime} j_{1}^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right\rangle \\
& =\sum_{\mathcal{L}^{\prime}}\left\{\begin{array}{l}
1 / 2 \\
l_{1}^{\prime} j_{1}^{\prime} \\
l_{2}^{\prime} g^{\prime} \mathcal{L}^{\prime}
\end{array}\right\}\left[\left(2 f^{\prime}+1\right)\left(2 j_{1}^{\prime}+1\right)\right]^{1 / 2}(-1)^{1 / 2+l_{1}^{\prime}+l_{2}^{\prime}+g^{\prime}} \\
& \times\left|P_{1}^{\prime} P_{2}^{\prime} g^{\prime} g_{z}^{\prime} f^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \text { (D.17) for }{\underset{f}{k^{\prime \prime}}}=l_{k^{\prime \prime}}+Y_{2},{\underset{\sim}{\prime}}^{\prime \prime}=\dot{j}_{k^{\prime \prime}}+l_{x^{\prime \prime}} \\
& \mathcal{L}_{\sim}^{\prime \prime}=\ell_{k^{n}}+\ell_{x_{x}}, g^{\prime \prime}=\mathcal{L}^{\prime \prime}+y_{2} \\
& \left|k^{\prime \prime} x^{\prime \prime} f^{\prime \prime} \gamma_{z}^{\prime \prime} \dot{\gamma}_{k}{ }^{\prime \prime} \ell_{k^{\prime \prime}} \ell_{x^{\prime \prime}}\right\rangle \\
& =\sum_{\mathcal{L}^{\prime \prime}}\left\{\begin{array}{l}
1 / 2 l_{k^{\prime \prime}} \quad j_{k^{\prime \prime}} \\
l_{k^{\prime \prime}} f^{\prime \prime} \mathcal{L}^{\prime \prime}
\end{array}\right\}\left[\left(2 \mathcal{L}^{\prime \prime}+1\right)\left(2 j_{k^{\prime \prime}}+1\right)\right]^{1 / 2}(-1)^{1 / 2+l_{k} \prime \prime}+l_{k^{\prime \prime}}+g^{\prime \prime} \\
& x\left|k^{\prime \prime} K^{\prime \prime} g^{\prime \prime} g_{z}^{\prime \prime} f^{\prime \prime} \ell_{k^{\prime \prime}} \ell_{x^{\prime \prime}}\right\rangle
\end{aligned}
$$

(D.18) For the simple case

$$
\begin{aligned}
& {\underset{\sim}{\mathcal{L}}}^{\prime}=\operatorname{l}_{\sim}^{\prime}+l_{2}^{\prime} \quad \mathcal{L}^{\prime}=\underset{\sim}{\mathcal{L}^{\prime}}+\underset{\sim}{1 / 2} \\
& \left\langle k^{\prime \prime} x^{\prime \prime} g^{\prime \prime} \delta_{z}^{\prime \prime} \mathcal{L}^{\prime \prime} \ell_{k^{\prime \prime}} \ell_{x} x^{\prime \prime} \mid p_{1}^{\prime} p_{2}^{\prime} g^{\prime} g_{z}^{\prime} \mathcal{L}^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right\rangle \\
& =\delta\left(g^{\prime \prime} \delta^{\prime}\right) \delta\left(g_{z}^{\prime \prime} g_{z}^{\prime}\right) \delta\left(f^{\prime \prime} f^{\prime}\right) \\
& x\left\langle k^{\prime \prime} x^{\prime \prime} \mathcal{L}^{\prime} M^{\prime}=0 l_{k^{n}} l_{x^{\prime \prime}} \mid P_{1}^{\prime} P_{2}^{\prime} \mathcal{L}^{\prime} m^{\prime}=0 l_{1}^{\prime} l_{2}^{\prime}\right\rangle
\end{aligned}
$$

The simple case in (D.18) together with the expansions in equations (D.16) and (D.17) can be used to obtain
（D．19）

$$
\begin{aligned}
& j_{\underset{\sim}{k^{\prime \prime}}}=l_{\underset{\sim}{k \prime \prime}}+1_{\sim}^{2} \quad \underset{\sim}{f}=\underset{\sim}{\prime \prime}=\underset{\sim}{{\underset{k}{n}}^{\prime \prime}}+\underset{\sim}{1 / 2} \\
& {\underset{\sim}{c}}^{\prime}=l_{i}^{\prime}+l_{\sim}^{\prime} \quad f^{\prime}=\underset{\sim}{\mathcal{L}^{\prime}}+\underset{\sim}{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \left\langle k^{\prime \prime} x^{\prime \prime} g^{\prime \prime} \partial_{z}^{\prime \prime} j_{k^{\prime \prime}} l_{k^{\prime \prime}} l_{x^{\prime \prime}} \mid p_{1}^{\prime} p_{2}^{\prime} g^{\prime} \delta_{z}^{\prime} f^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right\rangle \\
& =\delta\left(g^{\prime \prime} g^{\prime}\right) \delta\left(f_{z}^{\prime \prime} \delta_{z}^{\prime}\right)\left\{\begin{array}{l}
1 / 2 l_{k} k^{\prime \prime} \\
l_{k^{\prime \prime}} \prime \prime \\
l_{x^{\prime \prime}}^{\prime} g^{\prime}
\end{array}\right\}\left[\left(2 f^{\prime}+1\right)\left(2 j_{k^{\prime \prime}}+1\right)\right]^{1 / 2} \\
& x(-1)^{1 / 2+l_{k^{\prime \prime}}+l_{x^{\prime \prime}}^{\prime}+g^{\prime}} \quad\left\langle k^{\prime \prime} x^{\prime \prime} f^{\prime} m^{\prime}=0 l_{k^{\prime \prime}} l_{x^{\prime \prime}} \mid p_{1}^{\prime} p_{2}^{\prime} f^{\prime} m^{\prime}=0 l_{1}^{\prime} l_{2}^{\prime}\right\rangle
\end{aligned}
$$

（D．20）

$$
\begin{aligned}
& {\underset{\sim}{k}}^{\prime \prime}=\ell_{k^{\prime \prime}}+\underset{\sim}{y_{2}}, d^{\prime \prime}=\ell_{\underset{\sim}{{\underset{x}{n}}^{\prime \prime}}}+j_{k^{\prime \prime}} \\
& j_{1}^{\prime}=e_{i}^{\prime}+1_{2} \quad, f^{\prime}=l_{2}^{\prime}+\underset{\sim}{j}
\end{aligned}
$$

$\left\langle k^{\prime \prime} x^{\prime \prime} g^{\prime \prime} \partial_{z}^{\prime \prime} j_{k^{\prime \prime}} \ell_{k^{\prime \prime}} \ell_{x^{\prime \prime}} \mid p_{1}^{\prime} p_{2}^{\prime} g^{\prime} g_{z}^{\prime} j_{1}^{\prime} l_{1}^{\prime} l_{2}^{\prime}\right\rangle$

$$
\begin{aligned}
& =\delta\left(g^{\prime \prime} \gamma^{\prime}\right) \delta\left(g_{z}^{\prime \prime} g_{z}^{\prime}\right) \\
& \times \sum_{j^{\prime}}\left\{\begin{array}{lll}
1 / 2 & l l_{k^{\prime \prime}} & j_{k^{\prime}} \\
l_{k^{\prime \prime}} & j^{\prime} & \mathcal{L}^{\prime}
\end{array}\right\}\left\{\begin{array}{lll}
1 / 2 & l_{1} & j_{1} \\
l_{2}^{\prime} & g^{\prime} j^{\prime}
\end{array}\right\}\left(2 \alpha^{\prime}+1\right)\left[\left(2 j_{k^{\prime}}+1\right)\left(2 j_{1}^{\prime}+1\right)\right]^{1 / 2} \\
& l_{k^{\prime \prime}}+l_{k^{\prime \prime}}+l_{1}^{\prime}+l_{2}^{\prime} \\
& x(-1) \quad\left\langle k^{\prime \prime} K^{\prime \prime} ぬ^{\prime} M^{\prime}=0 l_{k^{\prime \prime}} l_{x^{\prime \prime}} \mid P_{1}^{\prime} P_{2}^{\prime} よ^{\prime} M^{\prime}=0 l_{1}^{\prime} l_{2}^{\prime}\right\rangle
\end{aligned}
$$

## APPENDIX E

## THEORETICAL JUSTIFICATION OF THE 3-BODY MODEL IN PION-NUCLEUS SCATTERING

In Chapter VIII we obtained the t-matrix for scattering of a pion from a single nucleon which is bound in a potential well. This 3-body t-matrix was later used in place of the free pion-nucleon $t$-matrix in the calculation of elastic pion scattering from ${ }^{4} \mathrm{He}$, ${ }^{12} C$, and ${ }^{16} 0$. In this appendix we give a theoretical justification for the use of the 3-body t-matrix in pion-nucleus scattering.

In the development of the optical potential formalism in Chapter II, we eliminated the pion-nucleon potential, $\mathcal{V}_{N}$, by writing $\boldsymbol{v}_{\boldsymbol{\pi} N}$ in terms of the t-matrix $\boldsymbol{T}_{\boldsymbol{\pi} N}$ where we defined (E.1) $T_{T N}=v_{\pi N}+v_{T N} G T_{T N}$.

The propagator $G$ was given as
(E.2) $G=a\left(E-E_{\nu}-K_{\pi}+i \epsilon\right)^{-1}$
where $Q$ is a projection operator for completely antisymmetric states. The elimination of $V_{\pi N}$ using equation (E.I) is clearly an arbitrary step. Any operator equation containing $V_{\pi N}$ could have been used to eliminate $V_{\pi N}$. However, the resulting equations for the optical potential do not have conventional forms for some choices.

Kerman, McManus, and Thaler (Ker59) give a systematic way for eliminating $\boldsymbol{V}_{\pi N}$ in their Appendix IV. Their approach is completely general and shows the conditions necessary to end up with a conventional Schroedinger (or Lippmann-Schwinger) scattering equation. We first present their approach and then we apply the result to our 3-body model.

Kerman, McManus, and Thaler (KMT) point out that we can define a whole series of scattering operators $t_{\sigma}$

## (E.3) $t_{\sigma}=V_{\pi N}+V_{\pi N} G_{\sigma} t_{\sigma}$

which can be used to eliminate $V_{\pi N}$. The propagator $G_{\sigma}$ is completely arbitrary; however, as we shall see, there is only a certain class which lead to a final scattering equation of conventional form. Our objective here is to show that we can make a consistent definition of the pion-nucleus optical potential when $G_{\sigma}$ is the propagator used in our 3-body model.

$$
\text { If we use equation (E.3) to eliminate } V_{\pi N} \text {, we obtain }
$$

for any choice of $G_{\sigma}$

$$
\begin{aligned}
(\Omega .4) \quad T_{\pi \nu} & =[A /(A-1)] T_{\pi \nu}^{\prime} \\
(\Omega .5) T_{\pi \nu}^{\prime} & =(A-1) t_{\sigma}\left(1+\widetilde{G}_{\sigma} T_{\pi \nu}^{\prime}\right)
\end{aligned}
$$

( $\Omega .0) \tilde{G}_{\sigma}=[A /(A-1)]\left[G-G_{\sigma} / A\right]$.

Equations (E.4) - (E.6) are the same results we obtained in Chapter II, except now we have $\widetilde{G}_{\sigma}$ instead of $G$ and $t_{\sigma}$ instead of $\uparrow_{\pi N}$. Defining the first order optical potential as
(E.7) $U_{\pi \nu}^{0}=(A-1) t_{\sigma}$
and the complete optical potential as
(8.8) $\quad U_{\pi \nu}=U_{\pi \nu}^{0}+U_{\pi \nu}^{0}(1-10\rangle\langle 01) \tilde{G}_{\sigma} U_{\pi \nu}$ the equation for $T_{\pi \nu}^{1}$ becomes
(E.9) $T_{\pi \nu}^{\prime}=U_{\pi \nu}+U_{\pi \nu}|0\rangle\langle 0| \tilde{G}_{\sigma}|0\rangle\langle 0| T_{\pi \nu}^{\prime}$.

Further, the $t$-matrix $t_{\sigma}$ can be written in terms of the free pion-nucleon t-matrix
(8.10) $t_{\sigma}=t_{\pi_{N}}+t_{T N}\left(G_{\sigma}-g_{\sigma}\right) t_{\sigma}$
where, as before, $t_{\pi N}$ is given by
(8.11) $t_{\pi_{N}}=v_{\pi_{N}}+v_{\pi N} g_{0} t_{\pi N}$.

In order for equation (E.9) to be the conventional one-body Lippmann-Schwinger equation we must have ${ }^{1}$ (s,12) $\langle 0| \tilde{G}_{\sigma}|0\rangle=\left(E_{\pi}-k_{\pi}+i \epsilon\right)^{-1}$
or equivalently,
${ }_{(8,13)}\langle 0| G_{\sigma}|0\rangle=\langle 0| G|0\rangle$.
( Recall that $\left.\langle 0| G|0\rangle=\left(E_{\pi}-K_{\pi}+i \epsilon\right)^{-1}.\right)$
$I_{\text {We assume }}$ an infinitely heavy nucleus here so the nuclear kinetic energy terms are not present.

The Hamiltonian for the bound nucleon in our 3-body problem was $H_{N}=K_{N}+U_{N}$. If we use an independent particle model for the nucleus and single out one of the nucleons (call it nucleon \#l), we obtain the one-particle Hamiltonian $H_{1}=K_{1}+U_{1}$. We therefore define a t-matrix $t_{1} \equiv t_{3 B}$ in terms of $H_{1}$ and $V_{\pi N}$
${ }_{(8.24)} t_{3 B}=v_{\pi N}+v_{\pi N} G_{1} t_{3 B}$
where $G_{1}=\left(E_{1}+E_{\pi}-k_{1}-U_{1}-k_{\pi}+i \epsilon\right)^{-1}$. The t-matrix $t_{3 B}$ is the same t-matrix that was calculated in Chapter VIII. (In Chapter VIII we denote the 3-body t-matrix as $\tau_{\pi N}$. Here we use the notation $t_{\mathbf{3 B}}$ to avoid confusion with the t-matrix in equation (E.I).) Hence, we now want to see ${ }_{18}\langle 0| G,|0\rangle \stackrel{( }{=}\langle 0| G|0\rangle=\left(E_{\pi}-k_{\pi}+i \epsilon\right)^{-1}$. since $G_{1}$ is a one-nucleon operator and $|0\rangle$ is an antisymmetric nuclear (many-body) state, we have

$$
{ }_{(8,25)}\langle 0| G,|0\rangle=\frac{1}{A} \sum_{\alpha=1}^{A} \frac{1}{E_{\pi}-K_{\pi}+\left(E_{1}-E_{\alpha}\right)+i \epsilon}
$$

Where $\alpha$ indicates the occupied single-particle states and $E \propto$ is the single-particle energy. In an independent-particle picture of the ${ }^{4} \mathrm{He}$ ground state, all the occupied single particle states have
the same energy $E_{\mathbf{1}}$, so for that case we have the required result:

$$
\langle 0| G_{1}|0\rangle_{4_{H e}}=\left(E E_{\pi}-K_{\pi}+i \epsilon\right)^{-1}
$$

Hence, for ${ }^{4} \mathrm{He}$, we end up with the usual Lippmann-Schwinger equation for $T_{\boldsymbol{T}}^{\prime}$ when we use the 3-body t-matrix, $t_{3 B}$, to obtain the (first order) optical potential. For ${ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$, we have that $\langle 0| G_{1}|0\rangle \cong\left(E_{\pi}-K_{\pi}+i \epsilon\right)^{-1}$ since we consider energies where $E_{\pi} \gg\left(E_{1}-E_{\alpha}\right)$. Further, in equation (E.6) the $G_{\sigma}$ term is multiplied by 1/A. Hence, for ${ }^{12} C$ and ${ }^{16} 0$, we obtain an ordinary Lippmann-Schwinger equation to a very good approximation.

Thus we have shown that it is possible to use the 3 -body $t$-matrix in the definition of the optical potential, but we have not shown that this procedure makes the first order optical potential (which is what we use for $U_{\pi \boldsymbol{V}}$ ) a better approximation to the complete optical potential. To show that there is an improvement would require showing that the higher order terms are smaller for

$$
U_{\pi \nu}^{0}=(A-1) t_{3 B} \text { than for } U_{\pi \nu}^{0}=(A-1) t_{\pi N}
$$

We therefore take a "try and see" attitude in this work, and require that the final justification come from a comparision with experiment.

## APPENDIX F

CALCULATION OF BINDING CORRECTIONS
USING VECTOR BRACKETS

The first binding correction term is given in our 3-body model by
(F.1) $\Delta t_{\pi N}=t_{33} g_{0} R_{N} g_{0} t_{33}$.

In Chapter VIII we showed in a schematic way how this term is calculated. In this appendix we discuss the details of the calculation.

We want to calculate the matrix elements of $\Delta t_{\pi N}$ and average over the z-components of spin and isospin of target nucleon. Hence, we want to evaluate (we use $\left\langle\Delta t_{\pi N}\right\rangle$ to denote the matrix elements of $\Delta t_{\pi N}$ )
(5.2) $\left\langle\Delta t_{\pi N}\right\rangle=\frac{1}{\left(2 n^{n}+1\right)} \frac{1}{\left(2 i^{n}+1\right)} \sum$

$$
i_{Z}^{N} A_{Z}^{N}
$$

$$
\left\langle P_{\sim}^{1} i_{z}^{\pi}\right|\left\langle\psi i_{z}^{N} A_{z}^{N}\right| \Delta t_{\pi N}\left|\psi i_{z}^{N} s_{z}^{N}\right\rangle\left|P_{\pi} i_{z}^{\pi}\right\rangle .
$$

In equation (F.2), $\left|\psi i_{z}^{N} A_{z}^{N}\right\rangle \equiv|\psi\rangle\left|i_{z}^{N}\right\rangle\left|s_{z}^{N}\right\rangle$
where $|4\rangle$ denotes the wavefunction for the bound (s-wave) nucleon; $A_{Z}^{N}$ and $i_{Z}^{N}$ are the $z$-components of the nucleon
spin and isospin respectively. The initial and final pion momenta are $P_{\pi}^{P}$ and ${\underset{\sim}{\pi}}_{P_{\sim}^{\prime}}^{\prime}$ respectively and $i_{z}^{\pi}$ is the z-component
of the pion isospin; also we define $\left|P_{\pi}^{\pi} i_{z}^{\pi}\right\rangle \equiv\left|P_{\pi}^{\pi}\right\rangle\left|i i_{z}^{\pi}\right\rangle$. Since all the operators in $\Delta t_{T M}$ are diagonal with respect to the total isospin $I=i_{\sim}^{\pi}+i^{N}$, we can easily sum on $i_{Z}^{N}$. We first write the isospin state $\left|i^{\pi} i_{z}^{\pi}\right\rangle\left|i^{N} i_{z}^{N}\right\rangle$ as

$$
\text { (r.3) } \begin{aligned}
& \left|i^{\pi} i_{z}^{\pi}\right\rangle\left|i^{N} i_{z}^{N}\right\rangle= \\
& \quad \sum_{I I_{z}}\left\langle I I_{z} \mid i^{\pi} i^{N} i_{z}^{\pi} i_{z}^{N}\right\rangle\left|I I_{z}\right\rangle .
\end{aligned}
$$

Then we calculate

$$
\begin{aligned}
& \text { (F.4) }\left\langle\Delta t_{\pi N}\right\rangle=\frac{1}{2 \Delta^{N}+1} \frac{1}{2 i^{N}+1} \sum_{I I_{z}} \sum_{i i_{z}^{N} s_{z}^{N}} \\
& \left\langle I I_{z} \mid i^{\pi} i^{N} i_{z}^{\pi} i_{z}^{N}\right\rangle^{2}\left\langle I I_{z}\right|\left\langle P_{\pi}^{\prime}\right|\left\langle\psi s_{z}^{N}\right| \Delta t_{\pi N}\left|\psi s_{z}^{N}\right\rangle\left|P_{\pi}\right\rangle\left|I I_{z}\right\rangle .
\end{aligned}
$$

The matrix elements of $\Delta t_{\pi N}$ are independent of $I_{z}$ and
(F.5) $\sum_{I_{z} i_{z}^{N}}\left\langle i^{\pi} i^{N} i_{z}^{\pi} i_{z}^{N} \mid I I_{z}\right\rangle^{2}=\frac{2 I+1}{2 i^{\pi}+1}$.

So taking $I_{Z}=0$ we have
(F.6)

$$
\begin{aligned}
& \left\langle\Delta t_{\pi N}\right\rangle=\sum_{I} \frac{2 I+1}{\left(2 i^{N}+1\right)\left(2 i^{\pi}+1\right)} \sum_{s_{z}^{N}} \frac{1}{2 s^{N}+1} \\
& x\left\langle I I_{z}=0\right|\left\langle P_{I}^{\prime}\right|\left\langle\psi s_{z}^{N}\right| \Delta t_{\pi N}\left|\psi s_{z}^{N}\right\rangle\left|P_{I}\right\rangle\left|I I_{z}=0\right\rangle
\end{aligned}
$$

We assume the pion-nucleon interaction is only in the $(3,3)$ channel so $I=3 / 2$. Hence, we want
(F.7)

$$
\left.\left\langle\Delta t_{\pi N}\right\rangle=(2 / 3) \frac{1}{2 s^{N}+1} \sum_{s_{z}^{N}}\left\langle P_{\pi}^{\prime}\right| \psi s_{z}^{N}\left|\Delta t_{\pi N}\right| \psi s_{z}^{N}\right\rangle\left|P_{\pi}\right\rangle
$$

The sum over the nucleon spin can also be easily done, but it is not quite as straightforward as for the isospin. First, we write the state $\left|\psi_{0} A_{z}^{N}\right\rangle\left|P_{\pi}^{\pi}\right\rangle$ as
(F.8)

$$
\begin{aligned}
& \left|\psi s_{z}^{N}\right\rangle\left|P_{\pi}\right\rangle=\sum_{g g_{z}}\left\langle g g_{z} \mid L_{\pi} s^{N} M_{\pi} s_{z}^{N}\right\rangle \\
& \times \int \frac{P_{N}^{\prime 2} d P_{N}^{\prime}}{(2 \pi)^{3}} R_{00}\left(P_{N}^{\prime}\right)\left|P_{\pi} P_{N}^{\prime} g g_{z} \mathcal{L} L_{\pi} L_{N}=0\right\rangle
\end{aligned}
$$

In equation (F.8), $\mathcal{L}=L_{\pi}$ since $L_{N}=0$. (We use this redundant notation in order to be consistent with the notation in Appendix D.) The function $R\left(P_{N}^{\prime}\right)$ is defined by $\psi\left(P_{N}^{\prime}\right)=R\left(P_{N}^{\prime}\right) Y_{00}\left(\hat{P}_{N}\right)$, i.e., $R\left(P_{N}^{\prime}\right)$ is the "radial" part of the momentum space wavefunction. Using the expansion in equation ( $F .8$ ) we have

$$
\begin{aligned}
& \text { (F.9) }\left\langle\Delta t_{\pi N}\right\rangle=\frac{2}{3} \frac{1}{2 s^{N}+1} \sum_{88 z} \\
& L_{\pi} M_{\pi} \\
& \stackrel{L_{i}^{\prime}}{M_{A}^{\prime} N_{Z}^{\prime}} \\
& \left\langle L_{\pi}^{\prime} s^{N} M_{\pi}^{\prime} A_{z}^{N} \mid g_{z}\right\rangle\left\langle g_{z} \mid L_{\pi} s^{N} M_{\pi} s^{N} z\right\rangle \\
& \times Y_{L_{\pi}^{\prime} M_{\pi}^{\prime \prime}}^{\left(\hat{P}^{\prime}\right) Y_{L_{\pi}}^{*}\left(\hat{P}_{\pi}\right)} \int \frac{P_{N}^{\prime} d P_{N}}{(2 \pi)^{3}} \int \frac{P_{N}^{2} d P_{N}}{(2 \pi)^{3}} R\left(P_{N}^{\prime}\right) R\left(P_{N}\right) \\
& x\left\langle P_{\pi}^{\prime} P_{N}^{\prime} g g_{z} \mathcal{L}^{\prime} L_{\pi}^{\prime} L_{N}^{\prime}=0\right| \Delta t_{\pi N}\left|P_{\pi} P_{N} g g_{z} \mathcal{L} L_{\pi} L_{N}=0\right\rangle
\end{aligned}
$$

Now conservation of total angular momentum and conservation of parity require $L_{\pi}^{\prime}=L_{\pi}=\mathcal{L}=\mathcal{L}^{\prime} \quad$ (Recall the nucleon wavefunction is s-wave.) Also, $\left\langle\Delta t_{\pi N}\right\rangle$ is independent of $\mathrm{g}_{z}$, so using the fact that

$$
\text { (F.10) } \sum_{A_{z}^{N} g_{z}}\left\langle L_{\pi} A^{N} M_{\pi} A_{z}^{N} \mid f g_{z}\right\rangle=\frac{2 g+1}{2 L_{\pi+1}}
$$

and

$$
\text { (F.11) } \sum_{M_{\pi}} Y_{L_{\pi} M_{\pi}}\left(\hat{P}_{\pi}\right) Y_{L_{\pi} M_{\pi}}\left(\hat{P}_{\pi}^{\prime}\right)=\frac{2 L_{\pi+1}}{4 \pi} P_{L_{\pi}}\left(\hat{P}_{\pi} \hat{P}_{\pi}^{\prime}\right)
$$

we have
(F.11) $\left\langle\Delta t_{\pi N}\right\rangle=\frac{1}{12 \pi} \sum_{\mathcal{L L}_{\pi}}(2 g+1) P_{L_{\pi}}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right)$

$$
x \int \frac{P_{N}^{\prime 2} d P_{N}^{\prime}}{(2 \pi)^{3}} \int \frac{P_{N}^{2} d P_{N}}{(2 \pi)^{3}} R_{00}\left(P_{N}^{\prime}\right) R_{00}\left(P_{N}\right)
$$

$$
x\left\langle P_{\pi}^{\prime} P_{N}^{\prime} g f_{z} \mathcal{L} L_{\pi} L_{N}=0\right| \Delta t_{\pi N}\left|P_{\pi} P_{N} g g_{z} \mathcal{L} L_{\pi} L_{N}=0\right\rangle
$$

At this point we take advantage of the separable form for $R_{N}$ (see Chapter VIII) by writing $g_{0} R_{N} g_{0}$ as

$$
\begin{aligned}
& g_{0} R_{N} g_{0}= \\
& \sum_{g^{\prime \prime} g_{z}^{\prime \prime}} \int \frac{P_{\pi}^{\prime \prime 2} d P_{\pi}^{\prime \prime}}{(2 \pi)^{3}} \frac{P_{N}^{n^{2}} d P_{N}^{\prime \prime}}{(2 \pi)^{3}} \frac{P_{N}^{n 1^{\prime}} d P_{N}^{\prime \prime \prime}}{(2 \pi)^{3}} \\
& \left.x\left|P_{\pi}^{\prime \prime} P_{N}^{\prime \prime} g^{\prime} g_{z}^{\prime \prime} \mathcal{L}^{\prime \prime} L_{\pi}^{\prime \prime} L_{N}^{n}=0\right\rangle g_{0}\left(E, P_{\pi}^{n}\right)_{N}^{\prime \prime}\right) u_{N}\left(P_{N}^{\prime \prime}\right) \\
& \left.x \lambda r_{N}\left(E-k_{\pi}\left(P_{\pi}^{\prime \prime}\right)\right) \times u_{N}\left(P_{N}^{n \prime}\right) g_{0}\left(E, P_{\pi}^{\prime \prime}\right)_{N}^{\prime \prime \prime}\right) \\
& x\left\langle P_{\pi}^{\prime \prime} P_{N}^{\prime \prime} g^{\prime \prime} g_{z}^{\prime \prime} \mathcal{L}^{\prime \prime} L_{\pi}^{\prime \prime} L_{N}^{\prime \prime}=0\right.
\end{aligned}
$$

(Note: $\mathcal{L}^{\prime \prime}=L_{\Pi}^{\prime \prime}$ since $L_{N}^{\prime \prime}=0$ )
Inserting the above form for $G_{0} R_{N} g_{0}$ we obtain (Again, by conservation of angular momentum and parity, $L_{\pi}=L_{\pi}^{\prime \prime}$.)
(F.14)

$$
\begin{aligned}
& \left\langle\Delta t_{\pi N}\right\rangle=\frac{1}{12 \pi} \sum_{g L_{\pi}}(2 \gamma+1) \int \frac{P_{\pi}^{\prime \prime} d P_{\pi}^{\prime \prime}}{(2 \pi)^{3}} \lambda r_{N}\left(E-k_{\pi}\left(P_{\pi}^{\prime \prime}\right)\right) \\
& \times B\left(P_{\pi}^{\prime} P_{\pi}^{\prime \prime} \gamma L_{\pi}\right) B\left(P_{\pi} P_{\pi}^{\prime \prime} \gamma L_{\pi}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \text { (F.15) } B\left(P_{\pi} P_{\pi}^{\prime \prime} g L_{\pi}\right)= \\
& \int_{0}^{\infty} \frac{P_{N}^{\prime 2} d P_{N}}{(2 \pi)^{3}} \int_{0}^{\infty} \frac{P_{N}^{\prime \prime 2} d P_{N}^{\prime \prime}}{(2 \pi)^{3}} R\left(P_{N}^{\prime}\right) g_{0}\left(E, P_{\pi}^{\prime \prime}, P_{N}^{\prime \prime}\right) u_{N}\left(P_{N}^{\prime \prime}\right) \\
& x\left\langle P_{\pi}^{\prime} P_{N}^{\prime} g g_{z} \mathcal{L} L_{\pi} L_{N}=0\right| t_{33}\left|P_{\pi}^{\prime \prime} P_{N}^{\prime \prime} g g_{z} \mathcal{L} L_{\pi} L_{N}^{N}=0\right\rangle
\end{aligned}
$$

The expression for $B\left(P_{\pi} P_{\pi}^{\prime \prime} \mathcal{L}_{\pi}\right)$ is quite similar to the impulse term calculated in Chapter III. Instead of

$$
R\left(P_{N}^{\prime}\right) R\left(P_{N}^{\prime \prime}\right) \text { we have } R\left(P_{N}^{\prime}\right) g_{0}\left(E, P_{\pi}^{\prime \prime}, P_{N}^{\prime \prime}\right) U_{N}\left(P_{N}^{\prime \prime}\right)
$$ and we have $t_{33}$ instead of $\bar{t}_{33}$. As with the impulse term in Chapter III, we insert a complete set of TNCM states on each side of $t_{33}$, i.e., we insert the unit operator

$$
\begin{align*}
& \left|k^{\prime \prime} x^{\prime \prime} \gamma^{\prime \prime} \partial_{z}^{\prime \prime} j_{k^{\prime \prime}} l_{k^{\prime \prime}} l_{x^{\prime \prime}}\right\rangle \sum_{\gamma^{\prime \prime} j_{z}^{\prime \prime}} \int_{k^{\prime \prime \prime}} \frac{k^{2} d k^{\prime \prime}}{(2 \pi)^{3}} \frac{x^{\prime \prime} j^{\prime \prime}}{(2 \pi)^{3}}  \tag{F.16}\\
& \times\left\langle k^{\prime \prime} x^{\prime \prime} g^{\prime \prime} \gamma_{z}^{\prime \prime} j_{k^{\prime \prime}} \ell_{k^{\prime \prime}} l_{k^{\prime \prime}}\right|=1
\end{align*}
$$


The matrix elements of $\boldsymbol{t}_{33}$ for the above states are
(F.17)

$$
\begin{aligned}
& \left\langle k^{\prime \prime} k^{\prime \prime} \gamma^{\prime \prime} g_{z}^{\prime \prime} \dot{j}_{k^{\prime \prime}} l_{k^{\prime \prime}} l_{k^{\prime \prime}}\right| t_{33}\left|k^{\prime \prime \prime} x^{\prime \prime \prime} y^{\prime \prime \prime} \gamma_{z}^{\prime \prime \prime} \dot{\gamma}_{k^{\prime \prime \prime}} l_{k^{\prime \prime}} l_{x^{\prime \prime}}\right\rangle \\
& \left.=(2 \pi)^{3} \frac{\delta\left(x^{\prime \prime}-x^{\prime \prime \prime}\right)}{x^{\prime \prime 2}} \delta\left(g^{\prime \prime} f^{\prime \prime \prime}\right) \delta\left(\gamma_{z}^{n} y_{z}^{\prime \prime \prime}\right) \delta\left(j_{k^{\prime}} \gamma_{k^{\prime \prime \prime}}\right) f_{k^{\prime \prime}} j^{3 / 2}\right) \\
& x \delta\left(l_{k^{\prime \prime}} \ell_{k^{\prime \prime \prime}}\right) \delta\left(l_{k^{\prime \prime}} 1\right) \delta\left(l_{x^{\prime \prime}} \ell_{x^{\prime \prime \prime}}\right) x t_{33}\left(\omega_{c m} k^{\prime \prime} k^{\prime \prime \prime}\right)
\end{aligned}
$$

where from Appendix $B$ we have
(F.18)

$$
t_{33}\left(\omega_{c m} k^{\prime \prime} k^{\prime \prime \prime}\right)=\gamma t_{33}\left(\omega_{c m} k_{0} k_{0}\right) \frac{g_{33}\left(k^{n}\right) g_{33}\left(k^{\prime \prime \prime}\right)}{g_{33}^{2}\left(k_{0}\right)}
$$

(F.19)

$$
t_{33}\left(\omega_{c m k} k_{0}\right)=\frac{-8 \pi^{2} \hbar^{2} c^{2}}{\mu_{R}}\left(\frac{\eta_{33} e^{i \delta_{33}}-1}{2 i k_{0}}\right)
$$

(See Appendix B for the details. The off-shell factor $g_{33}$ should not be confused with the free particle propagator $\left.g_{0}.\right)$ Using the separable form in equation (F.18) for $t_{33}$ we obtain for $B$
(F.20)

$$
\begin{aligned}
& B\left(P_{\pi} P_{\pi}^{\prime \prime} g L_{\pi}\right)=\int \frac{x^{\prime \prime \prime} d x^{\prime \prime}}{(2 \pi)^{3}} \frac{t_{33}\left(\omega_{c M}, k_{0} k_{0}\right)}{g_{33}^{2}\left(k_{0}\right)} \\
& \times B_{1}\left(P_{\pi} x^{\prime \prime} g L_{\pi}\right) B_{2}\left(P_{\pi}^{\prime \prime} x^{\prime \prime} g L_{\pi}\right)
\end{aligned}
$$

where
(F.21)

$$
\begin{aligned}
& B_{1}\left(P_{\pi} K^{\prime \prime} g L_{\pi}\right)= \\
& \sum_{l_{K^{\prime \prime}}} \int \frac{k^{\prime \prime} d k^{\prime \prime}}{(2 \pi)^{3}} \int \frac{P_{N}^{\prime 2} d P_{N}^{\prime}}{(2 \pi)^{3}} R\left(P_{N}^{\prime}\right) g_{33}\left(k^{\prime \prime}\right) \\
& \times\left\langle P_{\pi} P_{N}^{\prime} f g_{z}=0 \mathcal{L} L_{\pi} L_{N}=0 \mid k^{\prime \prime} x^{\prime \prime} g f_{z} j_{k^{\prime \prime}}=^{3 / 2} l_{k^{\prime \prime}}=1 l_{K^{\prime \prime}}\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \text { (F.22) } B_{2}\left(P_{\pi}^{\prime \prime} x^{\prime \prime} g L_{\pi}\right) \\
& \sum_{l_{x^{\prime \prime \prime}}} \int \frac{k^{\prime \prime \prime} 2}{(2 \pi)^{3}} \int \frac{P_{N}^{\prime \prime \prime} d P_{N}^{\prime \prime}}{(2 \pi)^{3}} u_{N}\left(P_{N}^{\prime \prime}\right) g_{0}\left(E P_{\pi}^{n} P_{N}^{\prime \prime}\right) g_{33}\left(k^{\prime \prime \prime}\right) \\
& x\left\langle P_{\pi}^{\prime \prime} P_{N}^{\prime \prime} g \delta_{z^{\prime}} \mathcal{L} L_{\pi} L_{N}^{\prime \prime}=0 \mid k^{\prime \prime \prime} x^{\prime \prime} \partial f_{z} j_{k^{\prime \prime}}=3 / 2 l_{k^{\prime \prime}}=1 l_{k^{\prime \prime \prime}}\right\rangle
\end{aligned}
$$

The vector bracket expression in equation (F.21) and (F.22) is given in equation (D.19) of Appendix $D$. The quantities $B_{1}$ and $B_{2}$ are evaluated in the same way as the $\mathcal{F}_{I} \ell_{k}$ factor of the impulse term (see section 3 of Chapter III). Proceeding as in the impulse term we obtain for $B_{1}$ and $B_{2}$

$$
\begin{aligned}
& \text { (F.23) } B_{i}\left(P_{\pi} K \gamma L_{\pi}\right)=-(4 \pi)^{2} \sum_{l_{x}}(-1)^{\gamma+l_{x}+1 / 2} \\
& \times\left\{\begin{array}{lll}
1 / 2 & 1 & 3 / 2 \\
l_{x} & f & L_{\pi}
\end{array}\right\} \frac{1}{\sqrt{2 L_{\pi}+1}} \int_{-1}^{1} d x f_{i}\left[\frac{\omega_{\pi}(k) \omega_{N}(k)}{\omega_{\pi}\left(P_{\pi}\right) \omega_{N}\left(P_{N}\right)}\right]^{1 / 2} \\
& x \sum_{m=-L}^{L_{\pi}}\left\{\left[\sum_{m_{k}}\left\langle 1 l_{x} m_{k} m_{x} \mid L_{\pi} q_{n}^{-1}\right\rangle Y_{1 m_{k}}^{(\hat{k}) Y_{l}(\hat{x})} \begin{array}{l}
l_{x} m_{k}
\end{array}\right]^{*}\right. \\
& \left.m=-L_{\pi} m_{k} \times\left[Y_{L_{\pi}^{m}}^{\left(\hat{P}_{\pi}\right)} Y_{o 0}\left(\hat{P}_{N}\right)\right]\right\}
\end{aligned}
$$

Where $f_{i}$ is $R\left(P_{N}\right) g_{33}(k)$ for $i=1$ and $u_{N}\left(P_{N}\right) g_{0}\left(E P_{N} P_{N}\right) g_{33}(k)$ for $i=2$. The variable $X$ is $\hat{P}_{\pi} \cdot \hat{K}^{33}$.

Using the results from equations (F.14), (F.20) and (F.23) and regrouping some of the factors, we have finally for $\left\langle\Delta t_{\pi N}\right\rangle$

$$
\begin{aligned}
& \text { (F.24) }\left\langle\Delta t_{\pi N}\right\rangle=\frac{32}{3 \pi^{2}} \sum_{L_{\pi} \gamma} \frac{2 g+1}{\left(2 L_{\pi}+1\right)^{2}} P_{L_{\pi}}\left(\hat{P}_{\pi}^{\prime} \cdot \hat{P}_{\pi}\right) \\
& l_{x} l_{X^{\prime}}
\end{aligned} \quad \begin{aligned}
& \left\{\begin{array}{lll}
1 / 2 & 1 & 3 / 2 \\
l_{x} & g & L_{\pi}
\end{array}\right\}^{2}\left\{\begin{array}{lll}
1 / 2 & 1 & 3 / 2 \\
l_{X^{\prime}} & g & L_{\pi}
\end{array}\right\} \int_{0}^{\infty} P_{\pi}^{\prime{ }^{2}} d P_{\pi}^{\prime \prime} \lambda r\left(E-K_{\pi}\left(P_{\pi}^{\prime \prime}\right)\right) \\
& \times \beta\left(P_{\pi} P_{\pi}^{\prime \prime} L_{\pi} l_{x}\right) \beta\left(P_{\pi}^{\prime} P_{\pi}^{\prime \prime} L_{\pi} l_{x^{\prime}}\right)
\end{aligned}
$$

The function $\beta$ is given by
(F.25)

$$
\begin{aligned}
& \beta\left(P_{\pi} P_{\pi}^{\prime \prime} L_{\pi} l_{x}\right)=\int_{0}^{\infty} x^{\prime \prime 2} d x^{\prime \prime} \frac{t_{33}\left(\omega_{c m} k_{0} k_{0}\right)}{g_{33}^{2}\left(k_{0}\right)} \\
& x \Gamma_{1}\left(P_{\pi} K^{\prime \prime} L_{\pi} l_{x}\right) \Gamma_{2}\left(P_{\pi}^{\prime \prime} x^{\prime \prime} L_{\pi} l_{x}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { (F.26) } \\
& \Gamma_{i}\left(P_{\pi} k^{n} L_{\pi} l_{k}\right)=\int_{-1}^{1} d x f_{i}\left[\frac{\omega_{\pi}(k) \omega_{N}(k)}{\omega_{\pi}\left(P_{\pi}\right) \omega_{N}\left(P_{N}\right)}\right] \\
& x \sum_{m=-L_{\pi} m_{k}}^{L_{m}}\left\{\left[\sum_{m_{k}}\left\langle 1 l_{x} m_{k} m_{k} \mid L_{\pi} m\right\rangle Y_{1 m_{k}}^{\left(\hat{k}_{k}\right) Y_{l}(\hat{x})} \hat{l}_{x}\right]\left[Y_{\left(\hat{P}_{\pi}\right)}^{*} Y_{00}\left(\hat{P}_{N}\right)\right]\right\}
\end{aligned}
$$

As before, $f_{1}=R\left(P_{N}\right) g_{33}(k)$ and $f_{\text {integration variable }}^{f_{X}} u_{X}\left(P_{N}\right) g_{0}\left(E P_{N} P_{N}\right) g_{P_{3}}(k) \cdot X^{n}$. The

In order to avoid the singularities on the real axis, the integrals over $P_{\pi}^{N}$ and $\mathcal{K}$ are taken along complex contours by making the substitution $P_{\pi}^{\prime \prime} \rightarrow P_{\pi}^{n} e^{i \varphi}$ and $K^{\prime \prime} \rightarrow K^{\prime} e^{i \varphi}$. The validity of this procedure is discussed by Hetherington and Schick (Het65).

## APPENDIX G

## SOLUTION OF THE

LIPPMANN-SCHWINGER EQUATION

Haftel and Tabakin have developed a simple matrix method for solving the Lippman-Schwinger equation in momentum space (Haft ${ }^{\prime}$ (0). We present here a modified version of their method. Our method does not involve "subtracting out" the singularity in the free two-particle green function and produces the transition matrix itself rather than the phase shifts.

The Lippmann-Schwinger equation for two spinless particles interacting via an arbitrary potential $\mathbf{V}$ is given by
(G.1) $T\left(\omega_{0}, P_{\sim}^{\prime} \underset{\sim}{p}\right)=V\left(P_{\sim}^{\prime} \underset{\sim}{p}\right)+\int \frac{V\left(P_{\sim}^{\prime} p_{\sim}^{\prime \prime}\right) T\left(\omega_{0}, P_{\sim}^{\prime \prime} \rho\right)}{\omega_{0}-\omega\left(P^{\prime \prime}\right)+i \in} \frac{d^{3} p^{\prime \prime}}{(2 \pi)^{3}}$
where $P$ and $P^{\prime}$ are respectively the initial and final momenta ${ }^{l}$ in the two particle center-of-mass frame. The energy variable $\boldsymbol{\omega}\left(\boldsymbol{P}^{\prime \prime}\right)$ is given by
(G.2) $\omega\left(P^{\prime \prime}\right)=m_{1} c^{2}+m_{2} c^{2}+\hbar^{2} p^{\prime \prime} / 2 m_{1}+\hbar^{2} p^{n^{2}} / 2 m_{2}$
for the nonrelativistic case and by

[^13](G.3) $\omega\left({\underset{\sim}{P}}_{\prime \prime}^{\prime \prime}\right)=\left(m_{1}^{2} c^{4}+\hbar^{2} c^{2}{\underset{\sim}{p}}^{\prime \prime 2}\right)^{1 / 2}+\left(m_{2}^{2} c^{4}+\hbar^{2} c^{2} p^{\prime \prime 2}\right)^{1 / 2}$
in the relativistic case. The energy parameter $\omega_{0}$ is related to the on-shell momentum ${\underset{\sim}{0}}_{P_{0}}$ by
$$
(G .4) \quad \omega_{0}=\omega\left(P_{0}\right)
$$
where $\mathbf{W}\left(P_{0}\right)$ is given by equation (G.2) for the nonrelativistic case and by equation (G.3) for the relativistic case.

For a central potential, we have after a partial wave expansion
(G.5)

$$
T_{L}\left(\omega_{0}, p^{\prime} p\right)=V_{L}\left(p^{\prime} p\right)+\int_{0}^{\infty} \frac{V_{L}\left(p^{\prime} p^{\prime \prime}\right) T_{L}\left(\omega_{0}, p^{\prime \prime} p\right)}{\omega_{0}-\omega\left(p^{\prime \prime}\right)+i \epsilon} \frac{p^{\prime \prime 2} d p^{\prime \prime}}{(2 \pi)^{3}}
$$

where
(6.6) $V\left(P^{\prime} P\right)=\sum_{L}\left(\frac{2 L+1}{4 \pi}\right) V_{L}\left(P^{\prime} P\right) P_{L}\left(\hat{P}^{\prime}, \hat{P}\right)$

$$
\text { (G.7) } T\left(\omega_{0}, P_{\sim}^{\prime} P_{\sim}\right)=\sum_{L}\left(\frac{2 L+1}{4 \pi}\right) T_{L}\left(\omega_{0}, P^{\prime} P\right) P_{L}\left(\hat{P}^{\prime}, \hat{P}\right)
$$

The momentum variables without $\sim$ in equations (G.5) - (G.7)
denote the magnitudes of the vector momenta.
By rationalizing the denominator of the integral in equation (G.5) we obtain

$$
\begin{aligned}
& \text { (G.8) } \begin{aligned}
T_{L}\left(\omega_{0}, P^{\prime} p\right) & =V_{L}\left(P^{\prime} P\right)+ \\
& +\int_{0}^{\infty} \frac{\beta\left(P_{0} P^{\prime \prime}\right) V_{L}\left(P^{\prime} p^{\prime \prime}\right) T_{L}\left(\omega_{0}, P^{\prime \prime} P\right)}{P_{0}^{2}-P^{\prime \prime 2}+i \epsilon} \frac{p^{\prime \prime} d P^{\prime \prime}}{(2 \pi)^{3}}
\end{aligned}
\end{aligned}
$$

where
(G.9) $\beta\left(p_{0} p^{\prime \prime}\right)=\frac{2 m_{1} m_{2}}{m_{1}+m_{2}} \frac{1}{\hbar^{2}}$
for the nonrelativistic case and

$$
\text { (G.10) } \beta\left(P_{0} P^{\prime \prime}\right)=\left[\frac{\left(\omega_{1}\left(P_{0}\right)+\omega_{1}\left(P^{\prime \prime}\right)\right)\left(\omega_{2}\left(P_{0}\right)+\omega_{2}\left(P^{\prime \prime}\right)\right)}{\omega_{1}\left(P_{0}\right)+\omega_{1}\left(P^{\prime \prime}\right)+\omega_{2}\left(P_{0}\right)+\omega_{2}\left(P^{\prime \prime}\right)}\right] \frac{1}{\hbar^{2} c^{2}}
$$

for the relativistic case.
In equation (G.10) the energies $\omega_{1}$ and $\omega_{2}$ are
given by
(G.11) $\omega_{i}(p)=\left(m_{i}^{2} c^{4}+\hbar^{2} c^{2} p^{2}\right)^{1 / 2} \quad i=1,2$

Using the identity

$$
\text { (G.12) } \frac{d x}{x-x_{0}-i \epsilon}=P P \frac{d x}{x-x_{0}}+i \pi \delta\left(x-x_{0}\right)
$$

we can write equation (G.8) as
(G.13)

$$
\begin{gathered}
T_{L}\left(\omega_{0}, P^{\prime} p\right)=V_{L}\left(P^{\prime} P\right)-\frac{i \pi P_{0}}{2(2 \pi)^{3}} \beta\left(P_{0} P_{0}\right) V_{L}\left(P^{\prime} P_{0}\right) T_{L}\left(\omega_{0}, P_{0} P\right) \\
-P P \int_{0}^{\infty} \frac{\beta\left(P_{0} P^{\prime \prime}\right) V_{L}\left(P^{\prime} P^{\prime \prime}\right) T_{L}\left(\omega_{0}, P^{\prime \prime} P\right)}{P^{\prime \prime 2}-P_{0}^{2}} \frac{P^{\prime \prime 2} d P^{\prime \prime}}{(2 \pi)^{3}}
\end{gathered}
$$

We now obtain a finite integral by making the substitution

$$
P^{\prime \prime}=P_{0}\left(\frac{1+x}{1-x}\right) \quad \text {. Also, we are interested only in }
$$

the half-off-shell t-matrix, $T\left(\omega_{0}, P^{\prime}, P_{0}\right)$, so we consider the equation
(G.14)

$$
\begin{array}{r}
T_{L}\left(\omega_{0}, p^{\prime} p_{0}\right)=V_{L}\left(p^{\prime} p_{0}\right)+\frac{i \pi p_{0}}{2(2 \pi)^{3}} \beta\left(p_{0} p_{0}\right) V_{L}\left(p p_{0}\right) T_{L}\left(\omega, p_{0} p_{0}\right) \\
-\frac{1}{2 P_{0}} P p \int_{-1}^{1} \frac{\beta\left(p_{0} p^{\prime \prime}\right) V_{L}\left(p^{\prime} p^{\prime \prime}\right) T_{L}\left(\omega_{0}, p^{\prime \prime} p_{0}\right)}{x} \frac{p^{\prime \prime} d x}{(2 \pi)^{3}}
\end{array}
$$

Let us now digress for a moment and consider just the principal-value integral in equation (G.14). In a Gaussian formulation of numerical integration we have the quadrature rule

$$
\text { (G.15) } \int_{A}^{B} \Omega(x) f(x) d x \cong \sum_{i=1}^{N} w_{i} f\left(x_{i}\right)
$$

where $f(x)$ is an arbitrary function to be integrated and $\Omega(x)$ is a preassigned weight function. The weights $W_{i}$ and points $X_{i}$ are found by reputing the moments $M$

$$
\text { (c.16) } \int_{A}^{B} \Omega(x) x^{M} d x=\sum_{i=1}^{N} w_{i} x_{i}^{M} \equiv m_{M}
$$

be exact for $\boldsymbol{N}$ equal zero to $2 N-1$ so that equation (G.16) is exact if $f(x)$ is a polynomial of order $\overline{<} 2 N-1$. For Gauss-Legendre integration we would take $\Omega(x)=1$ and $[A, B]=$

$$
[-1,1] \quad \text {. In our principal-value integral in }
$$

equation (G.14) we can choose the weight function to be $1 / X$. With this weight function and $N$ even, we obtain the result ${ }^{I}$ (G.17) $x_{i}^{P V}=x_{i}^{\text {GAUSS }}$
$I_{\text {For }} N$ odd, the "center" $X_{i}$ is zero, so the center weight is not defined.
(6.18) $W_{i}^{P V}=W_{i}^{\text {GAUSS }} / X_{i}^{\text {GAUSS }}$
where "PV" refers to $\Omega(x)=1 / x$ and "Gauss" refers to $\Omega(x)=1$.
Thus, an $N$-point Gauss-Legendre evaluation of integrals of the form $\int f(x) d x / x$ is exact if $f(x)$ is a polynomial of order $\overline{\text { z }} 2 N-1$ (N even), provided the points are taken symmetrically about $\mathbf{x}=0$.

For convenience, we now make the following definitions:
(G.19) $T_{L}\left(\omega_{0}, p_{i} p_{0}\right) \equiv T_{i}$
(0,20) $\quad V_{L}\left(p_{i} P_{j}\right) \equiv V_{i j}$
${ }^{(0,21)} \quad \beta\left(P_{0}, P_{i}\right) \equiv \beta_{i}$ where $P_{i}=P_{0}\left(1+x_{i}^{\text {GAUSS }}\right) /\left(1-x_{i}^{\text {GAUSS }}\right)$.

We call $P_{0}$ the $N+I$ point, and write equation (G.14) as
(G.22)

$$
\begin{aligned}
T_{i}= & V_{i, N+1}-\frac{\sqrt{-1} \pi P_{N+1}}{2(2 \pi)^{3}} \beta_{N+1} V_{i, N+1} T_{N+1} \\
& -\frac{1}{2 P_{N+1}} \sum_{j=1}^{N}\left(P_{j}^{2} /(2 \pi)^{3}\right) \beta_{j} V_{i j} T_{j} W_{j}^{G A U S S} /_{X j}^{G A U S S}
\end{aligned}
$$

We further define weights

$$
\text { (G.23) } W_{j}=\left\{\begin{array}{l}
-\frac{1}{2 P_{N}+1} \frac{P_{j}^{2}}{(2 \pi)^{3}} \beta_{j}\left(W_{j}^{\text {GAUSS }} / x_{j}^{\text {GAUSS }}\right) j=1, N \\
-\frac{\sqrt{-1} \pi P_{N+1}}{2(2 \pi)^{3}} \beta_{j} \quad j=N+1
\end{array}\right.
$$

so that equation (G.22) can be written

$$
\text { (6.24) } T_{i}=V_{i, N+1}+\sum_{j=1}^{N+1} W_{j} V_{i j} T_{j}
$$

Or equivalently,


Equation (G.25) defines a system of complex equations which we solve by Gauss elimination.

In order to check the accuracy of our method we calculated differential elastic cross sections for several different local optical potentials using our method and the optical potential code GIBELUMP (Doe73). We found that 16 points gave results that agreed with the GIBELUNP results to 3 digits. In addition, the pion-nucleus differential cross sections calculated with 16 and 24 points agreed with each other to three digits. Hence, we feel that our code produces reliable results for the cases calculated in this work.


[^0]:    ${ }^{I_{0 n e}}$ such perturbative approach is the well-known "distorted-wave" Born approximation (DWBA).

[^1]:    Qata at 110 However, R. Mach obtains good agreement with the $\pi-{ }^{4} \mathrm{He}$ at 110 and 150 MeV . He does not report results at higher geles (Mac73).

[^2]:    ${ }^{1}$ Our calculations and the work of Landau and Tabakin (La n74b) indicate that a non-divergent zero-range $t$-matrix gives essentially the same results as a short-range t-matrix.

[^3]:    In Chapters VI and X we show results using the angle
    transformation of KML . The general agreement with the fully
    integrated result is surprisingly good although some important features of the fully-integrated result (which are associated with the choice of $\overline{\boldsymbol{\omega}}_{\mathbf{C M}}$ ) are not given by the $K M L$ ansatz.

[^4]:    $I_{\text {However, }}$ the more recent KML approximation gives much better agreement with the fully-integrated result than either the simple static approximation or the modified static approximation.

[^5]:    $I_{\text {There }}$ is actually a different TNCM frame for each component of the nucleon momentum. We really mean the "average" TNCM frame when we speak of "the" TTNCM frame in elastic pion-nucleus scattering.

[^6]:    $I_{\text {We thus replace the nuclear degrees of freedom with }}$ the degrees of freedom associated with a single bound nucleon.

[^7]:    ${ }^{I}$ In previous chapters a zero-range force was used so that the off-shell factor was one. The off-shell factor given here was taken from the work of Charlton and Elsenberg (ChaT). The factor $\omega(k)$ is $\left(\hbar^{2} c^{2} t^{2}+m^{2} c^{4}\right)^{1 / 2} \quad$ and $r_{0}$ was taken to be .5 fm . We have found the elastic cross sections to be relatively insensitive to the form of the off-shell factor.

[^8]:    $I_{\text {The }}$ finite nucleon size is already contained in the pion-nucleon t-matrix so it should not be included in the nuclear form factor.

[^9]:    FIGURE 10.1--The elastic $\pi{ }_{-}^{4}$ He differential cross sections resulting from three different effective pion-nucleon impulse interactions: (a) (solid line) the fully-integrated impulse result (FIA); (b) (short dash line) the simple static approximation (SSA); (c) (dot-dash line) the modified static approximation (MSA). The energies shown are the laboratory kinetic energy of the pion.

[^10]:    ${ }^{1}$ Again, recall that the angle transformation in the KML model is essentially the same as the one in the FIA.

[^11]:    FIGURE 10.17--The elastic $\pi-{ }^{12}$ C differential cross sections resulting from three different effective pion-nucleon interactions: (a) (solid line) the fully-integrated impulse result (FIA); (b) (short dash line) the single state approximation for binding effects (SSAB); (c) (dot-dash line) the closure limit for binding effects ( $A A B$ ). The energles shown are the laboratory kinetic energy of the pion.

[^12]:    FIGURE 10.30--The elastic $\Pi \quad-{ }^{16} 0$ differential cr $\square \leftrightharpoons \leftrightharpoons$ sections resulting from three different effective pion-nuc $\Longrightarrow 01$ interactions:
    (a) (solid line) the fully-integrated impulse rese (FIA);
    (b) (short dash line) the single state approximats $<$ for binding effects (SSAB); (c) (dot-dash line) the closure $\mathbf{1 5} \boldsymbol{T} \boldsymbol{T}$ for binding effects (CAB). The energies shown are the labora kinetic energy of the pion.

[^13]:    ${ }^{1}$ As in previous sections, the momenta here are actually wave numbers.

