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ABSTRACT

EFFICIENT AND SECURE SYSTEM DESIGN IN WIRELESS
COMMUNICATIONS

By

Tianlong Song

Efficient and secure information transmission lies in the core part of wireless system design

and networking. Comparing with its wired counterpart, in wireless communications, the total

available spectrum has to be shared by different services. Moreover, wireless transmission is

more vulnerable to unauthorized detection, eavesdropping and hostile jamming due to the

lack of a protective physical boundary.

Today, the two most representative highly efficient communication systems are CDMA

(used in 3G) and OFDM (used in 4G), and OFDM is regarded as the most efficient system.

This dissertation will focus on two topics: (1) Explore more spectrally efficient system design

based on the 4G OFDM scheme; (2) Investigate robust wireless system design and conduct

capacity analysis under different jamming scenarios. The main results are outlined as follows.

First, we develop two spectrally efficient OFDM-based multi-carrier transmission

schemes: one with message-driven idle subcarriers (MC-MDIS), and the other with message-

driven strengthened subcarriers (MC-MDSS). The basic idea in MC-MDIS is to carry part

of the information, named carrier bits, through idle subcarrier selection while transmitting

the ordinary bits regularly on all the other subcarriers. When the number of subcarriers

is much larger than the adopted constellation size, higher spectral and power efficiency can

be achieved comparing with OFDM. In MC-MDSS, the idle subcarriers are replaced by

strengthened ones, which, unlike idle ones, can carry both carrier bits and ordinary bits.

Therefore, MC-MDSS achieves even higher spectral efficiency than MC-MDIS.

Second, we consider jamming-resistant OFDM system design under full-band disguised

jamming, where the jamming symbols are taken from the same constellation as the infor-



mation symbols over each subcarrier. It is shown that due to the symmetricity between the

authorized signal and jamming, the BER of the traditional OFDM system is lower bounded

by a modulation specific constant. We develop an optimal precoding scheme, which min-

imizes the BER of OFDM systems under full-band disguised jamming. It is shown that

the most efficient way to combat full-band disguised jamming is to concentrate the total

available power and distribute it uniformly over a particular number of subcarriers instead

of the entire spectrum. The precoding scheme is further randomized to reinforce the system

jamming resistance.

Third, we consider jamming mitigation for CDMA systems under disguised jamming,

where the jammer generates a fake signal using the same spreading code, constellation and

pulse shaping filter as that of the authorized signal. Again, due to the symmetricity between

the authorized signal and jamming, the receiver cannot really distinguish the authorized

signal from jamming, leading to complete communication failure. In this research, instead

of using conventional scrambling codes, we apply advanced encryption standard (AES) to

generate the security-enhanced scrambling codes. Theoretical analysis shows that: the ca-

pacity of conventional CDMA systems without secure scrambling under disguised jamming

is actually zero, while the capacity can be significantly increased by secure scrambling.

Finally, we consider a game between a power-limited authorized user and a power-limited

jammer, who operate independently over the same spectrum consisting of multiple bands.

The strategic decision-making is modeled as a two-party zero-sum game, where the payoff

function is the capacity that can be achieved by the authorized user in presence of the

jammer. We first investigate the game under AWGN channels. It is found that: either for the

authorized user to maximize its capacity, or for the jammer to minimize the capacity of the

authorized user, the best strategy is to distribute the power uniformly over all the available

spectrum. Then, we consider fading channels. We characterize the dynamic relationship

between the optimal signal power allocation and the optimal jamming power allocation, and

propose an efficient two-step water pouring algorithm to calculate them.
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Chapter 1

Introduction

Along with the global wise commercialization of the third generation (3G) and fourth gen-

eration (4G) standards in the 21st century, wireless communications have moved into a new

era of high-speed multimedia connections with seamless coverage and excellent mobility sup-

port. Comparing with its wired counterpart, in wireless communications, the total available

spectrum has to be shared by different services. Moreover, wireless transmission is more

vulnerable to unauthorized detection, eavesdropping, and hostile jamming due to the lack

of a protective physical boundary. As a result, efficient and secure information transmission

lies in the core part of wireless system design and networking.

Today, the two most representative highly efficient communication systems are code

division multiple access (CDMA, used in 3G) and orthogonal frequency division multiplexing

(OFDM, used in 4G), and OFDM is regarded as the most efficient system. Motivated by

these observations, this dissertation will focus on two topics: (1) Explore more spectrally

efficient system design based on the 4G OFDM scheme; (2) Investigate robust wireless system

design and conduct capacity analysis under different jamming scenarios.

In this chapter, first, we will revisit the design principle of the OFDM system, which

is considered to be the most efficient system today, and discuss the possibility of achieving

higher efficiency than ODFM through innovative transceiver design. Second, we will review

the limitations of existing systems under hostile jamming, and explore possible approaches

to address these limitations. Third, we provide an overview to the major contributions of

1



this dissertation.

1.1 Spectral Efficiency of Traditional OFDM Systems

Formally, the spectral efficiency η is defined as the ratio of the information bit rate Rb

(bits/s) to the transmission bandwidth W (Hz), i.e., η =
Rb
W (bits/s/Hz). Given the fact

that the total available spectrum remains constant, to accommodate more users and services

without compromising the service quality, it is critical to increase the spectral efficiency of

wireless communication systems.

In conventional multicarrier transmission systems, spectral overlaps between neighboring

carriers are usually avoided to eliminate inter-carrier interference (ICI). When it was realized

that the spectral efficiency could be significantly increased by allowing spectral overlaps

between orthogonal subcarriers [1], especially after a low-cost implementation using inverse

fast Fourier transform/fast Fourier transform (IFFT/FFT) blocks was proposed [2], OFDM

has become one of the most effective ways in modern communications and is adopted by many

recent standards [3], e.g., long term evolution (LTE) [4] and worldwide interoperability for

microwave access (WiMAX) [5]. Besides the robustness to multipath fading over frequency

selective channels [6], the very first advantage making OFDM prevalent is its high spectral

efficiency, which is so far believed to be the highest due to the wisely introduced spectral

overlap. However, there is always a question which greatly attracts the interest of many

researchers: can the efficiency of a system be even higher than OFDM?

In this research, we will provide a positive answer to the question above. More specifically,

we will incorporate the idea of message-driven frequency hopping (MDFH) [7] into OFDM

systems by transmitting extra information through message-driven subcarrier selection.

2



1.2 Limitations of Existing Systems under Hostile

Jamming

The malicious jammer can intentionally interfere the legitimate user’s communication by

saturating the receiver with noise or false information through deliberate radiation of radio

signals [8,9]. Hostile jamming is an effective way to carry out denial-of-service (DoS) attack

and is often used in military fields. However, with the advent of reconfigurable cognitive

radios widely available, hostile jamming attack is much easier to launch and has become

an urgent and serious threat to civilian communications as well [10–12]. In the following,

we will: (i) examine the jamming resistance of traditional OFDM systems; (ii) identify the

limitations of traditional CDMA systems; and (iii) discuss the challenges from an even more

severe jamming case - cognitive jamming.

1.2.1 Jamming Resistance of Traditional OFDM Systems

For a long time, research on communication system design has been focused on capacity

improvement under non-intentional interference, such as intersymbol interference, multiuser

interference and noise. Most of the communication systems today, such as OFDM, do not

really have anti-jamming features. Their jamming resistance mainly relies on the diversity

introduced by error control coding. On the other hand, jamming has widely been modeled

as Gaussian noise. Based on the noise jamming model and the Shannon capacity formula,

C = B log2(1 + SNR), an intuitive impression is that jamming is really harmful only when

the jamming power is much higher than the signal power.

However, this is only partially true. To show it, we need to take a look at disguised

jamming [13–15], where the jamming is highly correlated with the signal, and has a power

3



level close or equal to the signal power. Disguised jamming can be much more harmful than

noise jamming, since it can reduce the system capacity to zero even when the jamming power

equals the signal power. Consider the example, for each subcarrier in OFDM transmission,

y = s+ j + n, where s is the authorized signal, j is the jamming, n is the noise independent

of j and s, and y is the received signal. If j and s are taken randomly and independently

from the same constellation Ω, then it can be proved [16] that the capacity of the system is

zero! The reason behind it is that: due to the symmetricity between the jamming and the

authorized signal, the receiver is fully confused and cannot really distinguish the authorized

signal from jamming. Moreover, the result cannot be changed by applying the conventional

bit-level channel coding. From this example, we can see that the traditional OFDM systems

are facing much more serious threats from hostile jamming than we had thought.

In this research, we will develop an optimal precoding scheme to minimize the BER of

OFDM systems under full-band disguised jamming. Furthermore, the precoding scheme is

randomized to protect the OFDM transmission from a follower fashion of disguised jamming.

1.2.2 Limitations of Traditional CDMA Systems

Existing work on anti-jamming system design or jamming mitigation is mainly based on

spread spectrum techniques [17–25]. Two techniques are often employed for spread spectrum

systems: direct sequence spread spectrum (DSSS, also known as CDMA) and frequency

hopping spread spectrum (FHSS). The CDMA systems have been successfully incorporated

into the 3G wireless communication standards, while FH systems are widely adopted in

military applications. There are a lot of variants and hybrids of these two techniques that

have been developed, but their performances generally do not differ significantly from the

two basic techniques. Both FH and CDMA systems gain anti-jamming features by exploiting
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frequency diversity over large spectrum [26]. The FH systems have been extensively studied

in [7, 10, 15, 27], where several effective approaches were proposed to improve the spectral

efficiency and anti-jamming features of FH systems. As a result, we will focus on CDMA

systems hereinafter.

In CDMA, each user is assigned a specific pseudo-random code (also known as the sig-

nature) to spread its signal energy over a bandwidth N times larger. Due to the spread

spectrum, CDMA is especially robust under narrow band jamming. CDMA signals cannot

be recovered unless the user signature is known at the receiver, and can be hidden within the

noise floor, making it difficult to be detected. The security of CDMA relies on the random-

ness in the PN sequence used for scrambling after the spreading process. The spreading code

of each user is obtained through the modulo 2 sum of the Walsh code and the PN sequence,

and thus is varying in every symbol period. So how safe is the PN sequence? What would

be the result if it is broken?

According to the Berlekamp-Massey algorithm [28], for a sequence generated from an

n-stage linear feedback shift register (LFSR), the characteristic polynomial and the entire

sequence can be reconstructed if an eavesdropper can intercept a 2n-bit sequence segment.

Note that the characteristic polynomial is generally available to the public, then PN sequence

can be recovered if an n-bit sequence segment is intercepted. That is, it is possible to break

the PN sequence used in conventional CDMA systems in real time with today’s high speed

computing techniques [29].

Once the PN sequence is recovered or broken, the jammer can then launch disguised jam-

ming. More specifically, the jammer can transmit a different signal from the same constella-

tion using the recovered spreading code of the authorized user. As a result, the authorized

user’s signal is completely jammed. In summary, due to the security weakness of the PN
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sequences, existing CDMA systems are fragile under hostile jamming, especially disguised

jamming.

In this research, we will propose two approaches to make CDMA systems robust against

disguised jamming: (i) Robust receiver design by exploiting the small timing differences

between the authorized signal and the jamming; (ii) Secure scrambling by encrypting the

PN sequence using advanced encryption standard (AES).

1.2.3 Challenges from Cognitive Jamming

When a jammer applies a constant jamming strategy, the jamming is said to be static. How-

ever, a smart jammer equipped with a receiver can capture the transmitted signal of the

authorized user. With sufficient intelligence, the smart jammer can determine the trans-

mission scheme used by the authorized user in real time, and adjust the jamming strategy

accordingly to maximize the jamming effect. The jamming generated by the smart jammer

is called cognitive jamming, also known as adaptive jamming or time-varying jamming [10].

In traditional research on jamming mitigation, there is generally an assumption that the

jamming either is static or varies slowly such that the authorized user has sufficient time

to track and react to the jamming. However, if the jammer is intelligent and can switch

its patterns fast enough, then it would be impossible for the authorized user to detect and

react in real time. In this case, the authorized user and the jammer are actually acting

independently of each other. Regarding this scenario, there has been a surge in research

that applies game theory to characterize and analyze the uncertainties in communication

systems with cognitive jamming or interference.

Motivated by these observations, in this research, we will consider multiband communica-

tions under the presence of fast cognitive jamming, and investigate the optimal transmission
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strategy (as well as jamming strategy) using game theory.

1.3 Overview of the Dissertation

In this dissertation, there are three major contributions: (1) To improve the spectral effi-

ciency of the OFDM systems, we incorporate the idea of message-driven frequency hopping [7]

into OFDM systems by transmitting extra information through message-driven subcarrier

selection; (2) To enhance the anti-jamming features of OFDM and CDMA systems, we intro-

duce security-enhanced shared randomness between transmitters and receivers by integrating

cryptographic techniques into the physical layer transceiver design; (3) To combat fast cog-

nitive jamming in multiband communications, taking jamming and jamming mitigation as

a two-party zero-sum game, we investigate the optimal transmission and jamming strategies

using game theory. More specifically, this dissertation is organized as follows.

Chapter 2 develops two spectrally efficient OFDM-based multi-carrier transmission

schemes: one with message-driven idle subcarriers (MC-MDIS), and the other with message-

driven strengthened subcarriers (MC-MDSS). The basic idea in MC-MDIS is to carry part

of the information, named carrier bits, through idle subcarrier selection while transmitting

the ordinary bits regularly on all the other subcarriers. When the number of subcarriers

is much larger than the adopted constellation size, higher spectral and power efficiency can

be achieved comparing with OFDM. The reason is that each idle subcarrier carries more

bits than a regular symbol, with no power consumption. Moreover, the existence of idle

subcarriers can also decrease possible inter-carrier interference (ICI) between their neigh-

boring subcarriers. In MC-MDSS, the idle subcarriers are replaced by strengthened ones,

which, unlike idle ones, can carry both carrier bits and ordinary bits. Therefore, MC-MDSS
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achieves even higher spectral efficiency than MC-MDIS. We further enhance the security of

these two schemes under eavesdropping and partial-band jamming through secure subcarrier

assignment and secure symbol mapping, which actually perform symbol-level encryption.

Chapter 3 considers jamming-resistant OFDM system design under full-band disguised

jamming, where the jamming symbols are taken from the same constellation as the infor-

mation symbols over each subcarrier. First, we analyze the impact of disguised jamming

on OFDM systems. It is shown that due to the symmetricity between the authorized sig-

nal and jamming, the BER of OFDM systems without symbol-level precoding or only with

repeated symbol-level coding is lower bounded by a modulation specific constant, which

cannot be improved by increasing SNR. Second, we develop an optimal precoding scheme,

which minimizes the BER of OFDM systems under full-band disguised jamming. It is shown

that the most efficient way to combat full-band disguised jamming in OFDM systems is to

concentrate the total available power and distribute it uniformly over a particular number

of subcarriers instead of the entire spectrum. The precoding scheme is further randomized

to protect the OFDM communication from a follower fashion of disguised jamming.

Chapter 4 considers jamming mitigation for CDMA systems under disguised jamming,

where the jammer generates a fake signal using the same spreading code, constellation and

pulse shaping filter as that of the authorized signal. First, we analyze the performance of

conventional CDMA systems under disguised jamming, and show that due to the symmetric-

ity between the authorized signal and the jamming interference, the receiver cannot really

distinguish the authorized signal from jamming, leading to complete communication failure.

Second, for CDMA systems with public codes which cannot be concealed for some reason,

we mitigate the disguised jamming through robust receiver design. By exploiting the small

time difference between the authorized signal and the jamming interference, the conventional
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CDMA receiver can be re-designed to achieve robust performance under disguised jamming.

Third, for CDMA systems which allow code concealment, we mitigate disguised jamming

using secure scrambling. Instead of using conventional scrambling codes, we apply AES to

generate the security-enhanced scrambling codes. Theoretical analysis shows that: the ca-

pacity of conventional CDMA systems without secure scrambling under disguised jamming is

actually zero; however, the capacity can be significantly increased when the CDMA systems

are protected using secure scrambling.

Chapter 5 considers a game between a power-limited authorized user and a power-

limited jammer, who operate independently over the same spectrum consisting of multiple

bands. The strategic decision-making of the authorized user and the jammer is modeled as

a two-party zero-sum game, where the payoff function is the capacity that can be achieved

by the authorized user in presence of the jammer. First, we investigate the game under

additive white Gaussian noise (AWGN) channels. We explore the possibility for the autho-

rized user or the jammer to randomly utilize part (or all) of the available spectrum and/or

apply nonuniform power allocation. It is found that: under AWGN channels, either for the

authorized user to maximize its capacity, or for the jammer to minimize the capacity of the

authorized user, the best strategy is to distribute the transmission power or jamming power

uniformly over all the available spectrum. The minimax capacity can be calculated based

on the channel bandwidth and the signal-to-jamming and noise ratio, and it matches with

the Shannon channel capacity formula. Second, we consider frequency selective fading chan-

nels. We characterize the dynamic relationship between the optimal signal power allocation

and the optimal jamming power allocation in the minimax game, and propose an efficient

two-step water pouring algorithm to find the optimal power allocation schemes for both the

authorized user and the jammer.
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Chapter 6 summarizes the contributions and concludes the dissertation. An outline of

future work is also provided.
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Chapter 2

Spectrally Efficient Multicarrier

Transmission with Message-Driven

Subcarrier Selection

In this chapter, we develop two spectrally efficient OFDM-based multicarrier transmission

schemes: one with message-driven idle subcarriers (MC-MDIS), and the other with message-

driven strengthened subcarriers (MC-MDSS). The basic idea in MC-MDIS is to carry part

of the information, named carrier bits, through idle subcarrier selection while transmitting

the ordinary bits regularly on all the other subcarriers. When the number of subcarriers

is much larger than the adopted constellation size, higher spectral and power efficiency

can be achieved comparing with OFDM. In MC-MDSS, the idle subcarriers are replaced

by strengthened ones, which, unlike idle ones, can carry both carrier bits and ordinary bits.

Therefore, MC-MDSS achieves an even higher spectral efficiency than MC-MDIS. We further

enhance the security of these two schemes under eavesdropping and partial-band jamming

through secure subcarrier assignment and secure symbol mapping, which actually perform

symbol-level encryption.
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2.1 Introduction

In conventional multicarrier transmission systems, spectral overlaps between neighboring car-

riers are usually avoided to eliminate inter-carrier interference (ICI). When it was realized

that the spectral efficiency could be significantly increased by allowing spectral overlaps be-

tween orthogonal subcarriers [1], especially after a low-cost implementation using IFFT/FFT

blocks was proposed [2], orthogonal frequency division multiplexing (OFDM) has become

one of the most effective ways in modern communications and is adopted by many recent

standards [3], e.g., LTE [4] and WiMAX [5]. Besides the robustness to multipath fading over

frequency selective channels [6], the very first advantage making OFDM prevalent is its high

spectral efficiency, which is so far believed to be the highest due to the wisely introduced

spectral overlap. However, there is always a question which greatly attracts the interest of

many researchers: can the efficiency of a system be even higher than OFDM?

In literature, researchers have proposed to improve the efficiency of OFDM through cyclic

prefix (CP) optimization [30–33]. Here we take a different perspective and introduce two

highly efficient OFDM-based multicarrier transmission schemes, which offer a positive answer

to the question above. Our approaches are motivated by the idea of embedding information

in channel state control [7,34–36], of which the concept of message-driven frequency hopping

(MDFH) [7] gives us the most direct inspiration. In MDFH, besides carrying ordinary bits

as usual, the active hopping carrier itself is specified by additional information bits and

recovered by a filter bank at the receiver. Refined versions of MDFH were proposed and

analyzed in [15,27,37,38]. For MDFH, transmission through hopping frequency control adds

another dimension to the signal space, and the resulted coding gain can increase the spectral

efficiency of conventional frequency hopping (FH) systems [39] by multiple times. This
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motivates us to improve the spectral efficiency of OFDM by allowing part of the information

bits being transmitted through carrier frequency selection.

First, we propose a multicarrier transmission scheme with message-driven idle subcarriers

(MC-MDIS). The basic idea is to use part of the information bits, named carrier bits, to

specify idle subcarriers while transmitting ordinary bits regularly on all the other subcarriers.

In this way, if the number of subcarriers is much larger than the adopted constellation size

(e.g., in most OFDM systems), we can transmit more information bits at an even lower

power consumption. This is because the number of carrier bits transmitted through each

idle subcarrier is more than that of the ordinary bits carried by each regular symbol, and all

the carrier bits are transmitted with no power consumption through idle subcarrier selection.

When applied to the OFDM framework, i.e., using orthogonal subcarriers and IFFT/FFT

blocks, MC-MDIS can achieve an even higher spectral efficiency than OFDM, while keeping

a higher power efficiency. The existence of idle subcarriers can also decrease possible inter-

carrier interference (ICI) between their neighboring subcarriers. We would like to point

out that, under very low SNRs, an error in idle subcarrier detection may lead to possible

bit vector disorder, since the location of the idle subcarrier has a great impact on bit vector

reorganization. However, this issue is properly resolved by a bit vector rearrangement (BVR)

algorithm, which can be implemented with no sacrifice on spectral efficiency.

An alternative scheme, with message-driven strengthened subcarriers (MC-MDSS), is

proposed simply by replacing the idle subcarriers in MC-MDIS with strengthened ones. In

MC-MDSS, different from MC-MDIS, the strengthened subcarriers selected by the carrier

bits can also carry ordinary bits. This leads to two advantages: 1) Higher spectral efficiency

can be achieved than MC-MDIS due to the additional ordinary bits transmitted on the

strengthened subcarriers; 2) The bit-vector-disorder issue is automatically resolved, resulting
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in simpler transceiver design.

To enhance the security of the proposed schemes under eavesdropping and partial-band

jamming, we further implement secure subcarrier assignment (SSA) and secure symbol map-

ping (SSM) in both MC-MDIS and MC-MDSS. Besides working as an effective way in sub-

carrier grouping to maximize the two schemes’ spectral efficiency, SSA shuffles and groups all

the available subcarriers dynamically and secretly such that: 1) The eavesdroppers cannot

recover the carrier bits, even if they successfully locate the idle subcarriers. For the ordinary

bits, they cannot sort the bits in the right order, even if they can recover them from the

symbols correctly. 2) Burst errors caused by partial-band jamming can be randomized by

SSA and thus reduced to the correction range of the error-control coding. 3) No follower

jamming can be launched toward any particular users.

In addition to secure subcarrier assignment (SSA), secure symbol mapping (SSM) offers a

dynamic and secret symbol mapping scheme, which further prevents the eavesdroppers from

trying to sort the ordinary bits correctly or break SSA reversely by exploiting information

redundancy [40]. Both SSM and SSA can be viewed as symbol-level encryption, which

performs encryption in symbol generation and subcarrier grouping rather than conducting

bit-level encryption. Compared with bit-level encryption, symbol-level encryption using SSA

and SSM results in smaller processing delays. The underlying argument is that, with SSA

and SSM, encryption/decryption can be performed in parallel, rather than in series, with

modulation/demodulation.

This chapter is organized as follows. In Section 2.2, the system structure of MC-MDIS is

provided. In Section 2.3, we introduce MC-MDSS. Secure subcarrier assignment and secure

symbol mapping are discussed in Section 2.4. Analytical performance evaluation is presented

in Section 2.5. Simulation results are provided in Section 2.6 and we conclude in Section 2.7.
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2.2 Multicarrier Transmission with Message-Driven

Idle Subcarriers (MC-MDIS)

The main idea of MC-MDIS, which distinguishes itself from MDFH [7,15,27,37,38], is that

part of the information bits are used to select the idle subcarriers instead of active subcarriers.

The active subcarriers carry ordinary bits as usual, while for the idle ones, we transmit the

carrier bits without power consumption. The essential difference between MC-MDIS and

MDFH lies in: 1) MDFH only transmits information through a few selected subcarriers

while keeping most subcarriers idle, leading to a lower spectral efficiency; 2) MC-MDIS is

actually a “flipped” version of MDFH, which activates most of the subcarriers to transmit

regular information with even the remaining idle ones carrying extra information through

idle subcarrier selection, and therefore achieving a high spectral efficiency. We implement

MC-MDIS through the OFDM framework to maximize the spectral efficiency.

2.2.1 Transmitter Design

Let Nc be the total number of available subcarriers, with {f0, f1, ..., fNc−1} being the set

of all available subcarrier frequencies. Here we assume Nc is exactly a power of 2 for the

convenience of OFDM implementation. All the Nc subcarriers are uniformly divided into

Ng groups1. Within each group, there is only one idle subcarrier and the rest will carry

regular symbols as usual. The number of subcarriers in each group would be Nf = Nc
Ng

, and

the number of bits required to specify the idle subcarrier in each group is Bc = log2Nf =

log2
Nc
Ng

. We name the bits used to specify idle subcarriers as carrier bits, and then the total

1It is shown in Section 2.5.1 and Appendix A how to properly choose Ng and why the uniform grouping
strategy is optimal in terms of spectral efficiency maximization.
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number of carrier bits in all groups would be NgBc = Ng log2
Nc
Ng

.

Let Ω be the selected constellation that contains M symbols, and each symbol in the

constellation represents Bs = log2M bits. We name the bits carried in regular symbols as

ordinary bits, and the total number of ordinary bits carried on all the active subcarriers is

(Nc −Ng)Bs = (Nc −Ng) log2M .

We divide the data stream into blocks of length L = NgBc+ (Nc−Ng)Bs. Each block is

partitioned into Ng groups and each group contains Bc + (Nf − 1)Bs bits. The information

block structure is shown in Fig. 2.1. We will transmit the entire block In, which contains L

bits, in one single OFDM symbol period.

Figure 2.1: Information block structure for MC-MDIS.

Figure 2.2: Transmitter structure of MC-MDIS.
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The transmitter structure is shown in Fig. 2.2. According to the information block

structure, the Serial-to-Parallel (SP) converter fetches carrier bits and ordinary bits from

the information block. The carrier bits are used to determine the idle subcarrier in each

subcarrier group. The index of the idle subcarrier in the jth group, kj , can be calculated

by converting the carrier bit vector, Xj , into a decimal value, where Xj is the carrier bit

vector corresponding to the idle subcarrier in the jth group. The ordinary bits are mapped

to symbols which are carried by the active subcarriers.

Once the idle subcarriers and regular symbols are determined, we transmit the carrier bits

and ordinary bits using the OFDM framework [2]. For each subcarrier, assign a zero symbol

if it is idle; otherwise assign a regular symbol obtained through the bit-to-symbol mapping.

If the subcarrier grouping is a direct segmentation of {0, 1, ..., Nc − 1}, the subcarrier index

of the kth subcarrier in the jth group would be Gj,k = jNf + k. For i = 0, 1, ..., Nc− 1, the

symbol corresponding to subcarrier i is

di = dGj,k
=


M(Yj,k), k < kj ,

M(Yj,k−1), k > kj ,

0, k = kj ,

(2.1)

where M(Yj,k) and M(Yj,k−1) are symbols mapped from the ordinary bit vectors Yj,k and

Yj,k−1, respectively. In the jth group, since the idle subcarrier indexed by kj cannot carry

an ordinary bit vector, for any k > kj , subcarrier k should carry the ordinary bit vector

indexed by k − 1 (one-vector forward). Let dn,i denote the ith symbol corresponding to the
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nth information block In, the OFDM symbol corresponding to In can then be written as [2]

sn(t) =

Nc−1∑
i=0

dn,ie
j2πfit, t ∈ [nTs, (n+ 1)Ts), (2.2)

where fi = i
Ts

and Ts is the OFDM symbol period. Note that the discrete version of (2.2)

can be efficiently computed by the IFFT block in Fig. 2.2.

2.2.2 Receiver Design

The receiver structure is shown in Fig. 2.3. The nth received OFDM symbol can be written

as

rn(t) = sn(t) ∗ h(t) + n(t), (2.3)

where ∗ stands for convolution, h(t) is the channel impulse response, and n(t) denotes

additive white Gaussian noise (AWGN). Sample the OFDM symbol and remove the cyclic

prefix, we get

rn,l = rn(tl), tl = nTs + l
Ts
Nc

, l = 0, 1, ..., Nc − 1. (2.4)

Performing FFT, we have

Rn,i =

Nc−1∑
l=0

rn,le
−j2πfitl , i = 0, 1, ..., Nc − 1. (2.5)

Let H = [H(0), ..., H(Nc − 1)] be the frequency domain channel response vector. After

channel estimation, the nth symbol for the ith subcarrier can be estimated as [41]

d̂n,i =
Rn,i
H(i)

. (2.6)
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Without loss of generality, the subindex n in d̂n,i is omitted in the following discussions.

Next we look at the recovery of the carrier bits and the ordinary bits. For each subcarrier

group, the idle subcarrier can be detected as

k̂j = arg min
0≤k≤Nf−1

|d̂Gj,k |
2, (2.7)

where k̂j is the estimated index of the idle subcarrier in the jth group and Gj,k is the shared

subcarrier grouping information between the transmitter and receiver. Now the carrier bit

vector, X̂j , can be obtained by converting the estimated idle subcarrier index, k̂j , into a

binary carrier bit vector. After the idle subcarriers are determined, ordinary bit vectors can

be estimated as


Ŷj,k =M−1(d̂Gj,k

), k < k̂j ,

Ŷj,k−1 =M−1(d̂Gj,k
), k > k̂j ,

(2.8)

where M−1(·) represents the demapping operator, Ŷj,k and Ŷj,k−1 denote the recovered

ordinary bit vectors. Hence, the entire block În is recovered.

Figure 2.3: Receiver structure of MC-MDIS.
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2.2.3 Bit Vector Rearrangement (BVR)

One possible issue with MC-MDIS is that under low SNRs, an error in idle subcarrier de-

tection may occur and lead to bit vector disorder in the whole subcarrier group, even if

each symbol is recovered correctly from its corresponding subcarrier. To solve this problem,

we develop a bit vector rearrangement (BVR) algorithm, which is described as follows and

graphically illustrated in Fig. 2.4. Note that each information block contains Ng groups,

and BVR is performed group by group rather than block by block.

Rearrangement in the transmitter:

1. Fetch Bc+NfBs bits and determine the idle subcarrier in the current group using the

first Bc bits;

2. Evacuate the Bs bits at the location of the idle subcarrier and place them at the

beginning of next group;

3. Transmit the remaining (Nf − 1)Bs ordinary bits on the active subcarriers of the

current group;

4. Repeat the above procedures till the end of the bit stream.

Restoration in the receiver:

1. Recover both the carrier bits and ordinary bits from the current group;

2. Reserve a Bs-bit space at the location of the idle subcarrier according to the carrier

bit vector in the current group;

3. Recover the next bit group and fill its first Bs bits into the reserved space in the current

one;
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4. Make the new group the current one and repeat from 2).

Figure 2.4: Illustration of the bit vector rearrangement (BVR) algorithm.

BVR is designed to keep the order of most ordinary bits from being influenced by an

error in idle subcarrier detection. Note that the evacuated Bs bits in the current group will

be placed at the beginning of the next one and form a carrier bit vector together with the

successive Bc − Bs bits. At the receiver side, each group removes its first Bs bits and fills

them into the previous group, simultaneously acquiring Bs bits from the next group. As a

result, the length of each group remains unchanged as Bc+ (Nf − 1)Bs bits. Unlike channel

coding, no redundancy is introduced here, so no spectral efficiency is sacrificed. However,

as in most coding methods, a mild delay will be introduced at the receiver side, since the

reconstruction for the current group cannot be completed until the carrier bit vector of the

next group arrives.

As shown in Fig. 2.4, with BVR, if an error in idle subcarrier detection occurs, only

one2 of the ordinary bit vectors in the group will be influenced, but the remaining would

not. This contributes a lot to save the ordinary bits under possible idle subcarrier detection

2Note that in Fig. 2.4, only the middle shaded box is counted as ordinary bit errors, while the other two
shaded ones are counted as carrier bit errors.
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errors, especially when the group size is large. Please refer to the error probability analysis

on the ordinary bits in Section 2.5.2 for a quantitative evaluation on how much ordinary bits

can be saved by BVR. In the worst case, if the carrier bits of the current group is corrupted,

the first Bs bits of the next group will be placed at a wrong location. As a result, it will also

lead to errors, even if they themselves are correctly recovered. However, when the group size

is relatively large, the impact is insignificant comparing with the saved ordinary bits. In the

case of a small group size Nf = 2, this approach is not recommended since no ordinary bits

can be saved.

Remark 2.1 BVR is designed to enable MC-MDIS to work in the worst case (i.e., at low

SNRs), but we would like to point out that idle subcarrier detection errors are very unlikely

to occur at reasonable or high SNRs.

2.3 Multicarrier Transmission with Message-Driven

Strengthened Subcarriers (MC-MDSS)

In this section, we introduce an alternative scheme, MC-MDSS, by replacing the idle subcar-

riers in MC-MDIS with strengthened ones, which transmits both carrier bits and ordinary

bits. Comparing with MC-MDIS, MC-MDSS can achieve higher spectral efficiency without

suffering from the bit-vector-disorder issue.

2.3.1 Transmitter Design

We use the same notations as in Section 2.2. The first change resulted from MC-MDSS

would be the information block structure. The total number of carrier bits to determine
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strengthened subcarriers in all groups remains unchanged as NgBc = Ng log2
Nc
Ng

, but the

total number of ordinary bits will be increased to NcBs = Nc log2M . Accordingly, in Fig.

2.1, the number of bits corresponding to each subcarrier group would be Bc + NfBs, and

the length of the information block for MC-MDSS will be increased to L = NgBc +NcBs.

The power enhancement of several subcarriers make it difficult to employ non-constant-

modulus3 constellations (e.g. QAM), because under a modest amplitude-strengthening ratio,

it is hard for the receiver to distinguish unamplified high-power-level symbols and amplified

low-power-level symbols. For this reason, in MC-MDSS, we assume constant-modulus mod-

ulations, which can potentially be applied in digital video broadcasting [42] and optical

communications [43].

Second, the idle subcarrier generation block in Fig. 2.2 is now replaced by the strength-

ened subcarrier generation block. The index of the strengthened subcarrier in the jth group,

kj , can be similarly calculated as that of idle subcarriers in MC-MDIS. A regular symbol

will be assigned to each subcarrier; whereas, for each strengthened subcarrier indexed by

kj , the corresponding symbol will be amplified by a fixed amplitude-strengthening ratio, γ

(γ > 1). Namely, for i = 0, 1, ..., Nc − 1, the symbol corresponding to subcarrier i is

di = dGj,k
=


γM(Yj,k), k = kj ,

M(Yj,k), otherwise,

(2.9)

whereM(Yj,k) is the symbol mapped from the ordinary bit vector Yj,k, andGj,k has the same

definition as in Section 2.2. Except the differences above, the other parts of the transmitter

for MC-MDSS are exactly the same as in MC-MDIS.

3For constant-modulus constellations, ‖s‖2 = Ps holds for each symbol s ∈ Ω, e.g., PSK modulation;
whereas, the non-constant-modulus ones do not satisfy this requirement, e.g., QAM modulation.
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2.3.2 Receiver Design

At the receiver side, we also need to make two changes for MC-MDSS accordingly. First,

the block of idle subcarrier detection in Fig. 2.3 will be replaced by strengthened subcarrier

detection. Namely, the index of the strengthened subcarrier can be determined by

k̂j = arg max
0≤k≤Nf−1

|d̂Gj,k |
2. (2.10)

Second, without the bit-vector-disorder issue, the ordinary bit estimation can be simpli-

fied as

Ŷj,k =M−1(d̂Gj,k
), (2.11)

where M−1(·) represents the demapping operator, and Ŷj,k is the kth recovered ordinary

bit vector in the jth subcarrier group.

2.4 Secure Subcarrier Assignment and Secure Symbol

Mapping

In this section, we enhance the security of the proposed schemes under two commonly en-

countered attacks, eavesdropping and partial-band jamming. Eavesdropping is a passive

attack, in which malicious users try to detect and recover the information of the authorized

user. Whereas, partial-band jamming is an active attack, in which certain bands or subcar-

riers are deliberately interfered with strong jamming signals by the adversary. The worst

case is often the follower jamming, in which the jammer follows the transmission pattern of a

particular user and destroy its effective communication. Our approaches here are Advanced
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Encryption Standard (AES) based secure subcarrier assignment and secure symbol mapping.

2.4.1 Secure Subcarrier Assignment (SSA)

The basic idea of secure subcarrier assignment is to shuffle and group all the available

subcarriers secretly and dynamically, so that the jammers and eavesdroppers cannot follow

the transmission pattern of the authorized users. More specifically, the secure subcarrier

assignment scheme should satisfy the following requirements:

1) All available subcarriers should be involved, and there are no frequency overlaps in

any grouping period;

2) The secure grouping information is shared only by the authorized transmitter and

receiver, and should be secure under all known attacks;

3) The implementation cost should be low enough to allow frequent subcarrier regrouping.

In [44], we proposed a secure subcarrier assignment (SSA) algorithm to avoid frequency

collisions in OFDM-based FH systems. Its security is guaranteed by the Advanced Encryp-

tion Standard (AES) [45], which has been proven to be secure under all known attacks [46].

Although this algorithm was originally designed to assign subcarriers randomly to different

users in multi-user FH systems, we find that it meets all the aforementioned requirements.

The core part of the secure subcarrier assignment is a secure permutation algorithm. The

details of this algorithm is omitted here, please refer to [44]. However, we would like to illus-

trate what we can finally obtain from the algorithm through the following simple example.

Example 1: Assume that the total number of available subcarriers is Nc = 8, and they

are supposed to equally divided into M = 2 groups. The algorithm actually performs a

secret and random permutation among the subcarrier indexes {0, 1, 2, 3, 4, 5, 6, 7}. Suppose

we get the final permutation as {3, 7, 0, 4, 2, 5, 6, 1}. In this case, the subcarrier groups are
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{3, 7, 0, 4} and {2, 5, 6, 1}, respectively. For instance, for the first group, if the specified idle

subcarrier index is 1 (note that we start from 0), then subcarrier 7 will be the one unused

and the rest {3, 0, 4} will work as active subcarriers.

The features of SSA can be summarized as follows: 1) Due to the secured randomness

introduced by SSA, the malicious users cannot follow the transmission pattern/bands of the

authorized users, not to mention recovering the information. 2) For the authorized users,

burst errors caused by partial-band jamming are randomized and largely reduced within

the correction range of error control coding. As a result, the system becomes robust under

partial-band jamming.

2.4.2 Secure Symbol Mapping (SSM)

To further enhance the system security such that the eavesdroppers cannot even recover the

bits from an individual subcarrier, here we develop a secure symbol mapping algorithm to

hide the ordinary bits.

To secure the mapping operation, we can simply make the constant mapping table

dynamic and secret. For a constellation of size M , keeping a fixed-order symbol list

D = {d0, d1, ..., dM−1}, we randomly and secretly adjust the corresponding bit vectors of

these symbols. More specifically, define A = {0, 1, ...,M − 1}, and denote the AES-based

secure permutation operation in [44] as P : A → A. Then for any l ∈ A, the bit vector

obtained from dec2bin(P(l)) is mapped to symbol dl. The demapping operation can be

performed accordingly.

With SSM, the eavesdroppers would not be able to recover the bits from an individual

subcarrier, even if they can extract the symbols correctly.
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Remark 2.2 Both SSM and SSA can be viewed as symbol-level encryption, which performs

encryption in symbol generation and subcarrier grouping rather than conducting bit-level

encryption. Compared with bit-level encryption, symbol-level encryption using SSA and SSM

can achieve smaller processing delays. The underlying argument is that, with SSA and SSM,

encryption/decryption can be performed in parallel with modulation/demodulation. While in

traditional bit-level encryption, modulation can only be performed after the encryption, and

decryption cannot start until the entire information block arrives.

2.5 Analysis on Spectral Efficiency and Probability of

Error

In this section, we analyze the performance of the two proposed schemes, MC-MDIS and

MC-MDSS, in terms of spectral efficiency, power efficiency and error probability.

2.5.1 Spectral and Power Efficiency

The spectral efficiency η is defined as the ratio of the information bit rate Rb (bits/s) to

the transmission bandwidth W (Hz), i.e., η =
Rb
W (bits/s/Hz). Since the proposed schemes

are implemented on the OFDM framework, both of them, as well as OFDM, have the same

total bandwidth W = (Nc + 1)Rs, where Rs is the OFDM symbol rate. To evaluate the

power efficiency, we define the power ratio ρ as the ratio of the power consumed by MC-

MDIS/MC-MDSS to that of OFDM.

For comparison, we first derive the bit rate (Rb,OFDM ) and spectral efficiency (ηOFDM )
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of OFDM,

Rb,OFDM = RsNclog2M, (2.12)

ηOFDM =
Nc

Nc + 1
log2M ≈ log2M. (2.13)

2.5.1.1 MC-MDIS

Considering both the carrier bits and the ordinary bits, the bit rate of MC-MDIS can be

calculated as

Rb,MDIS = Rs[Ng log2
Nc
Ng

+ (Nc −Ng) log2M ]. (2.14)

To maximize the bit rate, we differentiate (2.14) over Ng,

dRb,MDIS

dNg
= Rs log2

Nc
NgMe

, (2.15)

where e is the Euler’s number. Set (2.15) to zero, we get N∗g = Nc
Me . Note that Ng can only

be a power of 2, so we select two valid candidates nearest to N∗g : N∗g,1 = Nc
2M and N∗g,2 = Nc

4M .

Substituting them into (2.14), we obtain exactly the same value, which forms the maximum

bit rate for MC-MDIS,

R∗b,MDIS = RsNc[log2M +
1

2M
]. (2.16)

Although both N∗g,1 and N∗g,2 maximize the bit rate, we choose Ng = N∗g,1 = Nc
2M (i.e.,

more subcarrier groups) due to the following two reasons: 1) For a fixed number of available

subcarriers, Nc, if we choose the number of groups to be Nc
2M instead of Nc

4M , in each group

there will be only 2M subcarriers instead of 4M ones; since the idle subcarrier detection can

be considered as a flipped FSK, the 2M -ary flipped FSK would outperform the 4M -ary one

in BER performance. 2) More subcarrier groups implies more subcarriers will be left idle,
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which would result in further power savings and ICI suppression. With the maximized bit

rate, it then follows that the maximum spectral efficiency of MC-MDIS is given by

η∗MDIS =
Nc

Nc + 1
[log2M +

1

2M
] ≈ log2M +

1

2M
. (2.17)

With Nc
2M out of Nc subcarriers left idle in each group, the power ratio for MC-MDIS

would be

ρMDIS =
Nc − Nc

2M

Nc
= 1− 1

2M
. (2.18)

2.5.1.2 MC-MDSS

Similarly, the bit rate of MC-MDSS can be calculated as

Rb,MDSS = Rs[Ng log2
Nc
Ng

+Nc log2M ]. (2.19)

Using the same methodology as in MC-MDIS, by setting Ng = Nc
4 , we obtain the maximum

bit rate for MC-MDSS,

R∗b,MDSS = RsNc[log2M +
1

2
], (2.20)

and the maximum spectral efficiency of MC-MDSS,

η∗MDSS =
Nc

Nc + 1
[log2M +

1

2
] ≈ log2M +

1

2
. (2.21)

With Nc
4 out of Nc subcarriers whose symbols will be amplified by γ in amplitude, the
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power ratio for MC-MDSS can be obtained as

ρMDSS =
Nc − Nc

4 + γ2Nc
4

Nc
=
γ2 + 3

4
. (2.22)

For clarity, we summarize the analysis above in Table 2.1. It can be seen that comparing

with OFDM, the improvement achieved by MC-MDIS in both spectral efficiency and power

efficiency only depends on the constellation size M , while MC-MDSS can achieve a fixed

but even larger improvement in spectral efficiency than MC-MDIS at a slight cost on power

efficiency.

Table 2.1: Comparison of Spectral and Power Efficiency.

Maximum Maximum Efficiency Power

Bit Rate Efficiency Gap Ratio

OFDM RsNclog2M log2M N/A N/A

MC-MDIS RsNc[log2M + 1
2M ] log2M + 1

2M
1

2M 1− 1
2M

MC-MDSS RsNc[log2M + 1
2 ] log2M + 1

2
1
2

γ2+3
4

2.5.2 Probability of Error for MC-MDIS

2.5.2.1 Carrier Bits

Given the average bit-level SNR,
Eb
N0

, for MC-MDIS, the average symbol-level SNR, EsN0
, for

each active subcarrier can be obtained as

Es
N0

=
L

Nc −Ng
Eb
N0

, (2.23)
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where L = NgBc + (Nc−Ng)Bs is the information block length and Nc−Ng is the number

of active subcarriers. It should be noted that Es defined here corresponds to the average

symbol energy in each active subcarrier.

The carrier bit modulation in MC-MDIS can be roughly considered as a “flipped” Nf -

ary FSK, by which we mean an idle subcarrier is used to represent the carrier bits instead

of an active one as in conventional FSK. Another difference is that, in MC-MDIS, when a

non-constant-modulus constellation is employed, the active subcarriers may carry symbols

with different power levels.

Let E1, ..., ET be all the possible power levels in constellation Ω, and pi the probability

that the power level of an arbitrary symbol is Ei, then the average symbol power is given by

Ēs =
T∑
i=1

piEi, where
T∑
i=1

pi = 1. (2.24)

In this case, to achieve an overall SNR of Es
N0

, the actual symbol-level SNR in MC-MDIS,

Es,i
N0

, would be

Es,i
N0

=
Ei
Ēs

Es
N0

=
L

Nc −Ng
Ei
Ēs

Eb
N0

. (2.25)

We can calculate the symbol error probability corresponding to the carrier bits for MC-

MDIS as (see Appendix B for the details)

P
(c)
s

(
Eb
N0

)
= 1−

∫ ∞
0

Q̄
Nf−1

1 xe−
x2
2 dx, (2.26)

in which

Q̄1 =
T∑
i=1

piQ1

(√
2
Es,i
N0

, x

)
, (2.27)
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where Q1(a, b) =
∫∞
b x exp (−x

2+a2

2 )I0(ax)dx is the Marcum Q-function [47], in which I0(·)

is the zero-order modified Bessel function.

Let P
(c)
e,I and P

(c)
e,II denote the bit error probabilities for carrier bits without and with

BVR, respectively. According to [48, eqn. (5.2-24), page 260],

P
(c)
e,I

(
Eb
N0

)
=

2Bc−1

2Bc − 1
P

(c)
s

(
Eb
N0

)
. (2.28)

If BVR is employed, an error in idle subcarrier detection in the current bit block will lead

to an incorrect replacement of the first Bs bits within the Bc carrier bits in the successive

block. If an error occurs in idle subcarrier detection for the current bit block, there are

two possible results for the idle subcarrier detection in the successive block: (i) an error

occurs with a probability of P
(c)
s

(
Eb
N0

)
; or (ii) it is correctly detected with a probability of

1− P (c)
s

(
Eb
N0

)
. In the first case, the bit error probability would still roughly be P

(c)
e,I

(
Eb
N0

)
,

since theBs bits that are incorrectly replaced originally contains errors; whereas in the second

case, the bit error probability will approximately become
(

1 + Bs
Bc

)
P

(c)
e,I

(
Eb
N0

)
, considering

the newly introduced errors resulting from the incorrectly replaced Bs bits. Combining these

two cases, the bit error probability of carrier bits with BVR can be estimated as

P
(c)
e,II

(
Eb
N0

)
≈ P

(c)
s

(
Eb
N0

)
P

(c)
e,I

(
Eb
N0

)
+

(
1− P (c)

s

(
Eb
N0

))(
1 +

Bs
Bc

)
P

(c)
e,I

(
Eb
N0

)
. (2.29)

2.5.2.2 Ordinary Bits

The bit error probability of the ordinary bits depends on the modulation scheme exploited

by the active subcarriers. We consider the case of transmitting the ordinary bits through

M -ary QAM. Recall that M = 2Bs , and the symbol error probability for M -ary QAM can
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be represented as4 [48, eqn. (5.2-78) & (5.2-79), page 278]

Ps,QAM

(
Eb
N0

)
= 1−

[
1− 2(1− 1√

M
)Q

(√
3

M − 1

Es
N0

)]2

, (2.30)

where Q(x) = 1√
2π

∫∞
x e−

t2
2 dt, and Es

N0
can be found in (2.23). The bit error probability of

the ordinary bits on each active subcarrier can then be approximated as

Pe,QAM

(
Eb
N0

)
≈ 1

Bs
Ps,QAM

(
Eb
N0

)
. (2.31)

Without BVR, if an error occurs in idle subcarrier detection, there will be a bit vector

disorder on all the subcarriers between the truly idle one and the incorrectly detected one,

which leads to a random guess in terms of error probability. Namely, if the idle subcarrier

indices selected at the transmitter and estimated at the receiver are i and j, respectively, the

bit error probabilities of the ordinary bits carried on subcarrier from i through j (|i− j| out

of Nf − 1 subcarriers) would be 1
2 , while the bit error probabilites of those carried on the

other subcarriers will not be influenced and can thus be estimated by (2.31). The bit error

probability of the ordinary bits with an error in idle subcarrier detection (with a probability

of P
(c)
s

(
Eb
N0

)
, in (2.26)) can therefore be calculated as

Pe,I

(
Eb
N0

)
=

Nf−1∑
i,j=0,i6=j

1

(Nf )2

[
|i− j|

2(Nf − 1)
+

(
1− |i− j|

Nf − 1

)
Pe,QAM

(
Eb
N0

)]
, (2.32)

where (n)k denotes the number of k-permutations out of n.

With BVR, only one subcarrier carrying ordinary bits in each subcarrier group will be

4Note that (2.30) applies only when Bs is even and a rectangular constellation is employed. For cases
with odd Bs or non-rectangular constellations, please refer to [48, page 278-279].
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influenced and the remaining would remain uninfluenced, so the corresponding bit error

probability with an error in idle subcarrier detection in this case would be

Pe,II

(
Eb
N0

)
=

1

2(Nf − 1)
+

(
1− 1

Nf − 1

)
Pe,QAM

(
Eb
N0

)
. (2.33)

If the idle subcarrier is correctly detected, the bit error probability of the ordinary bits

can also be estimated by (2.31). Taking all the cases into account, the bit error probability

of the ordinary bits can be calculated as

P
(o)
e,κ

(
Eb
N0

)
= P

(c)
s

(
Eb
N0

)
Pe,κ

(
Eb
N0

)
+

(
1− P (c)

s

(
Eb
N0

))
Pe,QAM

(
Eb
N0

)
, (2.34)

where κ ∈ {I, II} denotes whether BVR is employed or not.

2.5.2.3 Overall

Following the discussions above, the overall bit error probability for MC-MDIS can be cal-

culated as

Pe

(
Eb
N0

)
=
NgBc
L

P
(c)
e,κ

(
Eb
N0

)
+

(Nc −Ng)Bs
L

P
(o)
e,κ

(
Eb
N0

)
, (2.35)

where L = NgBc+(Nc−Ng)Bs is the number of bits in each information block for MC-MDIS,

and κ ∈ {I, II} denotes whether BVR is employed or not.

Remark 2.3 Although we analyze the error probability of MC-MDIS theoretically with QAM

modulation, the constant-modulus modulation (M-ary PSK) can also be used in MC-MDIS.

Using the constant-modulus modulation instead of QAM would lead to two differences: 1)

The power of each active subcarrier would become identical to each other, which works as

a special case of nonuniform power distribution and actually makes the calculation much

34



easier; 2) M-ary PSK has a different representation on the error probability from that of

QAM; however, concerning the error probability analysis, the only thing we need to do is to

replace Ps,QAM

(
Eb
N0

)
with Ps,PSK

(
Eb
N0

)
, which can be found in [48, eqn. (5.2-56), page

268].

2.5.3 Probability of Error for MC-MDSS

2.5.3.1 Carrier Bits

We consider the case with constant modulus constellations only. Given the average bit-level

SNR,
Eb
N0

, for the MC-MDSS scheme, the average symbol-level SNR, EsN0
, would be

Es
N0

= L
Eb
N0

= (NgBc +NcBs)
Eb
N0

, (2.36)

where L = NgBc + NcBs is the information block length. Note that different from the

definition in MC-MDIS where Es is averaged to each active subcarrier, Es defined here

takes into account the symbols transmitted through all the subcarriers, which contains Ng

strengthened subcarriers and Nc − Ng regular ones. Let
E

(o)
s,1
N0

be the symbol-level SNR of

the strengthened subcarriers, and
E

(o)
s,2
N0

the symbol-level SNR corresponding to those regular

ones, then we have

Ng
E

(o)
s,1

N0
+ (Nc −Ng)

E
(o)
s,2

N0
=
Es
N0

. (2.37)

The power relation of the strengthened subcarriers and the regular ones can be represented

as

E
(o)
s,1

N0
= γ2

E
(o)
s,2

N0
, (2.38)
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where γ is the amplitude-strengthening ratio which is defined in Section 2.3. Combining

(2.36)-(2.38), the SNRs for the two different kinds of subcarriers can be obtained as


E

(o)
s,1

N0
=

γ2L

Nc + (γ2 − 1)Ng

Eb
N0

,

E
(o)
s,2

N0
=

L

Nc + (γ2 − 1)Ng

Eb
N0

.

(2.39)

The carrier bit demodulation in MC-MDSS can largely be viewed as a non-coherent Nf -

ary FSK demodulation as well. What makes it slightly different from conventional FSK

is that we have one strengthened subcarrier and several other regular ones (with non-zero

power but less than the strengthened one), while in conventional FSK only one subcarrier

has non-zero power. We can calculate the symbol error probability corresponding to the

carrier bits for MC-MDSS as (see Appendix C for the details)

P (c)
s

(
Eb

N0

)
=

Nf−1∑
k=1

(−1)k+1

(
Nf − 1

k

)∫ ∞
0

Q1


√

2
E

(o)
s,2

N0
, x

k

f

x|
√

2
E

(o)
s,1

N0
, 1

 dx, (2.40)

where Q1(a, b) =
∫∞
b x exp (−x

2+a2

2 )I0(ax)dx is the Marcum Q-function, and f(x|ν, σ) =

x
σ2 exp (−x

2+ν2

2σ2 )I0(νx
σ2 ) denotes the probability density function of a Rician distribution.

Accordingly, the bit error probability of the carrier bits can be calculated as

P
(c)
e

(
Eb
N0

)
=

2Bc−1

2Bc − 1
P

(c)
s

(
Eb
N0

)
. (2.41)

2.5.3.2 Ordinary Bits

The symbol error probability of the constant-modulus modulation (PSK), Ps,PSK

(
Eb
N0

)
,

can be found in [48, eqn. (5.2-56), page 268]. What makes it different in MC-MDSS is
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that among all the subcarriers, Ng of them are carrying ordinary bits at the SNR of
E

(o)
s,1
N0

,

while the other Nc − Ng ones work at
E

(o)
s,2
N0

. Consequently, the symbol error probability

corresponding to the ordinary bits would be

P
(o)
s

(
Eb
N0

)
=
Ng
Nc

Ps,PSK

 1

Bs

E
(o)
s,1

N0

+
Nc −Ng
Nc

Ps,PSK

 1

Bs

E
(o)
s,2

N0

 . (2.42)

Similarly, the bit error probability of the ordinary bits can be approximated as

P
(o)
e

(
Eb
N0

)
≈ 1

Bs
P

(o)
s

(
Eb
N0

)
. (2.43)

2.5.3.3 Overall

Following the discussions above, the overall bit error probability for MC-MDSS can be cal-

culated as

Pe

(
Eb
N0

)
=
NgBc
L

P
(c)
e

(
Eb
N0

)
+
NcBs
L

P
(o)
e

(
Eb
N0

)
, (2.44)

where L = NgBc +NcBs is the number of bits in each information block for MC-MDSS.

2.6 Numerical Results

In this section, the performance of both MC-MDIS and MC-MDSS is evaluated and com-

pared with that of OFDM and some other most related schemes through simulation exam-

ples. We consider both AWGN and frequency selective channels, as well as the presence

of inter-carrier interference (ICI). In the following, we assume Nc = 64, Rs = 100 and Ng

is properly chosen according to the optimal subcarrier grouping strategy derived in Section
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2.5.1. Unless otherwise stated, 16-QAM is used in MC-MDIS to exploit the general case

of non-constant-modulus constellations, while QPSK is employed in MC-MDSS where the

amplitude-strengthening ratio (γ) is set to 2. In addition, we provide the evaluation of the

peak-to-average power ratio (PAPR) in Appendix D.

2.6.1 Spectral Efficiency

In Table 2.2, for different constellation size M , we compare the spectral efficiency of the

proposed MC-MDIS and MC-MDSS with that of OFDM, as well as the other most related

systems in literature, including collision-free frequency hopping (CFFH) [44], message-driven

frequency hopping (MDFH) [7] and anti-jamming message-driven frequency hopping (AJ-

MDFH) [15]. Both MC-MDIS and MC-MDSS, with maximized efficiency, are always more

efficient than the other schemes. It is also observed that the efficiency gap between MC-

MDIS and OFDM decreases as the constellation size increases. It should be pointed out

that the increase in bit rate achieved by MC-MDIS and MC-MDSS can be significant and of

great commercial value when the baud rate is large, which is generally the case in broadband

communications.

2.6.2 Bit Error Rate

In this section, we numerically evaluate the BER performance of the proposed schemes under

different scenarios.

1) Experimental Validation of Theoretical Results Fig. 2.5 and Fig. 2.6 compare

the theoretical and simulation BERs of both carrier bits and ordinary bits for MC-MDIS

without and with BVR, respectively. Fig. 2.7 depicts the BERs for MC-MDSS accordingly.
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Table 2.2: Comparison of Spectral Efficiency with Different M .

Constellation Size M M=2 M=4 M=8 M=16

OFDM(bits/s/Hz) log2M 1 2 3 4

MC-MDIS(bits/s/Hz)
log2M + 1

2M

1.25 2.125 3.0625 4.03125

(Compared to OFDM) (+25%) (+6.25%) (+2.08%) (+0.78%)

MC-MDSS(bits/s/Hz)
log2M + 1

2

1.5 2.5 3.5 4.5

(Compared to OFDM) (+50%) (+25%) (+16.7%) (+12.5%)

CFFH(bits/s/Hz)
1
2 log2M

0.5 1 1.5 2

(Compared to OFDM) (-50%) (-50%) (-50%) (-50%)

MDFH(bits/s/Hz)
1
2 log2M + 1

2

1 1.5 2 2.5

(Compared to OFDM) (0%) (-25%) (-33.3%) (-37.5%)

AJ-MDFH(bits/s/Hz)
1
2

0.5 0.5 0.5 0.5

(Compared to OFDM) (-50%) (-75%) (-83.3%) (-87.5%)

It can be seen that the simulation results match well with the theoretical derivation.

2) Improvement on BER by BVR for MC-MDIS The improvement on BER by

BVR for MC-MDIS is demonstrated in Fig. 2.8. We can see that the BER of MC-MDIS is

considerably reduced by BVR, which is designed to eliminate the bit vector disorder.

3) Improvement on BERs by SSA under Partial-Band Jamming The improve-

ments on BERs for MC-MDIS and MC-MDSS achieved by SSA under partial-band jamming

are demonstrated in Fig. 2.9, in which the jamming occupancy (ρ) indicates the ratio of

jammed subcarriers. We can see that SSA largely randomizes the burst errors such that they

can be corrected by BCH coding.

4) BER Comparison of Different Schemes A comprehensive BER comparison is

performed involving all the schemes listed in Table 2.2. For fair comparison, all the schemes

employ QPSK and work at their maximum bit rates, i.e., 128Rs for OFDM, 136Rs for MC-
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Figure 2.5: Theoretical and simulation BERs for MC-MDIS without BVR.

Figure 2.6: Theoretical and simulation BERs for MC-MDIS with BVR.
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Figure 2.7: Theoretical and simulation BERs for MC-MDSS.

Figure 2.8: Improvement on BER by BVR for MC-MDIS.
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MDIS, 160Rs for MC-MDSS, 64Rs for CFFH, 96Rs for MDFH and 32Rs for AJ-MDFH,

where Rs is the OFDM symbol rate.

The BER comparison under AWGN channels is shown in Fig. 2.10. As expected, the

proposed MC-MDIS and MC-MDSS achieve higher spectral efficiency at a slight cost on

BER performance, which is mainly caused by the carrier bits. It can also be observed that:

1) MC-MDSS delivers better BER performance at lower SNRs, while MC-MDIS performs

better at higher SNRs (very close to OFDM), where bit vector disorder is unlikely to happen;

2) MDFH and CFFH outperform MC-MDIS and MC-MDSS in BER performance, but at

the cost of considerable spectral efficiency loss (shown in Table 2.2); 3) AJ-MDFH has an

even worse BER performance, which is sacrificed together with spectral efficiency to gain

the anti-jamming ability [15].

The BER comparison under a typical frequency selective channel is shown in Fig. 2.11. It
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Figure 2.10: Comparison of simulation BERs under AWGN channels.

can be observed that under frequency selective channels, neither MC-MDIS nor MC-MDSS

has a larger gap to OFDM than that under AWGN channels. There is still roughly 1.0dB

gap between MC-MDIS and OFDM as under AWGN channels, and the BER performance

of MC-MDSS comes even closer to OFDM than the AWGN case.

The BER comparison in the presence of inter-carrier interference (ICI) is shown in Fig.

2.12. The residual carrier frequency offset after proper frequency synchronization/tracking

[49,50] is set to be 5Hz, which acts as a source of ICI. It can be observed that in the presence

of ICI, MC-MDIS outperforms OFDM in terms of BER, due to the ICI suppression effect

contributed by the existence of idle subcarriers. It is expected as well as demonstrated in

Fig. 2.12 that MC-MDSS cannot yield a better result with ICI, since it uses strengthened

subcarriers instead of idle ones.

We would like to point out that the loss in BER performance of the proposed schemes
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Figure 2.11: Comparison of simulation BERs under frequency selective channels.

Figure 2.12: Comparison of simulation BERs in the presence of ICI.
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(MC-MDIS/MC-MDSS), not significant though, may make them less favorable under low-

SNR channels; however, the higher spectral efficiency achieved by MC-MDIS/MC-MDSS,

as well as the ICI suppression effect of MC-MDIS, will make one or both of them popular

under reasonable-SNR channels and/or in the presence of ICI.

2.7 Summary

In this chapter, we proposed two highly efficient OFDM-based multicarrier transmission

schemes, MC-MDIS and MC-MDSS. In MC-MDIS, we specify one idle subcarrier in each

group using the carrier bits, while transmits ordinary bits regularly on all the other subcar-

riers. Comparing with OFDM, MC-MDIS imposes no extra cost on bandwidth but resulting

in higher spectral and power efficiency, as well as better ICI suppression. In MC-MDSS,

the idle subcarriers are replaced by strengthened ones, which, unlike idle ones, can carry

both carrier bits and ordinary bits. As a result, MC-MDSS achieves an even higher spec-

tral efficiency than MC-MDIS with simpler transceiver design. The higher spectral efficiency

achieved by MC-MDIS and MC-MDSS can be of great commercial value for broadband com-

munications, where the baud rate is large. With symbol-level encryption (SSA and SSM),

both MC-MDIS and MC-MDSS can prevent follower jamming, and are more robust than

the traditional OFDM under eavesdropping and partial-band jamming.

45



Chapter 3

Precoding for OFDM under Disguised

Jamming

In this chapter, we consider jamming-resistant OFDM system design under full-band dis-

guised jamming, where the jamming symbols are taken from the same constellation as the

information symbols over each subcarrier. First, we analyze the impact of disguised jamming

on OFDM systems. It is shown that due to the symmetricity between the authorized sig-

nal and jamming, the BER of OFDM systems without symbol-level precoding or only with

repeated symbol-level coding is lower bounded by a modulation specific constant, which

cannot be improved by increasing SNR. Second, we develop an optimal precoding scheme

which minimizes the BER of OFDM systems under full-band disguised jamming. It is shown

that the most efficient way to combat full-band disguised jamming in OFDM systems is to

concentrate the total available power and distribute it uniformly over a particular number

of subcarriers instead of the entire spectrum. The precoding scheme is further randomized

to protect the OFDM communication from a follower fashion of disguised jamming.

3.1 Introduction

Conventionally, research on communication system design has been focused on capacity

improvement under non-intentional interference, such as intersymbol interference, multiuser

46



interference and noise. The jamming resistance of most communication systems today mainly

relies on the diversity introduced by error control coding. On the other hand, jamming has

widely been modeled as Gaussian noise. Based on the noise jamming model and the Shannon

capacity formula, C = log2(1 + SNR), an intuitive impression is that jamming is really

harmful only when the jamming power is much higher than the signal power. However, this

is only partially true. To show it, we need to look at disguised jamming [13–15], where the

jamming is highly correlated with the signal, and has a power level close or equal to the

signal power. Consider the example, y = s+ j + n, where s is the authorized signal, j is the

jamming, n is the noise independent of j and s, and y is the received signal. If j and s are

taken randomly and independently from the same constellation, then due to the symmetricity

between the jamming and the authorized signal, the receiver is fully confused and cannot

really distinguish the authorized signal from jamming. As can be seen, the symbol error

rate cannot be easily changed based only on the conventional bit-level channel coding. This

observation motivates us to revisit the importance of symbol-level coding, generally known

as precoding. In this chapter, we first explore the impact of disguised jamming, and then

investigate how precoding can be exploited to combat disguised jamming.

As an important multi-carrier transmission system, orthogonal frequency division mul-

tiplexing (OFDM) has been identified as a core technique by many recent standards [3],

e.g., LTE and WiMAX, mainly due to its high spectral efficiency and robustness under

frequency selective channels. For jamming-resistant OFDM system design, a majority of

literature [51,52] primarily focuses on partial-band jamming, which jams only part of all the

subcarriers. The basic strategies include: 1) avoiding the jammed bands, but only trans-

mitting on the jamming-free bands; 2) randomizing the jamming effect through carefully

designed interleaving, such that the burst errors caused by partial-band jamming can be
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properly corrected. However, we observed that under the same jamming power constraint,

full-band jamming could be more harmful for these systems [44].

In this chapter, we consider the jamming-resistant OFDM system design under full-band

disguised jamming, where the jamming symbols are taken from the same constellation as the

information symbols over each subcarrier. First, we analyze the impact of disguised jamming

on OFDM systems. It is shown that due to the symmetricity between the authorized signal

and jamming, the BER of OFDM systems without symbol-level precoding or only with

repeated symbol-level coding is lower bounded by a modulation specific constant, which

cannot be improved by simply increasing the SNR. Second, we develop an optimal precoding

scheme which minimizes the BER of OFDM systems under full-band disguised jamming. It is

shown that the most efficient way to combat full-band disguised jamming in OFDM systems

is to concentrate the total available power and distribute it uniformly over a particular

number of subcarriers instead of the entire spectrum. The underlying argument is that for

a particular subcarrier, when the signal-to-jamming ratio is large enough, then the receiver

can distinguish the authorized signal from disguised jamming under the presence of noise.

The precoding scheme is further randomized to protect the OFDM communication from a

follower fashion of disguised jamming. Our theoretical analysis and numerical results show

that the BER performance of OFDM systems under full-band disguised jamming can be

improved significantly with the proposed precoding scheme.

This chapter is organized as follows. In Section 3.2, the system model of precoded OFDM

systems is provided. The impact of disguised jamming on OFDM is analyzed in Section

3.3. The optimal precoding scheme as well as the minimum BER of OFDM systems under

full-band disguised jamming is derived in Section 3.4. The precoding scheme is further

randomized in 3.5. Numerical evaluation is conducted in Section 3.6 and we conclude in
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Section 3.7.

3.2 System Model

We consider the OFDM system equipped with a precoder as shown in Fig. 3.1. In our

model, the input data block is first mapped to symbols. Let Ω represent the constellation

we use and x = [x0, x1, ..., xK−1]T the symbol vector after symbol mapping, where xi ∈ Ω,

K is the length of the symbol vector, and (·)T denotes the transpose of a vector.

The Nc × K precoder matrix is denoted by P, where Nc is the number of subcarriers

for OFDM transmission. To allow some redundancy, we choose Nc ≥ K. After symbol

mapping, the precoder is applied to the symbol vector x, which results in an Nc × 1 vector

s, i.e.,

s = Px. (3.1)

The entire OFDM symbol can then be generated by performing inverse fast fourier transform

(IFFT). This is followed by cyclic prefix (CP) insertion, which adds a guard time to eliminate

intersymbol interference caused by multipath signals.

The obtained signal is then transmitted through an additive white Gaussian noise

(AWGN) channel, and simultaneously interfered by full-band disguised jamming. The

AWGN noise vector ñ has zero means and covariance matrix E(ñH ñ) = σ2
nI, where (·)H

denotes the Hermitian of a matrix. The frequency domain representation of ñ is actually

a noise vector whose elements correspond to the AWGN noise associating to each OFDM

subcarrier. If we denote it by n = [n0, n1, ..., nNc−1]T , then n = FH ñ, where F is the

Nc ×Nc IFFT unitary matrix with [F]n,k = 1√
Nc
ej2πnk/Nc . It is noted that, since FH is a

unitary matrix, n continues to be a Gaussian random vector with zero means and covariance
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matrix E(nHn) = σ2
nI [51]. Hence, the noise power corresponding to each subcarrier is σ2

n.

The disguised jamming is typically launched by generating a signal which mimics the

legally transmitted signal to confuse the receiver [13]. More specifically, in the OFDM case,

the disguised jammer randomly choose one symbol out of the same constellation Ω for each

subcarrier and transmit them exactly as the same way in the authorized OFDM transmitter.

Namely, if the jamming vector is denoted by j = [j0, j1, ..., jNc−1]T , where ji ∈ Ω is the

disguised symbol associating to the ith subcarrier, then j̃ = Fj.

At the receiver side, the cyclic prefix is first removed, followed by an FFT operation,

which yields

y = s + j + n, (3.2)

in which all the vectors have a dimension of Nc × 1 and their elements correspond to Nc

OFDM subcarriers, repectively.

The K ×Nc decoder matrix D is then applied to y to recover the transmitted symbols.

Hence, the estimated symbol vector, x̂, can be obtained as

x̂ = Ds + Dj + Dn. (3.3)

The basic idea of precoding is to optimally exploit the channel information, including

that on noise and jamming, at the transmitter to assign symbols, or their linear combination,

over different subcarriers. If some redundancy is allowed (i.e., K < Nc), an optimal precoder

should be able to wisely exploit the introduced redundancy to combat the distortion and

interference. In this chapter, we aim to find the optimal precoder that can minimize the

BER of OFDM systems under full-band disguised jamming, subject to the constraint on

transmit power.
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Figure 3.1: The system model of OFDM with precoding.

3.3 Conventional OFDM under Disguised Jamming

3.3.1 OFDM without Precoding

When there is no precoding employed, a channel with disguised jamming can be modeled

as an arbitrarily varying channel (AVC) [13]. It has been proven in [13] that, due to the

symmetricity between the authorized signal and jamming, the symbol error rate (SER) of a

transmission under disguised jamming is lower bounded by

Ps ≥
M − 1

2M
, (3.4)

where M is the constellation size. An intuitive explanation is that under disguised jamming,

the receiver has to guess between the truly transmitted symbol and the fake symbol sent by

the disguised jammer, if the two symbols are distinct. Note that the error probability of a

random guess between two symbols is 1
2 , and the two symbols randomly and independently

selected out of Ω by the authorized transmitter and disguised jammer differ in a probability

of M−1
M . The additional noise would make the error probability even larger.

The lower bounded SER would naturally result in a lower bounded BER, where the
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relationship is determined by the constellation used. When a binary modulation scheme

(e.g., BPSK with M=2) is used, the BER coincides with the SER, and it would be lower

bounded by

Pb,BPSK ≥
1

4
, without precoding. (3.5)

The derived lower bounds above point to an important fact that under disguised jamming,

bit-level coding can no longer decrease the error probability. The reason is that the bit stream

with any bit-level coding ultimately has to be mapped to symbols, which unfortunately have

an error probability lower bounded by (3.4) under disguised jamming.

3.3.2 MC-CDMA: OFDM with Repeated Coding

Considering that the disguised jamming disenables bit-level coding from improving the error

probability performance, it becomes an option to exploit the symbol-level coding, which

performs the coding directly on symbols instead of the bit stream. Let us consider MC-

CDMA [53], which actually exploits repeated symbol-level coding. In repeated coding, each

symbol is transmitted for L times, and it will be estimated at the receiver by averaging all the

distorted copies. Take BPSK as an example, with a probability of 1
2L

, the disguised symbols

are all coincidentally opposite to the one sent by the authorized transmitter, in which case the

receiver would still have to randomly guess which one out of the two symbols is transmitted.

Hence, considering the noise as an additional impact, the BER under disguised jamming is

lowered bounded by

Pb,BPSK ≥
1

2L+1
, repeated coding. (3.6)

It can be observed from (3.5) and (3.6) that disguised jamming is a significant threat to

OFDM without precoding or only equipped with repeated coding, since the BERs cannot be

52



reduced below the lower bounds no matter how high the SNR is. The significant performance

degradation of OFDM under disguised jamming motivates us to design an effective jamming-

resistant symbol-level precoding scheme, as will be illustrated in Section 3.4.

3.4 Precoding for OFDM under Disguised Jamming

In this section, we derive the optimal precoder and decoder matrices using the minimum

BER criterion. We start with BPSK modulation and AWGN channels, and then discuss

other modulation schemes and frequency selective channels.

Let PP,D denote the BER with a precoder matrix P and decoder matrix D under full-

band disguised jamming, and the problem can then be formulated as

min
P,D
PP,D; (3.7a)

s.t. tr(PPH) = Pc, (3.7b)

DP = I, (3.7c)

where tr(·) is the trace operation. More specifically, (3.7b) is the constraint on the total

available transmit power, and (3.7c) ensures perfect recovery for the precoding and decoding.

Under the constraint in (3.7c), the estimated symbol vector in (3.3) can be further sim-

plified as

x̂ = x + Dj + Dn, (3.8)
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which is equivalent to

x̂k = xk +

Nc−1∑
i=0

dk,iji +

Nc−1∑
i=0

dk,ini, k = 0, 1, ..., K − 1, (3.9)

where we can see that with respect to D, the estimation of the kth symbol in the transmitted

symbol vector only depends on the kth row of D. This allows us to divide the optimization

into two steps: 1) Minimizing the BER independently for each symbol under a parameterized

constraint; 2) Minimizing the overall BER including all the symbols by finding the optimal

parameters in the constraints.

3.4.1 Independent BER Minimization for Each Symbol

To facilitate the analysis, we present two propositions first.

Proposition 3.1 If a BPSK symbol with unit power is distorted by a deviation z and a

Gaussian noise with a variance σ2, the BER can be calculated by

Pb,BPSK(σ, z) =
1

2
Q

(
1− |z|
σ

)
+

1

2
Q

(
1 + |z|
σ

)
, (3.10)

where Q(x) = 1√
2π

∫∞
x e−

t2
2 dt.

Proof: If the symbol s = −1 is transmitted, with a fixed deviation z, the received

symbol would obey a Gaussian distribution ŝ ∼ N (z− 1, σ2). The BER with s = −1 would

be

P(ŝ > 0|s = −1) = Q

(
1− z
σ

)
. (3.11)
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Similarly, the BER with s = 1 can be calculated as

P(ŝ < 0|s = 1) = Q

(
1 + z

σ

)
. (3.12)

Assuming that s = −1 and s = 1 are equally probable, the overall BER can be obtained as

shown in (3.10). 2

Proposition 3.2 Under the condition that σ2 < β − 1, the constrained objective function

J =
L−1∑
l=0

Q

(
β ± wl
σ

)
, s.t.

L−1∑
l=0

w2
l = L&wl ≥ 0, ∀l, (3.13)

achieves its minimum

Jmin = LQ

(
β ± 1

σ

)
, (3.14)

at wl = 1, ∀l. Note that “+” and “−” in (3.14) correspond to those in (3.13), respectively.

Proof: We start from the problem with the “−” sign. Using the Lagrange multiplier,

we define

F =
L−1∑
l=0

Q

(
β − wl
σ

)
+ λ

L−1∑
l=0

w2
l − L

 . (3.15)

Differentiating (3.15) with respect to each wl,

∂F

∂wl
=

1√
2πσ

exp

{
−(β − wl)2

2σ2

}
+ 2λwl, ∀l. (3.16)
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By setting ∂F
∂wl

= 0 and considering the constraint in (3.13), we have wl = 1, ∀l. To ensure

that this is the minimum point, we calculate the second-order differentiation at this point,

∂2F

∂w2
l

=
1√
2πσ

(
β − 1

σ2
− 1

)
exp

{
−(β − 1)2

2σ2

}
, ∀ l. (3.17)

Let ∂2F
∂w2
l

> 0, we obtain the condition for the derived point being the minimum, σ2 < β− 1.

The problem with the “+” sign can be proved similarly. 2

If we define
∑Nc−1
i=0 d2

k,i ,
1
β2
k

, the exclusive dependency on the kth row of D for the kth

symbol estimation enables us to find the minimum BER for the kth symbol with respect to

βk, and we have the following theorem.

Theorem 3.1 Under the condition that σ2
n < βk − 1, the minimum BER of the kth symbol

estimation in (3.9) can be obtained as

Pk,min =
1

2
Q

(
βk − 1

σn

)
+

1

2
Q

(
βk + 1

σn

)
, (3.18)

where βk =
√

1/
∑Nc−1
i=0 d2

k,i and (3.18) is achieved when

dk,i =


1
βk
, i = ik,

0, elsewhere,

(3.19)

where ik differs from each other for different k.

Proof: Define J , {j = [j0, j1, ..., jNc−1]T |ji ∈ Ω, i = 0, 1, ..., Nc − 1}, and the size

of J would be |J | = 2Nc , since Ω = {−1,+1}. According to (3.9), with a particular

jamming vector j = [j0, j1, ..., jNc−1]T , the kth BPSK symbol xk is distorted by a deviation
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z =
∑Nc−1
i=0 dk,iji and a Gaussian noise with a variance σ2 = σ2

n
∑Nc−1
i=0 d2

k,i = σ2
n/β

2
k.

Considering all the 2Nc possible jamming vectors and applying Proposition 3.1, the BER of

the kth symbol can be obtained as

Pk =
1

2Nc

∑
j∈J

[
1

2
Q

(
1− |

∑Nc−1
i=0 dk,iji|
σn/βk

)
+

1

2
Q

(
1 + |

∑Nc−1
i=0 dk,iji|
σn/βk

)]

=
1

2Nc+1

∑
j∈J

Q

(
βk − βk|

∑Nc−1
i=0 dk,iji|
σn

)
+
∑
j∈J

Q

(
βk + βk|

∑Nc−1
i=0 dk,iji|
σn

) .
(3.20)

For any jamming vector j = [j0, j1, ..., jNc−1]T ∈ J , we define l ,

bin2dec([
1−j0

2 ,
1−j1

2 , ...,
1−jNc−1

2 ]) and let wl , βk|
∑Nc−1
i=0 dk,iji|, for l = 0, 1, ..., 2Nc − 1.

Then (3.20) can be rewritten as

Pk =
1

2Nc+1

2Nc−1∑
l=0

Q

(
βk − wl
σn

)
+

2Nc−1∑
l=0

Q

(
βk + wl
σn

) , (3.21)

with
2Nc−1∑
l=0

w2
l = 2Ncβ2

k

Nc−1∑
i=0

d2
k,i = 2Nc . (3.22)

Applying Proposition 3.2, we can obtain the minimum of (3.21) as shown in (3.18),

under the condition that σ2
n < βk − 1 and the minimum is achieved at wl = 1, ∀l. To

achieve this minimum point, only one non-zero element, 1
βk

, can exist among dk,i, ∀i. There

is another requirement that the only non-zero element in each row needs to be located in

different columns, which guarantees that (3.7c) is satisfied. To sum up, the decoder matrix

D that minimizes the BER for each symbol should be formed as shown in (3.19). 2
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3.4.2 Minimization for the Overall BER

With the BER of each symbol minimized, we try to minimize the overall BER including

all the symbols, by finding the optimal βk for each k. Following the pattern in (3.19), and

without loss of generality, we assume the non-zeros of D locate in the first k columns, i.e.,

D =



1
β0

0 · · 0 0 0 · · 0

0 1
β1
· · 0 0 0 · · 0

· · · · · · · · · ·

· · · · · · · · · ·

0 0 · · 1
βK−1

0 0 · · 0


K×Nc

.

Applying the constraint in (3.7c), the precoding matrix needs to be

P =



β0 0 · · 0

0 β1 · · 0

· · · · ·

· · · · ·

0 0 · · βK−1

0 0 · · 0

0 0 · · 0

· · · · ·

· · · · ·

0 0 · · 0


Nc×K

.

Applying the constraint in (3.7b), the constraint on βk can be obtained as
∑K−1
k=0 β2

k = Pc.
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Taking into account all the symbols in the transmitted symbol vector and applying The-

orem 3.1, the overall BER can be calculated as

PP,D =
1

K

K−1∑
k=0

Pk,min

=
1

2K

K−1∑
k=0

[
Q

(
βk − 1

σn

)
+Q

(
βk + 1

σn

)]
.

(3.23)

Due to the convexity of the Q function,

PP,D ≥
1

2
Q

(
1
K

∑K−1
k=0 βk − 1

σn

)
+

1

2
Q

(
1
K

∑K−1
k=0 βk + 1

σn

)
, (3.24)

where the equality holds if and only if each βk equals each other for all k.

Simultaneously, using the Lagrange multiplier, we have

1

K

K−1∑
k=0

βk ≤
√
Pc
K
, s.t.

K−1∑
k=0

β2
k = Pc, (3.25)

in which the equality holds if and only if

βk =

√
Pc
K
, ∀k. (3.26)

Considering the equality of both (3.24) and (3.25) holds with the same condition as in (3.26),

the minimum overall BER can be obtained as

PP,D ≥
1

2
Q


√

Pc
K − 1

σn

+
1

2
Q


√

Pc
K + 1

σn

 , (3.27)

where the equality holds when βk =
√

Pc
K , ∀k.
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The above result is summarized in the following theorem.

Theorem 3.2 Under the condition that σ2
n <

√
Pc
K − 1, the BER minimization problem in

(3.7) has a solution,

min
P,D
PP,D =

1

2
Q


√

Pc
K − 1

σn

+
1

2
Q


√

Pc
K + 1

σn

 , (3.28)

where the minimum is achieved with

P =



√
Nc
K 0 · · 0

0
√

Nc
K · · 0

· · · · ·

· · · · ·

0 0 · ·
√

Nc
K

0 0 · · 0

0 0 · · 0

· · · · ·

· · · · ·

0 0 · · 0


Nc×K

,

and

D =



√
K
Nc

0 · · 0 0 0 · · 0

0
√

K
Nc

· · 0 0 0 · · 0

· · · · · · · · · ·

· · · · · · · · · ·

0 0 · ·
√

K
Nc

0 0 · · 0


K×Nc

.
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Theorem 3.2 indicates that the most efficient way to combat full-band disguised jamming

in OFDM systems is to concentrate all the available power and distribute it uniformly on a

particular number of subcarriers instead of the entire spectrum. The underlying argument is

that for a particular subcarrier, when the signal-to-jamming ratio is large enough, then the

receiver can distinguish the authorized signal from disguised jamming under the presence of

noise.

Discussions: a) Other Modulation Schemes Though Theorems 3.1 and 3.2 are proved

for BPSK at this point, these results shed light on precoder design for other modulations as

well. The effectiveness of the proposed precoding scheme on other modulation schemes is

demonstrated in Section 3.6.2 through simulation results.

b) Frequency Selective Channels A typical way to cope with frequency selective channels is

to perform a channel equalization after estimation, which is also indispensable in conventional

OFDM systems without precoding. Let h = [h0, h1, ..., hNc−1] denote the frequency domain

channel impulse response vector. We perform an equalization on the received symbol vector

y before feeding it to the decoder matrix D. Nothing changes but the symbol estimation in

(3.3) would become x̂ = Dỹ, where the ith element of ỹ, ỹi, can be obtained by ỹi =
yi
hi
, i =

0, 1, ..., Nc − 1. In this case, for best performance, the K subcarriers with the largest SNRs

should be selected out of all Nc subcarriers. A numerical evaluation on frequency selective

channels is provided in Section 3.6.3.

3.5 Randomized Precoding

In section 3.4, we learned that the most efficient way to combat full-band disguised jamming

in OFDM systems is to concentrate all the available power and distribute it uniformly on a
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particular number of subcarriers instead of the entire spectrum. However, if the authorized

user transmits over a fixed set of subcarriers, the jammer could still easily identify these

active subcarriers (e.g., by power estimation), and then launch a follower fashion of disguised

jamming that will eventually lead to complete communication again. To address this issue,

we need to introduce some secured randomness to the proposed precoding scheme, which

essentially hides the precoding pattern from being followed by the jammer.

To generate a random precoding pattern, we need to first determine the number of sub-

carriers that should be activated, and then randomly select the exact number of subcarriers

out of the entire spectrum. Determining the desired number of active subcarriers involves

a tradeoff between spectral efficiency and error probability. It is observed from Theorem

3.2 that given the power constraint Pc, the minimized error probability decreases with a

decreasing number of active subcarriers, K, which, however, will inevitably lead to lower

spectral efficiency, since fewer symbols can be transmitted for each symbol period. In view

of this observation, the desired number of active subcarriers, K, should be chosen as small

as to deliver a satisfying error probability.

Once the number of active subcarriers, K, is determined, for each symbol period, the

authorized transmitter randomly select K out of Nc subcarriers and share this secret in-

formation with the authorized receiver(s) only. The secret randomness exclusively shared

between the authorized user and the authorized receiver(s) makes it difficult for any follower

jamming being launched. There might be many approaches to generate the secured random-

ness, but any approach with guaranteed security would apply. For instance, we can adapt

the idea that applies AES to secure the randomness in Chapter 2 here to generate the secure

and random precoding patterns.

Taking a closer look at the randomized precoding, we can observe that frequency hopping
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(FH) is actually a special case of randomized precoding with K = 1. Comparing with tradi-

tional FH systems, OFDM with randomized precoding provides more flexibility in balancing

spectral efficiency and error probability, and meanwhile, as we see throughout this chapter,

works as an effective scheme that is robust against full-band disguised jamming as well as

follower jamming.

3.6 Numerical Results

In this section, the BER performance of the precoded OFDM system under full-band dis-

guised jamming is evaluated and compared with that without precoding and with repeated

coding through simulation examples. We consider both AWGN and frequency selective chan-

nels. In the following, we assume Nc = 64, Rs = 100, Pc = 64, and the signal-to-jamming

ratio is 0dB over the entire spectrum.

3.6.1 BPSK under AWGN Channels

In this scenario, under AWGN channels, BPSK is used and we set K = 16 < Nc, which

provides redundancy for the precoding to combat disguised jamming. In Fig. 3.2, it is

observed that: 1) Uncoded OFDM completely fails under full-band disguised jamming, since

the BER maintains at approximately 1
4 (lower bound in (3.5)) no matter how high the SNR

is; 2) OFDM with repeated coding improves a little on the BER, but is still far away from

being satisfactory, since the BER cannot be reduced beneath 1
32 (lower bound in (3.6)) no

matter how high the SNR is; 3) OFDM with optimal precoding considerably reduces the BER

with reasonable SNRs, resulting from the optimal utilization of the introduced redundancy.
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Figure 3.2: BER evaluation for BPSK-modulated OFDM with full-band disguised jamming
under AWGN channels.

3.6.2 16QAM under AWGN Channels

In this scenario, still under AWGN channels, 16QAM is used to evaluate the performance

of the optimal precoding with high-order modulation. K is further reduced to 4 to provide

more redundancy. In Fig. 3.3, we observe the similar results as in Section 3.6.1, which

demonstrate that the precoding scheme in Theorem 3.2 works with high-order modulation

as well. However, the increased redundancy and the higher SNR requirement prove that

high-order modulation is more fragile to disguised jamming.

3.6.3 BPSK under Frequency Selective Channels

To evaluate the impact of fading on the proposed precoding scheme, in this scenario, we

move the simulation in Section 3.6.1 to a typical frequency selective channel. In Fig. 3.4,
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Figure 3.3: BER evaluation for 16QAM-modulated OFDM with full-band disguised jamming
under AWGN channels.

it is observed that under frequency selective channels, OFDM with optimal precoding still

outperforms the others, which demonstrates the effectiveness of the precoding scheme under

frequency selective channels.

3.7 Summary

In this chapter, we analyzed the impact of disguised jamming on OFDM systems, and de-

veloped an optimal precoding scheme which minimizes the BER of OFDM systems under

full-band disguised jamming. It is shown that the most efficient way to combat full-band

disguised jamming in OFDM systems is to concentrate all the available power and distribute

it uniformly on a particular number of subcarriers instead of the entire spectrum. The pre-

coding scheme was further randomized to protect the OFDM communication from a follower
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Figure 3.4: BER evaluation for BPSK-modulated OFDM with full-band disguised jamming
under frequency selective channels.

fashion of disguised jamming. Both theoretical analysis and numerical results demonstrated

that the BER performance of OFDM systems under full-band disguised jamming can be

improved significantly with the proposed precoding scheme.
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Chapter 4

CDMA System Design and Capacity

Analysis under Disguised Jamming

In this chapter, we consider jamming mitigation for CDMA systems under disguised jam-

ming, where the jammer generates a fake signal using the same spreading code, constellation

and pulse shaping filter as that of the authorized signal. First, we analyze the performance

of conventional CDMA systems under disguised jamming, and show that due to the sym-

metricity between the authorized signal and the jamming interference, the receiver cannot

really distinguish the authorized signal from jamming, leading to complete communication

failure. Second, for CDMA systems with public codes which cannot be concealed for some

reason, we mitigate the disguised jamming through robust receiver design. By exploiting the

small time difference between the authorized signal and the jamming interference, the con-

ventional CDMA receiver can be re-designed to achieve robust performance under disguised

jamming. Third, for CDMA systems which allow code concealment, we mitigate disguised

jamming using secure scrambling. Instead of using conventional scrambling codes, we apply

advanced encryption standard (AES) to generate the security-enhanced scrambling codes.

Assuming ideal synchronization between the authorized user and the jammer, we prove that:

the capacity of the conventional CDMA systems without secure scrambling under disguised

jamming is actually zero; however, the capacity can be significantly increased when CDMA
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systems are protected using secure scrambling.

4.1 Introduction

Existing work on anti-jamming system design or jamming mitigation is mainly based on

spread spectrum techniques [54, 55]. The spread spectrum systems, including code division

multiple access (CDMA) and frequency hopping (FH), were originally developed for secure

communications in military applications. Both CDMA and FH systems possess anti-jamming

and anti-interception features by exploiting frequency diversity over large spectrum.

In CDMA, each user is assigned a specific pseudo-random code (also known as the signa-

ture waveform) to spread its signal over a bandwidth N times larger. Due to the processing

gain resulted from the spread spectrum technique, CDMA is especially robust under narrow

band jamming and works well under low SNR levels [56]. Hidden within the noise floor,

CDMA signals are difficult to be detected, and cannot be recovered unless the user signature

is known at the receiver. For these reasons, CDMA has been widely used in both civilian

and military applications, such as 3GPP UMTS [57] and GPS [58].

The security of CDMA largely relies on the randomness in the PN sequence. For CDMA,

the spreading code of each user is obtained through the modulo 2 sum of the Walsh code

and the long code, and thus is varying in every symbol period. However, according to the

Berlekamp-Massey algorithm [28], for a sequence generated from an n-stage linear feedback

shift register, the characteristic polynomial and the entire sequence can be reconstructed

if an eavesdropper can intercept a 2n-bit sequence segment. Note that the characteristic

polynomial is generally available to the public, then PN sequence can be recovered if an

n-bit sequence segment is intercepted. That is, it is possible to break the PN sequence
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used in the conventional CDMA systems in real time with today’s high speed computing

techniques [29]. Once the PN sequence is recovered or broken, the jammer can generate a

fake signal using the same spreading code, constellation and pulse shaping filter as that of

the authorized signal. This is known as the disguised jamming [13–15] for CDMA.

In this chapter, we first analyze the performance of conventional CDMA systems under

disguised jamming, and show that due to the symmetricity between the authorized signal

and the jamming interference, the receiver cannot really distinguish the authorized signal

from jamming, leading to complete communication failure. To combat disguised jamming for

CDMA, we treat the problem in two separate cases: (i) For CDMA systems with public codes

which cannot be concealed for some reason (e.g., in civilian GPS), we propose to mitigate

the disguised jamming through robust receiver design; (ii) For CDMA systems which allow

code concealment, we propose to combat disguised jamming using secure scrambling.

For CDMA systems that fall into the first category, it is impossible to hide the applied

codes while simultaneously providing public access. For example, the civilian GPS provides

global positioning service by making its civilian codes public to everyone. Hence, hiding the

codes from public implies termination of its service. With public codes readily available, a

jammer can launch disguised jamming easily and it would be a great hazard to the authorized

users. However, we observe that while malicious user can get complete information about the

spreading code and pulse shaping filter, they cannot capture the exact timing information

of the authorized signal. By exploiting this small time difference between the authorized

signal and the jamming interference, the conventional CDMA receiver can be re-designed to

achieve robust performance under disguised jamming. More specifically, we propose to esti-

mate the authorized signal, the phase and power level or range of the jamming interference

by minimizing the MSE between the received signal and the jammed signal, which is the
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sum of the authorized signal and the disguised jamming. The effectiveness of the proposed

approach is demonstrated through simulation examples. It is shown that with the proposed

receiver design, the BER performance of CDMA can be improved significantly under dis-

guised jamming. At the same time, we can get a good evaluation on how severe the jamming

is.

For CDMA systems that fall into the second category, we propose to combat disguised

jamming using secure scrambling. More specifically, instead of using conventional scrambling

codes, we apply advanced encryption standard (AES) to generate the security-enhanced

scrambling codes. Its security is guaranteed by AES, which has been proved to be secure

under all known attacks [46]. Assuming ideal synchronization between the authorized user

and the jammer, we prove that: the capacity of the conventional CDMA systems without

secure scrambling under disguised jamming is actually zero; however, the capacity can be

significantly increased when CDMA systems are protected using secure scrambling. The

underlying argument is that: the secure scrambling process results in security-enhanced

PN codes which are intractable for the malicious user; hence it breaks the symmetricity

between the authorized user and the jammer, and ensures positive transmission capacity

under disguised jamming.

This chapter is organized as follows. In Section 4.2, the system model is provided together

with problem identification. The first jamming mitigation approach with robust receiver

design is analyzed in Section 4.3. The second jamming mitigation approach with secure

scrambling is elaborated in Section 4.4. Analytical capacity and error probability analysis

for CDMA systems with and without secure scrambling is detailed in Section 4.5. Numerical

evaluation is conducted in Section 4.6 and we conclude in Section 4.7.
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4.2 System Model and Problem Identification

4.2.1 System Model

We consider an individual user in a typical CDMA system. Assuming the processing gain is

N , namely, there are N chips per symbol. Let

c = [c0, c1, ..., cN−1] (4.1)

denote the spreading code, in which cn = ±1, ∀n. In the isolated pulse case, the general

baseband signal of the spreading sequence can be represented as

c(t) =
N−1∑
n=0

cng(t− nTc), (4.2)

where g(t) is the pulse shaping filter, Tc the chip period, and we assume

1

T

∫ T

0
c2(t)dt = 1, (4.3)

where T = NTc is the symbol period.

Let Ω be the constellation, and uk ∈ Ω the kth symbol to be transmitted. The spread

chip-rate signal can be expressed as

qn = ukcn−kN , (4.4)
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where k =
⌊ n
N

⌋
. The successive scrambling process is achieved by

zn = qnen = ukcn−kNen, (4.5)

where en = ±1 is a pseudorandom chip-rate scrambling sequence. After pulse shaping, the

transmitted signal would then be

s(t) =
∞∑

n=−∞
ukcn−kNeng(t− nTc). (4.6)

Note that cn, en and g(t) are real-valued, while uk can be complex depending on the con-

stellation Ω.

For an AWGN channel, the received signal can be written as

y(t) = s(t) + n(t) =
∞∑

n=−∞
ukcn−kNeng(t− nTc) + n(t), (4.7)

where n(t) is the white Gaussian noise.

To recover the transmitted symbols, the CDMA receiver first descrambles the received

signal by multiplying a locally generated and synchronized copy of the scrambling sequence,

en. Afterwards, the received signal will be reduced to

y(t) =
∞∑

n=−∞
ukcn−kNg(t− nTc) + n(t). (4.8)

Without loss of generality, we consider the recovery of the symbol indexed by k = 0 and

omit the subscript k in uk. The corresponding signal of interest would be constrained within
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t = [0, T ), and following the definition in (4.2), we have

r(t) =
N−1∑
n=0

ucng(t− nTc) + n(t) = uc(t) + n(t). (4.9)

Performing the despreading process, and following (4.3), the CDMA receiver estimates the

transmitted symbol as

û =
1

T

∫ T

0
r(t)c(t)dt = u+

1

T

∫ T

0
n(t)c(t)dt. (4.10)

We can observe from the process above that it is impossible to recover the transmitted

symbols without knowing the user’s spreading code and scrambling code. This is known as

a built-in security feature of the CDMA systems. In the following subsection, we will discuss

the security level of several typical CDMA systems, and show that: disguised jamming,

which mimics the authorized signal, can severely jeopardize the CDMA systems, and in the

worst case, leads to complete communication failure.

4.2.2 Problem Identification

Since the spreading codes are generally short and easy to generate, the physical layer built-

in security of typical CDMA systems mainly relies on the long pseudorandom scrambling

sequence, also known as long code, e.g., in IS-95, 3GPP as well as the military GPS. However,

it was shown in [29] that the long scrambling codes used by IS-95 or 3GPP UMTS can be

cracked with reasonably high computational complexity. In fact, the maximum complexity to

recover the long scrambling codes in IS-95 and 3GPP UMTS is only O(242) and O(236) [29],

respectively. As another example, the civilian GPS even makes its codes public to attract
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potential users for global competitiveness.

The weakly secured or even public spreading/scrambling codes leave considerable room

for malicious users to launch disguised jamming [13–15] towards the authorized signal. The

jammer can mimic the authorized signal by generating fake symbols over the cracked or

already known codes. With complete knowledge of the code information and the pulse shap-

ing filter, the jammer can launch disguised jamming, which has the similar characteristics

as the authorized signal, except that the fake symbol can only be randomly chosen out of

Ω. Moreover, there may be small timing and amplitude differences between the authorized

signal and the disguised jamming due to non-ideal estimation at the jammer side.

Let v ∈ Ω denote the fake symbol, τ the small timing difference, and γ the amplitude

ratio of the disguised jamming to the authorized signal. Then, the disguised jamming can

be modeled as

j(t) = vγc(t− τ). (4.11)

Taking both the noise and disguised jamming into account, and following (4.9), the received

signal can be written as

r(t) = s(t) + j(t) + n(t) = uc(t) + vγc(t− τ) + n(t), (4.12)

where n(t) is the noise.

An important observation is that: the conventional CDMA receiver as indicated in (4.10)

would fail under disguised jamming. In fact, replacing the received signal r(t) in (4.10) with

(4.12), and following (4.3), we have

û = u+ vγ
1

T

∫ T

0
c(t− τ)c(t)dt+

1

T

∫ T

0
n(t)c(t)dt. (4.13)
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As can be seen, the symbol estimation would be considerably influenced by the second term

in the RHS of (4.13), which is introduced by disguised jamming, especially when τ is small

(e.g., |τ | < Tc) and γ ≈ 1. In the worst case, when τ = 0 and γ = 1, (4.13) is reduced to a

very simple form:

û = u+ v +
1

T

∫ T

0
n(t)c(t)dt. (4.14)

We can now apply the error probability analysis result in [13], in which it was shown that

in this case, the probability of symbol error, Ps, would be lower bounded by

Ps ≥
M − 1

2M
, (4.15)

where M is the constellation size of Ω. An intuitive explanation is that: if the authorized

symbol “u” and the fake one “v” are distinct, the receiver would have to guess between them

as indicated in (4.14). Note that: (i) the error probability of a random guess between two

symbols is 1
2 ; (ii) the two symbols randomly and independently selected out of Ω by the

authorized transmitter and disguised jammer differ with a probability of M−1
M . Combining

(i) and (ii), it then follows that Ps ≥ M−1
2M .

The lower bound in (4.15) sets up a limit for the error probability performance of CDMA

systems under the worst-case disguised jamming (i.e., τ = 0 and γ = 1), which implies that

the CDMA communication is completely paralyzed. We intend to solve this problem in two

separate cases: (i) For CDMA systems with public codes which cannot be concealed for some

reason (e.g., in civilian GPS), in Section 4.3, we propose to mitigate the disguised jamming

through robust receiver design. The underlying idea is that the worst disguised jamming

can hardly be launched, since the disguised jammer cannot really capture the exact timing

and amplitude information of the authorized signal. In a more practical case with regular
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disguised jamming, we found that it is possible to mitigate the jamming considerably by

taking the timing difference τ and amplitude ratio γ into account in the receiver design. (ii)

For CDMA systems which allow code concealment, in Section 4.4, we propose to combat

disguised jamming using secure scrambling, which essentially enhances the security of the

scrambling codes and hence breaks the symmetricity between the authorized user and the

jammer.

4.3 Jamming Mitigation with Robust Receiver Design

For CDMA systems in which the codes cannot be concealed (e.g., civilian GPS) or the

transmitters can hardly be upgraded (e.g., satellites in sky), we propose an efficient way to

mitigate disguised jamming by robust receiver design. With the public or easily accessed

codes, disguised jamming can hardly be prevented. However, the disguised jammer cannot

really capture the exact timing and amplitude information of the authorized signal, so small

timing and amplitude differences between the authorized signal and disguised jamming may

exist. As a result, it is possible to recover the transmitted symbols aided by proper jamming

estimation. In this section, we estimate the jamming parameters as well as the authorized

symbol using the minimum mean square error (MMSE) criterion. Unlike traditional MSE

between the received signal and transmitted signal, the MSE here is calculated between

the received signal and jammed signal, which is the sum of the authorized signal and the

disguised jamming.
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Following (4.6)-(4.7), the aforementioned MSE can be calculated as

J(u, v, τ, γ)

=
1

T

∫ T

0
|r(t)− s(t)− j(t)|2dt

=
1

T

∫ T

0
|r(t)− uc(t)− vγc(t− τ)|2dt

=
1

T

∫ T

0
|r(t)− uc(t)|2dt− γv∗

T

∫ T

0
[r(t)− uc(t)]c(t− τ)dt

− γv

T

∫ T

0
[r(t)− uc(t)]∗c(t− τ)dt+

γ2|v|2

T

∫ T

0
c2(t− τ)dt,

(4.16)

where (·)∗ denotes the complex conjugate. Since c(t) is T -periodic, following (4.3), we have

1
T

∫ T
0 c2(t− τ)dt = 1

T

∫ T
0 c2(t)dt = 1. If we further denote

A(u, τ) =
1

T

∫ T

0
[r(t)− uc(t)]c(t− τ)dt, (4.17)

the MSE can be rewritten as

J(u, v, τ, γ) =
1

T

∫ T

0
|r(t)− uc(t)|2dt− γv∗A(u, τ)− γvA∗(u, τ) + γ2|v|2. (4.18)

Thus, the problem can be formulated as minimizing (4.18) by finding the optimal u, v, τ

and γ, i.e.,

{û, v̂, τ̂ , γ̂} = arg min
u,v,τ,γ

J(u, v, τ, γ). (4.19)

To minimize (4.18), one necessary condition is that its partial derivatives regarding v and

γ are zero. Note that when z is a complex variable, we have ∂z
∂z = 0, ∂z

∗
∂z = 2 and

∂|z|2
∂z = 2z.
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Hence, 
∂J

∂v
= −2γA(u, τ) + 2γ2v = 0,

∂J

∂γ
= −v∗A(u, τ)− vA∗(u, τ) + 2γ|v|2 = 0,

(4.20a)

(4.20b)

from which we can get

γ =
A(u, τ)

v
=
A∗(u, τ)

v∗
. (4.21)

Substituting (4.21) into (4.18), the MSE can be reduced to

J =
1

T

∫ T

0
|r(t)− uc(t)|2dt− |A(u, τ)|2, (4.22)

which is a function depending only on u and τ .

In numerical solution search, limited by the time resolution, τ becomes discrete and thus

has only finite possible values with |τ | < Tc. In this way, an exhaustive search1 on τ and

u would be feasible and also an effective approach to minimize (4.22). Let û and τ̂ be the

solution pair that minimizes (4.22), following (4.21), the amplitude ratio can be estimated

as

γ̂ =
|A(û, τ̂)|
|v|

. (4.23)

For a constant-modulus constellation (e.g., PSK), |v| is readily available since it holds con-

stant for all v ∈ Ω. For non-constant-modulus constellation, the amplitude ratio cannot be

exactly drawn. This is because that from (4.21), we can only determine v̂γ̂ = A(û, τ̂), which

cannot yield a specific γ̂ when the amplitude of the jamming symbol is not specifically avail-

able. However, in this case, we can obtain a range for γ̂. More specifically, if B1 ≤ |v| ≤ B2

1Generally it would be sufficient to perform an exhaustive search for regular time resolution with a
practical sampling rate; however, for high time resolution, we suggest the usage of state-of-the-art iterative
optimization methods, e.g., Newton’s method.
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for v ∈ Ω, then we have

|A(û, τ̂)|
B2

≤ γ̂ ≤ |A(û, τ̂)|
B1

. (4.24)

Discussions: (1) The major differences between the estimation of disguised jamming and

that of multipath signals [59,60] lie in: i) Multipath signals always contain the same symbol

as the primary signal (which is the signal going through the line-of-sight path), while the

symbol carried by disguised jamming is chosen independently from the authorized signal;

ii) Multipath signals are generally much weaker than the primary signal, while disguised

jamming maintains a similar power level as the authorized signal; iii) Multipath signals

always arrive at the receiver after the primary signal, while disguised jamming can have

either a leading or lagging phase compared with the authorized signal.

(2) Although we primarily focus on recovering the authorized symbols under disguised

jamming here; however, the information obtained from the MMSE receiver can be used

for jamming detection and evaluation. The estimated amplitude ratio can be used as a

metric to determine whether a disguised jammer is present or not by comparing it with an

appropriate threshold. Through cooperation of multiple receivers, it is also possible to locate

the disguised jammer by exploiting the estimated timing differences between the jamming

interference and the authorized signal.

4.4 Jamming Mitigation with Secure Scrambling

As can be seen in Section 4.2, the physical layer security of most CDMA systems largely relies

on the scrambling process. For CDMA systems whose scrambling codes are not adequately

secured, to prevent the disguised jamming, we propose to generate the scrambling sequence

using the advanced encryption standard (AES), also known as Rijndael.
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4.4.1 AES-based Secure Scrambling

Rijndael was identified as the new AES in October 2, 2000. Rijndael’s combination of secu-

rity, performance, efficiency, ease of implementation, and flexibility make it an appropriate

selection for the AES. Rijndael is a good performer in both hardware and software across a

wide range of computing environments. Its low memory requirements make it very well suited

for restricted-space environments such as mobile handset to achieve excellent performance.

More details on AES can be found in [45].

The proposed secure scrambling scheme aims to increase the physical layer built-in se-

curity of CDMA systems and prevent exhaustive key search attack, while minimizing the

changes required to the existing standards. As shown in Fig. 4.1, the secure scrambling

sequence is generated through two steps: first, generate a pseudo-noise (PN) sequence, then

encrypt the sequence with the AES algorithm. More specifically, a PN sequence is first

generated using a PN sequence generator with a secure initialization vector (IV), where the

PN sequence generator is typically a linear feedback shift register (LFSR) or Gold sequence

generator; subsequently the PN sequence is encrypted by the AES algorithm block by block

secured by a secret encryption key, which is shared between the legitimate communication

parties.

AESPN Sequence Generator

IV KEY

Figure 4.1: Secure scrambling sequence generation.

The secure scrambling process can be summarized as follows:
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1. The communication parties share a common initial vector (IV) for the PN sequence

generator and an L-bit (L=128, 192, or 256) common secret encryption key;

2. The long scrambling sequence is generated through encryption of a particular segment

of the sequence generated from the PN sequence generator using the shared secret key;

3. The scrambling process is realized by adding the scrambling sequence to the chip-rate

spread signal.

4.4.2 Security and Implementation Analysis

To eavesdrop the transmitted data or launch disguised jamming, the malicious user has to

intercept the secure scrambling sequence used by the legitimate users. Hence, the security of

the proposed scrambling process lies in how difficult it is to crack the encrypted scrambling

sequence. In this subsection, we use data encryption standard (DES) [61] as a benchmark

to evaluate the security of the proposed secure scrambling, which is essentially ensured

by AES. We compare the number of possible keys of AES, DES and that of the typical

CDMA scrambling sequences. The number of keys determines the effort required to crack

the cryptosystem by trying all possible keys.

The most important reason for DES to be replaced by AES is that it is becoming pos-

sible to crack DES through exhaustive key search. Single DES uses 56-bit encryption key,

which means that there are approximately 7.2× 1016 possible DES keys. In the late 1990s,

specialized “DES cracker” machines were built and they could recover a DES key after a few

hours. In other words, by trying all possible keys, the hardware could determine which key

was used to encrypt a message. Compared with DES, IS-95 has only 42-bit shared secret

(approximately 4.4 × 1012 possible keys), and 3GPP UMTS has even lower security with

81



36-bit shared secret (approximately 6.9 × 1010 possible keys). This makes it possible to

break these low-security scrambling sequences almost in real time through exhaustive key

search.

On the other hand, AES specifies three key sizes: 128, 192, and 256 bits. In decimal

terms, this means that approximately there are

1. 3.4× 1038 possible 128-bit keys;

2. 6.2× 1057 possible 192-bit keys;

3. 1.1× 1077 possible 256-bit keys.

Thus, if we choose L = 128, then there are on the order of 1021 times more AES 128-bit keys

than DES 56-bit keys. Assuming that one could build a machine that could recover a DES key

in a second (i.e., try 256 keys per second), as we can see, this is a very ambitious assumption

and far from what we can do today, then it would take that machine approximately 149

thousand-billion (149 trillion) years to crack a 128-bit AES key.

Security measurement through the number of all possible keys is based on the assumption

that the attacker has no easy access to the secret encryption key, therefore, the attacker

has to perform an exhaustive key search in order to break the system. As is well known,

the security of AES is based on the infeasible complexity in recovering the encryption key.

Currently, no weakness has been detected for AES, thus, exhaustive key search is still being

recognized as the most effective method in recovering the encryption key and breaking the

cryptosystem. Based on the calculation above, as long as the encryption key is kept secret,

it is impossible for the malicious user to recover the scrambling sequence, and thus disguised

jamming can hardly be launched. In this case, the best jamming strategy for the malicious
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user would be distributing its total available power uniformly on the spread spectrum by

randomly generating a PN sequence as the scrambling sequence.

As will be seen in Section 4.5, under the condition that the jammer has comparable

power as the authorized user, the harm of this kind of jamming without knowing the secure

scrambling sequence will actually become trivial.

Feasibility: The AES algorithm is one of the block ciphers that can be implemented

in different operational modes to generate stream data [62]. High-throughput (3.84 Gbps

and higher) AES chips can be found in [63, 64]. In [65], an experiment was performed to

measure the AES algorithm performance, where several file sizes from 100 KB to 50 MB

were encrypted using a laptop with 2.99 GHz CPU and 2 GB RAM. Based on the results of

the experiment, when the AES operates in the cipher feedback (CFB) mode, 554 bytes can

be encrypted using 256-bit AES algorithm in 77.3 µs, which is equivalently as high as 57

Mbps. Comparing with the chip rates of regular CDMA systems which are typically below

10 Mbps, the existing hardware would be more than adequate in performing a real-time

AES-based secure scrambling sequence generation.

4.5 Capacity Analysis of CDMA Systems with and

without Secure Scrambling under Disguised Jam-

ming

Without secure scrambling, the jammer can launch disguised jamming towards the CDMA

systems by exploiting the known code information and mimicking the authorized signal.

In this case, it has been shown in Section 4.2.2 that the error probability of the symbol
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transmission is lower bounded by M−1
2M , where M is the constellation size. In this section,

by applying the arbitrarily varying channel (AVC) model, we will show that: due to the

symmetricity between the authorized signal and jamming interference, the capacity of the

traditional CDMA system (i.e., without secure scrambling) under worst disguised jamming

is actually zero; on the other hand, with secure scrambling, the shared secure randomness

between the transmitter and the receiver breaks the symmetricity between the authorized

signal and jamming, and hence ensures positive capacity under worst disguised jamming.

4.5.1 Revisit of the AVC Model

Before proceeding to the analysis of any specific systems, we first briefly revisit the general

AVC model and some well-known results corresponding to it. An AVC channel model is

generally characterized using a kernel W : S × J → Y , where S is the transmitted signal

space, J is the jamming space (i.e., the jamming is viewed as the arbitrarily varying channel

states) and Y is the estimated signal space. For any s ∈ S, j ∈ J and y ∈ Y , W (y|s, j)

denotes the conditional probability that y is detected at the receiver, given that s is the

transmitted signal and j the jamming.

Definition 4.1 ([66]) The AVC is said to have a symmetric kernel, if S = J and

W (y|s, j) = W (y|j, s) for any s, j ∈ S,y ∈ Y.

Definition 4.2 ([66]) Define Ŵ : S × S → Y by Ŵ (y|s, s′) ,
∑

j∈J ′ π(j|s′)W (y|s, j),

where π : S → J ′ is a probability matrix and J ′ ⊆ J . If there exists a π : S → J ′ such

that Ŵ (y|s, s′) = Ŵ (y|s′, s), ∀s, s′ ∈ S, ∀y ∈ Y, then W is said to be symmetrizable.

To help elaborate the physical meaning of these concepts, symmetric and symmetriz-

able AVC kernels are depicted in Fig. 4.2. In an AVC with a symmetric kernel, jamming

84



is generated from exactly the same signal space as that of the authorized signal. Even if

the roles of the authorized signal and the jamming are switched, the receiver cannot de-

tect any differences, i.e., W (y|s, j) = W (y|j, s). In an AVC with a symmetrizable kernel,

jamming is generated or can be viewed as: the jammer excites the main channel via an

auxiliary channel π : S → J , where π is essentially a probability matrix. More specifi-

cally, the input of the auxiliary channel comes from exactly the same signal space as that

of the authorized signal, and it is transformed by the auxiliary channel and then imposed

to the main channel. An AVC kernel is said to be symmetrizable, if there exist an auxiliary

channel π, such that even if we switch the authorized signal and the input signal of the

auxiliary channel, the receiver cannot tell any differences, i.e., Ŵ (y|s, s′) = Ŵ (y|s′, s) with

Ŵ (y|s, s′) ,
∑

j∈J ′ π(j|s′)W (y|s, j). In both cases, the receiver will be confused by the

disguised jamming (either generated directly or via an auxiliary channel), which is indistin-

guishable from the authorized signal. An interesting observation is that: for an AVC kernel,

being symmetric is actually a special case of being symmetrizable, where the output of the

auxiliary channel equals its input.

Remark 4.1 In Definition 4.2, J ′ can be any finite subset of J . Note that the probability

matrix π : S → J ′ can be viewed as a special case of π : S → J with zero entries corre-

sponding to the elements that are in J but not in J ′, i.e., π(j|s′) = 0, ∀s′ ∈ J \J ′. Hence,

in addressing the existence of the probability matrix, we will hereinafter focus on the case

associating to the full set, namely, π : S → J .

Concerning the capacity of the AVC channel, it was shown in [66] that: the deterministic

code capacity2 of an AVC for the average probability of error is positive if and only if the

2A deterministic code capacity is defined by the capacity that can be achieved by a communication
system, when it applies only one code pattern during the information transmission. In other words, the
coding scheme is deterministic and can be readily repeated by other users [66].
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Figure 4.2: An illustration of symmetric and symmetrizable AVC kernels.

AVC is neither symmetric nor symmetrizable.

Next we will analyze the CDMA systems with and without secure scrambling under

disguised jamming, by applying the AVC model.

4.5.2 Capacity of CDMA Systems without Secure Scrambling un-

der Disguised Jamming

Without secure scrambling, the codes employed by the authorized user can be regenerated

by the jammer, and disguised jamming can thus be generated by applying the same codes

but with a fake symbol. If we denote the fake symbol by v ∈ Ω, in an isolated symbol period,

the chip-rate disguised jamming can be represented as

j = vc = [vc0, vc1, ..., vcN−1], (4.25)
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where c = [c0, c1, ..., cN−1] is the spreading code, and v ∈ Ω the fake symbol. The authorized

signal can similarly be written as

s = uc = [uc0, uc1, ..., ucN−1], (4.26)

where u ∈ Ω is the authorized symbol. Taking both the noise and jamming into account,

the received chip-rate signal can be written as

r = s + j + n, (4.27)

in which n = [n0, n1, ..., nN−1] and r = [r0, r1, ..., rN−1] denote the AWGN noise vector and

received signal vector, respectively.

Define the authorized signal space as S = {uc|u ∈ Ω}, where c = [c0, c1, ..., cN−1] is the

spreading code. It follows immediately that the disguised jamming space

J = {vc|v ∈ Ω} = S. (4.28)

Let û ∈ Ω be the estimated version of the authorized symbol “u” at the receiver, and

W0(û|s, j) the conditional probability that û is estimated given that the authorized signal

is s ∈ S, and the disguised jamming is j ∈ S. Thus, the CDMA system under disguised

jamming can be modeled as an AVC channel characterized by the probability matrix

W0 : S × S → Ω, (4.29)

where W0 is the kernel of the AVC.
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As indicated in (4.28), the jamming and the authorized signal are fully symmetric as

they are generated from exactly the same space S. Note that the recovery of the authorized

symbol is completely based on r in (4.27), so we further have

W0(û|s, j) = W0(û|j, s). (4.30)

Combining (4.28) and (4.30), and following Definition 4.1, we have the proposition below.

Proposition 4.1 Under disguised jamming, the kernel of the AVC corresponding to a

CDMA system without secure scrambling, W0, is symmetric.

The symmetricity of the AVC kernel explains why the error probability of the symbol

transmission in CDMA systems without secure scrambling is lower bounded under disguised

jamming, as indicated in (4.15). Applying the result in [66] that the deterministic code

capacity of an AVC with a symmetric or symmetrizable kernel is zero, the proposition below

follows immediately.

Proposition 4.2 Under disguised jamming, the deterministic code capacity of a CDMA

system without secure scrambling is zero.

4.5.3 Symmetricity Analysis of CDMA Systems with Secure

Scrambling under Disguised Jamming

From the discussions above, it can be seen that disguised jamming is destructive to CDMA

systems without secure scrambling, as zero capacity implies a complete failure in information

transmission. In what follows, we will show how secure scrambling breaks the symmetricity
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between the authorized signal and jamming interference, and evaluate the resulted perfor-

mance gain in terms of error probability and capacity.

When the coding information of the authorized user is securely hidden from the jam-

mer by the proposed secure scrambling scheme, the best strategy for the jammer would be

distributing its total available power uniformly over the entire spectrum, since CDMA sys-

tems are well known to be resistant to narrowband jamming. To this end, the jammer can

spread its power by using a randomly generated spreading sequence. More specifically, if we

define D = {[d0, d1, ..., dN−1]|dn = ±1, ∀n}, and denote the randomly generated spreading

sequence by d ∈ D, the chip-rate jamming sequence can be represented as

j = vd = [vd0, vd1, ..., vdN−1], (4.31)

where v ∈ Ω is the fake symbol. The jamming space now becomes

J = {vd|v ∈ Ω,d ∈ D}. (4.32)

We can see that without the coding information c, the jamming, j, can only be generated

from a space much larger than the authorized signal space. More specifically, J ⊃ S. For

any j ∈ J , the probability that j ∈ S (i.e., the jamming falls into the authorized signal space

by coincidentally repeating the authorized code c or its negative) is 1
2N−1 , which approaches

zero when N is reasonably large.

With the jamming space J as defined in (4.32), the AVC corresponding to the CDMA

system with secure scrambling can be characterized by

W : S × J → Ω. (4.33)
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Based on the discussion above, J 6= S. That is, the jamming and the authorized signal are

no longer symmetric. Following Definition 4.1, we have the proposition below.

Proposition 4.3 Under disguised jamming, the kernel of the AVC corresponding to a

CDMA system with secure scrambling, W , is nonsymmetric.

Next, we will prove a stronger result: W is actually nonsymmetrizable. According to

Definition 4.2, we need to show that for any probability matrix π : S → J , there exists some

s0, s
′
0 ∈ S and û0 ∈ Ω, such that

Ŵ (û0|s0, s
′
0) 6= Ŵ (û0|s′0, s0), (4.34)

where Ŵ (û|s, s′) ,
∑

j∈J π(j|s′)W (û|s, j). To prove it, we present three lemmas first.

Lemma 4.1 In a complex plane, there are two pairs of symmetric points, (u1, u2) and

(v1, v2), which share the same axis of symmetry. Suppose u1 and v1 are located on one

side of the axis of symmetry, while u2 and v2 reside on the other side. For any point p,

if |p − u1| ≤ |p − u2|, then |p − v1| ≤ |p − v2|, where the equality holds if and only if

|p− u1| = |p− u2|.

Proof: From |p− u1| ≤ |p− u2|, we know that p is either on the same side with u1 or

exactly on the axis of symmetry. If p is on the same side with u1, i.e., |p − u1| < |p − u2|,

since u1 and v1 are on the same side, hence p and v1 are on the same side. Since v2 is on

the other side, it follows immediately that |p− v1| < |p− v2|. If p is exactly on the axis of

symmetry, i.e., |p− u1| = |p− u2|, then |p− v1| = |p− v2|. Similarly, if |p− v1| = |p− v2|,

then |p− u1| = |p− u2|. 2
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Define R(u) as the region of detection for symbol u ∈ Ω in the complex plane, which

means that any received symbol located in this region will be decided as “u” by a minimum

distance detector. That is, for any point p ∈ R(u), any symbol v ∈ Ω and v 6= u, we always

have |p − u| < |p − v|. Furthermore, for a pair of symmetric symbols from a symmetric

constellation3, (u,−u), their regions of detection, R(u) and R(−u), are said to be axial

symmetric, if for any point p ∈ R(u), there always exists a point M(p) ∈ R(−u), such that

(p,M(p)) and (u,−u) share the same axis of symmetry. Such a point, M(p), is called the

symmetric point of p with respect to the axis of symmetry for (u,−u). The shaded areas

of Fig. 4.3 illustrate the regions of detection for two symmetric symbols, which are axial

symmetric with respect to the axis of symmetry given in the figure.

16QAM 8PSK

Axis of symmetryAxis of symmetry

Figure 4.3: Illustration of symmetric symbols with axial symmetric regions of detection.

Lemma 4.2 Assume the received symbol is r = u + z + n, where u ∈ Ω is the transmitted

symbol, z a fixed complex deviation with |z| ≤ |u|, and n ∼ CN
(
0, σ2

)
the complex Gaussian

noise. If the regions of detection, R(u) and R(−u), are axial symmetric, then we have

W (u|u, z) ≥ W (−u|u, z), where the equality holds if and only if z = −u.

3A constellation Ω is said to be symmetric, if for any u ∈ Ω, we always have −u ∈ Ω. For maximum
power efficiency, traditional constellations in use are generally symmetric, e.g., PSK and QAM.
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Proof: For the received symbol r = u + z + n, where “u” is the transmitted symbol,

“z” is the fixed deviation and n ∼ CN
(
0, σ2

)
, r follows a complex Gaussian distribution,

r ∼ CN
(
u+ z, σ2

)
. Hence, the conditional probability that the received symbol will be

decided as “u” given that the actually transmitted symbol is “u” and the fixed deviation is

“z” can be calculated as

W (u|u, z) =

∫
r∈R(u)

fR(r)dr, (4.35)

where fR(r) = 1√
2πσ

exp

{
− |r−(u+z)|2

2σ2

}
is the probability density function of r. Similarly,

the probability that the received symbol will be decided as “−u” given that the actually

transmitted symbol is “u” and the fixed deviation is “z” can be calculated as

W (−u|u, z) =

∫
r∈R(−u)

fR(r)dr =

∫
r∈R(u)

fR(M(r))dr. (4.36)

Note that the two regions of detection, R(u) and R(−u), are axial symmetric, and M(r) is

the symmetric point of r with respect to the axis of symmetry for (u,−u).

Let p = u+ z, u1 = u and u2 = −u. Since |z| ≤ |u|,

|p− u1| − |p− u2| = |z| − |2u+ z| ≤ 0, (4.37)

where the equality holds if and only if z = −u. For any r ∈ R(u), r must be on the same

side with u1 = u relative to the axis of symmetry for (u,−u), and M(r) must be on the

same side with u2 = −u, as illustrated in Fig. 4.3. Applying Lemma 4.1, it follows from

(4.37) that

|p− r| − |p−M(r)| = |r − (u+ z)| − |M(r)− (u+ z)| ≤ 0, ∀r ∈ R(u), (4.38)
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where the equality holds if and only if z = −u. Thus, we have

W (u|u, z)−W (−u|u, z)

=

∫
r∈R(u)

[fR(r)− fR(M(r))]dr

=

∫
r∈R(u)

1√
2πσ

[
exp

{
−|r − (u+ z)|2

2σ2

}
− exp

{
−|M(r)− (u+ z)|2

2σ2

}]
dr.

(4.39)

Applying (4.38) to (4.39), we have

W (u|u, z)−W (−u|u, z) ≥ 0, (4.40)

where the equality holds if and only if z = −u. 2

Lemma 4.3 Assume the received signal is r = s + j + n, where s = uc is the signal vector

with u ∈ Ω as the transmitted symbol and c as the spreading code, j ∈ J = {vd|v ∈ Ω,d ∈ D}

is the jamming vector, and n is the noise vector. If the regions of detection, R(u) and R(−u),

are axial symmetric, and |u| ≥ |v|, ∀v ∈ Ω, then we have W (u|s, j) ≥ W (−u|s, j), where the

equality holds if and only if j = −s.

Proof: With r = s + j + n, the despread signal at the receiver would be

r =
1

N

N−1∑
n=0

rncn = u+
v

N

N−1∑
n=0

cndn +
1

N

N−1∑
n=0

cnnn. (4.41)

Let z = v
N

∑N−1
n=0 cndn and n = 1

N

∑N−1
n=0 cnnn. Note that for all n, cn = ±1, so the despread

noise n would follow a complex Gaussian distribution, i.e., n ∼ CN (0,
σ2
n
N ), where σ2

n is the

original noise power before despreading. Hence, the recovered symbol, r = u + z + n, is
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actually the transmitted symbol “u” distorted by a fixed deviation z and a complex Gaussian

noise n.

Since |v| ≤ |u|, and for all n, cn = ±1, dn = ±1, we know that |z| = | vN
∑N−1
n=0 cndn| ≤

|u|. Applying Lemma 4.2, we have W (u|u, z) ≥ W (−u|u, z), where the equality holds if and

only if z = v
N

∑N−1
n=0 cndn = −u. We then prove that z = −u is equivalent to j = −s.

On one hand, if z = −u, then |z| = |u|. Considering |v| ≤ |u| and | 1
N

∑N−1
n=0 cndn| ≤ 1,

we must have |v| = |u| and | 1
N

∑N−1
n=0 cndn| = 1. There are only two cases that satisfy

z = −u: (1) v = −u and dn = cn, ∀n; (2) v = u and dn = −cn, ∀n. Both cases lead to

j = vd = −uc = −s. On the other hand, if j = −s, then it leads to the same two cases as

above, both of which satisfy z = −u.

Due to the equivalence between the signals before and after despreading as shown in

(4.41), we have W (u|u, z) = W (u|s, j) and W (−u|u, z) = W (−u|s, j). It then follows

immediately that W (u|s, j) ≥ W (−u|s, j), where the equality holds if and only if j = −s. 2

Proposition 4.4 Under disguised jamming, the kernel of the AVC corresponding to a

CDMA system with secure scrambling, W , is nonsymmetrizable.

Proof: We will show that for any probability matrix π : S → J , there exists some

s0, s
′
0 ∈ S and û0 ∈ Ω, such that

Ŵ (û0|s0, s
′
0) 6= Ŵ (û0|s′0, s0), (4.42)

where Ŵ (û|s, s′) ,
∑

j∈J π(j|s′)W (û|s, j). To this end, we pick s0 = uc, s′0 = −uc, û1 = u

and û2 = −u. Note that “u” is picked such that R(u) and R(−u) are axial symmetric, and
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|u| ≥ |v|, ∀v ∈ Ω, as illustrated in Fig. 4.3. We will prove that Ŵ (û1|s0, s
′
0) = Ŵ (û1|s′0, s0)

and Ŵ (û2|s0, s
′
0) = Ŵ (û2|s′0, s0) cannot hold simultaneously, by showing that

Ŵ (û1|s0, s
′
0)− Ŵ (û2|s0, s

′
0) > Ŵ (û1|s′0, s0)− Ŵ (û2|s′0, s0). (4.43)

Following the definition of Ŵ , we have

Ŵ (û1|s0, s
′
0)− Ŵ (û2|s0, s

′
0)

=
∑
j∈J

π(j|s′0)W (û1|s0, j)−
∑
j∈J

π(j|s′0)W (û2|s0, j)

=
∑
j∈J

π(j|s′0)[W (û1|s0, j)−W (û2|s0, j)].

(4.44)

Note that W (û1|s0, j) and W (û2|s0, j) denote the probabilities that the received symbol is

decided as û1 = u and û2 = −u, respectively, given that the transmitted signal is s0 and the

jamming is j. Applying Lemma 4.3, we have

W (û1|s0, j) ≥ W (û2|s0, j), (4.45)

where the equality holds if and only if j = −s0. Substituting (4.45) into (4.44), it follows

immediately that

Ŵ (û1|s0, s
′
0)− Ŵ (û2|s0, s

′
0) ≥ 0, (4.46)

where the equality holds if and only if π(j|s′0) = 0, ∀j 6= −s0. This means that Ŵ (û1|s0, s
′
0) =

Ŵ (û2|s0, s
′
0) occurs only when the jammer can always generate the jamming exactly as the

opposite to the authorized signal, which is impossible since the jammer has no knowledge

how the spreading sequence c is encrypted and changes at each symbol period. Based on
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the observation above, we further have

Ŵ (û1|s0, s
′
0)− Ŵ (û2|s0, s

′
0) > 0. (4.47)

Applying the same methodology, we can show that

Ŵ (û1|s′0, s0)− Ŵ (û2|s′0, s0) < 0. (4.48)

Combining (4.47) and (4.48), we have

Ŵ (û1|s0, s
′
0)− Ŵ (û2|s0, s

′
0) > Ŵ (û1|s′0, s0)− Ŵ (û2|s′0, s0), (4.49)

which shows that Ŵ (û1|s0, s
′
0) = Ŵ (û1|s′0, s0) and Ŵ (û2|s0, s

′
0) = Ŵ (û2|s′0, s0) cannot hold

simultaneously. 2

Since the kernel corresponding to a CDMA system with secure scrambling under disguised

jamming, W , is neither symmetric (Proposition 4.3) nor symmetrizable (Proposition 4.4),

we have the proposition below.

Proposition 4.5 Under disguised jamming, the deterministic code capacity of a CDMA

system with secure scrambling is not zero.

Discussions: Proposition 4.4 shows that the kernel of the AVC corresponding to a

CDMA system with secure scrambling is nonsymmetrizable, except when the jammer can

always generate the jamming as exactly as the negative of the authorized signal. However,

this is computationally impossible, since it is equivalent to break AES applied in secure
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scrambling, which has been proved to be secure under all known attacks.

An aggressive jammer can probably launch jamming consisting of multiple spreading

codes, in order to increase the probability that one of its applied codes coincides with the

one applied by the authorized user. When the number of spreading codes covered by the

jammer is small, the harm to the authorized communication would be negligible. While using

multiple spreading codes produces more effective jamming, the power consumption can be

forbiddingly high. However, it does indicate that: when the user information (including both

symbol and codes) is unknown, the most effective jamming is still Gaussian, resulting from

accumulation of a large number of spreading codes and the central limit theorem (CLT).

4.5.4 Capacity Calculation of CDMA Systems with Secure Scram-

bling under Disguised Jamming

So far we have shown that: in CDMA systems with secure scrambling, the symmetricity

between the authorized signal and the disguised jamming is broken, and hence the capacity

is no longer zero. A natural question is: what is the capacity then? Although it is difficult to

derive a modulation-specific capacity, we manage to provide a general analysis on the capacity

by applying the Shannon Formula as stated below. For particular modulation schemes like

QAM and PSK, the error probabilities of symbol transmission will also be provided.

Recall that at the receiver, the despread symbol under disguised jamming can be calcu-

lated as

r =
1

N

N−1∑
n=0

rncn = u+
v

N

N−1∑
n=0

cndn +
1

N

N−1∑
n=0

cnnn. (4.50)

Note that for all n, cn = ±1 are constant, while dn = ±1 are statistically independent

and identically distributed (i.i.d.) binary random variables with zero mean and variance 1.
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Applying the central limit theorem (CLT), 1
N

∑N−1
n=0 cndn would follow a complex Gaussian

distribution with zero mean and variance 1
N , i.e.,

1

N

N−1∑
n=0

cndn ∼ CN
(

0,
1

N

)
. (4.51)

Similarly, we have

1

N

N−1∑
n=0

cnnn ∼ CN
(

0,
σ2
n

N

)
, (4.52)

where σ2
n is the original noise power before despreading. It then follows that r is also a

complex Gaussian variable, whose distribution can be characterized by

r ∼ CN
(
u,
|v|2

N
+
σ2
n

N

)
, (4.53)

which implies that for an arbitrary transmitted symbol u ∈ Ω and an arbitrary fake symbol

v ∈ Ω in (4.50), the received symbol is actually the transmitted symbol “u” polluted by a

complex Gaussian noise, n ∼ CN
(

0,
|v|2
N +

σ2
n
N

)
.

Let σ2
s denote the average symbol power, namely, E{|u|2} = σ2

s , where u ∈ Ω. Based

on (4.53), for a specific fake symbol v ∈ Ω, the corresponding signal-to-jamming-and-noise

ratio (SJNR) can be calculated as

γ(v) =
σ2
s

|v|2/N + σ2
n/N

=
Nσ2

s

|v|2 + σ2
n
. (4.54)

The symbol error probability largely depends on the employed constellation Ω. However,

with SJNR available, and considering all possible v ∈ Ω, the average symbol error probability
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can be calculated as

Ps =
1

|Ω|
∑
v∈Ω

PΩ(γ(v)) =
1

|Ω|
∑
v∈Ω

PΩ

(
Nσ2

s

|v|2 + σ2
n

)
, (4.55)

where |Ω| denotes the constellation size, and PΩ(·) is readily available in [48, eqn. (5.2-78)

& (5.2-79), page 278] for QAM and [48, eqn. (5.2-56), page 268] for PSK, respectively.

To calculate the capacity, a CDMA system which operates over a spectrum of B Hz

can be equivalently viewed as a narrowband transmission with a bandwidth of B
N , while

simultaneously having its SJNR level increased to (4.54) as a result of the processing gain.

Hence, the capacity can be obtained as

C =
B

N

1

|Ω|
∑
v∈Ω

log2(1 + γ(v)) =
B

N

1

|Ω|
∑
v∈Ω

log2

(
1 +

Nσ2
s

|v|2 + σ2
n

)
. (4.56)

For clarity, we summarize the analysis above in Table 4.1. It can be seen that: 1) The

symbol error probability of a CDMA system under disguised jamming can be decreased

significantly using the secure scrambling scheme, compared with the lower-bounded error

probability without secure scrambling, especially when the processing gain, N , is large. 2)

With secure scrambling, the capacity of a CDMA system will no longer be zero.

Overall, we would like to point out that: based on the shared secret between the autho-

rized transmitter and receiver, secure scrambling enhances the randomness in the CDMA

spreading process and makes it forbiddingly difficult for the malicious user to launch dis-

guised jamming. Our results echo the observations in [13, 16, 66–68], where random coding

is viewed as a promising solution in combating disguised jamming.
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Table 4.1: Comparison of CDMA Systems with and without Secure Scrambling under Dis-
guised Jamming.

Without Secure Scrambling With Secure Scrambling

Symmetric Yes No

Symmetrizable N/A No

SJNR N/A
Nσ2

s
|v|2+σ2

n
, v ∈ Ω

Error Probability ≥ M−1
2M

1
|Ω|
∑
v∈ΩPΩ

(
Nσ2

s
|v|2+σ2

n

)
Capacity 0 B

N
1
|Ω|
∑
v∈Ω log2

(
1 +

Nσ2
s

|v|2+σ2
n

)

4.6 Numerical Results

In this section, we numerically evaluate the effectiveness of the proposed jamming mitigation

schemes: robust receiver design and secure scrambling. In what follows, we assume AWGN

channels, and launch two separate simulation settings from practical CDMA systems, which,

we believe, provide good examples in potential applications of the proposed schemes.

4.6.1 Jamming Mitigation with Robust Receiver Design

In this subsection, through several simulation examples, we first evaluate the performance

degradation of CDMA systems under disguised jamming, and then demonstrate the ef-

fectiveness of the proposed receiver design in jamming estimation and BER performance

improvement. In the simulation, we adopt the settings as in civilian GPS, where BPSK

modulation is applied and the spreading code is a Gold sequence with a processing gain N

= 1023. Note that the civilian GPS has public spreading codes, and it is exactly one of the

scenarios where the robust receiver design is needed in order to avoid the code concealment.

Moreover, we set the oversampling factor to 32, which means that there are 32 samples in
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each chip with a Tc duration. Note that the oversampling factor determines the resolution

of the timing difference estimation, i.e., 1
32Tc, for the current setting.

1) Performance Degradation of Conventional CDMA Systems under Dis-

guised Jamming In this simulation example, we evaluate the impact of disguised jamming

with different timing differences on the BER performance of the conventional CDMA sys-

tem. The amplitude ratio γ is set to 1, and we apply the conventional CDMA receiver as in

(4.10) without any jamming estimation. It is observed from Fig. 4.4 that comparing with

jamming-free case, the BER performance is severely degraded by the disguised jamming,

especially when the timing difference τ is small. In the worst case with τ = 0, the BER

maintains at approximately 1
4 no matter how high the SNR is, which agrees with the lower

bound in (4.15).
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Figure 4.4: BER v.s. Eb/N0 for the conventional CDMA receiver under various disguised
jamming.

2) Timing Difference and Amplitude Ratio Estimation In this simulation exam-
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ple, we provide the estimation results of the timing difference τ and amplitude ratio γ by

applying the proposed CDMA receiver. Here we set τ = 1
4Tc and γ = 1.2. In Fig. 4.5, we

can observe that both the timing difference and amplitude ratio can be accurately estimated

with reasonable SNRs, and the accuracy improves as the SNR increases.
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Figure 4.5: Timing difference and amplitude ratio estimation.

3) BER Performance Improvement with Jamming Estimation In this simulation

example, we compare the BER performance of the proposed CDMA receiver with that of

the conventional receiver. To explore a time-varying jamming scenario, the timing difference

τ is set to be uniformly distributed on [−1
4Tc, 0)∪ (0, 1

4Tc], and the amplitude ratio γ follows

a normal distribution N (1, σ2), where σ = 1
6 . Note that we do not take into account τ =

0, in which case the BER cannot be decreased because of the lower bound in (4.15). In

Fig. 4.6, it is observed that the BER is decreased significantly by the proposed CDMA

receiver with reasonable SNRs. With low SNRs, the BER cannot be decreased due to
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the inaccurate jamming estimation, which demonstrates that it is more difficult to combat

disguised jamming under poor channel conditions.
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Figure 4.6: Performance comparison of the conventional receiver and the proposed receiver
under disguised jamming.

To evaluate how well the proposed receiver works with different but fixed timing differ-

ences, we compare the performance of the conventional receiver with that of the proposed

receiver regrading different timing differences in Fig. 4.7, where the amplitude ratio γ is set

to 1. It is observed that: (i) For nonzero timing differences, the BER is decreased signifi-

cantly by the proposed CDMA receiver with reasonable SNRs; (ii) For the worst disguised

jamming with zero timing difference, the proposed receiver design cannot help at all, in

which case we should consider using secure scrambling to break the symmetricity.
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Figure 4.7: BER v.s. Eb/N0 for different timing differences.

4.6.2 Jamming Mitigation with Secure Scrambling

In this subsection, we numerically show the effectiveness of the secure scrambling in com-

bating disguised jamming for CDMA systems whose scrambling codes can potentially be

protected. In the simulation, we adopt Walsh codes with a processing gain N = 64 as the

spreading codes, and apply 16QAM modulation. The symbol error rates (SERs) of CDMA

systems are shown in Fig. 4.8 associating with the following four conditions: a) jamming-free

case as the benchmark; b) under disguised jamming but without secure scrambling; c) under

disguised jamming and with secure scrambling; d) the theoretical result for the case in c) as

a verification.

In Fig. 4.8, it is observed that: 1) Without secure scrambling, the symbol error rate

of CDMA communication under disguised jamming maintains at a extremely high level

no matter how high the SNR is, which shows that the CDMA communication is severely
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Figure 4.8: Symbol error rates (SERs) for CDMA in Different Scenarios.

paralyzed by disguised jamming; 2) The secure scrambling scheme significantly improves

the performance of CDMA communication under disguised jamming, where the SER curve

matches the theoretical result as indicated in (4.55) as well; 3) The SER curve using secure

scrambling under disguised jamming is quite close to that of the jamming-free case, and it

can be expected that the gap will become even smaller if we have a larger processing gain

N .

4.7 Summary

In this chapter, we analyzed the impact of disguised jamming on conventional CDMA sys-

tems, and developed two effective approaches to mitigate the jamming effect for two different

categories of CDMA systems. For CDMA systems with public codes which cannot be con-

cealed for some reason, we mitigated the disguised jamming through robust receiver design.
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The proposed approach exploited the small timing difference between the authorized signal

and the jamming interference. We estimated the authorized symbols as well as the jam-

ming parameters by finding the minimum mean square error (MMSE) between the received

signal and jammed signal, which is the sum of the authorized signal and the disguised jam-

ming. The numerical results demonstrated that with reasonable SNRs, the proposed receiver

significantly improves the BER performance of CDMA systems under disguised jamming,

and also provides a good evaluation about jamming. For CDMA systems which allow code

concealment, we mitigated disguised jamming using secure scrambling. Instead of using con-

ventional scrambling codes, we applied advanced encryption standard (AES) to generate the

security-enhanced scrambling codes. Theoretical analysis shows that: the capacity of the

conventional CDMA systems without secure scrambling under disguised jamming is actu-

ally zero; however, the capacity can be significantly increased when the CDMA systems are

protected using secure scrambling. Numerical examples were provided to demonstrate the

effectiveness of secure scrambling in combating disguised jamming.
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Chapter 5

Multiband Transmission Under

Jamming: A Game Theoretic

Perspective

In this chapter, we consider a game between a power-limited authorized user and a power-

limited jammer, who operate independently over the same spectrum consisting of multiple

bands. The strategic decision-making of the authorized user and the jammer is modeled as a

two-party zero-sum game, where the payoff function is the capacity that can be achieved by

the authorized user in presence of the jammer. First, we investigate the game under AWGN

channels. We explore the possibility for the authorized user or the jammer to randomly utilize

part (or all) of the available spectrum and/or apply nonuniform power allocation. It is found

that: under AWGN channels, either for the authorized user to maximize its capacity, or for

the jammer to minimize the capacity of the authorized user, the best strategy is to distribute

the transmission power or jamming power uniformly over all the available spectrum. The

minimax capacity can be calculated based on the channel bandwidth and the signal-to-

jamming and noise ratio, and it matches with the Shannon channel capacity formula. Second,

we consider frequency selective fading channels. We characterize the dynamic relationship

between the optimal signal power allocation and the optimal jamming power allocation in
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the minimax game, and propose an efficient two-step water pouring algorithm to find the

optimal power allocation schemes for both the authorized user and the jammer.

5.1 Introduction

In traditional research on jamming strategy and jamming mitigation, there is generally an

assumption that the jammer or the authorized user can access at least part of the information

about the transmission pattern of its adversary. As such, the jammer can launch more effec-

tive jamming by exploiting the information it has about the authorized user, e.g., correlated

jamming [14, 69, 70] or disguised jamming [15, 71]. For jamming mitigation, the authorized

user can mitigate the jammer’s effect by applying a particular anti-jamming scheme that is

robust against a specific jamming pattern [11, 12]. The underlying assumption is that the

jamming varies slowly such that the authorized user has sufficient time to track and react to

the jamming. However, if the jammer is intelligent and can switch its patterns fast enough,

then it would be impossible for the authorized user to detect and react in real time. In this

case, the authorized user and the jammer are actually acting independently of each other.

Regarding this scenario, there has been a surge in research that applies game theory to char-

acterize and analyze the uncertainties in communication systems with cognitive jamming or

interference.

A lot of work on game theory in communications has been focused on the single user and

single band case [72–76]. The optimal jamming strategy under the Gaussian test channel

was investigated in [72], and the worst additive noise for a communication channel under a

covariance constraint was studied in [73]. The capacity of channels with block memory was

investigated in [74], which showed that both the optimal coding strategy and the optimal
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jamming strategy are independent from symbol to symbol within a block. The authors in [75]

discussed the minimax game between an authorized user and a jammer for any combinations

of “hard” or “soft” input and output quantization with additive noise and average power

constraints. In [76], a dynamic game between a communicator and a jammer was considered,

where the participants choose their power levels randomly from a finite space subject to

temporal energy constraints.

Application of game theory to multiuser and multiband/multicarrier communications has

been brought to attention in recent years [77–80]. In [77], the authors proposed a decen-

tralized strategy to find out the optimal precoding/multiplexing matrices for a multipoint-

to-multipoint communication system composed of a set of wideband links sharing the same

physical resources. In [78], a scheme aiming for fair allocation of subcarriers, rates, and

power for multiuser orthogonal frequency-division multiple-access (OFDMA) systems was

proposed to maximize the overall system rate, subject to each user’s maximal power and

minimal rate constraints. In [79], jamming mitigation was carried out by maximizing the

sum signal-to-interference and noise ratio (SINR) for multichannel communications. In [80],

the authors considered a particular scenario where K users and a jammer share a common

spectrum of N orthogonal tones, and examined how each user could maximize its own total

sum rate selfishly.

Game theory has also been applied to cognitive radios and ad hoc networks [81–85]. New

techniques for analyzing networks of cognitive radios that can alter either their power levels

or their signature waveforms through the use of game models were introduced in [81]. In [82],

a game theoretic overview of dynamic spectrum sharing was provided regarding analysis of

network users’ behaviors, efficient dynamic distributed design, and performance optimality.

A game theoretic power control framework for spectrum sensing in cognitive radio networks
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was proposed in [83], and the minimax game for cooperative spectrum sensing in centralized

cognitive radio networks was investigated in [84]. In [85], the authors developed a game

theoretic framework to construct convergent interference avoidance (IA) algorithms in ad

hoc networks with multiple distributed receivers.

For spectrum and power utilization in multiband communications, an open while inter-

esting question is: in presence of a random and intractable opponent, can the authorized

user or the jammer benefit from utilizing part instead of the entire spectrum and/or applying

nonuniform power allocation?

In this research, we try to address this question from a game theoretic perspective, taking

jamming and jamming mitigation as a game between a power-limited jammer and a power-

limited authorized user, who operate independently over the same spectrum consisting of

multiple bands or subchannels. The authorized user is always trying to maximize its capacity

under jamming by applying an optimal strategy. Accordingly, the jammer would like to find

an optimal strategy that can minimize the capacity of the authorized user. To apply a chosen

strategy, the authorized user or the jammer selects a particular number of subchannels and

applies a particular power allocation scheme over the selected subchannels. For both the

authorized user and the jammer, the subchannels may not be chosen with equal probability.

The strategic decision-making of the authorized user and the jammer can be modeled as a

two-party zero-sum game, where the payoff function is the capacity that can be achieved by

the authorized user in presence of the jammer.

Solving the zero-sum game above is equivalent to locating the saddle point, which pro-

duces optimal strategies for both the authorized user and the jammer. That is, the jammer

cannot reduce the capacity of the authorized user by applying a jamming strategy different

from the optimal one; meanwhile, the authorized user cannot increase its capacity by switch-
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ing to another transmission strategy either. We find that: under AWGN channels, either for

the authorized user to maximize its capacity, or for the jammer to minimize the capacity of

the authorized user, the best strategy is to distribute the signal power or jamming power

uniformly over all the available spectrum. The minimax capacity of the authorized user is

given by C = B log2(1+ Ps
PJ+PN

), where B is the bandwidth of the overall spectrum, PN the

noise power, Ps and PJ the total power of the authorized user and the jammer, respectively.

In other words, the minimax capacity above is the minimal capacity that can be achieved by

the authorized user if it utilizes all the available spectrum and applies uniform power alloca-

tion, no matter what strategy is applied by the jammer; meanwhile, it is also the maximal

capacity that can be achieved by the authorized user if the jammer jams all the available

spectrum and applies uniform power allocation, no matter what strategy is applied by the

authorized user.

As can be expected, the results we obtained under AWGN channels may no longer be

true for frequency selective fading channels. In the jamming-free case, it is well known that

the classical water pouring algorithm provides the optimal power allocation scheme that

maximizes the capacity of the authorized user under frequency selective fading channels.

Naturally, the situation becomes complicated when a jammer is involved in the game.

To identify the saddle point under frequency selective fading channels, we first charac-

terize the dynamic relationship between the optimal signal power allocation and the optimal

jamming power allocation in the minimax game. Then we show that under certain condi-

tions, the closed-form solution for the saddle point can be obtained using a two-step water

pouring algorithm. As a special case, it is shown that when the channel for the authorized

user and the channel for the jammer are relatively flat with respect to each other, i.e., their

magnitude spectrum is proportional to each other, the closed-form solution for the saddle
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point can be obtained. From the arbitrarily varying channel (AVC) point of view, the corre-

lation between the user channel and the jamming channel can be regarded as an indicator of

possible symmetricity between the user and the jammer. It is also observed that as long as

the cross-correlation between the user channel and the jammer channel is reasonably high,

the two-step water pouring algorithm can still provide a much better solution than uniform

power allocation. Simulation examples are provided to illustrate our findings for both the

AWGN channels and the frequency selective fading channels.

This chapter is organized as follows. In Section 5.2, the problem is formulated after the

system model description. The minimax problem in the zero-sum game with an authorized

user and a jammer under AWGN channels is theoretically solved in Section 5.3. The gaming

problem under frequency selective fading channels is investigated in Section 5.4. Numerical

analysis is provided in Section 5.5 and we conclude in Section 5.6.

5.2 Problem Formulation

5.2.1 System Description

We consider a multiband communication system1, where there is an authorized user and

a jammer who are operating randomly and independently of each other. Assuming that

both the authorized user and the jammer can choose to operate over all or part of the Nc

frequency bands or subchannels (not necessarily being consecutive), each of which has a

bandwidth B
Nc

Hz. We start with the AWGN channel model, where all the subchannels have

equal noise power, and then extend to the frequency selective fading scenario. In the AWGN

1We assume multiband communications here, but the derivation is readily applicable to multicarrier
communications (e.g., OFDM), if the authorized user and the jammer apply the same transceiver structure.
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case, assuming the total noise power over the entire spectrum is PN , then the noise power

corresponding to each subchannel is
PN
Nc

. We assume the jamming is Gaussian over each

jammed subchannel, because Gaussian jamming is the worst jamming when the jammer has

no knowledge of the authorized transmission [72]. In the following, let Ps denote the total

signal power for the authorized user, and PJ the total jamming power.

The authorized user is always trying to maximize its capacity under jamming by applying

an optimal strategy on subchannel selection (either all or part) and power allocation. On

the other hand, the jammer tries to find an optimal strategy that can minimize the capacity

of the authorized user. In this research, we consider the case where both the authorized user

and the jammer use random strategies. It is assumed that both the authorized user and the

jammer can adjust their subchannel selection and power allocation swiftly and randomly,

such that neither of them has sufficient time to learn and react in real time before its opponent

switches to new subchannels and/or power levels. In other words, when the authorized user

and the jammer apply their own resource allocation strategy, they have no knowledge of the

selected subchannels and power levels of their opponent.

5.2.2 Strategy Spaces for the Authorized User and the Jammer

Each random strategy applied by the authorized user is determined by the number of acti-

vated subchannels, the subchannel selection process and the power allocation process. More

specifically: (1) The authorized user activates Ks (1 ≤ Ks ≤ Nc) out of Nc subchannels

each time for information transmission. (2) The subchannel selection process is characterized

using a binary indicator vector α = [α1, α2, ..., αNc ], where each random variable αm = 1

or 0 indicates whether the mth subchannel is selected or not, and
∑Nc
m=1 αm = Ks. Let

ωs = [ωs,1, ωs,2, ..., ωs,Nc ] be the corresponding probability vector, where ωs,m denotes the
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probability that the mth subchannel is selected each time. That is, ωs,m = Pr{αm = 1},

and
∑Nc
m=1 ωs,m = Ks. (A simple strategy for selecting a particular number of subchan-

nels based on a given subchannel selection probability vector, ωs, is illustrated in Ap-

pendix E.) (3) For notation simplicity, the authorized user always specifies the indices

of the selected Ks subchannels as 1, 2, ..., Ks, following the order as they appear in the

original spectrum, and performs power allocation over them. The power allocation pro-

cess is characterized using a vector Ps = [Ps,1, Ps,2, ..., Ps,Ks ], in which Ps,n denotes the

power allocated to the nth selected subchannel, and
∑Ks
n=1 Ps,n = Ps is the power con-

straint. Let Ws,Ks = {ωs = [ωs,1, ωs,2, ..., ωs,Nc ] | 0 ≤ ωs,m ≤ 1,
∑Nc
m=1 ωs,m = Ks}, and

Ps,Ks = {Ps = [Ps,1, Ps,2, ..., Ps,Ks ] | 0 < Ps,n ≤ Ps,
∑Ks
n=1 Ps,n = Ps}. The strategy space

for the authorized user can thus be defined as

X = {(Ks,ωs,Ps) | 1 ≤ Ks ≤ Nc,ωs ∈ Ws,Ks ,Ps ∈ Ps,Ks}. (5.1)

The strategy space X covers all the possible subchannel utilization strategies as Ks varies

from 1 to Nc. Here, a strategy (Ks,ωs,Ps) with Ks = 1 and ωs = [ 1
Nc
, · · · , 1

Nc
] and

Ps,1 = Ps, corresponds to the conventional frequency hopping (FH) system, while a strategy

(Ks,ωs,Ps) with Ks = Nc, ωs = [1, · · · , 1] and Ps,n = Ps
Nc
, ∀n, would result in a full band

transmission with uniform power allocation.

Similarly, the jammer jams KJ (1 ≤ KJ ≤ Nc) out of Nc subchannels each time following

a binary indicator vector β = [β1, β2, ..., βNc ] with
∑Nc
m=1 βm = KJ . The subchannel se-

lection process is characterized using a probability vector ωJ = [ωJ,1, ωJ,2, ..., ωJ,Nc ], where

ωJ,m = Pr{βm = 1} and
∑Nc
m=1 ωJ,m = KJ . Then the jammer specifies the indices of the

KJ jammed subchannels as 1, 2, ..., KJ in the same manner as the authorized user, and per-
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forms power allocation over them using a power-allocation vector PJ = [PJ,1, PJ,2, ..., PJ,KJ
]

constrained by
∑KJ
n=1 PJ,n = PJ . Let WJ,KJ

= {ωJ = [ωJ,1, ωJ,2, ..., ωJ,Nc ] | 0 ≤

ωJ,m ≤ 1,
∑Nc
m=1 ωJ,m = KJ} and PJ,KJ = {PJ = [PJ,1, PJ,2, ..., PJ,KJ

] | 0 < PJ,n ≤

PJ ,
∑KJ
n=1 PJ,n = PJ}, the strategy space for the jammer can thus be defined as

Y = {(KJ ,ωJ ,PJ ) | 1 ≤ KJ ≤ Nc,ωJ ∈ WJ,KJ
,PJ ∈ PJ,KJ }. (5.2)

5.2.3 The Minimax Problem in the Zero-Sum Game between the

Authorized User and the Jammer

From a game theoretic perspective, the strategic decision-making of the authorized user and

the jammer can be modeled as a two-party zero-sum game [86], which is characterized by a

triplet (X ,Y , C), where

1. X is the strategy space of the authorized user;

2. Y is the strategy space of the jammer;

3. C is a real-valued payoff function defined on X × Y .

The interpretation is as follows. Let (x, y) denote the strategy pair, in which x ∈ X and

y ∈ Y are the strategies applied by the authorized user and the jammer, respectively. Note

that both x and y are random strategies. The payoff function C(x, y) is therefore defined

as the ergodic (i.e., expected or average) capacity of the authorized user choosing a strategy

x ∈ X in presence of the jammer choosing a strategy y ∈ Y . In other words, C(x, y) is the

amount that the authorized user wins and simultaneously the jammer loses in the game with

a strategy pair (x, y).
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Assuming that with strategy pair (x, y), the authorized user and the jammer acti-

vate Ks and KJ channels, respectively. Define AKs = {α = [α1, α2, ..., αNc ] | αm ∈

{0, 1},
∑Nc
m=1 αm = Ks}, and BKJ = {β = [β1, β2, ..., βNc ] | βm ∈ {0, 1},

∑Nc
m=1 βm = KJ}.

Let p(α|x) denote the probability that the subchannels selected by the authorized user follow

the indicator vector α given that the strategy x ∈ X is applied, and p(β|y) the probability

that the subchannels selected by the jammer follow the indicator vector β given that the

strategy y ∈ Y is applied. Let Ts,m and TJ,m be the power allocated to the mth subchannel

by the authorized user and the jammer, respectively, which are determined by

Ts,m =


Ps,gm , αm = 1,

0, αm = 0,

TJ,m =


PJ,qm , βm = 1,

0, βm = 0,

(5.3)

where gm =
∑m
i=1 αi is the new index of subchannel m specified by the authorized user in the

Ks selected subchannels if it is activated by the authorized user (αm = 1), and qm =
∑m
i=1 βi

is the new index of subchannel m specified by the jammer in the KJ jammed subchannels

if it is activated by the jammer (βm = 1). Note that: (i) the subchannel selection processes

used by the authorized user and the jammer are independent of each other; and (ii) for each

strategy pair (x, y), the subchannel selection choices (α and β) are not unique for both the

authorized user and the jammer. Thus, the ergodic capacity of the authorized user in the

game with a strategy pair (x, y) can be calculated as

C(x, y) =
∑

α∈AKs

∑
β∈BKJ

p(α|x)p(β|y)

Nc∑
m=1

B

Nc
log2

(
1 +

Ts,m
TJ,m + PN/Nc

)
. (5.4)
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Based on the definitions above, the minimax capacity of the authorized user is defined

as [16,27,68]

C(x∗, y∗) = max
x∈X

min
y∈Y

C(x, y) = min
y∈Y

max
x∈X

C(x, y). (5.5)

It can be seen from (5.5) that the authorized user tries to choose an optimal transmission

strategy x∗ ∈ X to maximize its capacity, while the jammer tries to minimize it by choosing

an optimal jamming strategy y∗ ∈ Y . The capacity C(x∗, y∗) in (5.5) can be achieved when

a saddle point strategy pair (x∗, y∗) is chosen, which is characterized by [69,75]

C(x, y∗) ≤ C(x∗, y∗) ≤ C(x∗, y), ∀x ∈ X , y ∈ Y . (5.6)

This implies that: with strategy x∗, the minimal capacity that can be achieved by the

authorized user is C(x∗, y∗), no matter which strategy is applied by the jammer; on the

other hand, if the jammer applies strategy y∗, the maximal capacity that can be achieved by

the authorized user is also C(x∗, y∗), no matter which strategy is applied by the authorized

user. As a result, to find the optimal transmission strategy and the worst jamming strategy

under the power constraints Ps and PJ , we need to find the saddle point strategy pair

(x∗, y∗).

5.3 Optimal Strategy for Multiband Communications

under Jamming over AWGN Channels

Recall that Ks denotes the number of subchannels activated by the authorized user, and

KJ the number of subchannels interfered by the jammer. In this section, we derive the
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saddle point strategy pair (x∗, y∗) in two steps: (1) For any fixed Ks and KJ with 1 ≤

Ks, KJ ≤ Nc, calculate the corresponding minimax capacity and denote it by C̃(Ks, KJ ).

Let Ks = 1, 2, ..., Nc and KJ = 1, 2, ..., Nc, we can obtain an Nc ×Nc payoff matrix C̃. (2)

For the derived payoff matrix C̃, locate its saddle point, and then the minimax capacity of

the authorized user in (5.5) can be calculated accordingly.

5.3.1 The Minimax Problem for Fixed Ks and KJ

With fixed Ks and KJ , the strategy space for the authorized user becomes X̃Ks =

{(Ks,ωs,Ps) | Ks Fixed,ωs ∈ Ws,Ks ,Ps ∈ Ps,Ks} ⊂ X , and similarly the strategy space

for the jammer becomes ỸKJ = {(KJ ,ωJ ,PJ ) |KJ Fixed,ωJ ∈ WJ,KJ
,PJ ∈ PJ,KJ } ⊂ Y .

It should be noted that the user-activated subchannels and the jammed subchannels may

vary from time to time, although the total number of the user-activated or jammed subchan-

nels is fixed.

We first present two lemmas on the concavity/convexity property of two real-valued

functions that will be used afterwards. More information on concavity and convexity can be

found in [87].

Lemma 5.1 For any v ≥ 0 and a > 0, the real-valued function, f(v) = log2(1 + v
a), is

concave.

Proof: The second-order derivative, f ′′(v) = − 1
ln 2

1
(v+a)2

< 0, for any v ≥ 0 and

a > 0. 2

Lemma 5.2 For any v ≥ 0, a > 0 and b > 0, the real-valued function, f(v) = log2(1+ a
v+b),

is convex.
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Proof: The second-order derivative, f ′′(v) = a
ln 2

(2v+a+2b)

(v+a)2(v+a+b)2
> 0, for any v ≥ 0,

a > 0 and b > 0. 2

The solution to the minimax problem for fixed Ks and KJ is given in Proposition 5.1.

Proposition 5.1 Let Ks be the number of subchannels activated by the authorized user, and

KJ the number of subchannels interfered by the jammer. For any fixed (Ks, KJ ) pair, the

saddle point of C(x, y) under the power constraints Ps and PJ for x ∈ X̃Ks and y ∈ ỸKJ

is reached when both authorized user and the jammer choose to apply uniform subchannel

selection and uniform power allocation strategy. That is, for fixed Ks and KJ , the saddle

point strategy pair (x̃∗, ỹ∗) that satisfies

C(x̃, ỹ∗) ≤ C(x̃∗, ỹ∗) ≤ C(x̃∗, ỹ), ∀x̃ ∈ X̃Ks , ỹ ∈ ỸKJ , (5.7)

is given by x̃∗ = (Ks,ω
∗
s,P

∗
s) with


ω∗s,m = Ks/Nc, m = 1, 2, ..., Nc,

P ∗s,n = Ps/Ks, n = 1, 2, ..., Ks,

(5.8)

and ỹ∗ = (KJ ,ω
∗
J ,P

∗
J ) with


ω∗J,m = KJ/Nc, m = 1, 2, ..., Nc,

P ∗J,n = PJ/KJ , n = 1, 2, ..., KJ .

(5.9)
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In this case, the minimax capacity of the authorized user is given by

C̃(Ks, KJ ) =Ks
KJ
Nc

B

Nc
log2

(
1 +

Ps/Ks
PJ/KJ + PN/Nc

)
+Ks

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps/Ks
PN/Nc

)
.

(5.10)

Proof: (1) We first prove that the (x̃∗, ỹ∗) pair defined in (5.8) and (5.9) satisfies the

left part of (5.7), C(x̃, ỹ∗) ≤ C(x̃∗, ỹ∗). Assume the jammer applies the strategy ỹ∗, which

means uniform subchannel selection and uniform power allocation as indicated in (5.9). For

the authorized user who applies an arbitrary strategy x̃ ∈ X̃Ks , we specified the indices of

the activated Ks subchannels as n = 1, 2, ..., Ks. With any subchannel selection probability

vector ωs ∈ Ws,Ks , for each subchannel activated by the authorized user, the probability

that it is jammed is always
KJ
Nc

, since the jammer jams each subchannel with a uniform

probability ω∗J,m =
KJ
Nc

, for any m = 1, 2, ..., Nc. Accordingly, the probability that each

subchannel is not jammed is 1− KJ
Nc

.

Considering all the subchannels activated by the authorized user, when the authorized

user applies an arbitrary strategy x̃ ∈ X̃Ks , and the jammer applies strategy ỹ∗, the ergodic

capacity can be calculated as the weighted average of the capacity under jamming and the

capacity in the jamming-free case,

C(x̃, ỹ∗) =

Ks∑
n=1

[
KJ
Nc

B

Nc
log2

(
1 +

Ps,n
PJ/KJ + PN/Nc

)

+

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps,n
PN/Nc

)]
=
KJ
Nc

B

Nc

Ks∑
n=1

log2

(
1 +

Ps,n
PJ/KJ + PN/Nc

)

+

(
1− KJ

Nc

)
B

Nc

Ks∑
n=1

log2

(
1 +

Ps,n
PN/Nc

)
.

(5.11)
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Note that
∑Ks
n=1 Ps,n = Ps, and applying the concavity property proved in Lemma 5.1, we

have

C(x̃, ỹ∗) ≤Ks
KJ
Nc

B

Nc
log2

(
1 +

Ps/Ks
PJ/KJ + PN/Nc

)
+Ks

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps/Ks
PN/Nc

)
=C(x̃∗, ỹ∗),

(5.12)

where the equality holds if and only if Ps,n = Ps
Ks
,∀n.

(2) Proof of the right part of (5.7), C(x̃∗, ỹ∗) ≤ C(x̃∗, ỹ). In this part of the proof, we will

show that applying uniform subchannel selection and uniform power allocation strategy x̃∗

at the authorized user side guarantees a lower bound on its capacity, no matter what strategy

is applied by the jammer. Assume the authorized user applies the strategy x̃∗ as indicated in

(5.8). For the jammer who applies an arbitrary strategy ỹ ∈ ỸKJ , we specified the indices of

the jammed KJ subchannels as n = 1, 2, ..., KJ . With any subchannel selection probability

vector ωJ ∈ WJ,KJ
, for each jammed or jamming-free subchannel, the probability that it

serves as a subchannel activated by the authorized user is always Ks
Nc

. Hence, the average

number2 of jammed subchannels which are also activated by the authorized user is
KJKs
Nc

,

and the average number of jamming-free subchannels which are activated by the authorized

user would be (Nc −KJ )KsNc
= Ks(1−

KJ
Nc

).

Considering both the jammed and jamming-free subchannels, when the jammer applies

an arbitrary strategy ỹ ∈ ỸKJ , and the authorized user applies strategy x̃∗, the ergodic

2The ensemble average might not be an integer. Nevertheless, the capacity calculation would still be
accurate from a statistical perspective.
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capacity can be calculated as

C(x̃∗, ỹ) =

KJ∑
n=1

Ks
Nc

B

Nc
log2

(
1 +

Ps/Ks
PJ,n + PN/Nc

)

+Ks

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps/Ks
PN/Nc

)
.

(5.13)

Note that
∑KJ
n=1 PJ,n = PJ , and applying the convexity property proved in Lemma 5.2, we

have

C(x̃∗, ỹ) ≥Ks
KJ
Nc

B

Nc
log2

(
1 +

Ps/Ks
PJ/KJ + PN/Nc

)
+Ks

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps/Ks
PN/Nc

)
=C(x̃∗, ỹ∗),

(5.14)

where the equality holds if and only if PJ,n =
PJ
KJ

,∀n. 2

5.3.2 Capacity Optimization over Ks and KJ

In Section 5.3.1, we derived the closed-form minimax capacity of the authorized user for

fixed Ks and KJ . Considering all possible Ks and KJ , we would have an Nc × Nc matrix

C̃, in which C̃(Ks, KJ ) is the minimax capacity of the authorized user for fixed Ks and

KJ , as indicated in (5.10). Now finding the minimax capacity in (5.5) can be reduced to

finding the saddle point of the matrix C̃, that is, the entry C̃(i, j), which is simultaneously

the minimum of the ith row and the maximum of the jth column.

To locate the saddle point of matrix C̃, we need Lemma 5.3.
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Lemma 5.3 For the capacity function

C̃(Ks, KJ ) =Ks
KJ
Nc

B

Nc
log2

(
1 +

Ps/Ks
PJ/KJ + PN/Nc

)
+Ks

(
1− KJ

Nc

)
B

Nc
log2

(
1 +

Ps/Ks
PN/Nc

)
,

(5.15)

we have

∂C̃

∂Ks
> 0, for any Ks = 1, 2, ..., Nc, (5.16)

and

∂C̃

∂KJ
< 0, for any KJ = 1, 2, ..., Nc. (5.17)

Proof: See Appendix F. 2

Following Lemma 5.3, we have Proposition 5.2.

Proposition 5.2 The saddle point of matrix C̃ is indexed by (K∗s , K
∗
J ) = (Nc, Nc). Equiv-

alently, for all 1 ≤ Ks, KJ ≤ Nc, we have

C̃(Ks, Nc) ≤ C̃(Nc, Nc) ≤ C̃(Nc, KJ ). (5.18)

Combining Propositions 1 and 2, we can obtain the saddle point to the original minimax

problem in (5.5) over strategy spaces X and Y . The result is summarized in Theorem 5.1.

Theorem 5.1 Assume that an authorized user and a jammer are operating independently

over the same AWGN channel consisting of Nc subchannels. Either for the authorized user

to maximize its capacity, or for the jammer to minimize the capacity of the authorized user,

the best strategy is to distribute the signal power or jamming power uniformly over all the
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Nc subchannels. In this case, the minimax capacity of the authorized user is given by

C = B log2

(
1 +

Ps
PJ + PN

)
, (5.19)

where B is the bandwidth of the overall spectrum, PN the noise power, Ps and PJ the total

power for the authorized user and the jammer, respectively.

Proof: The proof follows directly from Propositions 5.1 and 5.2. The minimax

capacity in (5.19) can be derived simply by substituting Ks = KJ = Nc into (5.10). 2

5.4 Optimal Strategy for Multiband Communications

under Jamming over Frequency Selective Fading

Channels

In this section, we investigate the optimal strategies for both the authorized user and the

jammer in multiband communications under frequency selective fading channels.

Recall that the power allocation for the authorized user is characterized using the vector

Ps = [Ps,1, Ps,2, ..., Ps,Nc ], where Ps,i denotes the power allocated to the ith subchannel, and∑Nc
i=1 Ps,i = Ps is the signal power constraint. Similarly, the power allocation vector for the

jammer is PJ = [PJ,1, PJ,2, ..., PJ,Nc ], and
∑Nc
i=1 PJ,i = PJ is the jamming power constraint.

As in the OFDM systems, here we assume that all the subchannels are narrowband and have

flat magnitude spectrum. Let Hs = [Hs,1, Hs,2, ..., Hs,Nc ] be the frequency domain channel

response vector for the authorized user, and HJ = [HJ,1, HJ,2, ..., HJ,Nc ] the frequency
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domain channel response vector for the jammer, respectively. Under the settings specified

above, the capacity of the authorized user can be calculated as

C(Ps,PJ ) =

Nc∑
i=1

B

Nc
log2

(
1 +

|Hs,i|2Ps,i
|HJ,i|2PJ,i + σ2

n

)

=

Nc∑
i=1

B

Nc
log2

1 +
Ps,i

|HJ,i|2

|Hs,i|2
PJ,i + σ2

n,i

 ,

(5.20)

where σ2
n =

PN
Nc

is the original noise power for each subchannel, and σ2
n,i =

σ2
n

|Hs,i|2
.

Define Ps = {Ps = [Ps,1, Ps,2, ..., Ps,Nc ] | 0 ≤ Ps,i ≤ Ps,
∑Nc
i=1 Ps,i = Ps}, and PJ =

{PJ = [PJ,1, PJ,2, ..., PJ,Nc ] | 0 ≤ PJ,i ≤ PJ ,
∑Nc
i=1 PJ,i = PJ}. The minimax capacity of

the authorized user is defined as

C(P∗s,P
∗
J ) = max

P∗s∈Ps
min

P∗J∈PJ
C(Ps,PJ ) = min

P∗J∈PJ
max

P∗s∈Ps
C(Ps,PJ ). (5.21)

As before, the authorized user tries to apply optimal signal power allocation P∗s ∈ Ps to

maximize its capacity, while the jammer tries to minimize it by applying optimal jamming

power allocation P∗J ∈ PJ .

Theorem 5.2 Assume that there are Nc available subchannels. Let Hs =

[Hs,1, Hs,2, ..., Hs,Nc ] and HJ = [HJ,1, HJ,2, ..., HJ,Nc ] denote the frequency domain channel

response vector for the authorized user and the jammer, respectively. Assuming zero-mean

white Gaussian noise of variance σ2
n over the entire band, let σ2

n = [σ2
n,1, σ

2
n,2, ..., σ

2
n,Nc

],

where σ2
n,i =

σ2
n

|Hs,i|2
. The optimal power-allocation pair for the authorized user and the jam-

mer under the signal power constraint
∑Nc
i=1 P

∗
s,i = Ps and the jamming power constraint
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∑Nc
i=1 P

∗
J,i = PJ , (P∗s,P

∗
J ), which satisfies

C(Ps,P
∗
J ) ≤ C(P∗s,P

∗
J ) ≤ C(P∗s,PJ ), ∀Ps ∈ Ps,PJ ∈ PJ , (5.22)

can be characterized by


P ∗J,i = sgn(P ∗s,i)

(
c1 −

|Hs,i|2

|HJ,i|2
σ2
n,i

)+

, ∀i,

P ∗s,i =

(
c2 −

|HJ,i|2

|Hs,i|2
P ∗J,i − σ

2
n,i

)+

, ∀i,

(5.23a)

(5.23b)

where (x)+ = max{0, x}, sgn(·) is the sign function, and c1, c2 are constants determined by

the power constraints.

Proof: (1) We first prove that the (P∗s,P
∗
J ) pair defined in (5.23) satisfies the left part

of (5.22), C(Ps,P
∗
J ) ≤ C(P∗s,P

∗
J ), ∀Ps ∈ Ps. With the jammer applying power allocation

P∗J , the equivalent jamming power for the ith subchannel after fading and equalization would

be
|HJ,i|

2

|Hs,i|2
P ∗J,i, as shown in (5.20). Since jamming is assumed to be a Gaussian random process

which is independent of the signal and the noise, the overall interference and noise power

level for the ith subchannel at the receiver would be
|HJ,i|

2

|Hs,i|2
P ∗J,i + σ2

n,i. As a result, the

problem now turns to be the capacity maximization problem for multiband communications

with nonuniform noise power levels. To this end, it is well known that the classical water

pouring algorithm produces the best solution [88]. In this particular case, the water pouring

solution for optimal signal power allocation would be

P ∗s,i =

(
c2 −

|HJ,i|2

|Hs,i|2
P ∗J,i − σ

2
n,i

)+

, i = 1, 2, ..., Nc, (5.24)
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which maximizes the capacity of the authorized user, C(P∗s,P
∗
J ), while the jammer applying

power allocation P∗J . Note that c2 is a constant that should be chosen such that the power

constraint for the authorized user is satisfied, i.e.,
∑Nc
i=1 P

∗
s,i = Ps.

(2) Proof of the right part, C(P∗s,P
∗
J ) ≤ C(P∗s,PJ ), ∀PJ ∈ PJ . To this end, we need

to find the optimal jamming power allocation P∗J , which can minimize the capacity of the

authorized user applying power allocation P∗s. Let γi =
|HJ,i|

2

|Hs,i|2
, ∀i. With the authorized

user applying power allocation P∗s, following (5.20), the optimization problem for jamming

power allocation can be formulated as

min
PJ∈PJ

Nc∑
i=1

B

Nc
log2

(
1 +

P ∗s,i
γiPJ,i + σ2

n,i

)
; (5.25a)

s.t.

Nc∑
i=1

PJ,i = PJ , (5.25b)

PJ,i ≥ 0, ∀i. (5.25c)

Note that in this optimization problem, we have both equality and inequality constraints.

Hence, we need to take the Karush-Kuhn-Tucker (KKT) approach [87], which generalizes

the conventional method of Lagrange multipliers by allowing inequality constraints. As

observed in (5.24), for P ∗s,i > 0, P ∗s,i = c2 −
|HJ,i|

2

|Hs,i|2
P ∗J,i − σ

2
n,i. In addition, the capacity of

any subchannel with zero signal power (i.e., P ∗s,i = 0) is zero. Define

J(PJ ,u, v) =

Nc∑
i=1

B

Nc
log2

(
1 +

P ∗s,i
γiPJ,i + σ2

n,i

)
− uiPJ,i + v

Nc∑
i=1

PJ,i − PJ


=

∑
i∈{i|P∗s,i>0}

B

Nc
log2

c2

γiPJ,i + σ2
n,i

− uiPJ,i + v

Nc∑
i=1

PJ,i − PJ

 ,

(5.26)
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where u = [u1, u2, ..., uNc ] and v are Lagrange multipliers that should satisfy the KKT

conditions as below:

∂J

∂PJ,i
= 0, uiPJ,i = 0, ui ≥ 0, ∀i. (5.27)

The first-order partial differentiation with respect to each PJ,i can be calculated as

∂J

∂PJ,i
=


− B
Nc

1
ln 2

γi
γiPJ,i+σ

2
n,i
− ui + v, P ∗s,i > 0,

−ui + v, P ∗s,i = 0.

(5.28)

For each subchannel with nonzero signal power (i.e., P ∗s,i > 0), applying the KKT condi-

tions and eliminating ui, we have


v − B

Nc
1

ln 2
γi

γiPJ,i+σ
2
n,i
≥ 0,

PJ,i

[
v − B

Nc
1

ln 2
γi

γiPJ,i+σ
2
n,i

]
= 0.

(5.29)

Solving (5.29), the optimal jamming power for the ith subchannel (with nonzero signal

power) can be obtained as

P ∗J,i =

(
B

Nc

1

ln 2

1

v
− 1

γi
σ2
n,i

)+

. (5.30)

Similarly, for each subchannel with zero signal power (i.e., P ∗s,i = 0), applying the KKT

conditions and eliminating ui, we have vPJ,i = 0. It is observed from (5.29) that v > 0, so

the optimal jamming power for the ith subchannel (with zero signal power) is P ∗J,i = 0. Let
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c1 = B
Nc

1
ln 2

1
v , and replace γi with

|HJ,i|
2

|Hs,i|2
, we can summarize the result as

P ∗J,i =


(
c1 −

|Hs,i|2

|HJ,i|2
σ2
n,i

)+

, P ∗s,i > 0,

0, P ∗s,i = 0,

(5.31)

where c1 should be chosen such that the power constraint for the jammer is satisfied, i.e.,∑Nc
i=1 P

∗
J,i = PJ . This is exactly the optimal jamming power allocation as expressed in

(5.23a), which minimizes the capacity of the authorized user, C(P∗s,P
∗
J ), given that the

authorized user applies power allocation P∗s. 2

Theorem 5.2 characterizes the dynamic relationship between the optimal signal power

allocation P∗s and the optimal jamming power allocation P∗J . As shown in (5.23), due to

the mutual dependency between P∗s and P∗J , it is generally difficult to find an exact solution

for them. However, in the following, we will show that under certain conditions, the saddle

point, (P∗s,P
∗
J ), can be calculated explicitly using a two-step water pouring algorithm.

Theorem 5.3 With the same conditions as in Theorem 5.2, the saddle point, which indicates

the optimal signal power allocation and the optimal jamming power allocation, is given by


P ∗J,i =

(
c1 −

|Hs,i|2

|HJ,i|2
σ2
n,i

)+

, ∀i,

P ∗s,i =

(
c2 −

|HJ,i|2

|Hs,i|2
P ∗J,i − σ

2
n,i

)+

, ∀i,

(5.32a)

(5.32b)

as long as

|HJ,i|2 ≤
σ2
n

c1
or
|HJ,i|2

|Hs,i|2
<
c2
c1
, ∀i, (5.33)

129



where (x)+ = max{0, x}, and c1, c2 are constants that should be chosen such that the power

constraints are satisfied, i.e.,
∑Nc
i=1 P

∗
s,i = Ps and

∑Nc
i=1 P

∗
J,i = PJ .

Proof: The basic idea here is that given zero signal power for a particular subchannel,

it is apparently not necessary to allocate positive jamming power in that subchannel; at the

same time, over all the subchannels with nonzero signal power, the optimal jamming power

allocation can be formed using the water pouring algorithm. We start by applying the water

pouring algorithm over all subchannels,

P ∗J,i =

(
c1 −

|Hs,i|2

|HJ,i|2
σ2
n,i

)+

, i = 1, 2, ..., Nc. (5.34)

For the optimality of (5.34), we further need to ensure that P ∗J,i = 0, whenever P ∗s,i = 0.

As can be seen, a violation occurs (P ∗J,i > 0 and P ∗s,i = 0), if and only if for some

subchannel indexed by i,


P ∗J,i = c1 −

|Hs,i|2

|HJ,i|2
σ2
n,i > 0,

c2 −
|HJ,i|

2

|Hs,i|2
P ∗J,i − σ

2
n,i ≤ 0,

(5.35)

which yields

|HJ,i|2 >
σ2
n

c1
and

|HJ,i|2

|Hs,i|2
≥ c2
c1
. (5.36)

Note that σ2
n,i =

σ2
n

|Hs,i|2
. Hence, the conditions characterized in (5.33) ensure that no

violation occurs, and therefore the saddle point calculated by (5.32) is valid for both

capacity maximization by the authorized user and capacity minimization by the jammer. 2

In the following, we consider a special case where the channels corresponding to the
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authorized user and the jammer are relatively flat with respect to each other, that is, their

magnitude spectrum is proportional to each other, i.e.,
|HJ,i|

2

|Hs,i|2
= γ, ∀i. As will be shown in

Corollary 5.1, when the user channel and the jammer channel are relatively flat with respect

to each other, the conditions in (5.33) are always satisfied, and the saddle point calculation

can be simplified accordingly.

Corollary 5.1 With the same conditions as in Theorem 5.2, if the magnitude spectrum

of the channels for the authorized user and the jammer is proportional to each other, i.e.,

|HJ,i|
2

|Hs,i|2
= γ, ∀i, the saddle point, which indicates the optimal signal power allocation and the

optimal jamming power allocation, can be calculated as


P ∗J,i =

(
c1 − 1

γσ
2
n,i

)+
, ∀i,

P ∗s,i =
(
c2 − γP ∗J,i − σ

2
n,i

)+
, ∀i,

(5.37)

where (x)+ = max{0, x}, and c1, c2 are constants that should be chosen such that the power

constraints are satisfied, i.e.,
∑Nc
i=1 P

∗
s,i = Ps and

∑Nc
i=1 P

∗
J,i = PJ .

Proof: Note that with
|HJ,i|

2

|Hs,i|2
= γ, ∀i, (5.32) reduces to (5.37). Following Theorem

5.3, we only need to show that the conditions specified in (5.33) are satisfied.

First, we show that the constants c1, c2 resulted from (5.37) and the power constraints

always satisfy
c2
c1
> γ. This is proved by contradiction as follows. Suppose

c2
c1
≤ γ. Following

(5.37), for any i = 1, 2, ..., Nc, P
∗
J,i ≥ c1 − 1

γσ
2
n,i. Thus, c2 − γP ∗J,i − σ2

n,i ≤ c2 − γ(c1 −

1
γσ

2
n,i) − σ

2
n,i = c2 − γc1 ≤ 0. This implies that for all subchannels, we always have P ∗s,i =(

c2 − γP ∗J,i − σ
2
n,i

)+
= 0, which contradicts with the power constraint that

∑Nc
i=1 P

∗
s,i = Ps.

As a result, we must have
c2
c1
> γ.

It then follows that for any subchannel, we always have
|HJ,i|

2

|Hs,i|2
= γ <

c2
c1

. This ensures
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that the conditions specified in (5.33) are always satisfied. Hence, the solution calculated

by (5.37) must be a valid saddle point. 2

Furthermore, if the magnitude spectrum of channels for the authorized user and the

jammer is equal to each other, i.e.,
|HJ,i|

2

|Hs,i|2
= γ = 1, ∀i, the two-step water pouring algorithm

in (5.37) can be graphically illustrated in Fig. 5.1, where the saddle point can simply be

obtained by pouring all the signal power after pouring all the jamming power into a tank

with given noise power levels. We would like to point out that under AWGN channels, the

noise power levels are flat; hence, the water pouring process here would result in uniform

power allocation for both the jammer and the authorized user, which echoes the results in

Section 5.3.

P
o
w

er

Subchannel

...

...

Noise Jamming Signal

...1 2 3 4 5 6 7

Figure 5.1: Water pouring under jamming with equal channel magnitude spectrum for the

authorized user and the jammer (i.e.,
|HJ,i|

2

|Hs,i|2
= γ = 1, ∀i).
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Discussions: Theorem 5.3 provides an efficient two-step water pouring algorithm to

calculate the saddle point of the minimax problem. This algorithm guarantees a valid saddle

point under certain conditions as illustrated in (5.33). Corollary 5.1 further shows a sufficient

(but may not be necessary) condition for (5.33) being satisfied: the channels for the autho-

rized user and the jammer are relatively flat with respect to each other, i.e., their magnitude

spectrum is proportional to each other. From the arbitrarily varying channel (AVC) [15,71]

point of view, the correlation between the user channel and the jamming channel can be

regarded as an indicator of possible symmetricity between the user and the jammer. In the

case that the user channel and the jammer channel are not relatively flat with respect to each

other, as shown in Section 5.5.2, as long as the cross correlation between the two channels is

reasonably high, we found that the algorithm in Theorem 5.3 can still provide a much better

solution than uniform power allocation.

5.5 Numerical Results

In this section, we evaluate the impact of different strategies applied by the authorized user

and the jammer on the capacity of the authorized user through numerical examples. In the

following, we assume Nc = 64, B = 1 MHz, Ps = PJ = 16 W. Both AWGN channels and

frequency selective fading channels are evaluated.

5.5.1 AWGN Channels

In this subsection, we investigate AWGN channels, where the overall signal-to-noise ratio

(SNR) is set to 10dB. In light of Proposition 5.1, we assume that both the authorized user

and the jammer apply uniform subchannel selection, that is, all subchannels are equally
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probable to be selected.

1) Capacity v.s. Power Allocation with Fixed Ks and KJ In this example, we

evaluate the capacity of the authorized user under different transmit and jamming power

allocation schemes. We set the power allocation vector as one whose elements, if sorted,

would form an arithmetic sequence, and we use the maximum power difference among all

the selected subchannels as the metric of uniformity. Hence, the maximum power difference

indicates how far the power allocation is away from being uniform, and a zero difference

means uniform power allocation. Fig. 5.2 shows the results when both the authorized

user and the jammer select half of all the available subchannels each time, while Fig. 5.3

corresponds to the case where both of them select all the available subchannels. In the 2D

view, we evaluate the capacity in two scenarios: (1) uniform jamming power allocation, while

the power allocation for the authorized user is nonuniform; (2) the case which is exactly

opposite to (1). The 3D counterpart in these two figures provides spacial views on the

physical meanings of the derived saddle points. Note that the saddle point is reached at one

of the vertices, hence the 3D view includes only a quarter portion of a regular saddle-point

graph.

From Fig. 5.2 and Fig. 5.3, it can be seen that, when the number of user-activated

subchannels Ks and the number of jammed subchannels KJ are both fixed: (1) if the jammer

applies uniform power allocation, the authorized user maximizes its capacity when it applies

uniform power allocation as well; (2) if the authorized user applies uniform power allocation,

the jammer minimizes the capacity of the authorized user when it applies uniform power

allocation as well; (3) the minimax capacity (the intersections in 2D view and the labeled

saddle points in 3D view) serves as a lower bound when the authorized user applies uniform

power allocation under all possible jamming power allocation schemes, and simultaneously
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Case 1: Uniform Power Allocation for Jammer

Case 2: Uniform Power Allocation for Authorized User

(a) 2D view.
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Figure 5.2: AWGN channels: channel capacity of given bandwidth (1 MHz) v.s. different
power allocation. Both the authorized user and the jammer select half of all the available
subchannels each time.
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Case 1: Uniform Power Allocation for Jammer

Case 2: Uniform Power Allocation for Authorized User

(a) 2D view.
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Figure 5.3: AWGN channels: channel capacity of given bandwidth (1 MHz) v.s. different
power allocation. Both the authorized user and the jammer always select all the available
subchannels.
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it serves as an upper bound when the jammer applies uniform power allocation under all

possible signal power allocation schemes. The results above match well with Proposition 5.1.

2) Capacity v.s. Number of Selected Subchannels In this example, we evaluate

the capacity of the authorized user with different number of selected subchannels by the

authorized user or the jammer. For each possible pair (Ks, KJ ), both the authorized user

and the jammer apply uniform power allocation. It is observed in Fig. 5.4 that the best

strategy is to utilize all the Nc subchannels, either for the authorized user to maximize its

capacity, or for the jammer to minimize the capacity of the authorized user. This result

matches well with Proposition 5.2.

5.5.2 Frequency Selective Fading Channels

In this subsection, we investigate frequency selective fading channels. To address the corre-

lation between channels for the authorized user and the jammer, we introduce a correlation

index, λ(0 ≤ λ ≤ 1), which characterizes how much dependence the two channels have on

each other. More specifically, in this simulation example, we generate the magnitude spec-

trum of channels in two steps: (1) create two random vectors, x1 = [x1,1, x1,2, ..., x1,Nc ]

and x2 = [x2,1, x2,2, ..., x2,Nc ], in which all x1,i and x2,i are independent random variables

with uniform distribution over (0,1); (2) generate the magnitude spectrum of the chan-

nel for the authorized user by assigning |Hs,i|2 = x1,i, ∀i, and that for the jammer as

|HJ,i|2 = λ|Hs,i|2 + (1 − λ)x2,i, ∀i. Particularly, λ = 1 generates equal channel magni-

tude spectrum for the authorized user and the jammer, while λ = 0 generates completely

independent channel magnitude spectrum.

In Fig. 5.5, with the SNR being set to 10dB, we compare the capacity of the authorized

user in three cases with different power allocation strategies: (1) both the authorized user
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Figure 5.4: AWGN channels: channel capacity of given bandwidth (1 MHz) v.s. number of
selected subchannels.
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and the jammer perform power allocation following the algorithm in Theorem 5.3; (2) the

authorized user performs power allocation following the algorithm in Theorem 5.3, while

the jammer performs uniform power allocation; (3) the jammer performs power allocation

following the algorithm in Theorem 5.3, while the authorized user performs uniform power

allocation.

There are four main observations : (1) the authorized user always has a higher capacity

if he performs signal power allocation following the algorithm in Theorem 5.3, compared to

uniform signal power allocation; (2) the capacity of the authorized user decreases significantly

if the channel of the jammer is more correlated with that of the authorized user, which implies

that the jammer can enhance its jamming effect by delivering jamming power through a

channel that is correlated with the authorized user’s channel; (3) in a more serious case with

high channel correlation, the jammer can limit the capacity of the authorized user more

effectively by performing jamming power allocation following the algorithm in Theorem 5.3,

compared to uniform jamming power allocation; (4) if the jammer is not able to achieve high

channel correlation, uniform jamming power allocation is preferred instead of applying the

algorithm in Theorem 5.3.

In Fig. 5.6, with the channel correlation index being set to λ = 0.75, we compare

the capacity of the authorized user with different power allocation versus varying SNR.

It is observed that : (1) with reasonably high correlation between the user channel and the

jamming channel, the power allocation strategy given by Theorem 5.3 has notable advantage

over uniform power allocation, either for the authorized user to maximize its capacity, or for

the jammer to minimize the capacity of the authorized user; (2) when the SNR is sufficiently

high, the jamming power allocation produced by Theorem 5.3 converges to uniform.
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Case 1: Power Allocation by Thm 5.3 for Both Authorized User and Jammer
Case 2: Power Allocation by Thm 5.3 for Authorized User, Uniform for Jammer
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Figure 5.5: Frequency selective fading channels: channel capacity of given bandwidth (1
MHz) with different power allocation v.s. varying channel correlation index λ.
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Case 1: Power Allocation by Thm 5.3 for Both Authorized User and Jammer
Case 2: Power Allocation by Thm 5.3 for Authorized User, Uniform for Jammer

Case 3: Power Allocation by Thm 5.3 for Jammer, Uniform for Authorized User

Figure 5.6: Frequency selective fading channels: channel capacity of given bandwidth (1
MHz) with different power allocation v.s. varying SNR.
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5.6 Summary

In this chapter, we considered jamming and jamming mitigation as a game between a power-

limited jammer and a power-limited authorized user, who operate independently over the

same spectrum consisting of multiple bands. The strategic decision-making of the authorized

user and the jammer was modeled as a two-party zero-sum game, where the payoff function is

the capacity that can be achieved by the authorized user in presence of the jammer. Under

AWGN channels, we found that either for the authorized user to maximize its capacity,

or for the jammer to minimize the capacity of the authorized user, the best strategy is

to distribute the signal power or jamming power uniformly over all the available spectrum.

Under frequency selective fading channels, we characterized the dynamic relationship between

the optimal signal power allocation and the optimal jamming power allocation in the minimax

game, and proposed an efficient two-step water pouring algorithm to find the optimal power

allocation schemes for both the authorized user and the jammer. Numerical results were

provided to demonstrate the effectiveness of the proposed strategies for both AWGN and

frequency selective fading channels.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

The contributions of this dissertation lie in three aspects: (1) To improve the spectral effi-

ciency of the OFDM systems, we incorporated the idea of message-driven frequency hopping

into OFDM systems by transmitting extra information through message-driven subcarrier

selection; (2) To enhance the anti-jamming features of OFDM and CDMA systems, we

introduced security-enhanced shared randomness between transmitters and receivers by in-

tegrating cryptographic techniques into the physical layer transceiver design; (3) To combat

fast cognitive jamming in multiband communications, taking jamming and jamming mitiga-

tion as a two-party zero-sum game, we investigated the optimal transmission and jamming

strategies using game theory. More specifically, the main conclusions are summarized in the

following.

On Spectrally Efficient Multicarrier Transmission with Message-Driven Subcarrier Selec-

tion:

• First, we proposed a multi-carrier transmission scheme with message-driven idle sub-

carriers (MC-MDIS). The basic idea is to use part of the information bits, named

carrier bits, to specify idle subcarriers while transmitting ordinary bits regularly on all

the other subcarriers. In this way, if the number of subcarriers is much larger than the
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adopted constellation size (e.g., in most OFDM systems), we can transmit more infor-

mation bits at an even lower power consumption. This is because the number of carrier

bits transmitted through each idle subcarrier is more than that of the ordinary bits

carried by each regular symbol, and all the carrier bits are transmitted with no power

consumption through idle subcarrier selection. When applied to the OFDM frame-

work, i.e., using orthogonal subcarriers and IFFT/FFT blocks, MC-MDIS can achieve

even higher spectral efficiency than OFDM, while keeping a higher power efficiency.

The existence of idle subcarriers can also decrease possible inter-carrier interference

between their neighboring subcarriers.

• An alternative scheme, with message-driven strengthened subcarriers (MC-MDSS),

was proposed simply by replacing the idle subcarriers in MC-MDIS with strengthened

ones. In MC-MDSS, different from MC-MDIS, the strengthened subcarriers selected

by the carrier bits can also carry ordinary bits. This leads to higher spectral efficiency

than MC-MDIS due to the additional ordinary bits transmitted on the strengthened

subcarriers.

• To enhance the security of the proposed schemes under eavesdropping and partial-

band jamming, we further implemented secure subcarrier assignment (SSA) and secure

symbol mapping (SSM) in both MC-MDIS and MC-MDSS. Besides working as an

effective way in subcarrier grouping to maximize the two schemes’ spectral efficiency,

SSA shuffles and groups all the available subcarriers dynamically and secretly such

that: (i) The eavesdroppers cannot recover the carrier bits, even if they successfully

locate the idle subcarriers. For the ordinary bits, they cannot sort the bits in the right

order, even if they can recover them from the symbols correctly; (ii) Burst errors caused
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by partial-band jamming can be randomized by SSA and thus reduced to the correction

range of the error-control coding; (iii) No follower jamming can be launched toward any

particular users. In addition to SSA, SSM offers a dynamic and secret symbol mapping

scheme, which further prevents the eavesdroppers from trying to sort the ordinary bits

correctly or break SSA reversely by exploiting information redundancy.

On Precoding for OFDM under Disguised Jamming :

• First, we analyzed the impact of disguised jamming on OFDM systems. It was shown

that due to the symmetricity between the authorized signal and jamming, the BER

of OFDM systems without symbol-level precoding or only with repeated symbol-level

coding is lower bounded by a modulation specific constant, which cannot be improved

by simply increasing the SNR.

• Second, we developed an optimal precoding scheme, which minimizes the BER of

OFDM systems under full-band disguised jamming. It was shown that the most effi-

cient way to combat full-band disguised jamming in OFDM systems is to concentrate

the total available power and distribute it uniformly over a particular number of subcar-

riers instead of the entire spectrum. The underlying argument is that for a particular

subcarrier, when the signal-to-jamming ratio is large enough, then the receiver can

distinguish the authorized signal from disguised jamming under the presence of noise.

The precoding scheme was further randomized to protect the OFDM communication

from a follower fashion of disguised jamming.

On CDMA System Design and Capacity Analysis under Disguised Jamming :

• First, we analyzed the performance of conventional CDMA systems under disguised

jamming, and showed that due to the symmetricity between the authorized signal and
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the jamming interference, the receiver cannot really distinguish the authorized signal

from jamming, leading to complete communication failure. To combat disguised jam-

ming for CDMA, we treated the problem in two separate cases: (i) For CDMA systems

with public codes which cannot be concealed for some reason (e.g., in civilian GPS),

we proposed to mitigate the disguised jamming through robust receiver design; (ii)

For CDMA systems which allow code concealment, we proposed to combat disguised

jamming using secure scrambling.

• For CDMA systems that fall into the first category, with public codes readily available,

a jammer can launch disguised jamming easily and it would be a great threat to the

authorized users. However, we observed that while malicious user can get complete

information about the spreading code and pulse shaping filter, they cannot capture

the exact timing information of the authorized signal. By exploiting this small time

difference between the authorized signal and the jamming interference, the conven-

tional CDMA receiver was re-designed to achieve robust performance under disguised

jamming. More specifically, we proposed to estimate the authorized signal, the phase

and power level or range of the jamming interference by minimizing the MSE between

the received signal and the jammed signal, which is the sum of the authorized signal

and the disguised jamming. At the same time, we can get a good evaluation on how

severe the jamming is.

• For CDMA systems that fall into the second category, we proposed to combat disguised

jamming using secure scrambling. More specifically, instead of using conventional

scrambling codes, we applied advanced encryption standard (AES) to generate the

security-enhanced scrambling codes. Its security is guaranteed by AES, which is proven
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to be secure under all known attacks. Assuming ideal synchronization between the

authorized user and the jammer, we proved that: the capacity of the conventional

CDMA systems without secure scrambling under disguised jamming is actually zero;

however, the capacity can be significantly increased when CDMA systems are protected

using secure scrambling. The underlying argument is that: the secure scrambling

process results in security-enhanced PN codes which are intractable for the malicious

user; hence it breaks the symmetricity between the authorized user and the jammer,

and ensures positive transmission capacity under disguised jamming.

On Multiband Transmission Under Jamming - A Game Theoretic Perspective:

• First, we formulated jamming and jamming mitigation as a game between a power-

limited jammer and a power-limited authorized user, who operate independently over

the same spectrum consisting of multiple bands or subchannels. The authorized user is

always trying to maximize its capacity under jamming by applying an optimal strategy.

Accordingly, the jammer would like to find an optimal strategy that can minimize the

capacity of the authorized user. To apply a chosen strategy, the authorized user or

the jammer selects a particular number of subchannels and applies a particular power

allocation scheme over the selected subchannels. For both the authorized user and

the jammer, the subchannels may not be chosen with equal probability. The strategic

decision-making of the authorized user and the jammer was modeled as a two-party

zero-sum game, where the payoff function is the capacity that can be achieved by the

authorized user in presence of the jammer.

• Second, we investigated the game under AWGN channels. We explored the possibility

for the authorized user or the jammer to randomly utilize part (or all) of the available

146



spectrum and/or apply nonuniform power allocation. It was found that: under AWGN

channels, either for the authorized user to maximize its capacity, or for the jammer

to minimize the capacity of the authorized user, the best strategy is to distribute the

transmission power or jamming power uniformly over all the available spectrum. The

minimax capacity can be calculated based on the channel bandwidth and the signal-to-

jamming and noise ratio, and it matches with the Shannon channel capacity formula.

• Third, we considered frequency selective fading channels. We characterized the dy-

namic relationship between the optimal signal power allocation and the optimal jam-

ming power allocation in the minimax game, and proposed an efficient two-step water

pouring algorithm to find the optimal power allocation schemes for both the authorized

user and the jammer.

6.2 Future Work

This dissertation is mainly focused on security enhancement for existing communication tech-

nologies, like CDMA in 3G and OFDM in 4G. However, the security issues in the upcoming

5G standards remain an open topic. The underlying challenges include: (i) Instead of only

handling time and frequency dimensions in 3G and 4G, we need to take the space dimension

into consideration due to the application of massive MIMO in 5G; (ii) The network protocols

for 5G will possibly become complicated in order to accommodate high-demanding services

as well as high density relay distribution.

In the future, we will investigate the potential security issues in 5G communications,

and propose new jamming mitigation/prevention techniques to secure the next-generation

wireless communication standards.
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Appendix A

Optimality of Uniform Subcarrier

Grouping

The proof here is conducted for the MC-MDIS case, but it works similarly for MC-MDSS.

Suppose we have a nonuniform subcarrier grouping, and the total Nc available subcarriers

are grouped into G groups, i.e.,

Nc =
G−1∑
g=0

Nc,g, (A.1)

where Nc,g denotes the number of subcarriers in the gth group. We assume Nc,g ≥ M ;

otherwise, the idle subcarrier would not carry more information than an ordinary symbol.

Please also note that Nc,g should be a power of 2, since this is the most efficient way to carry

information bits using idle subcarriers. For the gth subcarrier group, the achievable bit rate

(including both carrier bits and ordinary bits) can be written as

Rb,g = Rs[log2Nc,g + (Nc,g − 1) log2M ] = Rs[Nc,g log2M + log2
Nc,g
M

], (A.2)

where Rs is the OFDM symbol rate. Under the assumption that Nc,g ≥M ,
Nc,g
M = 2n with

n ≥ 1. This leads to the following inequality,

log2
Nc,g
M
≤
Nc,g
2M

. (A.3)
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Substituting (A.3) into (A.2), we have

Rb,g ≤ RsNc,g[log2M +
1

2M
]. (A.4)

Taking all the subcarrier groups into account, the total bit rate would be

Rb =
G−1∑
g=0

Rb,g ≤ RsNc[log2M +
1

2M
]. (A.5)

The RHS of (A.5) is exactly the bit rate in (2.16) that the uniform subcarrier grouping can

achieve, which is derived in Section 2.5.1. This result demonstrates that any nonuniform

subcarrier grouping would not outperform the uniform one in terms of spectral efficiency.
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Appendix B

Symbol Error Probability of Carrier

Bits in MC-MDIS

In conventional FSK, the amplitude of an active subcarrier with a symbol-level SNR of

Es
N0

obeys a Rician distribution [48, eqn. (5.4-39), page 309], and those of the other idle

subcarriers follow Rayleigh distributions [48, eqn. (5.4-40), page 309]. Similarly, in MC-

MDIS, we can model the amplitudes of the idle subcarrier (indexed by kj) and the active

subcarriers (with an SNR of Es
N0

) through the following distributions,

fRkj
(rkj ) = rkj exp(−

r2
kj

2
), (B.1)

fRk

(
rk|

√
2
Es
N0

, 1

)
= rk exp

[
−1

2

(
r2
k + 2

Es
N0

)]
I0

(√
2
Es
N0

rk

)
, k 6= kj , (B.2)

respectively, where I0(·) is the zero-order modified Bessel function. The probability of a

correct decision, Pc, is the probability that Rk > Rkj ,∀k 6= kj . Hence,

Pc =P (R1 > Rkj , ..., Rkj−1 > Rkj , Rkj+1 > Rkj , ..., RNf
> Rkj )

=

∫ ∞
0

P (R1 > Rkj , ..., Rkj−1 > Rkj , Rkj+1 > Rkj , ..., RNf
> Rkj |Rkj = x)fRkj

(x)dx.

(B.3)
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Note that ∀k 6= kj , Rk’s are statistically independent and identically distributed (i.i.d.),

(B.3) can be further written as

Pc =

∫ ∞
0

[P (Rk > Rkj |Rkj = x)]
Nf−1

fRkj
(x)dx, k 6= kj . (B.4)

We define Q̄1 = P (Rk > Rkj |Rkj = x), and calculate it by considering all the possible

power levels. Thus,

Q̄1 = P (Rk > Rkj |Rkj = x)

=
T∑
i=1

pi

∫ ∞
x

fRk

(
r|

√
2
Es,i
N0

, 1

)
dr

=
T∑
i=1

piQ1

(√
2
Es,i
N0

, x

)
,

(B.5)

where Q1(a, b) =
∫∞
b x exp (−x

2+a2

2 )I0(ax)dx is the Marcum Q-function, and the definitions

of pi and
Es,i
N0

can be found in (2.24)-(2.25). Combining (B.1), (B.4)-(B.5), the symbol error

probability, which is PM = 1− Pc, becomes

PM = 1−
∫ ∞

0
Q̄
Nf−1

1 xe−
x2
2 dx. (B.6)
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Appendix C

Symbol Error Probability of Carrier

Bits in MC-MDSS

For MC-MDSS, the amplitudes of the power-strengthened subcarrier (indexed by kj and with

an SNR of
E

(o)
s,1
N0

) and the regular ones (with an SNR of
E

(o)
s,2
N0

) follow Rician distributions,

which can be represented as



fRkj

rkj |
√

2
E

(o)
s,1

N0
, 1

 = rkj exp

[
−1

2

(
r2kj + 2

E
(o)
s,1

N0

)]
I0


√

2
E

(o)
s,1

N0
rkj

 ,

fRk

rk|
√

2
E

(o)
s,2

N0
, 1

 = rk exp

[
−1

2

(
r2k + 2

E
(o)
s,2

N0

)]
I0


√

2
E

(o)
s,2

N0
rk

 , k 6= kj ,

(C.1)

respectively. The probability of a correct decision, Pc, is the probability that Rkj >

Rk, ∀k 6= kj . Hence,

Pc =P (R1 < Rkj , ..., Rkj−1 < Rkj , Rkj+1 < Rkj , ..., RNf
< Rkj )

=

∫ ∞
0

P (R1 < Rkj , ..., Rkj−1 < Rkj , Rkj+1 < Rkj , ..., RNf
< Rkj |Rkj = x)fRkj

(x)dx.

(C.2)

Note that ∀k 6= kj , Rk’s are i.i.d., (C.2) can be further written as

Pc =

∫ ∞
0

[P (Rk < Rkj |Rkj = x)]
Nf−1

fRkj
(x)dx, k 6= kj , (C.3)
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where

P (Rk < Rkj |Rkj = x) =

∫ x

0
fRk(r)dr = 1−Q1


√√√√

2
E

(o)
s,2

N0
, x

 , (C.4)

in which Q1(a, b) =
∫∞
b x exp (−x

2+a2

2 )I0(ax)dx is the Marcum Q-function. The (Nf −1)th

power of (C.4) can then be expressed as

1−Q1


√√√√

2
E

(o)
s,2

N0
, x



Nf−1

=

Nf−1∑
k=0

(−1)k
(
Nf − 1

k

)Q1


√√√√

2
E

(o)
s,2

N0
, x



k

. (C.5)

Substituting (C.5) into (C.3), we obtain the probability of a correct decision as

Pc =

Nf−1∑
k=0

(−1)k
(
Nf − 1

k

)∫ ∞
0

Q1


√√√√

2
E

(o)
s,2

N0
, x



k

f

x|
√√√√

2
E

(o)
s,1

N0
, 1

 dx, (C.6)

where f(x|ν, σ) = x
σ2 exp (−x

2+ν2

2σ2 )I0(νx
σ2 ) denotes the probability density function of a

Rician distribution, which is specified in (C.1). Then, the symbol error probability, which is

PM = 1− Pc, becomes

PM =

Nf−1∑
k=1

(−1)k+1
(
Nf − 1

k

)∫ ∞
0

Q1


√√√√

2
E

(o)
s,2

N0
, x



k

f

x|
√√√√

2
E

(o)
s,1

N0
, 1

 dx. (C.7)
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Appendix D

Evaluation on Peak-to-Average Power

Ratio (PAPR)

In Fig. D.1, we provide the cumulative density functions of the peak-to-average power ratios

(PAPRs) for OFDM, MC-MDIS and MC-MDSS. We can hardly see any difference among the

PAPR distributions of these three schemes, which demonstrates that the proposed schemes

will not suffer from higher PAPRs than OFDM.

Figure D.1: Cumulative density function of PAPR for different schemes.
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Appendix E

Subchannel Selection with

Nonuniform Preferences

This appendix provides an approach to select K out of Nc subchannels according to a

probability vector ω = [ω1, ω2, ..., ωNc ], where ωm denotes the probability that the mth

subchannel is selected each time, and
∑Nc
m=1 ωm = K. Suppose ωm’s are rational numbers,

then there exists a finite positive integer M , such that lm = Mωm is a positive integer for

all 1 ≤ m ≤ Nc. Furthermore, we have
∑Nc
m=1 lm = KM . The proposed approach works

with the following steps:

1. Construct a K ×M matrix, in which the kth (1 ≤ k ≤M) column represents the kth

subchannel selection result; Prepare lm balls labeled “subchannel m” for all 1 ≤ m ≤

Nc, and there are
∑Nc
m=1 lm = KM balls in total;

2. Initialization: set k = 1 as the current row to be filled, m = 1 as the current subchannel

to be worked on, and r = M as the number of empty entries for the current row;

3. Select l1 entries randomly from the 1st (k = 1) row of the matrix, and fill them with

all the l1 balls. For k ≥ 1 and m ≥ 2, placement of the lm balls labeled “subchannel

m” has two cases:

• If lm ≤ r, the current row has a capacity large enough to accommodate all the lm
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balls. Select lm entries randomly from the kth row of the matrix, and fill them

with all the lm balls. Update the number of empty entries for the current row by

r ← (r − lm); if all empty entries of the current row are filled, move to the next

row by setting k ← (k + 1) and r ←M .

• If lm > r, the lm balls have to be split into the current row and the next row.

First fill the r empty entries of the kth row with r out of lm balls; then select

lm − r out of M − r entries randomly from the (k + 1)th row, and fill them with

the remaining lm− r balls. Note that there are only M − r entries in the new row

available here, since the r columns already containing balls labeled “subchannel

m” have to be avoided. Update the number of empty entries for the current row

by r ← [M − (lm − r)], and set the current row by k ← (k + 1).

4. Set m← (m+ 1) and repeat 4) until all KM balls are placed in the K ×M matrix;

5. Fetch each column in the matrix to generate the subchannel selection results for M

consecutive time slots, and repeat all the steps above until all information transmission

is done.

In the following, we justify that the probability of the mth subchannel being selected each

time is exactly the desired ωm. For each possible 1 ≤ m ≤ Nc, the number of balls labeled

“subchannel m” is lm = Mωm ≤M . According to the approach above, all the lm balls can

be placed into at most two rows in the matrix. Denote Pm,k as the probability that the mth

subchannel is chosen in the kth row. Then Pm,k =
rk
M , where rk is the number of balls labeled

“subchannel m” that have been placed in the kth row of the matrix, since the mth subchannel

would appear rk times in the kth place out of the total M times of subchannel selection. If

the lm balls are placed into only one row, e.g., the k0th row, for each subchannel selection,
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Pm,k = lm
M for k = k0, and zero elsewhere. Hence, the probability that the mth subchannel

is selected considering all possible places would be Pm =
∑K
k=1Pm,k = Pm,k0

= lm
M = ωm.

If they are placed into two consecutive rows, e.g., the k0th row and the (k0 + 1)th row,

then Pm,k = r
M for k = k0, Pm,k = lm−r

M for k = k0 + 1, and zero elsewhere. In this case,

Pm =
∑K
k=1Pm,k = Pm,k0

+Pm,k0+1 = r
M + lm−r

M = ωm. As a result, we can conclude that

the probability that the mth subchannel is selected resulted from the proposed approach is

Pm = ωm.

Example: Suppose there are Nc = 8 subchannels, each time we select K = 4 out of Nc =

8 subchannels according to a subchannel selection probability vector ωs = [ω1, ω2, ..., ω8] =

[0.9, 0.8.0.7, 0.6, 0.4, 0.3, 0.2, 0.1]. In this case, M = 10, and we construct a 4 × 10 matrix.

Furthermore, we prepare 40 balls, in which Mω1 = 9 balls are labeled “subchannel 1”,

Mω2 = 8 balls are labeled “subchannel 2”, and so on. As illustrated in Fig. E.1, we first

place all the 9 balls labeled “subchannel 1” in 9 entries randomly selected from the first

row. Second, place 1 ball labeled “subchannel 2” in the remaining 1 entry of the first row,

and the remaining 7 balls labeled “subchannel 2” in 7 entries randomly selected from the

second row. Note that the columns already containing a ball labeled “subchannel 2” in

the first row need to be avoided, and in the particular case with Fig. E.1 it is column 6.

Repeat the procedure above until all the balls are properly placed in the matrix. Then, each

column would indicate the selected subchannel indices for one subchannel selection result.

The entire matrix provides the subchannel selection results for 10 time slots, and we can

repeat all the steps above to generate more subchannel selection results. It can be verified

that the probability for each subchannel being selected is exactly the one indicated in the

subchannel selection probability vector.
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Figure E.1: Example on subchannel selection with nonuniform preferences.
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Appendix F

Proof of Lemma 5.3

To prove Lemma 5.3, we need the following result:

Lemma F.1 For a real-valued function f(v) = ln(1 + v)− v
1+v , f(v) > 0, for any v > 0.

Proof: When v > 0, f ′(v) = v
(1+v)2

> 0. Thus, f(v) > f(0) = 0. 2

Now we are ready to prove Lemma 5.3.

(1) The first-order derivative of C̃ over Ks,

∂C̃

∂Ks
=
KJ
Nc

B

Nc

1

ln 2

ln

1 +

Ps
Ks

PJ
KJ

+
PN
Nc

− Ps
Ks

Ps
Ks

+
PJ
KJ

+
PN
Nc


+

(
1− KJ

Nc

)
B

Nc

1

ln 2

ln

1 +

Ps
Ks
PN
Nc

− Ps
Ks

Ps
Ks

+
PN
Nc

 .
(F.1)

Let v1 =
Ps
Ks

PJ
KJ

+
PN
Nc

, then
v1

1+v1
=

Ps
Ks

Ps
Ks

+
PJ
KJ

+
PN
Nc

. Similarly, let v2 =
Ps
Ks
PN
Nc

, then
v2

1+v2
=

Ps
Ks

Ps
Ks

+
PN
Nc

. Applying Lemma F.1 to (F.1), we have

∂C̃

∂Ks
> 0, for any Ks = 1, 2, ..., Nc. (F.2)
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(2) The first-order derivative of C̃ over KJ ,

∂C̃

∂KJ
=
Ks
Nc

B

Nc

1

ln 2

ln

1 +

Ps
Ks

PJ
KJ

+
PN
Nc

− ln

1 +

Ps
Ks
PN
Nc


+

Ps
Ks

PJ
KJ(

Ps
Ks

+
PJ
KJ

+
PN
Nc

)(
PJ
KJ

+
PN
Nc

)


<
Ks
Nc

B

Nc

1

ln 2

 Ps
Ks

PJ
KJ

PN
Nc

(
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Ks

+
PJ
KJ

+
PN
Nc

)
+ Ps
Ks

PJ
KJ

− ln

1 +

Ps
Ks

PJ
KJ

PN
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(
Ps
Ks

+
PJ
KJ

+
PN
Nc

)
 .

(F.3)

Let v0 =

Ps
Ks

PJ
KJ

PN
Nc

(
Ps
Ks

+
PJ
KJ

+
PN
Nc

) , then
v0

1+v0
=

Ps
Ks

PJ
KJ

PN
Nc

(
Ps
Ks

+
PJ
KJ

+
PN
Nc

)
+ Ps
Ks

PJ
KJ

. Applying Lemma

F.1 to (F.3), we have

∂C̃

∂KJ
< 0, for any KJ = 1, 2, ..., Nc. (F.4)
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