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The high field thermal magnetoresistance and de Haas-
van Alphen type oscillaticns in the thermoelectric emf, are
used to study the Fermi surface of tin.

It is demonstrated that the thermal masgnetoresistance,
using lock-in-amplifier techniques, has a much larger signal
to noise ratio than conventional electrical magnetoresistance
vet provides the same Yermi surface topology information.

The thermoelectric enf is shown to be especially sen-
sitive to the quantization of energy levels. Quantum oscil-
lations observed at 4.20K, are as large as 4,AV/°K at 1.2°K
and 20 k gauss in metallic tin. These originate from the
3§ section of the Fermi surface, and their angular dependence
is studied. Higher frequencies are also seen.

Oscillations from the 3§ section are observed in the
thermal magnetoresistance, and superimposed on a strongly
field dependent monotonic background.

In contrast with conventional Fermi surface investiga-
tion techniques, the thermal magnetoresistance, and the
thermoelectric effects can be studied in one experiment.

The possible effects of magnetic breakdown are observed simul-

taneously in both quantities.
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I History of Quantum Effects

At low temperatures and in pure metals and semi metals,
electron mean free paths become long. Under these condi-
tions electrons 1n high magnetic fields can execute many

cyclotron orbits before being scattered. Thus,

wT>>1 (1)

where w = %E is the cyclotron frequency and T 1s the aver-

age time between electron collisions. m* 1s the effective
mass defined by:

2
ty
d"E

dkidkJ

(2)

Under the conditions of equation (1) de Haas and van Alphen
experimentally discovered that the magnetic susceptibility
is an oscillatory function of the magnetic fileld strength
with a frequency proportional to %. (1) In 1933 Pelerls
showed that the magnetization of a free electron gas should
be oscillatory in %. (2) Soon after that, Landau found an
explicit form of the magnetization as a function of field
strength(B) and Shoenberg and Landau(u) recognized the
effect of the periodic field of the crystal lattice by
Introducing a generally anisotropic effective electron
mass. Meanwhile, much experimental de Haas - van Alphen

work was underway(s) on the multivalent metals.
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In 1953 Onsager applied the Bohr-Sommerfeld quantization
rule(6):

[(F3-L£F)-aF=(2r+2)n (3)

v

where p is the usual momentum and A the magnetic vector
potential. (3) is the condition for the quantization of
magnetic flux in units of he/e, and shows that the oscil-

latory diamagnetism reflects specific geometrical features

of the Fermi surface. The XEE maxima in magnetization

counted from % = 0 occurs when

1
R (%)

asi I

where A 1s an extremal area of intersection between the
Fermi surface (F-S) and the family of planes,

P « H = constant. Lifshitz and Kosevich(7) expanded these
ideas, and a rigorous treatment will be given in the sec-
tion on the theory of the oscillations.

A large amount of both experimental and theoretical
Fermi surface work was done in the 1950's. Lifshitz, Azbel
and Kaganov(8) were able to give explicit expressions for
the galvanomagnetic tensor 1in high magnetic filelds for
various Fermi surface conditions. Magnetoreslstance and
Hall effect thus became effective tools. Azbel and Kaner(g)
were the first to theoretically consider the resonant
absorption at the surface of a single metallic crystal
when the fleld was in the plane of the metal. These cyclo-

tron resonance experiments are useful in determining



o

e
Faw +

g
H

!
el
taa.

“a
JRewe.
AN

fod
r—

.LJ
.




effective masses at different points on the F-S.

Cohen, Harrison, and Harrison(lo) developed a theory
for the attenuation of sound by electrons in a metal,
showing the attenuation periodic in % and the resultant
period proportlonal to the extremal wave vector k.
Acoustic attenuation exhibits both this '"geometrical reso-
nance", and de Haas - van Alphen type oscillations, so
measurements can give both a calipered dimension and a cross
sectional area of the F-S. In addition, the attenuation is
sensitive to open orbit directions, so the method can be
a very effective technique for studying F-S's.

Accounts of the work done in the 1950's are very

(11)

nicely given in The Ferml Surface which is the only

book explicitly about Ferml surfaces. A good portion of
the work reported is on the noble metals, copper, silver,
and gold. Untll then, quantum effects had not been
observed 1in thesemetals, since they are monovalent and have
rather large sections of F-S. Work on zinc, aluminum,
bismuth, lead and tin are also reported.

A good recent summary of the de Haas - van Alphen effect
and a review of quantum effects in studying F-S's is given

by D. Shoenberg in LT9(12).

This presents a complete
bibliography of experimental work done before September of
1964, giving 141 references. Band structure calculations
are also summarized by V. Heine and he lists 55 references

to calculations on specific materilals.
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In view of the rather rapid advance of de Haas -
van Alphen,magnetoacoustic attenuation, Shubnikov - de Haas
effects, etc., 1t 1s not surprising that people might look
for quantum oscillations 1in the transport properties. Oscil-
lations periodic in % have now been seen in practilically
all observable properties. A good deal of this effort was,
and 1s still being done by the low temperature group at

(13-16)

Loulsiana State University where they attempt to

relate both bulk and oscillatory phenomena using the rela-

tions resulting from definitions of transport coefficients

and the Onsager relations(17).

However, the first quantum
oscillations in the thermoelectric power were seen by M. C.

Steel and J. Babiskin(18)
(13)

in the semi metal, Bi. Since
then, Grenier, et al saw osclllations 1n another semi
metal, Sb. They postulate observing oscillations in zinc
but cannot tell i1f this is due to oscillations in the quan-
titles used to calculate the thermopower from thelr

measured prOperties(lu).

The isothermal thermopower i1s
defined as S = Qﬁg%ﬁl . Our observations in tin have both
positive and negative emfs and since dT can't be negative,
the oscillations are undisputably oscillations in the ther-
moelectric power. We belleve that this 1s the first defi-
nite observation of quantum oscillations in the thermo-
electric power of a pure metal. Furthermore, the above
authors looked only with the magnetic field along symmetry

directions of the crystal. We have observed how the

frequency changes for the field in various non-symmetry

directlons, and have
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observed the oscillations in continuous rotation at fixed

field.
Quantum oscillations in the thermal magnetoresistance
were seen in several metals by Grenler, et a1(13-16).

(See also LT9 reference 12, p. 802)

Theoretically, quantization of transport phenomena
is far less understood than is the de Haas - van Alphen
effect, fundamentally because the de Haas - van Alphen
effect 1s due to the diamagnetism of conduction electrons
in fhermodynamic equilibrium. Transport phenomena necessar-
ily involve electron scattering and non-equilibrium thermo-
dynamics.

The Ziltberman(19) thermopower theory uses the Boltz-
man transport equation to treat the lack of equilibrium.
The effects of quantizing magnetic fields on the classical
Boltzman equation were not treated. The Kalashnikov(2®
and Horton(gl) thermopower theories use the density matrix
formalism to account for the quantizatlon imposed by the
magnetic field. However, these theories use the equili-
brium equation of motion for the density matrix. For a
discussion of this limitation see the paper by Adams and
Holstein(22),

Thomas will soon publish: "Magnetic Corrections to
the Boltzman Equation" in the Physical Review(23). How-
ever, no thermopower calculations were made.

The existing theories will be discussed in greater

detall later.
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IT The Theory of Quantum Effects

Quantization of Energy(24’25)

Consider a freeelectron in a uniform magnetic field

parallel to the z axls. Use the magnetic vector potential

in the Landau gauge

A = (0, Hx, 0)

(5)

The appropriate momentum conJugate to r, when a magnetic

field 1is present 1s
P =mv + €k

The Hamiltonian 1s then
_ _ 2
H=> (p - eR)

The Schrodinger equation becomes

2

2
re 2 leHxt 3V  e°H 2, |
m VYT T sy T o XV PE
Now 1let

b = \V(X) ei(Kyy + kzZ)

(9) 1in (8) gives

=0

5 (M. - emx)? ,2. 2
2 T4 (x) -{ A '(E - —2':1—) V(x)

0

(6)

(8)

(9)
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This is the equation for the harmonic oscillator in V(x)

centered on Xo’ where

Xy = —oh (11)

with a natural frequency of

_eH
® = == (12)

The quantum mechanical treatment of the harmonic oscililator

(26)

(H.O0.) problem is given 1in many texts S0 we can write

down the eigenfunctions and eigenvalues as

i(kyy + kzz)

¥ = e X H.O. wave functions of (x-xo) (13)

252
E =

=2+ (A +3) o (14)

where w is given by (12).

Zil'berman(lg) solved the Schrodinger equation for the
eigenvalues and eigenfunctions allowing for the presence of
the periodic lattice potential and found the solutions
could still be written in the form of (13) and (14).

Onsager(6) applied the Bohr-Sommerfeld quantization

condition

¢—
te]|

+dg = (A +3)n (15)

to get

1, 2meH
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where A is the cross sectional area in k space perpendicu-

lar to the field direction. Equation (16) relates the

area to the energy given in equation (1%4) and will be impor-

tant 1n the expliclt expressions for the quantum oscilllations.
Equations (14) and (16) show that there is quantiza-

tion in the x-y plane 1n k space and electrons condense

onto cylinders centered along the z axis as shown in

figure 1.

The Degeneracy of the Levels

X, must fall within the specimen so

-3 L, <x <3k (17)

X X

where the electron 1s contained within a box Lx, Ly, Lz.

Equation (11) then says that

1 X 1 eH (18)
The number of allowed values of ky 1s thus

eH _
LxLy 5—% = degeneracy for fixed k, (18)

The energy between states of neighboring n values is *w
so the number of states per unit energy range is

m
L L = density of states (20)
XY opl

This is the same as the density of states in zero magnetic
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O

field so the average density of states 1s unaffected by
the field. The field condenses many states into highly
degenerate cylinders as pictured in Figure 1.

Now consider a slab in k space perpendicular to the
field direction, of thlckness ékz. The number of allowed

L

. z
values of kz in 6k_ 1s T 6kz and the number of allowed

z
values of ky for fixed k, is given by (19). Thus the
total number of states for a fixed A in the slice 6kz is

the product or

ebkz
degeneracy = LxLyLz = H (21)
= LxLyLz g H
which defines the degeneracy per unit volume for the XEE
level as
degeneracy/vol = § H (22)
where
ebkz (23)
g = —5 23
Y=

Oscillation in Free Energy

Assume that the electron gas 1s at absolute zero tem-
perature. The Fermi energy can be shown to be nearly
constant as the field varies.

All the \ levels in the slice 6kz are filled when

4%K2

By = By - o, 2 > (A +3) ho (24)
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]
and all levels above A\ are empty. If there are 6n elec-

trons per unit volume in the slice 5kz then

]
dn = X ¢H + &H

(25)
since from (22) $H is the degeneracy/unit volume of the
!
A8 Jevel and A = 0 1s a filledlevel.
1
6n = (A + 1) &H (26).

!
Thus 6n lncreases linearly with H until A colncides with

!
the ferml level. Then all electrons on the \ th level

empty out. When this occurs,

(X'+-%) A = Eé

(27)
]
and since A 1s usually very large compared to %,
El
I |
A = he (28)
Thus 6n 1s a periodic function of % wlith period
he
P =
e (29)

SO0 the population oscillates about 6no with amplitude
ééI{. This is shown in Figure 2.

The energy 1n bkz is

) 42,2
. § 1 z
5130 = ¢H twp (A +-§) + &ng - (30)
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Evaluating the sum and using (26) gives

2 2,2
hw 6no 6n° kzﬁ

1
6Uo =3 TH + - (31)

For a slightly different value of H but with the same x'

b 2 tRIGH
6U=§a—6n +———2T—+(6no-6n)EF (32)

Call the difference between (31) and (32) AU. Then using
(26) and (27) get

A
Au=%e [én-éno:’z (33)

mg

which 1s the change 1n energy of the whole Fermi surface
due to the slice bkz. It is also a periodiec function of
% with the same period as the number of electrons per unit
volume in the slice ékz, as given in (29). This variation
is shown in Figure 2.

Since the total number of particles in the system
remalns constant, the cannonical ensemble is appropriate
and AU 1s then the free energy per unit volume. Any other

physical quantity can be calculated from it provided it is
an equilibrium property.

D. 0Oscillations in the Magnetization

For the thermodynamic system considered

3AU



Lan
bavie

Wre

N Ow



and

A 3 8
M = - ﬁe-l—g_ (6n - 6n0) TI_-IE (35)

This neglects the effects of scattering from lattice vibra-

tions; that 1s, the sample 1s at absolute zero.

: - ¢E.
Bn_ Gl)g T 018t (36)
-E'
6M=—H-F— (sn - &n,) (37)

The variation of &M, AU and 6n with field is shown in
Figure 2. &n - 6no varies between + -%éH so the range of
8M 1s ¥ 1 ¢ E,. Thus 6M is periodic in & with a period
given by (29). Being a periodic function it can be ex-

panded in a Fourier series.

[es)

M = E Sk, Ap sin p (38)

p=1

where x 1s dictated by the periodicity as

1
m
o MBp
- : -T<x<
x =T T X< T (39)
Now T T
2

[ &M s1n r, dx = 8k, E A, JY sin® p, (%0)

-Tr p =T
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which glves A_ as

Now sum (38) over all possible k

but

p

et &
= (=1)P
Ap (-1) Z;EEI_—— (41)

z to get

2,2
_ et (-1)P . ! by "k,
w3/ P [ ax, * By sin [Em‘ (Bg= - )] (42)

~Kp

gﬁﬂ << E; in most metals, so (43)

the integrand oscillates rapidly as a function of kz except

for kz

= 4 : 4
= 0. When k, = 0 (24) gives Ep = Ep and (42) becomes

a Fresnel integral and has the value

2 mE
eﬁH'QZE:!-IE sin TPmEg _ %) (44)

Now for k, = O (16) and (14) give

SO

2

2mp
ot - B (15)
1
Eget  form)2 -1)P .

Thus, the period of the oscillation gives a direct measure
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of the cross sectional area of the Ferml surface in a plane
perpendicular to the field. This area 1s measured at a
statlionary section, in thils case kz = 0, that is,a maximum
or minimum in the area. The period of the oscillations
is

P = 27¢ (47)

Factors Effecting the Amplitude of the Oscillations.

1. Experimental

If the peaks are separated by AH then the field must
be uniform over the sample to within at least this amount.
The sample must be an ordered lattice free from Impurities
so that many cyclotron orbits can be completed. For rea-
sons apparent below, the temperature must usually be below

4,2° Kelvin.

2. The Effective Mass

The effective mass defined by equation (2) must be
small. The smaller this 1s, the greater the oscillation
amplitude. The 38 section of the fermi surface of tin,
for example, has a ratio of effective mass to real mass of
«09. 1In some materials this is as small as .003. The
effective mass 1s directly proportional to the radius of

curvature of the fermi surface at an extremum.

3. Temperature

At temperatures above absolute zero the states near
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the Fermi level will be partlally populated instead of
empty or full. The thermal energy kT must be small com-
pared to the separation between Landau levels *tw.
Dingle(gs) makes a complete analysis of the effect on the

magnetization oscillations and finds the amplitude multi-

plied by
- (18)
I =
P sin xp
where
2
X, = 27D = (49)

Thils factor damps higher harmonics to a greater degree than
lower harmonics. Therefore, the oscillations appear sinu-

soldal rather than spike shaped since the fundamental is

dominant.

4, Collisions
If T 1s the average time between collisions then this
must be long compared with the time to complete one cyclo-

tron orbit. Collislons introduce an amplitude factor of

exXp _2_1.1'
= (50)
5. Electron Spin
The effect of spin 1s to double all the levels so far
discussed. The new set of levels contributes the same

frequency but the effect is to introduce an amplitude

factor
cos (pmgm*/m) (51)
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where p 1s the order of the harmonic in the sum in equation

(45). g 1s a "spin splitting factor'.

F. Quantum Effects in Transport Phenomena

Pippard(24) extends the theory presented above to

get the expression

2
amplitude N = ﬁ(ii%%ﬁ) amplitude % (52)

where No 1s the density of states. This shows that the
density of states is an oscillatory function periodic in
% with the same period as the magnetization oscillations.
Fundamentally, it 1s the oscillatory density of states which
gives rise to the oscillations in all the observed quanti-

d_—clj%—“— is evaluated at the extre-

ties. In (52) the term
mal area of the F-S. (52) also shows that higher harmonics
wlll be emphasized in the density of states osclllations
because of the derivative of magnetization with respect to
field.

pingle(?®) makes a direct calculation of the density
of states by a different method which again shows it to
be an oscillatory function of %.

If the average time between collisions (1) is propor-

tional to the reciprocal of the density of states, then
(52) becomes

2
ampl_i-tude T _ fx‘Hﬁ (9_%%_&) amplitude STM{ (53)
(o)
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In simplified models of the electrical conductivity

o = (54)

It 1s later shown that the electronic contribution to the
thermal conductivity 1s proportional to the electrical
conductivity. Thus the thermal conductivity also depends
on T.

The diffusion thermopower as calculated from the

Boltzman equation 1s

2. 2
_ T°K°T [31n o(E)
S = T35 ( ST )E=EF (55)
Using (54) this gives
1l 2ar
S~% I, (56)

B

Thus, both the thermal conductivity and the thermoelectric
power depend on T. (53) then shows that they are oscilla-
tory functions of-ﬁ with the same period as the magnetiza-
tion oscillations. The oscillatory thermopower, thermal
conductivity, and magnetization shoulid yield the same cross
sectional areas of the F-S.

The above 1s a very approximate argument and should
not give the correct oscillation amplitudes. Proper
expressions are found by including quantization in the ini-
tial calculations, rather than substituting a quantum con-

dition into an equation derived not assuming quantization.
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IIT Quantum Theorles of Thermal Magnetoresistance and

Thermoelectric Power

In this section we quote some of the results of

Horton's Ph.D. thesis(2l), but rely on the calculations

(22)

by Adams and Holsteiln s and Zil'berman(lg) for physical

insight into the origin of the quantum osclllations in

(

transport. The Kalashnikov 20) theory of thermopower
oscillations, based on the Adams and Holsteln paper, is

not presented.

Quantum Theory of Thermal Magnetoresistance

Horton(el) calculates all of the transport coeffi-
clents in the quantum oscillation region and gets an equa-
tion for the oscillatory thermal conductivity K and an
equation for the oscillatory electrical conductivity G.
These equations show that the Wiedemann-Franz law is valid
when scattering is by impurities. Near 1° Kelvin where
most of our experiments were done, impurities are the
dominant scattering sources.

The theory of Adams and Holstein(22)

gives a better
understanding of the physics involved than does the Horton
theory. We, therefore, present the Adams and Holstein
theory for quantum oscillations in the electrical conducti-
vity and use the Wiedemann-Franz law to relate these to

the electronic part of the thermal conductivity. This is
Justified within the 1limits of the Horton theory:

1 W2K2 ~

Fik =32 T %1k (57)
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Adams and Holstein(22)

calculate the transverse gal-
vanomagnetic effects for the case of weak scattering. They
use the density matrix formalism and arrive at an expression
for the electrical conductivity in quantlizing magnetic fields.
The only limitation of this theory is that it uses equili-
brium quantum thermodynamics, whereas transport theory
should treat the lack of equilibrium. Its virtue is that
it is a quantum mechanical treatment.

The equation for the electrical conductivity found by
Adams and Holstein 1s a product of an oscillatory part and
a term containing the scattering. Seven types of scattering
mechanisms are considered and i1t 1s the scattering terms
which determine the magnitude and temperature dependence of
the conductivity. The oscillatory part arises from the
oscillatory density of states which they find is

'
A

n(E) = 2 (21r)—QZ——1—— (58)
N )

A=0

6§ 1s a function of field and has values between zero and
one. Whenever a Landau level passes through an extremum
of the F-S, 8 = o and (58) diverges. Since Adams and Hol-

stein find the transverse eonductivity to be

0., = constant X n(E) (59)

the conductivity diverges also. The infinite conductivity
occurring periodic 1n-% would be observable if it were

not for the fact that the Landau levels are broadened by
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collisions.

Adams and Holstein make a Fourier expansion of (58)
and (59) since n(E) and 0., are periodic functions. They
also calculate the effect of collisions, and the effect of

thermal broadening. The result is

]
A
E 2w1> 21k T/ A ] (?IE W)
o, ~ exp (- ~ cos - (60
XX ( wT [;1nh 2zﬁff’ PH = 2 )
D=0

where T is the average time between collisions. The expo-

nentlal term thus accounts for the effect of collisions, the
bracketed term for the effect of thermal broadening. These
are the same temperature and collision corrections which
appear in the equation for the oscillatory magnetization (48-
50).

Thus the electronic part of the thermal conductivity
and, therefore, its inverse the thermal magnetoresistance,
are osclllatory functions of %. The periodicity P, of these
oscillations 1s the same as the magnefization oscillations

(47) and they determine the same cross sectional areas of

the Fermi surface.

The Horton Quantum Theory of Thermoelectric Power

Horton(zl) uses the density matrix formalism and assumes
Scattering by impurities only. His final expression is in

expliecit form and includes the higher harmonics:
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1
tw E_\2 P
15 2 ("® *F)°\ (-1) (2vp vr)
S~ 1 - - A, sin|=+ -
8#27 KT p 3 PH T
b
(61)
45 hw 2 -1 T
- E (G Ay °°S(PH - E)
where
- - =Y(q_
Ay = -2me (1-v)
2_-Y
A, = 7me T (2-y)
¥ (62)
2
2T kT
Y = 30

This agrees within a constant, to Zil%erman's theory(l9) to
be presented. However, Zifberman drops all higher harmon-
ics in (61).

The ratio of the coefficient of the sin terms to the

coefficient of the cos terms 1s

T (63)

EF i1s usually a few electron volts and kT at 1° Kelvin is
8.6 X 10”2 e.v. so the ratio in (63) 1s roughly 10” and
(61) becomes

had E p
- AT sl
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It is difficult to make a calculation of absolute magnitude
of the oscillations from Horton's theéry because the term
multiplying the bracket in (64) depends on the transition
probability between initial and final scattering states.
This, 1n turn, depends on the matrix elements of the scat-
tering potential. However, an estimate will be made from

1
Zilberman's final equation.

The Zifberman Quantum Theory of Thermoelectric Power

(19)

Zifberman calculates the elgenfunctions and eigen-
values of the Hamiltonlian for an electron in the periodic
field of the lattice. The energy eigenvalues are essen-
tially the same as for the electron when not considering

the presence of the lattice (13,14). The eigenfunctions

_ i T — _
Vo .= const. X sin[a(x+y+z)Jexp{i(K1X+K32)}wn(y yo)

173 (65)

differ from the eigenfunctions found with no lattice

potential present (13,1%), only by the presence of the

sin term. When calculating matrix elements the sin aver-

ages to % since it 1s a rapidly osclllating function.
Zifberman next calculates the current through a plane

at y = o where H 1s in the z direction and the current is

along y. This current Jy equals the number of transfers

across the plane per second times the electronic charge.
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. 2
J_ = constant X | J |v. ) | (g, . - E )
y ki x] nm kixB Klnk3,xlmx3 Kan3 xlmx3
(66)
(EnK ) 1-£, )] £y 3)[1-fK1(Enk3)]}dK ax,diczdxs

Here V

" is the matrix element of the perturbation

1nkj;xlmx3
produced by elastic scattering by impurities and lattice
defects. The square of the matrix element 1s proportional
to the transition probability between the initial and final
states. The term 6(Ek1nk3' Exlmxj) accounts for elastic
scattering, that is, conservation of energy. The term
containing the distribution functions gives the probability
for the 1nitial state to be full and the final state empty
and subtracts the contribution from the-y direction from
the +y directlion contribution.

Zil%erman then assumes the change in the distribution

funetion comes both from the presence of an electric fleld

and from a temperature gradient:

Bfk 3F Bf

oT 1 0
fx, = fiey * (%17 < )k Ly 7T * F—EE’—T (67)

where Eo is the Fermi energy. The scattering potential is

-V, ) 8- D) (68)
p

where the sum p 1s over lattice impurity sites. The matrix






elements of (68) are then calculated using (65), and (66) is
then evaluated. The calculation is simplified by usling the
Poisson summation formula(zl). This introduces sums over

harmonics of cosine terms and is the origin of the quantum

osclllatory effects. The oscillatory effects arise because
of the sum over quantum levels h and m in (66). The results
show quantum oscillations in the electrical conductivity in

agreement with the theory of Adams and Holsteiln:

>
2
y oE 2 kTE
_m'e 04,[8,2 8or o _-Y 2T ]
Ty = 5% (o7 + 552)[3E + 3haE - 1 ¢ cosley - )
()2
1 (69)
2 ATr167° e 201 (P)D., 2 -y or T
+ k ,I%S’-[TEO + mhw - —3-— EO.E e (1"Y)Sin(?—ﬁ - E)]
2 kT
where vy = 27 o and F is the electric field.

The thermoelectric emf osclllations are found by letting

Jy = o in (69), and dropping small terms. The result is

1
_E 2 2 15(?w E_)2
_ 0 2 3T T°k°T 9 tw o -y
eF"By_'BE?T[l’IB—OE;"'W_e (1-v)
X sin(3f - §) ] (70)
where
3E 2 3 1
o _ ,oT[_ m° kT Ay 2 -y oar _ m 71
35— = k'a—:;;[ 5 fo- + ‘n‘?'(l-Y) mg (5] sin(ﬁ - -II-)] ( )

l
(70) differs from Zilberman's final equation by the factor
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W2k2T. However, the factor W2K2T 1s necessary dimensionally

as well as being a direct result of letting J&= o in (69).
Because of this, (70) and (71) have common terms and a more

simple relation results than was glven by Zil%erman:

1
2
o - _ 23T 12T [2- 2 to 18(AaE, ) e Y(1-v)
S T33% E, W TWOoE, YT HWRT Y

x stn(Zh - )] )

which predicts the same period P (47) and phase of oscil-
lations - % as the Horton(el) theory (64%). Thus, quantum
oscillatlions in the thermoelectric power yield the same
cross-sectional areas of the Ferml surface as the magnetiza-

tion and thermal magnetoresistance oscillations yield.

D. Absolute'Mggnitude of the Thermoelectric Oscillations

To estimate the oscillation amplitude we use

Mo = 1.4 X 1072 e.v. at 21 k gauss for an effective mass
of .09 m, appropriate for the 36
orbit of Tin. (73)
KT = 1.1 X 10°F e.v. at 1.2° Kelvin (74)
This makes

y = l6and e”Y = .85 (76)
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In (72) the term containing the sin is much larger than the

other two terms in the bracket and (72) becomes

1
2
S = 122k (%f) e"Y(1-y) sin(%% --%) (77)

where S 1s the absolute thermoelectric power. Neither
Zil%erman nor Horton consider the factors effecting the amp-
litude of the osclllations as was considered in II,E for

the magnetization oscillations. However, the experimental
and effective mass factors will be the same. (See II E, 1.
and 3.) Most likely the spin factor (51) will be the same,
since this effects only the Landau level structure.

Adams and Holstein found that the oscillations in elec-
trical conductivity (60) were damped by the same (48,49,50)
temperature and colllsion factors as the magnetizatlon
oscillations were damped. It is difficult to Justify intro-
ducing identical factors for the thermoelectric power oscil-
lations. However, when (48) is evaluated at 21 k gauss and
1.2° Kelvin it effects the amplitude by less than Q%FSO (77)
will be evaluated not considering the effects of temperature

and collisions.

S ~ .4uv/°K sin(%E - g) (78)

This 1s a factor of 10 smaller than the observed oscilla-
tions. This i1s not too surprising since Zifberman considered
only one type of scattering mechanism and the scattering

potential (68) is probably much too simplified.
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It is interesting that (77) predicts the oscillation
amplitude to be independent of temperature. Higher tempera-
tures will, however, broaden the Landau levels and reduce

the oscillation amplitude.
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IV High Fleld Thermal Magnetoreslistance and Thermopower
Tensors

History of the Thermal Magnetoresistance Tensor

The significance of high field electrical magneto-
resistance was first pointed out by Kohler(29) and by
Chambers(Bo). It was Lifshitz, Azbel and Kaganov (LAK),
and Lifshitz and Peschanskii(BI) who essentially put the
theory in final form. They showed that the behavior was
independent of the collision process, being governed only
by geometrical features of the F-S. They also assumed that
quantization due to the magnetic field was not significant.
This makes high fleld magnetoresistance a very effective
tool for studying F-S topology.

An extensive reference to theoretical and experimental

papers through 190 is tiven in The Fermi Surface by

Chambers(ll). Fawcett reviewed both the theoretical and
experimental results through April of 1964(32).

The thermal magnetoresistance tensor 1s defined as

Wik(H) from:(jj)
3% T 7 Miedi — Wik (79)

where Qik is the heat flux vector, and Jk is the electrical

current vector, which is zero in our experiments.

Thus,

% - 7 Wik (80)
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If Q_ has components along the sample axis (y direction)

only, then
E [
g% = Yy Y (81)
F ey

If the only temperature difference measured is along the

y direction, then

= =W _ 0 (82)

For constant power and sample length, this gives

AT (H) ~ Wy (H) (83)

which 1s used to experimentally plot W as a function of

field strength and direction.

The thermal magnetoresistance, W(H), was treated theo-

retically by Azbel, Kaganov and Lifshitz(Bu). They showed

that for low temperatures, where impurity scattering domi-
nates, the Wiedemann-Franz law (57) is obeyed. Therefore,

the electronic part of the thermal macnetoresistance tensor
is completely analogous to the electrical magnetoresistance
tensor. The thermal magnetoresistance will supply the same

F-S topology information as does the electrical magneto-

résistance.
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The first experimental worik on thermal magnetoresis-
tance at 4.2%elvin was by Shalyt(BS) in 1944 on Bi. 1In
1950 Hulm(36) studied single crystals of tin to 1500 gauss,
but did not rotate at fixed fields, and his work was inci-
dental to the study of superconductivity. His samples were
rather Impure so that 1500 gauss was not large enough to

reach the conditions of reference (31):
wT >> 1 ()

as defined by (1). 1In 1953 Mendelssohn and Rosenberg(37)
studied Zn, Cd, Sn and Tl as a function of field strength
to 18.5 k gauss, but for some reason only the zine crystal
was studied for the field along more than one direction.

In Cd, Sn, and Tl they don't even specify the field direc-
tion. Since the tin sampie was only 99.9%% pure, perhaps
it made little difference what the field direction was.

P. B. Alers(38) was the first to observe the aniso-
tropy of the thermal magnetoresistance by rotating at
fixed field. By also measuring the electrical magnetore-
sistance of zinc he was able to observe the behavior of
the Lorentz ratio (see equation 57)

2,2

L(H) = 3 T (85)

as a function of fieid and angle. His results are shown
in Figure 3.

The Lorentz ratio of single crystals of lead and
indium 1n transverse fields was studlied by Challis, et a1§39)

They did both rotations and field sweeps at 2° Kelvin in
fields up to 20 k gauss. Althougch they find a 353
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Figure 3
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variation in.%§%£67 in rotation, the W(H) varies by 5007 and
p(H) by 65%. With the large variation in each quantity it

1s not surprising that their ratio is not quite constant.(lg)
The work demonstrates that the thermal magnetoresistance

will yield the same information about the F-S as does the
electrical magnetoresistance.

Azbel, Kaganov, and Lifshitz(Bu) also predict the
Wiedemann-Franz law to relate the Hall and Righi-Leduc coef-
ficlents. This is true only 1n the low temperature, impurity
scattering region for compensated metals, but 1s generally

valid for uncompensated metalis. A metal is uncompensated if

Dy = Dp = De ¥ O ()

and compensated if n, = o. The Righi-Leduc effect is the
thermal analogy to the Hall effect. A transverse temperature
gradient is measured when heat flows 1in a sample transverse
to a magnetic field.

We conclude this section by stating that very little
has been done on the thermal magnetoresistance in single
crystals, and that it shows promise as an alternative to the
electrical magnetoresistance for studying F-S's. We have
demonstrated its effectiveness in a reasonably pure sample
of tin. It would be interesting to further check its use-
fulness by looking at one of the AuSn or AuAl2 crystals of

Longo, Sellmyer, and Schroeder(uo).



B.

Theory of the Thermal Magnetoresistance Tensor

The Azbel, Kaganov, and Liftshitz(Bu) theory shows
that the Wiedemann-Franz law is valid at low temperatures.
The thermal magnetoresistance 1s completely analogous to
the electrical magnetoresistance. Therefore, we need only
consider the electrical magnetoresistance which was exten-
sively studied by LAX(31). Good treatments of the theory

(41)’ Chambers(ug) and Sellmyer(AB)

are presented by Ziman
and need not be presented here. Fawcett(uu) summarizes the

results as shown in Figure 4.

Figure 4
Type of orbit and Magneto; Thermopower
state of compensation resistance
I. All closed and uncompensated ~H® (saturates) 1P
n, # ny
II. All closed and compensated i (quadratic) i
n, = n
I1I. Open in one direction ~H2 0032 a 1P
IV. Open in two directions ~H° (saturates) 1°
V. Singular field-direction ~H° (saturates) 1

J, or in our case q, is in the plane perpendicular
to H making an angle & with the open orbit direction.

Tin 1s a compensated metal having orbits open in one
direction, and orbits open in two directions, so II, III,
and IV would apply. (possibly also V) To demonstrtate the
origin of the fleld dependencies listed in the chart,
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consider the tensor for III.

~ 1 ~ H ~H

p =
13 ~ H ~ H° ~ H° (87)
H-p o

The magnetic field is in the z direction and perpendicular
to the sample axis. The open orbit 1is along the x-axils.
Thus, 1f the open orbit is along the sample axis, the magne-
to resistance %3 measured would be proportional to H2. If
the open direction is perpendicular to the sample length,
the magnetoresistance saturates. For open orbit directions
making an angle a with the sample axis a similarity trans-
formation of (87) is made to rotate the open direction into
the sample direction. This 1is the origin of the cosza term

in IIX.

The Effects of Magnetic Breakdown

Blount(us) found that when high magnetic fields are
present in metals having relatively small energy gaps, there
is a finite probability for electrons to jump the gap and
follow new orbits. This 1s called magnetic breakdown(l%;u9)
and the effect was seen in several metals with hexagonal

close-packed structure(5o"58).

Blount found the probability of breakdown to be

P = exp(— Hg) (88)
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where

- e
where A 1s the energy gap, EF i1s the Fermi energy and K is
a constant approximately equal to 1.

Magnetic breakdown can have a pronounced effect on the
magnetoresistance. Complete breakdown has the effect of
eliminating Bragg reflection. Open orbits on the F-S can
become closed orbits and closed orbits can become open.
Suppose the angle a in Figure 4 III is near‘g. The open
orbit will cause saturation of the magnetoresistance. If
magnetlc breakdown 1is present this open orbit can become
closed at higher magnetic fields. The magnetoresistance
would become quadratic in H.

Magnetic breakdown has a pronounced effect on quantum
oscilllations also. The oscillations must originate from
closed orbits on the F-S. If these closed orbits become
open because of magnetic breakdown there can be no oscil-
lations. Since the breakdown probability (88) does not
vary sharply with fleld there 1s usually a mixture of open
and closed orblts. The effect is to severely damp the
osclillations but not completely eliminate them. Because of
(88) they are more heavily damped at higher fields where
breakdown 1is more complete.

Magnetic breakdown in tin will be discussed in a

later section.
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D. Theory of the Thermoelectric Power Tensor

Azbel, Kaganov and Lifshitz(?") extended the rak(31)
theory to include the heat conductivity tensor and the
Thomson coefficient. Bychkov, Gurevich and Nedlin(59),
(BGN), further considered the theory to include the thermo-
electric power, peltier coefficient and the Thomson coeffi-
cients.

The heat current vector is q, and the electric current
vector is J. In general, J and q are defined in terms of

thelr sources as

a,-
_ 1k 3 1
Iy =1 By + b4y . T (90)
C,.
_ ik 3 1
aQy = 7 B¢ +dgi %, T (91)

d 1
where Ek and EE; T are the generalized forces required in

the Onsager(17) relations. Thus, in a magnetic field the
coefficlients are functions of H and the Onsager symmetry

relations hold:

aik(H) = aki(-H) (92)
dy, (H) = d, 4 (-H) (93)
by (H) = ¢, (-H) (9%)

Rather than use (90) and (91), new coefficients can be






defined such that:

1 = %tic e P T (95)
o
4 = P e 7 K wx (%)

where Cik is the electrical conductivity tensor, K is

ik
the heat conductivity tensor, aik is the thermal emf
tensor, and Bik is the Peltier coefficient.

The equatlions relating 8y bik’ Ciy and dik determine

the relations between Tiic K

1 a,, and Rik given in (95)
and (9%6).

ik?

Rewriting equation (95) gives

-1
a.- b, a.
_ i T IkTiL
Oy = 7 and 8, = —m—— (97)
and rewriting equation (96 ) gives
-1 (915 - °1zaE%bmk)
Pix = Cag gy 2nd Ky = 5 (98)

T

Using (92), (93) and (94) the following relations hold:

s
|

= Ol{i(-H) (99)

Kki(-H) (100)

~
[
X
~~
e
S~
Il

Taik(H) = Bki(-H) (101)
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Notice that if Bki is known as a function of H that aik

is also known as a function of H from (101)

To calculate B,, equation (98) says that Cyp and ag,

must be known. If we calculated aik 1) an

a4, must be known. From (90) and (91) notice that Cy) and

directly then b d

ayi are found when only E 1is present, whereas to find bik

there must be a temperature gradient present. Thus Bik is
calculated,and from this aik found.

The expression for a4 was worked out in detail for
various F-S geometries by LAK and Lifshitz and Peschanskit(31)
for the electrical conductivity. BGN(59) calculate the Cyyc
coefficients using the method of LAK, et al. Thus, knowlng
¢y and a, . (98) and matrix multiplication give Bike (101)
then gives Ay

These tensors for the high field thermoelectric power

are:

Vxx vyx(_yo) Vzx

ik o'xy yy zy (102)

for closed F-S's with n, # o that is, with unequal numbers

of electrons and holes. Here Yo is defined by

i (103)

<
o

I
o |5
R
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and ViJ are independent of field to first order. Vox and

vyy are defined by

2 2T2

Vog = _"?T——' a—-fn(n - h) (104)

The diffusion thermoelectric power calculated from the

Boltzman equatlon is

W2K2T d’no

3¢ TaE  |Eg (105)

S =

0 1s defined from simple theory(4l) as

_neT f
o = B8 (106)
1r 97 = 0 then (105) becomes
dE Eq
S = T°°T dfn n (107)
Je dk EF
If ng = the number of electrons and n, = the number of
holes, then (107) is
22y d4n (n, - n.)
S = w T (S h (108)
se dE EF
and
v.. = v__ =387 (109)

XX vy
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L is therefore the thermoelectric power tensor in high
magnetic flelds.

The diagonal coefficients in (102) are independent of
Yo and therefore independent of magnetic flield strength.
This applies only when there are no open orbits and n, £ 0.

For a compensated metal ny, =0 and BGN get

-1 -1 -1
“Yo Vxx Yo Vyx ~Yo Vz;\

-1 -1 -1
Yo Vxy Yo Vyy Yo Vay (110)

= =

ik —

Vxz vyz Vzz 1

The x and y diagonal terms are linear in magnetic field,
whereas the diagonal terms in electrical and thermal magneto-
resistance are quadratic in field. In (110) z 1s agailn the
direction of magnetic field so the transverse magneto
thermopower is determined by either the xx or yy terms.

BGN treat the same three (III, IV, V in Figure %)
types of open orbits as LAK did. As an example of orbits

open in one direction BGN take the '"corrugated cylinder":

Figure 5

T ~— T >~
N— T T



2erD

-~ <
s



43

Again take H as along the z direction, and define

Y0
s o (111)

where 6 is the angle between the cylinder axis and the plane

perpendicular to the field direction as shown in Figure 6:

Figure 6

6
H

z
-~

The x axis 1is taken as in the plane, passing through both

H and the cylinder axis as shown in Figure 7:

Figure 7

X

Therefore 6 is the angle between the cylinder axis and the

X direction.
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uh
BGN get the following thermoelectric power tensor:

Vax (=) _Yglvyx(-n) -Yglvzx('p)\

e T F | VoVryg(mM) V(=) vy (=n) (112)

=Y Vyez (=) vyz(-ﬂ) v, (=n) /

and when n-» > v, becomes a constant. From (111) we see
that n » ® when @ 1is near o or T independent of the value
of Yor since Yo is always finite.

Thus, the thermopower saturates (H°) when H is perpen-
dicular to this type of open orbit directlon.

In (87) the xx and yy terms were B and H°. In that
case the open orblit was along x. If the open orbit was
along the sample axis direction, H2 was observed. If the
open direction was perpendicular to this, H° was observed.

A rotation of the coordinate system gave an H2cosza
dependence as summarized in III of Figure 5.

For the thermoelectric power tensor the situation is
not the same. Notice that the xx and yy terms in (112) are
identical. Saturation would be observed as long as @ ¥ 0, T
independent of the angle the sample made with the open
orbit direction. No rotation of the coordinate system 1s
necessary. Therefore, no cosga term is present as in

case III for the magnetoresistance.
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For the two other types of orbits (IV and V in Figure
L) BGN get

(113)

[o]
I
H|
<
<

ik

where the Vyq are constants at high fields, and saturation
results. The magneto thermoelectric power tensors are

summarized in Figure 4 .

Kohler Corrections

In an actual crystal a crystallographic axis of high
symmetry is not always along the sample axis and the
tensoral relations defined above have to be modified.
Kohler(6o) discusses this in detalil. He shows that the

thermopower is

(Xl ) ( )
-1) |E, ,- E
X R 1
E, cos’¢ + E, sin“¢ +\_! sin°d cos°¢

8in“$ + 'L cos<d
n

where || and 1| mean parallel and L to the [110] axis

Eé =

é is the angle between the sample axis and [110] axis. The
crystal used for our experiments had the [110] axis 11° from

the sample axis and the Kohler corrections are negligible
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since:
cos 11° = .982 cos® 11° = .963
sin 11° = .191 sin® 11° = .036

So even if E, = % E, the measured E, is within T4 of

E¢=E“
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V. Experimental Apparatus and Measurement Techniques

A. Sample Preparation

In an attempt to obtain a sample with a major symmetry
axlis oriented along the sample axis, seven samples were
grown. They were in the shape of a long cylinder and
were grown in a Bridgeman furnace(ﬁl). The first sample
(SnI) was grown in a graphite crucible from 99.9999% pure

tin and resulted in a resistance ratio

0500
TR

= 31,000 (115)

The sampie had a two fold axis 52O off the sample axis.
Therefore, little worx was done on it and the results not
analyzed. The remaining samples were grown in glass tubes
internally tapered by pulling them slowly out of hydro-
fluoric acid. The tapering allowed the finished crystal
to be easily removed from the tube. The tin was etched
with two parts glycerin to one part HNOB, and washed in
distilled water. Tin has a very low vapor pressure, and
the glass and tin were extensively outgassed.

The crystal selected for most of the experiments
(SnII) had a resistance ratio of 30,000. The [001] axis
was 79° from the sample axis and the [110] axis was 86°
from the sample axis. The sample was mounted vertically
for the August through September data. On October 7th it
was mounted so that [001] was 16°, and the [110] was 7°

from the horizontal plane. H was rotated in the horizontal



e
plane. The geometry is shown in figure 8.

Figure S

3
erll° 7tor &
fnd X

H is in the x-z plane

B. The Apparatus

The apparatus was designed to place the long cylindri-
cal sample transverse to a uniform magnetic field. It was
also necessary to have the sampie iIn vacuum and to have one
end of 1t in thermal contact with the liquid helium bath.

A general view of the apparatus is shown in figure 9 ,
and in figure 10 the detalls of the mounting of the sample
in the vacuum can is shown.

The cross hatched part in figure 10 was made of
copper because of its high thermal conductivity. This,
along with the fact that liquid helium could enter the
inner helium contalner to which the crystal was directly
attached, assured that the end of the sample was close to

bath temperature. The long section between the
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copper holder and outside of the dewar was made of thin
walled stainless steel to reduce the heat flow to the helium.

The reglon around the sample was maintained at high
vacuum by pumping through the long stainless support tube as
shown in figure G. An oil diffusion pump, backed by a
mechanical pump, kept the vacuum at 2 x 10-5 mm Hg. as mea-
sured at room temperature near the diffusion pump intake.

The region surrounding the sample was cryopumped to probably
10-6mm Hg.

One of the most useful features of the apparatus was
the veeco '"quick" coupling which allowed the entire apparatus
to be raised or lowered. See figure 9. The sample was
thus centered in the magnetic flield before each run. Since
the '"quick" coupling was a vacuum seal the region above the
helium bath could be pumped to0.13 mm Hg, corresponding to
1.008° Kelvin. The ultimate vacuum varied between runs
depending on whether another dewar was simultaneously being
pumped. The lowest possible temperature was never higher
than 1.40° Kelvin.

The "quick" coupling was useful in case of a vacuum
leak 1n the apparatus after the transfer of helium. When this
happened, the apparatus was removed, and the leak fixed. It
was then placed back over the dewar in the raised position
and slowly lowered through the coupling, back into the
bottom of the dewar. It could be lowered 1n about twenty

minutes with a loss of less than a liter of helium. Lowering
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the apparatus through the quick coupling meant that no
"snow" collected inside the dewar. See figure 9 .
Temperatures intermediate between 4.2°K and 1.0°K
were reached and maintained, to within 2 x 10—3 OKelvin,
by pumping on the helium bath and maintaining a constant
pressure above the helium with a regulator described in

the appendix.

The Measurement of Voltages

The voltages were measured continuously as a function
of fleld strength, and orientation at fixed field. The g%
voltage pickup in the loop formed by the two lead wires was
kept to a minimum by non-inductively twisting the wires.

An increasing field out of the paper induces a current in
each tiny loop, and each 1loop cancels the effect of 1ts
neighbor. The tightly wound leads present a very small
area to the changing field. Being tightly wound, the two
wires were 1n good thermal contact with each other at all
points along the wires.

The emf leads were made of NbZr wire which remains
superconducting in the presence of our maximum field of
21.5 Kgauss. They were spot welded to the sample to elimi-
nate thermoelectric voltages generated by solder connec-
tions.

The NbZr wires were prepared by repeatedly coating
them with Ge 7031 varnish which was thinned 4:1 with

50-50 alcoholtoluene. The wires were then baked for



for eight hours at 4500. The resulting insulation was
better than 20 Meg ohms after twisting the wires together.

The leads were wound around the sample. The sample
and each lead formed non-inductive loops even though the
sample was a "straight" wire. The sections of lead wire
wound around the sample were in good thermal contact with
it. The NbZr was therefore well below its 11°Kelvin
transition temperature.

As a consequence of the winding procedure the %%
pickup voltage was very small. When the field changed at
the rate of 1 Kgauss per second the plickup was ~ 1 uv.
Since sweep rates were generally less than 300 gauss per
minute or 5 gauss per second, the pickup was about
5 x 10-9 volts. This is comparable to the amplitude of
the smallest oscillations observed and was therefore accep-
table. With even more care, for example more windings
around the sample, this could probably be reduced to 10"9
volts.

NbZr was chosen for lead wires, because 1t remains
superconducting in high magnetic fields. The thermopower
of a superconductor is zero. Therefore, it was hoped that
the measured thermopowers were due to the tin alone.

M. C. Steele, and J. de Launay(fsg showed that a
thermoelectric potential exists between a superconductor
and the same metal in the normal state. They found the

empirical relation:
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with

E, ~ 1077 volts

Thus, at 1°K, E could be ~ 107/ volts. With the well

twisted wires, in good thermal contact, they would both go
normal at the same place. The ~ 10-7 volts generated in
each lead tended to cancel each other. Voltages measured
when no temperature gradient was across the sample, were
about 10—6 volts. Part of this came from the incompleteiy
cancelled ~ 10"7 volts in each lead. Another possible source
of this voltage was the thermoelectric emf generated in the
normal part of the wire. When a large temperature differ-
ence (up to 300O Kelvin) existed across the wire of

inhomogeneous composition, emfs were developed.

Pole Pieces and Marnetic Field Homogenelty

The pole faces for the Harvey Wells magnet had a 6"
diameter and a 2 %Bﬁgap. They were aligned parallel to
each other using an NiIR probe. Alignment bolts were
changed to make the NMR signal sharpest. The marginal
oscillator used is shown in figure i1l. A 60 cycle modula-
tion coil was used along with a proton (water) resonance
source.

New pole faces were designed and bullt from 1010

"
steel. These had a 4" diameter and a 1 %6 gap. This gap
"

allowed two %6 aluminum sheets to be inserted in back of
the pole faces. This insured that the pole faces could be

removed in the future. A spectro chemical analysis of the
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1010 steel showed:

.12% carbon

.35% manganese

I

.01% phosphorus
.025% sulphur
.33% silicon

Analysls was done by Allis-Chalmers research laboratories.
The saturation magnetizatlion was 21.0 kgauss. Using experi-
mental data from Magnion Corporation the maximum field was
estimated at 30 kgauss. The Olofsson Corporation of Lansing

ground the faces of each pole plece parallel to within

. 2
10,000

The 30 kgauss pole faces were designed for use with the

inches. They were ground flat with the same accuracy.

Hoffman model HLMR-11l dewar. Unfortunately, the dewar would
hold helium for only two hours after consumling seven liters
of helium. Pumped to 1°K 1t would probably last less than an
hour. The dewar was leak tested and no leaks were discovered.
It was concluded that contact was present across a vacuum
Jacket.

The 30 kgauss system mentioned above has great poten-
tial for a number of experiments. Higher frequencies 1n the
thermopower quantum osclillations would be resolved. Combined
with the field modulation technique (to be described) it
would greatly lncrease the effectiveness of the oscillation
studies.

The present experiments were done using the 6" diameter
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pole faces with 3" gap, with a glass dewar. The fieid
strength as a function of distance from the pole face
center is shown in figure 12, Data were taken with a
Rawson rotating coll gauss meter. These plots were impor-
tant because the field must be uniform over the dimensions
of the sample. If the field at one point on the sample
differs from that at another by more than the separation
between two oscillation peaks, the oscillations cannot be

observed.( 63) The separation between peaks is given by

H° P (

—t
bt
(@)

S

where P 1s the period of the oscillations. Figure 12 shows
that the field at 20k gauss varies less than 40 gauss over
1 inch. Thus 1.0 x 1077 g'l is the smallest period obser-
vable. At 13 k guass this is ~ 7 x 10-8 g-l over 1 inch.
For tin the dominant period along [001] axis was

~ 5.7 x 10'7 g-l and was easily resolvable with emf probes

about one inch apart. Oscillations of period 2.5 x 10"7 g-l
were observed. To observe even higcher frequency oscilla-
tions the probes must be placed closer than 1 inch apart

to get better homogenelty over the sample.

Thermometry

Temperature gradients across the sample were measured
using an a-c¢ wheatstone bridge and carbon resistors as tem-

perature sensors( 6&). The relative geometry 1s shown 1n
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figure 13. The resistors were mounted directly over the
emf leads and the heater was wound with manganin 330Q/foot
alloy wire. In order to make magnetic flelds produced by
current 1in the heater negligible, six feet of wire was
wound clockwise and the remaining six feet counterclock-
wise. The leads to the carbon resistors were Evenohm No.
36 wires( 65). Evenonm has the feature of changing resis-
tance by less than 1% in going from room temperature to
4.20 Kelvin. The resistors were mounted over insulating
clgarette paper using GE 7031 varnish.

It was important to keep the insulation between leads,
and between leads and ground, very large because the carbon
resistors reached 20,000 ohms, and a large resistance
could not be measured accurately if a shorting resistance
of comparable macnitude exlsted. TUsually this was greater
than 10 Meg ohms, and was accomplished by having the
Evenohm wire doubly Formvar insulated. The resistors were
ground flat on both sides to aid making good thermal contact
with the sample and reduce the heat capacity. This allowed
them to follow temperature changes rapidly.

The a-c bridge and supporting electronics 1s repre-
sented schematically in figure 41. Essentially, an off-
balance d.c. signal of the wheatstone bridge 1s caused by
a temperature variation of the carbon resistors. This

amplitude modulates the a.c. carrier signal from the
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oscillator. The modulated signal is amplified outside the
helium bath by an amplifier tuned to the carrier frequency.
A second output from the oscillator, in phase with the
carrier, is mixed with the modulated carrier. The mixer
functions as a double-pole double-throw switch being

driven at the oscillator frequency. The output from the
mixer is the amplified d.c. off-balance signal from the
bridge. This is further amplified by a conventional d.c.
amplifier. The tuned amplifier, oscillator, mixer and

d.c. amplifier are contained in a single '"lock-1n amplifier”
manufactured by the Princeton Applied Research Corporation
and designed for variable frequency operation from 15 cps
to 1500 cps.

It was found that at low temperatures where carbon
resistance values were large, and at higher frequencies,
the capacitive reactance was significant. This distorted
the true resistive output. For this reason the bridge was
operated at 23 or 17 cycles per second. A new bridge was
designed having variable capacitors in the bridge arms.
(See Appendix) In practice it was difficult and time
consuming to find the optimum capacitance to introduce,
so low frequencies and low initial value carbon resistors
were used.

Known resistances of .1, 1, 10, and 100 ohms were
introduced into one side of the bridge. Thus a recorded
differential variation in resistance was calivrated. The

absolute value of temperature gradients was thus known,

once each carbon resistor was calibrated.
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The resistors were calibrated against the vapor
pressure of the helium bath using mercury and oil mano-
meters, and a Mc Leod gauge.

The carbon resistors follow an empirical formula

quite well:(65 )

B

1ogloR+-1—o—g—l—OR=A+T (115)
This 1s usually approximated by

log,, R = A + o (117
So

B . ;g dr (118)

and for small changes, dR is proportional to 4T.

Temperature gradients were sometimes too large to
Justify using (118). Each carbon resistor was therefore
calibrated using ( 117), and temperature gradients measured
knowing the resistance of each resistor.

The output of the lock-in-amplifier could be made pro-
portional to the resistance of either of the carbon resistors.
It could also be made proportional to AR, the difference in
resistance between the two resistors. (See Appendix). When
changes in the resistance were small ( 118) was valid, and
the lock-in-amplifier output was proportional to AT. This

was always true when lookling at quantum oscillations.
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As discussed earlier(83 ), AT 1s proportional to the y
component of wik, where wik is the thermal resistivity
tensor. The output of the lock-in-amplifier was therefore
proportional to the thermal-magnetoresistance. It could be
plotted continuously as a function of angle or field
strength.

Since at low temperatures the thermal conductivity by
electrons dominates over the conductivity by the lattice,
the magnetic field dépendence of the resistivity is com-
pletely analogous to the fleld dependence of the electrical
resistivity. The thermal method has the very significant
advantage of being free from field pickup in probe loops,
and other noise problems inherent in d.c. electrical sys-
tems. The very narrow band pass amplifier of the a.c.
method allows recovery of signals buried as low as 40 db
in noise.( c6 )

There are two main disadvantages of the thermal method.
The first 1s that the system must be under a vacuum.

Vacuum leaks are very troublesome. The second disadvan-
tage 1s that the carbon resistors respond slowly. Rotations

at fixed field and field sweeps had to be done slowly to

Insure that details were recorded.

_Recording the Measurements

Three transport properties were measured. These were:

the thermal macnetoresistance, the thermoelectric emf, and
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the electrical magnetoresistance. Section V,C described
the geometry for voltage measurements. Section V,E des-
cribed the method of temperature gradient measurement.

The thermoelectric emf was measured between the
twisted leads described in section C and resulted from a
temperature gradient across the sample. A heater wound on
the end of the sample as described in C, provided the tem-
perature gradient. Thermoelectric measurements were made
with a constant heat input.

The thermoelectric emf was measured by a Keithley 149
nanovoltmeter and recorded on a Mosley x-y recorder or a
strip chart recorder.

Electrical magnetoresistance voltages were measured in
the same way. In this case a constant d.c. current was
provided by a Princeton Applied Research constant current
supply. This maintained a constant current independent of
load changes.

The magnetic field was swept linearly in time by an
apparatus designed by J. LePage and a schematic 1is shown in
the appendix. At times it got out of control because it
was difficult to keep the output of the regulator zeroed.
It would be worthwhile taking the output of the regulator,
amplifying it and applying this to the input of the inte-
grator. This would make regulation semi-automatic and
relleve the operator to take care of writing numbers on
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A schematic of the measuring apparatus is shown in
figure 13.

The thermal resistance and the thermoelectric emf were
recorded simultaneously using the dual pen strip chart
recorder. FIield values were read dlrectly from the Rawson
gauss meter and recorded on the chart paper. Recording the
thermal resistance oscillations and the thermoelectric oscil-
lations simultaneously permitted a determination of theilr
relative phase.

The Moseley x-y recorder was useful for observing
the fine structure in data because 1ts y axlis 1s much
larger than the y axis of the strip chart recorder. It was
very useful for recording the oscillations occurring when
the field was rotated at constant magnitude. However, the
x-y recorder was not used for field sweeps when looking at
oscillations because the oscillations needed to be spread
out to be resolved.

The x-y recorder was used when looking at the thermal
and electrical magnetoresistance in rotation at fixed fieid.
It was also used at fixed angle to determine the gross
field dependence of these transport properties. In this
case the x axis was driven by the output of the Rawson
gauss meter.

In rotation, angles were read off a pointer on the
magnet and recorded by hand on the graph. Much of the
labor of this method was later eliminated by recording the

angles automatically every degree on one pen of the strip



chart recorder. The problem with this method was mentioned
earlier; the strip chart was not wide enough to reveal all
the desired detalls. A schematic of the automatic angle
recording apparatus is shown in figure 42 .( 67)

A method for measuring themopower directly was tried.
The output of the lock-in-amplifler was used to control

the blas on a power amplifler containing the heater current

as shown in figure 1%,

Figure 14

s00(Sam ple
50 K Heater)

AT § }iﬂllﬂ ]'_.

When the temperature difference across the sample tried to

LTA

change, a voltage was applied to the transistor bilas which
increased or decreased the heater current. This did not
work in earlier experiments because the sample temperature
responded too slowly to the heater current changes. The
response was fastest at 1%Kelvin when the emf leads were
close together. With a bit of effort this could be made to
work. Changes in B would have to be quite slow . With
AT a constant, S = 9—5%3 is proportional to the emf output.
For lookling at higher frequency oscillations, a 4iff-

erentiator was made. If the signal was

QWFl ZTFQ
§ = AjcOS —r= + A,C08 —— (119)
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and 8§ was electronically differentiated then

%%-= %% %% = constant X %% (i20)

27F 2WF2 2WF2

2WF1 1
=A1—;F—Sin 3 +A2——Hz—-Sln i

If Fl >> F2 the F1 oscillation amplitude would be enhanced

by the ratio of Fl to F2. Higher frequencies would thus

be emphasized. The circuit for thls was:

Figure 15

—{ it
3puf
Ein °_"m'2"_‘|/i_‘ I'M

‘"D——O €out

The 1k resistor and .002 uf eliminate the differentiation

of very high frequency or pulse type signals.

d By d B4y
Cout = K€ —gg~ = 5 sec X —x¢~

~~
=t
no
[

(i21) gave an output signal large enough to drive the
chart recorder when sweep rates were about 200 gauss per
minute.

Because other experliments occupied most of the avail-
able time, differentiation was tried only once. The signal

was rather noisy but one should be able to increase the
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signal to noise ratio by increasing the value of the 1K

resistor.

Field Modulation

The thermoelectric emfs in tin turned out to be very
large. 1In fact, on one field sweep 1t was necessary to
use the 10u volt scale on the Keithley voltmeter. Had
these voltages not been so large, field modulation would
have been used to observe them. Field modulation makes
use of lock-in-amplifier (LIA) techniques to extract
signals much below the noise level. Considerable prepara-
tion was made towards using this method, and this progress
will be described.

The LIA output in field modulation thermoelectric
experiments is proportional to the derivative of the emf
with respect to field and is therefore ideally suited for
studylng quantum oscillations. These oscillations are
nearly sinusoidal in H and the derivative is also sinu-
soidal with the same frequency.

The modulation colls used in preliminary experiments
were designed in the Helmholz configuration and mounted
against the coils in the Harvey-Wells electromagnet. The
a-c Impedence when mounted in the magnet at 20 k gauss was
16 ohms. This value was found to be rather independent of
field, as expected. Modulation was achieved using the
oscillator output of the LIA amplified by a MacIntosh

30 watt power amplifier. The 16 ohm coil impedance was
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matched by using the 16 ohm MacIntosh output terminals.
Modulation amplitudes were measured using a pickup coil
and oscilloscope. The peak to peak amplitude at zero d.c.
field was 115 gauss. The amplitude was 125 gauss at 3
kgauss and decreased slowly as the field went up, reaching
100 gauss at 14 kgauss. Modulation was most effective

below the saturation fleld of the magnet core.

The oscillating fleld creates a fluctuating thermoelec-

tric emf 1n phase with the field. This emf is then mixed
with the pure oscillator frequency and the LIA output is
93%22. In addition, the osclillating field 1nduces a.c.
voltages of the same frequency in the emf leads. These

%% oscillations would appear 1n the LIA output if it were
not for the fact they were 90 degress out of phase with the

modulating field. If the field oscillated as

H_ cos ot (G22)

then

d A
E% = Aaf = HOwA sin ot (12-)

and the cosine and sine are 900 out of phase. A is the
cross sectional area and can be kept small by twisting the
emf leads as described in section C.

Stark(663) showed that large amplitude field modula-

tion was useful in separating de Haas - van Alphen
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frequencles. Quantum oscillations vary as

sin g%g (i24)

and with a modulating field this is

(125)

2TF
Sin(H+Hocos wﬁ)

Ho is the amplitude of the modulation field. This can be

written as

H
~ sin [ E%E (1 - ﬁg cos wt) ] (i26)

Seely(69 ) shows that this 1is

2TF 2TF n
Jo sin =5 + 2 sin(—ﬁ-); (-1) Jgn(é) cos 2nwt

© (i27)

2TF
-2 cos(%%) (-l)nJ2n+l (86) cos(2n+1) wt

=0

where
5 = —;%— (125)

If detection on the LIA is done at the frequency w, then
all thetremains of (127) is

2TH F
- 2 cos (2%-?-) Jl(_l-l_zo_) cos wt (129)
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Seely('og) shows the zeros of the nEE Bessel functions Jn‘

The first zero of the n = 1 Bessel function is for

8 = 3.882. Therefore

Hy = ES%L%QQ (130)

will make (129) equal to zero! For example, if H, 1s €0

gauss at 13 k gauss there will be no LIA output from the

38 section of the F-S. However, oscillation frequencies

from other parts of the F-S will still be present and can
be studied without interference from the large amplitude

38 oscillations.

Field modulation therefore has two distinct advan-
tages over d.c. measurements. The use of LIA technique
greatly improves signal to noise ratios. By picking
modulation amplitudes, certain frequencies can be elimi-

nated in order to study others.
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VI Experimental Results

A. Quantum Oscillations in the Thermoelectric Emf and
Thermal Marsnetoresistance

The tin single crystal refered to earlier as SnII
was mounted with two different orientations with respect
to the plane of rotation of the magnetic field as shown
in figure 3. In position I the [001] axis was 11°, and
[110] axis 4° out of the plane of H. In position II,
[001] was 16°, and [110] 7° out of the plane of rotation
of BH. The crystal was in position I from August through
October 7, and in II from then on.

A field sweep in position I is shown in figure i°.
The magnetic field was swept slowly from 14.5 k gauss to
19.5 k gauss while a constant heat flow was maintained in
the sample. The oscillations are in the thermoelectric
emf, and recorded on an x-y recorder. The sweep was made
with the field fixed at 22° from the closest approach to
the [001] axlis. The oscillations are periodic in % as
shown in figure 19 . n is an integer corresponding to a

peak position at field H.

emf amplitude ~ sin 3% ( 137)

which is a maximum when

28

= 2mn (132)

The measured period was found from:

alg)

P=—g =5.4x 1077 g.'auss-1 (

!
N
N’
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Using (132) this means that at 19 k gauss:

n = E7 ~ 100 (13h)
5.4 x 107" x 19,000

Therefore, 100 quantum levels remain below the Fermi
energy at 19 k gauss, and the approximations of n >> 1
used earlier are Justified. Notice that the oscillations
are very large even at a temperature of 4.2°K. At 19

k gauss the thermoelectric power oscillations have an
amplitude of about i WV per °K.

Many sweeps were made at various angles. Usually the
thermoelectric emf and the thermal magnetoresistance were
plotted simuitaneously on a strip chart recorder.

Figure 20 shows a typical field sweep for crystal position
I. The upper half 1s at higher fields than the lower, and
shows that the osclllations are not quite sinusoidal,
indicating that higher harmonics of the fundamental are
present. The oscillations are not spaced evenly because
i1t was difficult to keep the sweep rate constant and to
monitor both oscillations simultaneously. The bottom half
shows the thermal magnetoresistance oscillations diminish-
ing 1n amplitude more rapidly than the thermoelectric
osclillations.

The thermal magnetoresistance oscillations are super-
imposed on a large slowly varying field dependent term as
is apparent in lower half of figure 20 . The thermo-

electric osclllations, however, have little monotonic
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field dependence and the oscillations are positive and
negative. In this particular sweep the oscillations 1in
thermoemf were seen from 20 k gauss to 4.5 k gauss and a
total of 370 oscillations observed. In figure 20 the
thermal magnetoresistance oscillations were not observa-
ble below 7 k gauss. For field directions where the
thermoelectric oscillations were very weak, oscillations
in the thermal magnetoresistance could not be seen.

Most oscillatory quantities are superimposed on large
monotonic fleld dependent backgrounds. Such is the case
for the thermal magnetoresistance oscillations. The
thermoelectric emf oscillations are unique in being
alternately positive and negative. This factor makes
period and amplitude determination relatively easy, and is
an advantage of this technique.

Figure 21 (b) shows emf vs. H for H 18° from the
closest approach to the (001] axis. For this direction
a higher frequency oscillation is clearly visible.

Higher frequency oscillations were seen in a range of
+ 16 degrees from the closest approach to [o01]. The
reason for this will be explained later. Only one fre-
quency was seen 1in the thermal magnetoresistance.

Figure 22 shows how the oscillation periods varied as
a function of the distance from the closest approach to
the [001] direction for crystal position II. Both the

low and high frequency oscillations agree with the data







80

8 |

G

SSND 9
ol Gel

saa4ba(

I 2anityg

0Z S0Z



WNW|UIN 9JuDis|sey woa4 sSeeabeg

0€ 0¢ ol 0 0,l- 0 ¢- oe- Oob-
D
K4
O
- O O = -
% 0 -0'e
% -G T
L4
]
oY o
©
& ° = ~
) Sy O
- x
0 [ O o o
D I 14
* w O % $ 1l S
k914s014d pup ploo O
- A spolied 8§ O 09
spotied v @

2g aandtd




82

found in pulsed field de Haas - van Alphen effect by Gold

(70), and the field modulation experiments

and Priestley
of Stafleu and de Vroomen(7l). The origin of these

oscillations will be discussed in a later section.

Quantum Osclllations in the Thermoelectric Emf when p

Rotating at Constant Fleld Strength -
Figure 23 shows quantum oscillations when the field

1s rotated through 180° at 21 k gauss. The direction ‘

marked O on the graph corresponds approximately with the
direction of closest approach to the [001] direction.

Figure 2/l shows the same rotation oscillations at a
slower speed and over less than one half of the angle of
figure 23. At @ = 240 degrees a higher frequency oscil-
lation is clearly visible. Details of this part of the
rotation are displayed in figure 21 (a).

Oscillations occur in rotation because the cross
sectional area of the F-S perpendicular to the field is
dependent on field direction. At certain orientations
there are more cylinders occupied by quantized electrons
than at others. In rotating from one direction to another

c¢ylinders pass through the F-S causing oscillations.

amplitude ~ sin 2T gI(Tel (139

15 a maximum when

tle) g (113)

PH
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Since the arcument of the sin is a iarre number, the sin
is a rapidly oscillating function of f(7). How rapidly
these osclllations occur at any given field, depends both
on P and on f(8).

From figure 24 the angle of peak positions is found.
A plot of sec A at peak positions against corresponding
integers is shown in figure 25, to be a strailght line,
indicating that

£(f) = sec P (

]
\N
~

This agrees with the angular dependence of period as shown

in figure 22. A summary of the data is given in ficure 26.

Origins of the Oscillations and the F-S of Tin

In figure 27 the free electron Fermli surface of tin
is shown.( Td In zone three the & orbits have a period of
5.7 x 10"7gauss'1 with H along [001i]. This agrees with the
corrected best curve in figure 22. In addition, this
section is nearly a cylinder. The cross sectional area of
a cylinder varles as sec €, where 6 1is the angle between
the cylinder axis and the perpendicular to the area. Filgure
25 verifies that this sec # is followed and the low fre-
quency osciilations therefore originate from the 35 section
of the Fermi surface.

A recent band structure calculation by Weisz changes

the free electron picture drastically, but the 35 section



Figure 25

.18

~1.16
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Figure 26

Summary of Frequency Data

August 30 ([110] axis 4°, and [001] 11°, out of plane of H)

degrees from Measured 7 -1
8 resistance minimum Period X 10' ¢ Comments
o o)
255 up 22 5.3 + .3 used Xx-y
recorder
255 up 22° 5.3 + .3 "
76° up 23° 5.1 + .2 "
76° up 23° 5.1 + .2 "

e}

September 15 ([110] axis 4°, and [001] 11°, out of plane of H)

340° down 18° b4 o2 oscillation in
thermal magne-
toresistance

340° down 18° .o + .4 thermo emf

September 18 ([110] axis 4°, and [001] 11°, out of plane of H)

200.5° up 24.5° 5.2 + .1

September 25 ([110] axis 4°, and [001] 11°, out of piane of )

okg - 55° 4.8 + .1



o7

strong oscillation
is thermal resis-

present, no resis-
tance oscillatims

october 10 ( [110] 1s 7° and [001] 1s 16° out of plane of H)
degrees from measured 7
e resistance minimum  period X 10 Comments

237 % down 20.5 4.9 + .2
tance

2k down 17 5.0 + .3 two frequencies

255 down 3° 5.2 + .1 no resistance
oscillations

261 up 3° 5.5 + .1 no resistance
oscillations

215 down 43° 3.7 + .3 no resistance
oscillations

230 down 28° 4.8 + .3

October 26 (

240

240

245

250

256

260

[110] axis is 7°

down 16°
down 16°

down 11o

down 6°

Zero

up I

and [001] is 16° out of plane

5.66 + .05

b4

|+

5.3

|+

A

5

of H)

no thermal resis-
tance oscillations

two frequencies,
no thermal resis-
tance oscillations

large thermal
resistance
oscillations

large thermal
resistance
oscillations



265

270

275

280

up 9

up 14°

up 14°

up 190

up 24

2.9 + .2

5.48 + .08

2.4 + .2

y,9 + .2

5.4 + .6

two frequencies,
no thermal resis-
tance oscillations

two frequencies,
no thermal resis-
tance osclllations

strong mixing of
frequencies

no thermal resis-
tance oscillations

strong thermal
resistance
oscilllations



2000 4 :(b) electrens sons O: olecivens

The free-electron Fermi surface in the reduced-zone scheme. The principal

dimensions of the zone are:

rL=2" rx- 1(& , rw-m-l(ﬁ-f)(?!), wn-(f)(“’_")
a 2\a 2\¢ a/\a a/\a
where a =582 1 and ¢=3-18 1.

Reference 7C
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is virtually unaitered. However, the hicher frequency
oscillations of period 2.9 x 107! ¢! were designated

by Gold and Priestley as originating from the 51! orbits.
The Welsz calculation shows these orbits no longer exist,
and that this period originates at the upper end of the
38 section. A cross section of this piece of the F-S

(72 )

is shown in figure 28, and in three dimensions will
appear like a dog's bone. The diagram is properly inter-
preted by removing zone 2 from within the zone 3 section,
for both the TX and the XL planes.

The higher frequency oscillations seen in rotatlon
in figure 24 and in figure 21 (a) cannot be assigned to
the upper end of the dog's bone, because the frequency in
rotation is too rapid. If the f(8) for this section is
sec 8 then the corresponding period P is .9 x 10-7 gauss_l.
This roughly agrees with the '"D" periods seen by Gold and

Priestley. Not enough data was available to make a defi-

nite assignment.

Thermal Magnetoresistance in Rotation

Quantum oscillations in the thermal magnetoresistance
were not seen in rotation since the monotonic field depen-
dence was so large. A 360o rotation is shown in figure 29.
Notice that each maxima and minima 1s reproducible every
180°, which is consistent with the existence of a 2 fold
axis of symmetry close to the crystal axis. The signal to

noise ratio is very large and drift is nearly absent. The
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electrical magnetoresistance will later be shown to have

a much lower signal to noise ratio and drift is present.

The advantages of lock-in-amplifier techniques are evident.
Tin 1is a compensated metal and the magnetoresistance

has an H2 dependence for field directions perpendicular

to closed electron orbits (refer to the table of figure 4 ).

This behavior is exhibited generally in the region between

100° and 200° in figure 29. Tor field directions perpen-

dicular to orbits open in one direction, the magnetoresis-

tance 1is

p~a + bH2 0032 o (13C)

a is the angle between the current vector J and the open
orbit direction, In our experiments J is 4° from [110] and
aperiodic open orbits occur for field directions in a two
dimensional region around [001], as shown in the stereo-
gram in figure 30, As the field moves into the two dimen-
sional region @ increases and is 90O at the angle of closest
approach to [001], giving a resistance minimum.

All open orbits in tin are on the 4(a) hole section of
the F-S. This 1s shown in figure 27, and a topologically
equlvalent surface is shown in figure >51. . As 1s evident,
the surface is very complicated, and the open orbits on it
are "aperiodic" in nature. An electron on an aperiodic open
orbit does not repeat the same path in succeeding zones, as

shown in figure 32.
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E. Field Dependent Structure in Magnetoresistance

The most unusual feature of both the thermal and
electrical magnetoresistances 1s the appearance of two
palrs of peaks within the two dimensional region of
aperiodic open orbits. For crystal position I, the first
palir is at -15O and +19°, the second at + 320. These
peaks are shown in figures 33 and3} for various field
strengths. Figure 33 is for crystal position I, and
figure 34 for position II. Figure 35 shows the electrical
magnetoresistance for position II.

The inner pair of peaks occur.for angles where @ is
large and cosga small, characteristic of open orbits.
Notlice the inner pair of peaks for both crystal positions
rise up at higher fields. This wouid occur if the open
orbits of this region became closed at higher filelds.

This behavior was seen by Young(7u) in the electri-
cal magnetoresistance and attributed by him to magnetic
breakdown between the 4(a) and zone 3 sections of the F-S.
(See figure 36) These sections would be connected 1if it
weren't for spin orbit coupling which introduces a small
energy gap of ~ 0.003 Rydbergs as calculated by Weisz(Te).
The concept of magnetic breakdown was discﬁssed in section
IV. The 0.003 Rudberg energy gap corresponds with
H, = 4,000 gauss.

Young's interpretation is not easy to visualize, but
is related to the angle 6 shown in figure 37. Magnetic
breakdown peaks occur at the angle 2, where orbits pass

near the point x. The range of 8's permitted in his
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argument is

10° ¢ & ¢ 20° (i5¢)

and the peaks observed in our experiments fall within this
range.

An extensive study of magnetoresistance in tin was made
by Alekseevsiii, et al, so we attempted to correlate
our workx with ﬁheirs. The stereogram of their work is
shown in figure 30. The portion of interest 1s within the
two dimensional region of open orbit field directions
shown in figure 32. The inner pair of squares with rounded
edges mark maxima and minima field positions found by
Alekseevskil, et al. The great circles corresponding to
our field sweeps are marked by the angles of [001] and
[110] out of the plane of rotation of H for the two
different crystal tilt positilons.

The 11°, 4° curve predicts peaks at -14%°and +16° and
minima at + 22°. Peaks were observed at -15° and +16° and
minima at -20.5° and +20°.

The crystal position II curve (16°, 7°) predicts peaxs
at -7° and +10° and measured to be -16° and +19°. The mea-
sured angles are extremely dependent on crystal tilt angle
in this region, so an error of + 20 in x ray orientation
could greatly change this agreement. Minima are predicted
at -190, +21° and observed at + 220.

The outer peaks shown in figures 34 and 35occur very
roughly for field directions along [210] directions but

this could not be definitely established. The unusual




=0

Figure 59
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feature of these peaks 1s that they disappear at higher
fields and suggests that magnetic breakdown might be
involved here, also. Thelr disappearance at higher fields
would correspond with closed orbits (H2 behavior) changineg
to open orbits (H2cos2a behavior). The 4(a) sectlon of
the F-S of tin is very complicated and aperiodic orbits

on 1t are even more difficulit to picture.

Correlation of Oscillation Amplitudes with the Field

Dependent Pea.ts in lMagnetoresistance

The most striking feature of the thermoelectric
power quantum oscillations is that they nearly disappear
inslde of + 229 and reappear within + 4° of the angle of
closest approach to [001], as shown in ficure 32. This is
the region of the inner magnetoresistance peaks which be-
come more pronounced at higher fields.

The oscillation amplitude reduction is consistent with
the presence of marnetic breakdown between zones 3 and 4(a)
since at breakdown fields not all electrons would compiete
cycliotron orbits on the 38 section of the F-S. It is the
completed cyclotron orbits which contribute to quantum
oscilllations.

Young's description of which orbits are involved in
breakdown does not explain the osciilation ampliitude reduc-
tion. Young's and our data are consistent with each other

but not with his interpretation. All of the data acree
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with the concept that the rounded squares in the stereo-
gram of figure 38 are due to magnetic breakdown. This
i1dea was not sugrested by Young and could be further
studied by repeating the present experiments for various
tilt angles.

We have demonstrated that the combination of thermal
magnetoresistance and thermoeliectric emf quantum oscilla-
tions is an effective tool for F-S studies. Beilng able

to measure both quantities simultaneously is a distinct

advantage. The thermoelectric emf is shown to be very

sensitive to the quantization of energy levels.
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Apgendix

Intermediate Magnetic State

Figure %0 shows a plot of the thermal magnetoresistance
against fields below 600 gauss. The sample is at 1.49K.
Below 150 gauss the entire sample is superconducting with
complete Meissner effect. Between 130 gauss and 260 gauss
there appear '"tubes'" of alternate normal and superconduct-
ing regions(YB). The bump appearing in the resistivity
was satisfactorily explained by Cornish and Olsen using

a model of conductivity by the alternate tubes. The sharp
corner at 260 gauss 1s at the critical field Hé for tin at
this temperature. In very pure materials, the thermal
conductivity below Hc/2 is purely from the lattice so the
experiment presents an interesting way of studying pure
lattice conductivity, involving almost no phonon-electron

collisions.
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Bridge Correction
1.4X

(R+R, )(R+R,)
- 1 2 _

E =1 [1.4K + SR¥R; ¥R, ] 1, =1, + 15

12(R+R1) = 13(R+R2) AV =V -V, = R(i2

R+R, R+R,
AV = R 1, - 15 = R1 - i,
R+R, R+R,

— R -

AV = RFR (R2 Rl) i,
R+R (R+R; )(R+R, )
E= i, +1, —= 1.K + 1 2
R+R, 2R+R; +R,
5V = mix RTR (KPR J(RFRS) y
T lamy 14+ omrR—
2 1772

B RE &

av = TRFR, J(R+R, +8)
(2R + 2R; + §) 1.4 +(2R+R1+R1+E)
K i1s a constant

_ K ~ :

AV = R 7 ?Rl ) 5§ = o to 6K maximum

R~ 5K Ry ~ 3K
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Bridge Correction Table

amount to be added to
- Rg) k ohms bridge output to get
true linear output

8 = (Rl

6%
11%
17%
22%
25%
33%

(XN » I — S VI \O B

above percentages calculated for R = 5K ohms

and R1 = 3K ohms.
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Ficure 44

1 Carbon Resistor Calibration
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