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ABSTRACT

THE EFFICIENCY OF COMPUTER ALGORITHMS
FOR PLANT LAYOUT

by Larry Paul Ritzman

This thesis provides a comparative appraisal of
suboptimal computer algorithms for the plant layout problem.
The research objective is determining which ones output the
best solutions and whether their performances are dependent
upon the specific problem. The layout problem is viewed as
assigning centers to locations to minimize a cost function,
subject to certain constraints. Its mathematical formula-
tion recognizes three types of costs: linear, special
quadratic, and general quadratic. This formulation accommo-
dates the objectives usually attributed to a layout. Al-
though most algorithms deal explicitly with only the special
quadratic costs, the other two cost components can be
accounted for with prohibited assignment constraints and
transformations to the cost data.

The existing algorithms which are amenable to this
formulation, or can be revised to do so, are examined.
Particular attention is paid to their theory, strengths,

weaknesses, and omissions. Four algorithms are selected for
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further study: CRAFT, Hillier's algorithm, Wimmert's proce-
dure, and a random selection algorithm. Computer programs
had not been available for the last two algorithms, and so
they are written specifically for this thesis. Since several
concepts of unknown merit are added to Wimmert's original
formulation, thirteen versions of it are developed for
evaluation.

The algorithms are then applied to twenty-six realis-
tic test problems using the CDC 3600 computer. The resulting
output provides data for comparing the algorithms' computa-
tional time, abilities to satisfy constraints, and the cost-
liness of their solutions. The test results support the
conclusion that the better algorithms are consistently good,
regardless of the problem characteristics. CRAFT performs
better than any other algorithm in terms of solution feasi-
bility, solution cost, computer time, and the ability to
produce many good solutions to the same problem. Hillier's
algorithm is competitive with CRAFT; the differences are not
significant. The total performance of the random selection
algorithm is inferior, in spite of the small amount of time
it consumes per solution.

The results for most of Wimmert's versions are not
encouraging. However, two versions do provide satisfactory
solutions. In terms of average solution costs, the differ-
ences between them and CRAFT are not statistically signif-

icant. Although they require much more computer time than
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CRAFT, several modifications are suggested which may signif-
icantly improve their total performances.

The findings of this thesis offer several insights
tangential to the main research objective. Even the better
algorithms intermittently generate poor solutions to the
same problem. This conclusion underscores the need for find-
ing several suboptimal solutions to a problem, which in turn
requires some type of stopping rule. Preliminary evidence
suggests a satisfactory rule could be constructed from
information on the lower and upper bounds as well as by
monitoring output information during the actual solution
process. Another finding of interest is that alternative
criteria for computing distances between locations provide
comparable results.

Several areas for future research are described,
including: revisions to existing algorithms, satisfying

unequal area requirements, and developing new algorithms.
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CHAPTER I

THESIS OBJECTIVE AND PROBLEM DESCRIPTION

Introduction

Plant layout is defined as the arrangement of cen-
ters to meet a firm's production requirements economically.
Economic centers can be machines, groups of machines,
departments, storage areas, material handling systems, or
other types of supporting service systems. Optimal location’
of centers has been of theoretical and practical concern for
several centuries. The ancient Greeks, for example, consid-
ered the problem of how a person could most quickly travel
between two points, both of which are on the same side of a
river, given that he must get watef at some third point at
the river bank during his trip.l The problem is to find
that point on the bank which minimizes the total length of
two lines drawn from it to the other two points. The solu-
tion was found by drawing ellipses using the origin and

destination of the trip as foci, finding the smallest

LWilliam Miehle, "Link-Length Minimization in Net-
works," The Journal of the Operations Research Society of
America, VI, No. 2 (March-April, 1958), 235.




ellipse which touches but does not cross the river, and
selecting the point where it touches as the location of the
third point.

The whole area of spatial location theory, of which
plant layout is but one facet, has advanced significantly
since this early age. This growth of knowledge has been
uneven, however, depending on the particular problem formu-
lation of interest. The plant layout problem has defied
optimal solution by a computationally feasible procedure.
"Plant layout is largely an art today. . . . There is no
overall theory that makes it possible to relate the magni-
tude of influencing factors into a composite design."l

Fortunately, several suboptimal algorithms2 of
considerable promise have been made available in the last
decade. These contributions to layout theory come from
diverse sources--mathematics, physics, industrial engineer-
ing, computer design, management science, operations re-
search and business administration. They can be found under
such seemingly unrelated headings as the backboard wiring

problem, kitchen layout, ergonomics, parking lot design,

lElwood S. Buffa, Modern Production Management
(24 ed.; New York: John Wiley and Sons, Inc., 1965), p. 400.

ZSome authors prefer the term "heuristic" or "heuris-
tic algorithm," which Feigenbaum and Feldman define as "a
rule of thumb, strategy, trick, simplification or any other
kind of device which drastically limits search for solutions
in large problem spaces." Edward A. Feigenbaum and Julian
Feldman, Computers and Thought (New York: McGraw-Hill Book
Co., 1963), p. 6.




storeroom design, quadratic assignment problem, assignment
problem, plant design, network minimization problem, link-
length minimization in networks, location analysis, and
equipment location analysis. Centers of economic activity
may not be those normally associated with the layout problem.
Centers may be knobs to be attached to a control panel or
computer components to be wired together. In a more trivial
example, centers can be people who must be seated relative

to each other to minimize some measure of conflict. All of
these problems are compatible in terms of the objective func-

tion and constraints.

Research Obijective

The objective of this thesis is to compare the per-
formance characteristics of the most promising suboptimal
algorithms now in existence. This is to be achieved by
first obtaining computer programs for each of the procedures
selected for detailed study and by then applying them to
several realistic test problems. The resulting output pro-
vides data for comparing the algorithms' computational time,
abilities to satisfy constraints, and the costliness of
their solutions.

The most obvious reason for research along the sug-
gested lines is the important part of a good layout design
plays in efficient production operations. Material handling

costs are very much dependent on the layout design. Although



their exact magnitude is unknown, one author estimated that
they range between 10 and 40 per cent of total production
costs.l Layout decisions often possess an irrecoverable
quality, due to the cost of relocating centers. They are
long-run commitments affecting the very design of the pro-
duction system. It is true that in some production situa-
tions mounting machines on pallet bases or using air cushion
systems can be an inexpensive means to relocate machines and
to gain the advantages of line production for large produc-
tion runs. In such a case, the layout problem is of minor
concern, giving way to a scheduling problem.2 However, this
type of production system is definitely not as prevalent as
the one of selécting a layout design acceptable over a long
time horizon.

Reaching the research objective is beneficial due to
the paucity of data on the comparative performances of exist-
ing algorithms. The main thrust of recent research is to
develop still another algorithm. Although significant con-
tributions, these efforts do little to apprise the practi-

tioner as to which one performs best under varying conditions.

lPhilip R. Reimert, "An Investigation of the Feasi-
bility and Cost of Flexible Plant Layout Using Movable Pro-
duction Machinery and a Computerized Scheduling Program"
(unpublished M.S.I.E. dissertation, Central Library, Arizona
State University, 1963), p. 3.

2Philip Reimert addresses himself mainly to this
technological solution in his thesis. Philip R. Reimert,
ibid.



This is not to say that no comparisons have been made. The
most rigorous comparative analysisl now available involves
the Hillier algorithm, the Hillier-Connors algorithm, and a
Gilmore algorithm.2 However, the cost data of the sixteen
test problems were derived from random two-digit numbers--
an unrealistic assumption. Other comparisons have been
based on one or two test problems at best. At any rate,
comparative research is not available in the quality and
quantity as is true with a production problem such as line
balancing.3 The interrelated nature of computational time

and the costliness of layout design solutions is unexplored.

Sequential Steps to Layout Design

It is desirable at the outset to put into perspec-
tive the problem formulated for this study. Solving this
problem is actually only one of three steps necessary to

reach a satisfactory layout design.

lF. Hillier and M. Connors, "Quadratic Assignment

Problem Algorithms and the Location of Indivisible Facil-
ities," Technical Report No. 6, Program in Operations Re-
search, Stanford University (Stanford: By the authors,
1965), pp. 29-34.

gAnother study, one by C. Nugent, T. Vollman, and
J. Ruml, has just been reported in "An Experimental Compari-
son of Techniques for the Assignment of Facilities to Loca-
tions," Operations Research, XVI, No. 1 (January-February,
1968), 150-173.

3E. Ignall offers a comprehensive analysis in "A Re-
view of Assembly Line Balancing," The Journal of Industrial
Engineering, XVI (July-August, 1965), 244-254. A comparable
study is presented by M. Kilbridge and L. Wester in "A
Review of Analytic Systems of Line Balancing," Operations
Research, X, No. 5 (September-October, 1962), 626.




The first step is to gather information on: product
demand; sequences of production; alternative handling sys-
tems; relocation costs (or location costs in the case of a
new plant); economic advantages of adjacency and line produc-
tion; the flow of materials between each pair of centers;
the number, type, capacity and physical size of centers;
total area available; and the way any other of the multiple
plant layout objectives are affected by the design.

With this information on production requirements and
economic relationships, the analyst turns to the second
step--assigning centers to locations. Locations are usually,

but not necessarily, represented as equal discrete areas in

a Cartesian plane having the axes intersecting at one corner
of the layout. The distances between pairs of locations can
be calculated from the configuration; they are assumed to be
constant regardless of how centers are arranged in the final
solution.l ‘A decision must then be made on how to assign the
N centers to the N discrete locations to meet production
requirements and yet keep the resulting costs at a satisfac-
torily low level. 1In this thesis, this decision will be
made using algorithms.

With the second step completed, the analyst has an
idealized plan or block diagram to which can be added the

detailed planning necessary to reach the final design. The

lA three-dimensional location system can be accommo-

dated as long as this assumption is valid.



precise locations and configuration of all centers and sub-
systems within the centers must be carefully weighed.

.We shall be concerned in this thesis with only the
second step--assigning N centers to N locations to minimize
some sort of total cost function subject to a number of
constraints. This is what we consider to be "the layout

problem."

A Formal Statement of the Layout Problem

Since the hypothesis to be tested is that existing
algorithms perform differently in solving the layout problem
and that these differences can be determined by trying them
out on realistic test problems using the computer, a more
precise formulation of the problem is in order. The advan-
tage is not that all algorithms use the formulation directly,
but that it helps conceptualize the relevant independent
variables and their linkages to the layout criteria. There
are at least three relevant costs: special quadratic,
linear, and general quadratic. They may appear either in
the objective function or as constraints. The objective
function and constraints are first to be stated mathemati-
cally. This is followed by a description of their relation-

ship with the layout objectives.

Special Quadratic Costs

There are layout costs dependent only on the rela-

tive locations of center pairs. Considering centers i and Kk,




this cost (ci Z) is a function of the distance between

jk
locations j and [/ to which the two centers are respectively

assigned. If fi measures the desirability of locating

k
centers i and k close together and djﬂ is the distance

between locations j and £, then cijkﬂ is calculated as:

Cijkg- fix djz (1)

If X3 is equal to one when center i is assigned to
location j and is zero otherwise, then special quadratic

costs are expressed as:

N

1/2 (2)

C. . X.. X
iljlkl ﬂ=l l:]kﬂ 1) kz

Three constraints must be imposed to assure a fea-
sible ' solution. Condition 3 is an indivisibility require-

ment to prohibit the assignment of fractional centers.
0 o
= { (i,3=1,2,...,N) (3)

Constraint 4 requires that each center is assigned
to a location. Similarly, condition 5 assures that all
locations are assigned. Taken together, they make it impos-
sible to assign a center to more than one location or to
have more than one center assigned to the same location.

N

2 x,. =1 (i=1,2,...,N) (4)
j=1 %



= ox, =1 (3=1,2,...,N) (5)

Linear Costs

There can be a certain linear cost, call it bi"
incurred by assigning center i to location j. This cost
(positive or negative) is unaffected by the center's relative
location to the other (N-1l) centers. Subject to constraints

3, 4, and 5, linear costs are formulated as:

N
by b.. x.. (6)
J

Conditions 4, 5, and 6 are to be recognized as the
ordinary assignment problem, a special case of the transpor-
tation problem with unity rim conditions. There are N
sources to supply N sinks; all or none of the capacity of
source i can be assigned to sink j. The integrality prop-
erty of the transporation problem assures that all positive
x.lj values will be equal to one, thereby satisfying condi-
tion 3 automatically. A feasible solution to this transpor-
tation problem is degenerate, since less than (2N-1) of the
xij values are positive. This necessitates the use of a
perturbation method. Other algorithms for solving this
problem are presented in Chapter II.

It should be noted that relative location costs

which are a function of distance become linear rather than

quadratic when only one center is to be added.to an existing
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layout. In this restricted case, there are at least three
alternative formulations (other than conditions 2 through 5)
of relative location costs. They are based on the assump-
tion that the new center can be "squeezed in" at any point
on the Cartesian plane, rather than requiring a discrete
area. In each formulation, x and y are the abscissa and
ordinate of the new center, whereas fi measures the desir-
ability of locating the new center close to fixed center i.
The centroids of the M existing centers are fixed at points
(xi,yi), where i=1,2,...,M.

Formulation 7 presumes that distances between loca-
tions are best computed with the Pythagorean theorem. For
ease of solution, formulation 8 approximates costs by squar-
ing the terms in the function. Finally, formulation 9

computes distances using the rectilinear criterion.

M 2 5 1/2

S [(x-xi) + (y-y;) ] (7)
i=1

M _

b fi2 (x—xi)2 + (y—yi)%} (8)
i=1 L

M _

0 _["'xil * IY‘Yiﬂ (9)
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General Quadratic Costs

A certain cost (call it cijkz) depends on the rela-
tive location of centers, but is not strictly a linear func-

tion of the distance between them. Let ci take on values

jki
in the following manner:

( a if da., < 0
o jl =
a; if 0 < djg < 1
' =

Iy < . (10)

. a if (p-1) < djz < p

Let the general quadratic cost term cijkz be com-
puted as follows:
1 = 1

Cidke T Cijke * Cijkg (11)

Then the general quadratic cost function, subject to

conditions 3, 4, and 5, becomes:

N
1/2 s (12)
k

c'! X.. X
i3, ijkf “ij "ki

 L=1

Two Formulations of the Layout Problem

The layout problem which recognizes all three types
of costs can be formulated in two different ways. The most
direct formulation is given in condition 13, subject to

equations 3, 4, and 5.






12

Minimize:

N 1
b b.. x.. + 5 by (13)
]

c:!t X.. X
o1 ij Tij i,9.k,8=1 ijkg Tij “k4

i,

This formulation, although the most complete, has
several shortcomings. The foremost deficiency is that exist-
ing algorithms seldom recognize b.lj and never recognize

cijkﬂ in the objective function. Secondly, the layout

objectivesl represented by ci terms are particularly dif-

jki2
ficult to quantify. The analyst may prefer to rule out cer-

tain assignments involving large terms without formally

[}
Cijkg
including all of them in the objective function. Finally,
the objectives represented by bij do not generally represent
a stream of costs over a time horizon, as opposed to cijkz

and c: This necessitates present value calculations and

ijki-°
the additional complication to the solution process may not
be worthwhile.

In light of these objections to the first formula-
tion, the second one appears to be more satisfactory. This
alternative formulation, which is the one used in our study,
considers bij and cijkﬂ terms only in an approximate way.
Linear costs can be recognized by adding new constraints
requiring some xij variables to be one and others to be zero.

Consider the assignment of center 1 to location 2. There

are problem situations where b12 is so much less than other

lThese are discussed in the next section.
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blj values that a satisfactory solution obviously must have
X1, equal to 1, regardless of the effect on special qua-

dratic costs. It 1s also conceivable that b12 is so much

higher than other blj values that X;, must obviously be

constrained to zero. Let Pi be the set of prohibited loca-
tion assignments for center i. The constraintsl acting in

the place of a linear cost function become:

x.lj = 0 if jEPi (i=1,2,...,N) (14)

The alternative way of including_cijkﬁ terms in the

solution process is to transform selected fik values into

arbitrarily large values. If certain cijkz terms make it

desirable to cluster centers one, three, four, and eight,

then £ f f b f and £

13’ 714’ T18’' T34’ ~38' 48

large. An effective algorithm would automatically bring them

can be made arbitrarily

together. If it is desired to separate centers, the appro-

priate fi values can be arbitrarily small.

k

The second problem formulation, which recognizes bij

1
and cijkz

transformations in f.l

terms only implicitly, is therefore subject to

X as well as conditions 3, 4, 5, and 14.

It can be expressed as:

lReguired constraints are also implied by condition
14, simply by including in P; all locations except the one
to which center i must be assigned. However, this may not
be the most efficient procedure for an algorithm to use.
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Minimize:

N
1/2 2
i,j, k,£=1

Cijke *ij Xk (15)

Although it is an imperfect substitute for including
. . . . . . .

bij and cijkﬁ directly in the objective function, it would

seem to be acceptable if the layout analyst obtains solu-

tions with and without the various constraints and transfor-

mations. The differences in the objective function values

measure the additional costs caused by the constraints and

transformations; a final selection can be reached on an

incremental cost basis.

Layout Objectives and the Problem Formulation

Traditional layout theory specifies a bewildering
assortment of objectives, the attainment of which are sup-
posed to be dependent on the solution selected to the layout
probiem. This large assortment of objectives has led some
authors to suggest that their algorithms are appropriate
only for a pure "process" layout.l It is the purpose of
this section to show that this is an unnecessary restriction;
solving the layout problem as formulated in the previous

section can provide satisfactory designs in many types of

lFor example, Elwood S. Buffa, Gordon C. Armour and
Thomas E. Vollman suggest CRAFT is applicable mainly to job
or machine shops in "Allocating Facilities with CRAFT,"
Harvard Business Review, XLII, No. 2 (March-April, 1964).
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"mixed" situations. Conceiving of layout problems as either
"pure line" or "pure process" layouts is unrealistic and not
very useful; it does nothing in terms of assigning centers
to locations. In addition, there are few instances of a
pure type in a real world application.

To demonstrate the generality of our problem formu-
lation, consider the objectives commonly cited as being

1 These objectives

dependent on the layout objectives (xij).
are classified in Table 1l-1 as to the appropriate costs,
constraints and transformations. These relationships are
admittedly conjectural. Little research has been done in
the area of cost functions and it would seem that many of
the objectives are not always related to xij' When they are,
the exact linkages are situational; the decision-maker must
be cognizant of them and tailor the problem with them in
mind.

Consider in turn each of the objectives listed in

Table 1-1. Material handling is usually represented by

lTypical statements of layout objectives are found
in: Richard C. Wilson, "Evaluation of Spatial Relations and
Empirical Plant Layout Criteria by Digital Computer" (unpub-
lished Ph.D. dissertation, University of Michigan, 1961);
James M. Moore, Plant Layout and Design (New York: The
Macmillan Co., 1962), p. 93; James M. Apple, Plant Layout
and Materials Handling (24 ed.; New York: The Ronald Press
Company, 1950), pp. 7-11; and Roy D. Harris and Roland K.
Smith, A Cost-Effectiveness Approach to Facilities Layout,
Working Paper 67-22, Graduate School of Business, The
University of Texas at Austin (Austin: By the authors,
August, 1967), p. 15.
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C.. terms in the objective function.l The f£., term is a
ijk4 ik

measure of the flow between centers i and k. It should
reflect the true cost of moving the required number of loads

between the centers for each unit of distance. It can be

estimated from data on the number of loads per unit time, the

characteristics of the load, time standards and labor rates.

The value of fi is zero when i and k are equal. When

k
appearing in a total cost function with linear costs, fik is
correctly expressed as the present value of the unit cost.
The djﬂ term is a measure of the distance between locations
j and £/. The distance along the actual path traveled can be
adjusted to account for modes of transportation and "impedi-

ments."2

Equipment installation is a linear cost. It includes

not only the actual movement of the center to its assigned
location, but also constructing foundations and providing
access to water, compressed air, gas, and electricity.

The objectives of direct labor, in-process inventory,

and equipment investment can all be related to positive

terms (or transformations in fi Each objective can

Ciikg x) -

lIt is a linear cost if one or more new, unrelated
centers are to be added to an existing layout.

2The calculation of d., is described by Robert J.
Wimmert in "A Quantitative Apﬁgoach to Equipment Location in
Intermittent Manufacturing" (unpublished Ph.D. dissertation,
Purdue University), pp. 40-80.
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be affected by whether or not a series of centers are
located adjacently; i.e., in the form of a production line.
Depending on such exogenous variables as product demand,
line production may increase the efficiency of labor (due
to specialization), increase the throughput of materials,
and increase the utilization of equipment (thereby decreas-
ing the number of machines which must be purchased). Since
these savings are not realized if two of the sequentially
linked centers of the line are separated by intervening
centers, positive cijkz terms or fik transformations are
relevant. Cases where material handling delays increase
direct labor costs or where direct laborers are used for
material handling purposes can be accommodated by the spe-

cial quadratic cost function.

Similarly the objectives of supervisory effective-

ness, indirect labor, motivation, job satisfaction, and

direct labor are related in the sense that all may be

affected by clustering certain centers. Traditional layout
theory suggests that, under certain conditions, grouping
centers together into a "process" layout increases the
effectiveness of a supervisor, due to his familiarity with
the workers and the technology. It may also decrease in-
direct labor costs as a result of the concomitant simplicity
in scheduling and dispatching. Small group theory suggests
that motivation and job satisfaction can sometimes be in-

creased by clustering (or separating) certain groups of
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employees (centers). Finally, clustering centers may permit
a worker to operate more than one machine simultaneously.

Safety and worker convenience can be represented by

all three cost components. The danger of separating centers
between which many cumbersome parts must travel is recog-
nized as a general quadratic cost. It may also be dangerous
to make two centers adjacent, such as locating a painting
area emitting noxious fumes next to a center having a high
concentration of workers. This situation is accommodated
by fixing the painting center in an isolated location (con-
straint 14) or making the flow between them arbitrarily
small. Worker convenience is adversely affected by assign-
ing large concentrations of workers to areas remote from
service facilities. This is to be recognized as a special
quadratic cost. Most worker convenience considerations,
however, would seem to be reserved for the detailed planning
stage.

Product quality and scrap loss objectives are treated

in a similar fashion. If expensive, easily damaged parts
must move between two centers, the centers should be located
close together. If one center creates conditions adversely
affecting the quality of products in another center, such as
a foundry located adjacent to a "clean" room, they should be
separated. Another possibility is to assign the foundry to

an isolated location.
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The best use of floor space seems primarily a prob-

lem for the third step in layout design--detailed planning.
How components within a center are dovetailed together can
materially affect area utilization. There is one way, how-
ever, that xij has direct bearing on area utilization.
Making centers i and k adjacent for line production purposes
eliminates the need of an area to store materials exchanged
between them.

Flexibility and expandability are nebulous terms in

the context of the layout problem. The connotation seems to
be that the layout design should accommodate all future
foreseeable and unforeseeable changes in production require-
ments. In the case of special quadratic costs, a determinis-
tic model could be built after forecasting changes in fik
terms during the planning period; present value calculations
could then be made. In the case of risk, expected value
calculations would be appropriate. There is little that can
be done if the situation is one of uncertainty.

In summary, our problem formulations are quite
flexible in accommodating relevant objectives if the analyst
carefully considers how they are related to xij and revises
the problem statement accordingly. The algorithms tested in
this thesis apply to the second formulation or else can be
easily revised to this end. It must be acknowledged that it
is rare when a center or group of centers must be assigned

in a certain manner. The statement that "if they don't,
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certain costs will be incurred" is more valid than the all-

or-nothing modifications made to xij and fi Unfortunately,

K
little experience has been reported on how several of the
objectives can be quantified in terms of one dependent vari-
ablel (dollars) and how they are related to xij' If it is
found that not all of the objectives can be translated into
dollar values, it still is possible to handle several depen-
dent variables simultaneously.2

The inescapable conclusion is that a satisfactory
algorithm addressed to the quadratic cost component and
amenable to the suggested constraints and transformations
is a workable, but certainly imperfect tool for the layout
analyst. Judgment and nonquantitative factors are still
essential ingredients. It is necessary to "weigh and decide,
balancing quantitative and nonquantitative factors . . .

since usually, measures of effectiveness are not capable of

reflecting all aspects of performance. . . . One of the

lRoy Harris and Roland Smith, using a "system" and
"cost-effectiveness" approach, show how a dollar figure can
be derived for each objective. Harris and Smith, pp. 10-20.
They do not take the additional step of tying each objec-
tive to the design variables of this thesis, i.e., Xjj.
Their proposal serves only to evaluate a design after it is
generated.

2One possible approach along this line is offered
by Lawrence E. Briskin; his methodology is applied to the
shipping problem where there are two objectives--minimum
cost and minimum time. "A Method of Unifying Multiple Objec-
tive Functions," Management Science, XII, No. 10 (June, 1966),
406-416.
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great traps in quantitative analysis is the siren song of

the optimal solutions.“l

Unequal Area Reqguirements

The algorithms of this thesis can be distinguished

by whether or not they explicitly accommodate centers with

unequal area requirements. For those algorithms possessing
such a provision, the shape of a center is not determined by
cost considerations; rather the center takes on any configur-
ation which meets very limited qualifications. The result
can be clearly unacceptable center shapes which are not
justifiable on the basis of costs. These algorithms do have
an important advantage in reduced computational time, since
N must not be increased to handle unequal center areas.

The algorithms not having an explicit provision can
still accommodate problems having unequal center areas.
Several techniques for doing so are as follows:

l. Combine small centers with large fj) values into one
center before applying the algorithm.

2. Ignore small centers and "squeeze them in" after
the algorithm provides a solution. Any one of the
methods for adding centers to a layout having fixed
centers could be used.

3. Divide the larger centers into two or more subcen-
ters possessing equally shared flows. Make all
flows between subcenters arbitrarily large.

4. Add one or more "dummy" centers and set all of the
fix values equal to zero. When the block diagram

lBuffa, Modern Production Management, pp. 55-56.
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provided by the algorithm is translated into the

final floor plan, expand actual centers into the

areas assigned to the dummies.

Which approach provides the best solutions in an
equivalent amount of computer time is as yet unknown. This
question is beyond the scope of this thesis. The third
technique given above is arbitrarily chosen so that the
effective portions of each algorithm can be tested on an

equal footing. Explicit provisions for unequal areas are

simply ignored.

Obstacles to Solution

There are several obstacles defying an easy solution
to plant layout problems. It is important to keep these
obstacles in mind during the evaluation of existing algo-
rithms. The obstacles are the multiplicity of objectives,
the current vagueness of these objectives, changes in system
parameters over time, the cost of data collection, simplify-
ing model assumptions,l indivisibility of centers, and the
very rapid increase in computational difficulty as the prob-
lem size increases. The last obstacle is undoubtedly the

most critical one.

lAn example of simplified model assumptions is the

discontinuity of material handling costs, due to the imper-
fect ability to hire a fraction of a material handler. A
thorough treatment of model assumptions is offered by Thomas
E. Vollman in "An Investigation of Bases for the Relative
Location of Facilities" (unpublished Ph.D. dissertation,
University of California, Los Angeles, 1964).
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Summary and Organization of Thesis

The main research objective is the comparative
appraisal of several promising algorithms relating to the
layout problem. The plant layout problem is defined as
assigning N centers to N discrete locations in such a way as
to satisfy all constraints and attain a reasonably low value
in the objective function. Solving the layout problem is
really the second step of a larger decision process. It
comes after information gathering and is followed by de-
tailed planning. A complete statement of the layout problem

recognizes bi and c cost terms, as well as

j* Sijke’ ijkg
constraints assuring that each center is assigned, each
center is indivisible, and each location is assigned.

A less comélete, but more tractable statement
explicitly recognizes only special quadratic costs. The
other two cost components are built into the problem formu-
lation with additional constraints on xij and transforma-

tions of fi The computer algorithms of this thesis are

k*
addressed to this latter formulation and therefore must be
recognized as valuable, but admittedly imperfect decision-
making tools.

The purpose of the remaining chapters is to select
and evaluate algorithms which fit--or can be made to fit--
this problem formulation. Chapter II contains a summary and

appraisal of existing decision models in the area of plant

layout. These tools are divided into three groups: (1)
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visual aids to design, (2) evaluation techniques, and (3)
algorithms for the layout problem. Four algorithms are
selected for additional analysis: CRAFT, Hillier's algo-
rithm, Wimmert's algorithm and ALDEP.

Since computer programs had been available only for
the first two algorithms, they must be written for the last
two. Wimmert's procedure is the most complex and incomplete
of these two, and so Chapter III is devoted to it. Since
Wimmert's algorithm can be translated into many different
sets of decision rules, thirteen unique versions are devel-
oped for evaluation.

Chapter IV provides an analysis of the results of
applying the selected algorithms to twenty-six test problems.
This analysis places particular emphasis on computational
time, objective function values, and satisfaction of con-
straints. Other properties of the algorithms, heretofore
unknown, are offered. It is also a concern in Chapter IV
to develop more insights as to when a "satisfactory" solu-
tion is reached. This will aid in constructing a "stopping
rule."

Chapter V is set aside for the conclusions of this
thesis. Necessary revisions in algorithms and questions for

future research are presented.
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CHAPTER II

REVIEW AND APPRAISAL OF EXISTING DECISION MODELS

Introduction

There is a surprisingly large number of plant layout
algorithms, or concepts which could be transformed into algo-
righms, which have recently been put at the disposal of the
practitioner. Most of them have merit as long as their
assumptions describe reasonably well the problem being
solved. 1In searching the list for the most flexible, effi-
cient algorithms which solve the layout problem we have for-
mulated, several procedures can be deleted. These deletions
are made mainly on the basis of their assumptions or re-
ported experience with their computational effectiveness.

Of the remaining algorithms, four of them appear to be
particularly promising. The reported experience with CRAFT
and Hillier's. algorithms is especially favorable. Wimmert's
procedure and a random-generating procedure are also inter-
esting, but for a different reason. Both appear to be
plausible tools and are rather strongly advocated in some
quarters on a priori grounds.

This chapter is devoted to an evaluation of relevant

layout models from all contributing disciplines. Particular

26
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attention is paid to their theory, strengths, weaknesses and
omissions. These models are grouped into three categories:
(1) visual aids to design, (2) evaluation techniques, and
(3) algorithms for the layout problem.

Reports on plant visitsl and a review of trade
journals suggest that the time-honored models of the first
two categories are the most commonly used tools in business
today. Unfortunately, none offer a basis for an algorithm
of any promise. They do not provide rigorously defined
decision rules for minimizing a cost function. The assign-
ment of centers is left to the "judgment" of the analyst
using the trial-and-error method. For this reason, none of
these models are selected for additional study. They would
appear to be most useful for small uncomplicated problems.
The value of N need not be very large, for example, before
a flow diagram becomes a mass of directed lines which are
completely unintelligible.

Perhaps the best conclusion is that models of the
first two categories have an important role to play, partic-
ularly during the first and third steps of the layout process.
In regard to the second step, they must be supplemented by
algorithms explicitly directed to the layout assignment

problem.

lHubert F. Lund, "Plant Planning Tools," Factory,
CXXI, No. 9 (September, 1963), 86-91.
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Visual Aids to Design

These techniques have been available in varying
forms of refinement for several decades. They emphasize the
data collection and detailed planning steps, although the
implication is that the analyst somehow uses them to gener-
ate satisfactory solutions.

The multiproduct process chart, operation process

chart, and flow process chartl are convenient means of deter-

mining the sequence of operations for each product. Com-
bined with product demand information, they facilitate the
computation of the "flow" between any two centers (fik)'

The MAGnitude chart2 accounts for differences in material

handling difficulty and therefore is of value in pointing

out critical handling problems and adjusting f.lk terms.

Layout drawings, machine data cards, the layout planning

chart,3 3-D models, scale templates and isometric drawings4

are useful tools for data collection or detailed planning.

lTwo references are: John A. Shubin and H. Madeheim,
Plant Layout (Englewood Cliffs, N.J.: Prentice-Hall, Inc.,
1951), and Roy E. Elicker, "Operating Procedures Used in
Plant Layout" (unpublished M.S. dissertation, Michigan State
University, 1951).

2Robert S. Rice, "Three New Tools for Better Plant
Layout," Factory, XVIII, No. 6 (June, 1960), 101-103.

3Ruddell Reed, Jr., Plant Layout: Factors, Princi-
ples and Techniques (Homewood, Illinois: Richard D. Irwin,
Inc., 1961).

4

Lund, Factory, pp. 86-91.
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The product-quantity chartl is intended to help

distinguish centers to be clustered in a process layout from
those to be located in a production line. Demand, in units
per time period, is plotted on the y-axis of the graph. On
the x-axis are listed the product lines, ranked in monotoni-
cally nonincreasing order with respect to demand. When a
curve so plotted is convex, a production line is to be used
for products in the upper region of the curve, a "mixed"
design for the central region, and a process layout for the
lower region. This tool provides a primitive notion as to
what centers should be adjacent and clues as to what type of
cost data should be collected. Notable deficiencies are the
failure to specify region boundaries and the lack of an
interpretation for a line, particularly a horizontal one.

In its simplest form, the travel (cross) chart is a

matrix showing for a given product the volume of material
flow exchanged between centers in both directions.2 Modi-
fied versions display the combined material flows for all

products, use rating scales, use f.lk de rather than fik’

lThis chart was proposed by Richard Muther in
Systematic Layout Planning, Industrial Education Institute
(Boston: By the author, 1962). Another reference is
Robert S. Rice's "Three New Tools for Better Plant Layout,"
Factory, CVIII, No. 6 (June, 1960), 101-103.

2Travel charts as originally proposed are found in:
D. C. Cameron, "Travel Charts," Modern Materials Handling,
VII, No. 1 (January, 1952), 37-40 and M. L. Levy, "Let
Travel Charting Simplify Your Material Movement Problems,"
Mill and Factory, XLVIII, No. 5 (May, 1951), 100-101.
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or transform fik and djz to better reflect costs.l The
usual suggestion is to use the charts as a "guide," with
alternative block diagrams being drawn by trial and error to
reduce the special quadratic costs or the sum of nonadjacent
material flows.2 One author,3 however, offers two rather
concrete decision rules for assigning centers to locations.
After a center, such as the receiving area, is fixed at the
end of the layout grid, assignment decisions are made for
locations one grid square away from it. The next stage is
to assign centers to locations two grid squares removed, and
so on. The decision rules are to make centers adjacent if

the fi value associated with them is large or if they are

k

connected by one-directional flows involving only one

product.

1 . e .

Representative sources on such modifications are:
Wayland P. Smith, "Travel Charting," Journal of Industrial
Engineering, VI, No. 1 (January, 1955); James L. Lundy, "A
Reply to Wayland P. Smith's Article," Journal of Industrial
Engineering, VI, No. 3 (May-June, 1955), 29; and Glenn E.
Anderson and Irvin L. Reis, "Relative Importance Factors in
Layout Analysis," Journal of Industrial Engineering, II,
No. 4 (July-August, 1960), 312-31l6.

2Elwood S. Buffa, "Sequence Analysis for Functional
Layout," Journal of Industrial Engineering, VI, No. 2 (March-
April, 1955), 12-25.

3Marshall Schneider, "Cross Charting Technique as a
Basis for Plant Layout," Journal of Industrial Engineering,
II, No. 6 (November-December, 1960), 478-483.
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The REL chartl is similar to the cross chart, except
that an ordinal rating scale is used to assign values to the
matrix elements above the main diagonal. Usually five or
six levels are used to describe the desirability of locating
adjacently each possible pair of centers. Centers with a
high "closeness" rating (rik) are given priority when assign-
ing centers to locations. Although the use of ik provides
the analyst considerable flexibility in formulating the
problem, the REL chart leaves unanswered the following ques-

tion. Let the REL values be such that:

Is a solution placing center 1 adjacent to center 2 but non-

adjacent to centers 3 and 4 a better solution than the con-
?

verse one? Perhaps the use of fik djz or even r.. djz would

better reflect true costs.

A flow diaqram2 is a scaled drawing of the layout

area for a given alternative; the location of each center is

specified on it. Directed lines are drawn between centers

lRichard Muther and John D. Wheeler, "Simplified
Systematic Layout Planning," Factory, CXX, Nos. 8-10 (August-
September, 1962).

2John R. Immer, Layout Planning Techniques (New York:
McGraw-Hill Book Company, Inc., 1950).
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to represent material flows. The string diagraml is identi-

cal to the flow diagram, except that an unbroken string
represents material flows. A pin is placed at each center
centroid and a string is run between each pin. The total
string length measures fik de'

The spiral method2 is a visual technique whereby

each center is represented by a node; directed lines are
added to show flow from preceding to following centers. The
branches are labelled with appropriate fik terms. The nodes
are then joined by trial and error so as to reduce the sum
of nonadjacent flows. Both the location and shape of cen-

ters are considered to be design variables.

The straight-line method3 is a visual aid which,

since it provides a rather specific solution procedure,
possesses some of the properties of an algorithm. However,
it is relevant only if the sequences of operations are
nearly identical for all products. Products are listed
along the y-axis in decreasing order of importance from top
to bottom. A possible sequence of centers is listed along

the x-axis. A bar chart is then constructed showing "split

lR. T. Ronan, "String Diagrams Cut Handling Bottle-
necks," Modern Materials Handling, VIII, No. 8 (August,
1953), 67-71.

2Ruddell Reed, Jr., Plant Location, Layout and Main-
tenance, Vol. V of the Irwin Series in Operations Management,
ed. by H. L. Timms (Homewood, Illinois: Richard D. Irwin,
Inc., 1967), pp. 85-87.

3Ibid., pp. 87-91.
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centers," which are to be eliminated when possible by chang-
ing the sequence of centers. The final bar chart is a guide

for drawing center boundaries.

Evaluation of Alternatives

Measures of effectiveness can be obtained from
travel and REL charts, which are discussed in the previous
section. Other simple devices for ranking alternatives in

terms of several criteria are: tally of gains and losses,

pros and cons, ranking, and value ratings..l Alternatives

are ranked for each criteria and the alternative with the
highest score is deemed the best. An ordinal number system
is used as if it were cardinal when computing the total

measure of effectiveness.

Algorithms for the Layout Problem

There are several computational procedures purport-
ing to solve a center assignment problem similar to one of
those stated in the first chapter.

Analytic method

Numeric method

Level curves

Physical analogies
"Candidate Area" methods
LACH

Demand-position method
Enumeration of alternatives
Integer programming

CoOoONoOULEbd WM

lRichard Muther, Practical Plant Layout, (lst ed.;
New York: McGraw-Hill Book Company, Inc., 1955), pp. 239-
250.
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10. Branch and bound

11. Steinberg's algorithm

12, Kodres' algorithm

13. Gilmore's N4 algorithm

14. Gilmore's N5 algorithm

15. Hillier-Connors' algorithm
1l6. CORELAP

17. CRAFT
18. Hillier's algorithm
19. ALDEP

20. Wimmert's method.

The first six techniques are addressed to the spe-
cial problem of adding new unrelated centers to an existing
layout. Some of these techniques can be embedded in more
comprehensive algorithms for the generalized layout prob-
lem.l However, algorithms for the general problem (the last
thirteen listed) are more flexible. It is from their ranks
that four algorithms are selected to be applied to the test

problems of this thesis.

lThe algorithms of Steinberg, Kodres, Gilmore and
Hillier-Connors use one or more of these techniques.
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Analytic Methodl

Consider problem formulations 1.7, 1.8, and l.,9,2

which treat material handling as a linear cost function.
Taking the partial derivatives of expression 1.7 yields two

extremal equations to be solved simultaneously:

M -~ =

ZE x| eexp ey ® |2 =0 (1)
M [ 2 5 | 1/2

iil £, (y-y;)/ L(x-xi) + (y-y;) ] =0 (2)

Rationalizing these equations is a fundamental difficulty.
If M exceeds three, the number of cross terms created by

squaring both sides of the equations exceeds the number of

lMany authors address themselves to this approach,
including: R. T. Eddison, K. Pennycuick, and B. H. P.
Rivett, Operational Research in Management (London: English
Union Press, 1962), pp. 183-185; Richard L. Francis, "A Note
on the Optimal Location of New Machines in Existing Plant
Layouts," The Journal of Industrial Engineering, XIV, No. 1
(FJanuary-February, 1963), 33-40; Andre H. McHose, "A Quad-
ratic Formulation of the Activity Location Problem," Journal
of Industrial Engineering, XII, No. 5 (September-October,
1961), 334-337; James M. Moore, "Mathematical Models for
Optimizing Plant Layouts" (unpublished Ph.D. dissertation,
Department of Industrial Engineering, Stanford University,
1965); F. P. Palermo, V, No. 4 (October, 1961), 335-337; and
Roger C. Vergin and Jack D. Rogers, "An Algorithm and Compu-
tational Procedure for Locating Economic Facilities," Man-
agement Science, XIII, No. 6 (February, 1967), 240-254.

2The expressions 1.7, 1.8, and 1.9 reference condi-
tions 7, 8, and 9 respectively found in Chapter I.
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terms from which the radical sign has been removed. If more
than one new center is to be added (N >1), the extremal
equations become even more complex.

Formulation 1.8 lends itself to easy solution. The

optimal x and y values are found to be:

M 2 - M 5]
x= = f£f.°“x./ | =2 f. (3)
i=1 * v bi=1 -
M - M ~
2 2
y = .Zl £,7 vy/ .Zl £ (4)
1= ‘1_=

If N is greater than one, it is possible to intro-
duce the first new center and locate it "optimally" in rela-
tion to the M fixed centers. The second new center is then
located "optimally" with respect to M+l fixed centers, and
so on. It is yet to be determined in what order the N
centers are to be introduced and to what degree the result-
ing solution approaches optimality.

An optimal solution to 1.9 is also possible. It can
be proved that the best x value is obtained by arranging the
X, terms in monotonically increasing order and repeating each
Xy by a number equal to fi' The optimal x value is equal to
the median of the resulting sequence. The optimal y value is
obtained in the same fashion. If (1 + 2 + ... + M) is an
even number, the solution can be a line or area rather than

a discrete point.



37

Numeric Method

Since the extremal equations to formulation 1.7
becomes difficult to solve as N and M become larger, a
numeric solution process must be considered. It has been
proved that the cost function for the straight-line movement
case is convex.l Therefore the iterative, "one-direction-at-
a-time" procedure can be used without fear of finding a
local minimum, If N is one, this method fixes x at some
arbitrary value and varies y until the partial derivative in
respect to y is zero. The computed y is then taken as given,
with x being varied until the partial derivative in respect
to x is equal to zero. This constitutes a full iteration.
The procedure is repeated until neither x nor y change dur-
ing a full iteration. This procedure lends itself to com-
puter solution.2 The only real difficulty is the initial
placement of X and the size of the incremental steps. If N
is greater than one, a suboptimal solution could be generated
with the following procedure. Temporarily fix all but one of
the centers and "optimally" locate the variable center.
Select and locate successively all of the other centers in

turn. This constitutes one full iteration. Begin a new

1K. B. Haley, "The Siting of Depots," International
Journal of Production Research, II, No. 1 (March, 1963),
41-45.

ZAn optimal solution to a problem having M equal to
100 was solved in seven seconds on the IBM 7094. Vergin and
Rogers, Management Science, p. 242.
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iteration unless no assignment changes were made during the
last full iteration.

Two problems are associated with this suboptimal
procedure. Suboptimization is possible if fik is partic-
ularly large and center k is introduced for relocation
immediately after center i. The second problem is that
centers could cluster together. Clustering is avoidable if
constraints are imposed on the distance between center pairs
using the Lagrange multiplier. If aij is a given distance

parameter, the constraint is as follows:

Level Curves

This methodl provides a graphic solution to the one
center addition problem by computing the total cost of
locating the machine at several points on the layout grid.
All points having equal values are connected to form isocost
curves. The center is then assigned to a feasible location
on the lowest possible isocost curve; in this way, center

area requirements can be considered in the analysis.

lJames M. Moore, "Level Curve Approximation for Lay-
out Analysis" (unpublished paper, Department of Industrial
Engineering, Stanford University, 1960); Andre E. Bindsched-
ler and James M. Moore, "Optimal Location of New Machines in
Existing Plant Layouts," Journal of Industrial Engineering,
XII, No. 1 (January-February, 1961), 41-48.
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Formulas were developed to calculate the slope of
the curves in various segments of the graph. This made it
possible to program the procedure for the IBM 1620 computer.l
This procedure is reportedly being programmed for the IBM
7090 so that problem size (M) can be increased.

Level curves are most attractive if only one center
is to be located. If N is greater than one, it is still
possible to use them by successively introducing one center
at a time and locating it "optimally" in relation to the

centers already assigned.

Physical Analogies

There are at least three physical analogies relating
to the addition problem: the soap-film solution, mechanical
link-length minimizer, and the analogue computer method.

The first m.ethod2 exploits that propensity of soap
film to take a shape minimizing its potential energy (and
therefore its area). A scale model of plexiglass sheets
(representing the grid) and brass posts (representing the M
centers) is constructed. After being submerged in a soap

solution, the optimal network is observed as a film on the

lJames M. Moore and Martin R. Mariner, "Layout
Planning: New Role for Computers," Modern Materials Han-
dling, XVIII, No. 3 (March, 1963), 38-42.

2Miehle, The Journal of the Operations Research
Society of America, p. 239.
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plexiglass. Unfortunately, N cannot be specified in advance
and the links cannot be weighted with fik values.

The second m.ethodl consists of a scale layout, pegs,
pulleys and strings. One unbroken string is looped around
all movable and fixed pegs (representing centers) in such a
way as to represent total material flow. Applying tension
to the string locates the N centers optimally if friction
does not become an insurmountable complication.

The analogue computer method2 allows the analyst to
locate one center optimally in relation to the other (N+M-1I)
centers. The analyst varies x and y values while the ana-
logue computer is operating. When N is greater than one,

the new centers can be located sequentially in the same

manner suggested for level curves.

"Candidate Area" Methods

If N new centers are to be assigned to N discrete
"candidate areas" and if the material flows between these
new centers are negligible, the layout problem takes the

form of the ordinary assignment problem. There are several

lipia., p. 240.

2Edward L. Brink and John S. deCani, "An Analogue
Solution of the Generalized Transportation Problem with
Specific Application to Marketing Location, Proceedings of
the First International Conference on Operational Research
(Baltimore: Operations Research Society of America, 1957),
pp. 123-137; and Samuel Eilon and D. P. Dexiel, "Siting a
Distribution Center, An Analogue Computer Application,"
Management Science, XII, No. 6 (February, 1966), 245-254.
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optimization algorithms available, including the transporta-
tion method, Kuhn's Hungarian Method, Munkres' algorithms,
Flood's technique, and the Ford-Fulkerson model,l

If the assignment of fraction centers is permitted
as a rough approximation, the problem can be reformulated as
a zero-sum two-person game or as a linear programming prob-
lem. Considering the latter approach, let bij be the cost
of assigning center i to location j. The linear programming

formulation in N2 unknowns 1is as follows:

Minimize:

(6)

N
S ox,. =1 (3=1,2,...,N) (7)

N
2 x,. =1 (i=1,2,...,N) (8)

lFour references to these techniques are: Richard E.
Beckwith and Ram Vaswani, "The Assignment Problem--A Special
Case of Linear Programming," Journal of Industrial Engineer-
ing, VIII, No. 3 (May-June, 1957), 167-172; H. W. Kuhn, "The
Hungarian Method for the Assignment Problem," Naval Research
Logistics Quarterly, II, Nos. 1 and 2 (March-June, 1955),
83-97; James Munkres, "Algorithms for the Assignment and
Transportation Problems," Journal of the Society for Indus-
trial and Applied Mathematics, V, No. 1 (March, 1957), 32-38;
and A. Yaspan, "On Finding a Maximal Assignment," Operations
Research, XIV, No. 4 (July-August, 1966), 646-651.
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xij >0 (i,3=1,2,...,N) (9)

An integer linear programming problem is obtained by

replacing 2.9 with 1.3.

LACH

Location Assignment by Cost of Handling is a dynamic
programming approachl for assigning N new centers to k candi-
date areas in a layout already having M fixed centers. Each
of the new centers are introduced sequentially for analysis,
with the centers having the highest kgl fik values intro-
duced first. The first center ignores the interaction with
the other (N-1) new centers, the second one ignores the other
(N-2) new centers, and so on. After all new centers (stages)
are considered, the assignment is selected which has the
minimum operating costs and does not violate the budget con-
straint on the purchase of material handling equipment.

LACH is unique in its attempt to integrate decisions
on layout assignment with decisions on handling equipment
purchases. It has not been programmed and data are not
available on its computational efficiency. Some of its
assumptions and information requirements are somewhat unreal-

istic. However, it may be a useful tool when additional

lDavid W. Willoughby, "A Technique for Integrating
Facility Location and Materials Handling Equipment Selection,"
(unpublished M.S. dissertation, Department of Industrial
Engineering, Purdue University, 1967).
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materials handling equipment must be purchased for the new
centers and there are several alternative handling systems.
When any of the other algorithms in this chapter are used,
it is assumed that equipment purchasing decisions have
either already been made or are to be finalized when a

feasible layout solution is obtained.l

Demand-Position Method

This unprogrammed procedure is the most primitive
and probably the least satisfactory one of those listed.2
Assume a unidirectional grid is given, with N discrete loca-
tions numbered consecutively from left to right. Determine
the production sequence for each product or part, with the
sequence being a permutation of centers. Compute the total
flow passing through each center. For center i, the total

flow is equal to:

N
2 f.
k=1 ik

The next step is construct a matrix S of the N x N
order, with element sij being the sum of flows for all
products having center i as the th step in their production

sequences. The "demand-position" is then calculated for

lFor example, buying a conveyor to link centers i
and k would require a solution having them located adjacently.
2Peter C. Noy, "Make the Right Plant Layout--Mathe-
matically," American Machinist, CI, No. 6 (March, 1957),
76-78.
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each center using the moment analogy of mechanics. 1If P, is

the demand-position of center i, then:

S.. (10)
1 M

o}

i
™M=
™M=z

. (sij)(j)/

j j
The final step is to take each center in order of
its total flow and assign it to the unassigned integer loca-
tion closest to its demand-position. This process is con-
tinued without duplication until all N centers are assigned.
The limitations to this method are four. It is
limited to a one-dimensional grid--a very restrictive assump-
tion. It cannot accommodate centers of unequal size. 1In
addition, if the number of centers in product sequences vary,
a solution is more difficult to obtain. Finally, the solu-

tion is not generated or evaluated by a cost function. For

these reasons, this method is not selected for further study.

Enumeration of Alternatives

This methodl guarantees an optimal solution; all
permutations of centers are considered and the one with the
least cost is selected. There are certain steps common to

any enumerative procedure:

lThere are at least two programs producing an exhaus-
tive search. Listed in the order of program generality, the
references are as follows: George Conrade, "Computers:
Impartial Judge of Kitchen Layout," Institutions Magazine,
September, 1967, pp. 119-122; and P. Giles et _al., Facility
Allocation Project, Department of Industrial Engineering and
Administration, Cornell University Library (May 22, 1962),
p. 8. '
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l. Read in f,. and d., matrix elements.
ik i

2. Generate a permutation of centers (a solution).

3. Determine if the cost of the permutation is lower
than that of any solution generated previously. If
it is, put the solution and its cost in temporary
storage.

4. Return to step two until all N! permutations have
been considered.

5. Print out the best solution found.

Conrade's procedure, which was programmed in Fortran
for the CDC 3600 computer, also includes an option for
computing internally the distances between locations. It
also prints out a permutation each time a solution cost is
found to be lower than any previously generated.

The fundamental problem with these programs, one
that rules them out as workable tools if N exceeds 10 or 11,
is the rapid growth of computational time as N is increased.
There are 20! or 2.43x1018 permutations of centers to be
generated when N is equal to twenty. It is true that if the
layout grid is rectangular, the number of really different
permutations is one-fourth as great; if the grid is square,
there only one-eighth as many solutions. This characteris-
tic derives from the ability to flip a permutation matrix
about its diagonals, to convert to its mirror image, or to
rotate it 180 degrees. If constraints are imposed on some
xij values, the number of permutations is reduced by an
unknown amount. Unfortunately, an enumeration algorithm--

even one taking into account identical solutions to limit
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the search of the solution space--is computationally in-
feasible for larger values of N. If N is set equal to
twenty and a computer evaluates one combination each micro-
second, working eight hours per day and each day of the year,
it would take one-quarter of a million years to reach the
final solution.l Experience with Conrade's program indi-
cates that computer time when N is 10, 11, and 12 would be
approximately 4, 44, and 528 hours of computer time

respectively.2

Integer Programming

Integer programming procedures for guadratic cost
functions and linear constraints are of only theoretical
interest in solving the layout problem. Even for small
problems, "a significant increase in computing efficiencies
is required for integer programming to become as practical a
tool as linear programming."3 Even suboptimal algorithms,
which combine intelligently directed and random search pro-
cedures, "require computer time per iteration which increases
at an increasing rate as the number of variables increases.

. .« . The class of problem is also a major determinant of to

;Wimmert, "A Quantitative Approach to Equipment
Location in Intermittent Manufacturing," p. 95.

2Conversation with George Conrade.
3Donald Blessing Rice, "Discrete Optimizing Solutions

to Linear and Nonlinear Integer Programming Problems" (unpub-
lished Ph.D. dissertation, Purdue University, 1965), p. 2.
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[time] since adding quadratic forms increases geometrically
the number of calculations required at any stage of the
procedure.“l

Since the layout problem has a quadratic cost func-
tion and an enormous number of variables and constraints,
integer quadratic programming must currently be discarded
as a practical solution to the layout problem.

Another possibility is to convert the layout problem
into an integer linear program by defining yijkﬂ to be
xij xkz.2 The following integer linear program is then
appropriate:

Minimize:

N
> Cipsp Vi (11)
i,9,k, 4=1 ikjl fijk}
Subject to constraints 1.3, 1.4, 1.5 and:
N 2
z Vo = N (12)
ijkg ~ LIRS
+ s .l'l =L, 44 000y 1
i3 T Xy 2yljkz >0 (i,3,%k,£=1,2 N) (13)
y ={9  (i,3,x,2=1,2 N) (14)
ijkz l ’ ’ ’ ’ A

lIbid., p. 49.

2Eugene L. Lawler, "The Quadratic Assignment Problem,
Management Science, IX, No. 4 (July, 1963), 586-599.




48

. 4 2 .
Unfortunately, yijkz and xij involve N° and N~ vari-
ables respectively. This condition and the erratic nature
of integer programming mean that it is now an impractical

tool for solving the layout problem.

Branch and Bound

There are several versions of branch and bound which
guarantee an optimal solution.l Most of them are amenable
to both linear and special quadratic cost components. The
versions possess an identical philosophy which can be
described in the following manner. Let the assignment prob-
lem be viewed as a tree containing all possible permutations.
Move out along the branches in stages, eliminating those
branches which need not be investigated further. This is
ascertained by computing the lower bound of the branches at
each stage and eliminating all those having lower bound

values higher than the cost of a known solution. Continue

lThese versions are discussed in: Paul C. Gilmore,
"Optimal and Suboptimal Algorithms for the Quadratic Assign-
ment Problem," Journal of the Society for Industrial and
Applied Mathematics, X, No. 2 (June, 1962), 305-313; Eugene
L. Lawler, "The Quadratic Assignment Problem," Management
Science, IX, No. 4 (July, 1963), 586-599; Eugene L. Lawler
and D. E. Wood, "Branch-and-Bound Methods: A Survey,"
Operations Research, XIX, No. 4 (July-August, 1966), 699-719;
A. H. Land, "A Problem of Assignment with Interrelated Costs,”
Operational Research Quarterly, II, No. 2 (June, 1963), 185-
199; J. W. Gavett and Norman V. Plyter, "The Optimal Assign-
ment of Facilities to Locations by Branch and Bound,"
Operations Research, XIX, No. 2 (March-April, 1966), 210-232;
and J. D. C. Little et al., "An Algorithm for the Traveling
Salesman Problem," Operations Research, II, No. 6 (November-
December, 1963), 972-989.
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in this manner until all but one of the branches have been
"pruned." This is the optimal solution. The branch-and-
bound technique systematically searches only a portion of
the solution space to find the optimal solution.

The several branch-and-bound versions differ on two
counts: (1) the order in which partial permutations are
introduced for consideration and (2) how the lower bounds
are calculated. The first source of difference is not to
be considered here, since branch-and-bound methods have the
same deficiency as the other optimization techniques; i.e.,
they are computationally infeasible for larger problems.
The version of Gavett and Plyter has been programmed in
Fortran II for the IBM 7074. The computing times for five

different values of N are given in Table 2-1.

Table 2-1. Computing times for the branch-
and-bound method?

N Computing Time
4 . . e e e e e e e 3 sec.
5 & o e e e e o s o 15 sec.
S 45 sec.
7T & i o e e e e e s 14 min.
S 42 min,

dGavett and Plyter, Operations Research,
p. 228.
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The rate of increase in time is too great to select

it as an algorithm for further study and there is no reason

to believe the other versions will significantly reduce com
putational time. This is particularly true when the costs
of various permutations are nearly equal. Perhaps the
greatest promise for this technique would be when an excel-
lent suboptimal solution is already known, but it is desir-
able to find the optimal solution. Using the suboptimal
solution as a starting permutation may eliminate so many
branches in early stages as to make it computationally
feasible.

The second source of difference in the versions--
computing lower bounds--does justify additional comment.
One of the methods will be applied to the test problems in
conjunction with selected suboptimal algorithms. There are
at least five methods of computing the lower bound.

The first m.ethodl uses the matrix C of the
N(N-1)/2 x N(N-1)/2 order, which is computed by multiplying
vector f by the transpose of vector d. The lower bound is
equal to the sum of column (or row) minima which are still
allowed (not as yet constrained to zero in the solution
process). If vectors f and 4 were monotonically ranked in
opposite order before computing g, lower bound would be the

sum of the elements in the first column and last row of C.

lLand, Operational Research Quarterly, p. 186.
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The second methodl is take the sum of the elements
in the main diagonal of the ranked g matrix. This is equiv-
alent to adding the product of the largest fik and smallest
djz values with the product of the second largest fi and

k
second smallest djﬂ' and so on. The permuted dot product so
obtained can be added to the lower bound of linear costs
(which is found by solving the ordinary assignment problem)
to get a lower bound accounting for both linear and quad-
ratic costs.2 This technique is also appropriate for the
case of a partial permutation having some, but not all of
the N centers are already assigned. It is superior to the
first method since its lower bound can never be less than
the one produced by the first method.

The third method, purported to give an even more
realistic lower bound value,3 computes the lower bound using
a matrix L of the N x N order. The matrix T is the sum of
matrix B and matrix C. The elements of B are the familiar
bij values. Calculating the g matrix is more complicated.
To compute the element c12’ rank all elements of vector £
which reference center one; rank all elements of vector d

which reference location two in the reverse order. Set c12

equal to the permuted dot product of these two vectors.

lGavett and Plyter, Operations Research, p. 217.

2Gilmore, Journal of the Society for Industrial and
Applied Mathematics, p. 307.

3

Lawler, Management Science, p. 590.
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The element t obtained by adding b12 to SEPY is the lower

127
bound of the cost contributed by assigning center one to
location two. After all N2 elements of g are computed in a
like manner, the total lower bound is found by treating T
as an ordinary assignment problem.

The fourth m.ethodl is to solve the integer linear
program of the preceding section by eliminating the integer
requirement; i.e., substitute xij > 0 for xij = <2° The
fifth method2 is to enter the yijkz variables of equation
2.12 into a matrix of the N2 X N2 order and partitioning it
into N2 minors in such a way that each minor becomes a
linear assignment problem.

Since little experience has been reported as to
which procedure provides the best lower bound (the one with
the highest value), the second method is chosen for use in

this thesis. The reason for this choice is mainly the ease

in computing it.

Steinberg's Algorithm

This is a many-staged algorithm;3 at each stage the
layout problem is viewed as an ordinary assignment problem

having a linear cost function.

l1pia., p. 591. 21bid.

3Leon Steinberg, "The Backboard Wiring Problem: A
Placement Algorithm," Society for Industrial and Applied
Mathematics Review, III, No. 1 (January, 1961), 37-50.
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There are two unique concepts in the algorithm. The
first is to generate a family of unconnected sets of centers;
i.e., centers having no materials flowing between them. It
is preferable to have all centers mentioned at least once in
the family. One set is introduced at each iteration for
assignment. The second concept is to treat the assignment of
such a set as the ordinary assignment problem, using any of
the existing algorithms which give an optimal solutional If
the resulting solution is feasible, it becomes the starting
solution for the next iteration. A solution is feasible
when none of the centers in the set occupy the locations
already assigned to the (N-M) centers not in the set.

The main steps in the algorithm are specified by the
flow chart of Figure 2-1. This suboptimal procedure was
originally programmed on the Univac I system, but is cur-
rently being rewritten in Fortran.2 The final assignments
are dependent on the initial solution, the unconnected sets

considered, and the order in which they are listed.

lThese algorithms are mentioned in the section on
"candidate area" methods. Steinberg uses James Munkres'
algorithm, which is found in "Algorithms for the Assignment
and Transportation Problems," Journal of the Society for
Industrial and Applied Mathematics, V, No. 1 (March, 1957),
32-38.

2A Univac representative reports that the algorithm
was originally written in machine language for the Univac I
computer. It was then reprogrammed in assembly language
(SALT) for the Univac II. It is now being written in Fortran
for the Univac 1107 and is somewhat of a proprietary nature.
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Generate a family of

P unconnected center

sets. Mention each

center at least once,
if possible.

}

List the sets in any
arbitrary order.

|

Generate or input the
starting solution.

|

Select the next set to

be checked.

|

Fix the (N-M) centers
not in the set at the
locations specified by
the current starting
solution.

J

Find the least-cost
placement of the M
centers in the set,

!

Is the solution fea-
sible; i.e., is each No
center assigned to only
one location?

T

Make the new assignment

the current starting
solution,

b

Have p consecutive
No sets been considered
without producing a
new starting solution?

Yes

Print out the current
starting solution as
the final assignment.

Descriptive flow chart of Steinberg's algorithm.
(Sets are chosen in order from the top to the
bottom of the list. After the p set is chccked,
the algorithm returns again to the first sct in
the list.)
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This dependency is more of an advantage than a disadvantage,
since it provides three ways of "perturbing" a final solu-
tion in the search for an even better solution. Computa-
tional-time has never been reported, although computational
feasibility is a safe assumption.

There are three weaknesses in applying this algo-
rithm to the layout problem. The first one is that con-
straint 1.14 is not recognized, nor is the linear cost com-
ponent included in the problem formulation. This problem is
of a minor nature. Linear costs could be added to the data
matrices prior to finding the least-cost solution at each
stage. Constraint 1.14 could be imposed with an additional
_infeasibility step. The second problem is also minor; some
problems may have few fik values which are zero. This could
drastically reduce the number of possible unconnected sets,
The chances of this occurrence are rather remote for realis-
tic problems of sufficient size. If it does occur, it is
possible to include centers i and k in a set if fik is non-
zero but negligible, such as two standard deviations below
the mean. A third point, also of a minor nature, is letting
the M centers of a set to be mapped into any of the N loca-
tions, rather than restricting them to the M locations not
already occupied. There is no apparent justification for
such a provision.

The most important problem, however, is the apparent

failure of the algorithm to produce a solution close enough
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to optimality. Reported experience with this algorithm is
limited to one test problem (problem number five of Appendix
IX). CRAFT and the algorithms of Gilmore and Hillier pro-
duce answers of substantially lower cost.l Although one
test problem provides only preliminary evidence, it is

deemed sufficient to select other algorithms for more

detailed study.

Kodres' Algorithm

Kodres2 considers a subclass of the layout problem
by squaring the distance between location pairs in the
objective function. Let X, be the abscissa of the location
assigned to center i. Let Y; be the ordinate of its center
location. The layout problem can then be formulated as
follows:

Minimize:

g £ (x.-x. )2 + (v.-y. )2 (15)
{pey ik LTk (v =¥y
Subject to:
(x.-%,)2 + (y.-y)2>0 (i #k) (16)
ik itk

lSee Appendix XII.

2U. R. Kodres, "Geometrical Positioning of Circuit
Elements in a Computer," Conference Paper 1172, AIEE Fall
General Meeting, October, 1959.
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x; an integer and
(17a)
0 g_xi <P

y; an integer and
(17b)
0<y; <@

Kodres demonstrates how several types of constraints
can be built into the objective function to assure, for
example, that a center is located on a particular line in
the layout grid or that two centers are made adjacent and
located along the same line.

To obtain an intermediate solution, drop the con-
straints stated in his original formulation. Minimize the
positive definite quadratic function by setting all partial
derivatives equal to zero and solve the resulting set of
simultaneous equations with the Gauss-Seidel interation
technique.l

The final solution is constructed manually by using
the relative location of centers in the intermediate solu-
tion as a guide. "The assumption on which the construction
is based is that in the complete solution the points will
retain approximately the same relative positions of the

. . . . 2
intermediate, non-integer solution."

lKodres reports that "a representative 1l00-variable

system was solved in less than five minutes on the IBM 704."
Ibid., p. 6.

2Ibid., Pp. 7-8.
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The deficiencies of this algorithm are obvious. The
squared distance criterion is not the one normally used.l
More importantly, the intermediate solution can leave much
to be desired. Locations are points rather than discrete
areas. Several centers can be assigned to the same point.
If no constraints are built into the objective function to
fix centers in certain grid areas, "bunching" can occur. It
is also noteworthy that the flow matrix of his test problem
is extremely simple. All but a few of the fi values are

k

zero, simplifying the last phase of the solution process.

Gilmore's N4 and N5 Algorithms

Gilmore offers two versions of a suboptimal proce-
dure embodying an (N-1)-stage decision process.2 At each
stage an unassigned center is matched with one of the remain-
ing locations. The solution procedure involves I, a matrix
used in the third method of computing lower bounds as
described in the previous section on branch-and-bound tech-
niques. Let k be the number of centers already assigned and
T, be of the (N-k) x (N-k) order when the (k+1) center is to

=k
be assigned. This assignment choice is made by pi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>